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#### Abstract

The spatial mismatch between demand and supply over time is a significant concern in a bikeshare service. One primary strategy to fill the mismatch is to rebalance a shared bike fleet by vans or trucks. The more vans operators use to meet the demand, the more vehicle miles traveled (VMT) the system produces, offsetting the VMT reduction benefit that was at least a part of the motivation for the city to authorize the service. Another approach to the problem is an incentivebased approach to rebalancing a fleet. This approach incentivizes users to walk farther to get a bike from the oversupplied area (origin-based incentives) or to take a bike to the undersupplied area (destination-based incentives) by offering some reward, such as free bike-share use or a prize of some sort. This approach has proven to be successful in docked bike-share services, but the potential in the context of dock-less bike-share services is unknown. This dissertation examines the potential effect of an incentive-based approach to rebalancing a dock-less e-bikeshare fleet on bike-share use and social benefits, focusing mainly on VMT reduction, using a e-bike-share service in the Sacramento area, CA.

This dissertation consists of four studies. The first and the second studies are selfstanding. The third study is built on the second study, and the fourth and final study assembles an agent-based model from the models presented in the prior three studies. In the first study, I examine bike-share users' willingness-to-walk to pick up a bike or drop off a bike at some distance from their origins or destinations if rewarded and identify characteristics influencing willingness-to-walk. I find that half of the respondents use bike-share if the available bike is located 8.9 minutes away. Estimates of willingness-to-walk farther than the mean distance for incentives at origins and destinations were 3.8 minutes and 4.2 minutes per dollar, respectively. Based on these results, I find the potential effectiveness of incentives as a strategy for spatially


rebalancing bike-share fleets.
The second study examines the factors influencing mode substitution, defined here as the mode that is replaced when bike-share is used. I find that walking is the dominant mode substitution for trips of less than 1 mile for most trip purposes. Long trips and non-commute trips that start at non-commercial locations are likely to represent car substitution and some groups, such as women, non-membership holders, and those who have a private car, are more likely to report car substitution for any trip purpose.

The third study develops a framework for estimating vehicle miles reduced from the introduction of a dock-less e-bike-share service. I find that the daily car substitution rate, including both "private car" and "ride-haling," was $28 \%$ on weekdays. Furthermore, I find that the dock-less bike-share service with a fleet size ranging between 950 and 1100 was responsible for an estimated VMT reduction of 2,131 vehicle miles per day in total and 0.79 miles per trip on average across the service region on weekdays.

The fourth and final study develops a simulator using an agent-based model to examine how an incentive-based approach helps reduce the spatial mismatch between demand and supply and to estimate impacts on VMT reduction and its social cost in the context of a dock-less e-bike-share service. I find that incentive strategies improve the willingness of bike-share users to go out of their way to pick up or drop off a bike, but the effect varies by fleet size and the size of the incentive budget. The number of trips per bike does not change significantly with rebalancing strategies, suggesting that operators must determine the fleet size carefully before entering the market. I estimate that introducing incentive strategies reduces VMT by $3-6 \%$ by increasing the number of bike-share trips and saves US\$20-29 in social costs per day. Based on the first three studies, this study demonstrates the potential of the rebalancing strategy's incentive approach to
increase the bike-share operation's efficiency and social benefits regarding VMT reduction.
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## 1 Introduction

### 1.1. Overview of Bike-share and its benefits

Many U.S. cities have introduced bike-share services, a type of micromobility service, as a part of the sharing economy since Portland, Oregon, launched the first US bike share service in 1994 (Shaheen et al., 2010). At first, most cities introduced docked bike-share systems. This bikeshare service enables users to rent and return bikes at stations usually installed on the sidewalk or sometimes on the street. More recently, cities have adopted dock-less bike-share systems, a technological innovation that private companies brought to cities starting in 2018 (NACTO, 2020). Unlike docked bike-share systems, users can rent and return a bike anywhere within a designated service boundary. The National Association of City Transportation Officials (NACTO) reported that the number of trips by bike-share services, including docked and dockless bike-share systems, increased in the United States from 321,000 trips in 2010 to 50 million trips in 2019 (NACTO, 2020), though many dock-less bike-share services were closed or suspended due to the emergence of COVID-19 in 2020.

One motivation for cities to introduce bike-share services is that a modal shift from driving to bicycling could produce a sizable reduction in vehicle miles traveled, with broad benefits for transportation, energy consumption, environmental quality, public health, and quality of life (Pedestrian and Bicycle Information Center and FHWA, 2010). The National Association of City Transportation Officials (NACTO) reported that the average trip length of docked and dock-less bike-share range from 1.2 to 2.5 miles in 2018 (NACTO, 2019). The fact that $35 \%$ of trips by privately-operated vehicles are less than 2 miles (USDOT, 2018) suggests considerable opportunity to increase the substitution of bike-share for driving, thereby reducing vehicle miles traveled (VMT) and related greenhouse emissions. However, the benefits will be more limited if
the major mode shift comes from public transit, owned bike, or walking. Prior studies have found that micromobility services substitute for car travel at a substantial rate. For example, NACTO (2020) and Barnes (2019) reported a high car substitution rate of $45 \%$ of micromobility users in multiple US cities. However, Fishman et al. (2014) found that only $19 \%$ and $7 \%$ of docked bikeshare trips in Minneapolis and Washington D.C., respectively, replace private car trips.

Researchers have found that micromobility services generate substantial environmental benefits by producing VMT reductions (Fishman et al., 2014) and greenhouse emissions reductions (Chen et al., 2022; Reck et al., 2022; Saltylpva et al., 2022; Kou et al., 2020; Zhang \& Mi, 2018). For example. Fishman et al. (2014) estimated an annual VMT reduction of 444,187 km and $178,629 \mathrm{~km}$ in Washington, D.C., and Minneapolis, respectively. Some researchers have estimated emission reductions rather than VMT reduction. Kou et al. (2020) found that eight U.S. cities, including Seattle, Los Angeles, San Francisco, Philadelphia, Boston, Washington, D.C., Chicago, and New York, had annual GHG emission reductions from 41 tons to 5417 tons of CO2-eq. Chen et al. (2022) also estimated the 30,070 tons reduction in CO 2 from a bike-share service in New York. Reck and his colleagues (2022) accounted for emissions from various aspects of operation, including vehicle manufacturing and operational services. They found that the $\mathrm{CO}_{2}$ generated by a shared e-bike service exceeds the $\mathrm{CO}_{2}$ reductions attributable to the replacement of bike-share for driving in Zurich, Switzerland.

### 1.2. Spatial Mismatch and Operational VMT Production in Bike-share Services

Operational tasks, such as maintenance, battery swapping, and fleet rebalancing, play an essential role in maintaining the availability and quality of the service (Pfrommer et al., 2014). Operators usually run such operational activities by van or truck. This means that operational
tasks offset the environmental benefit from car substitution in bike-share systems. Fishman and his colleagues (2014) found that docked bike-share service operators produced 150 and 342 miles per day in Minnesota and Washington, D.C, respectively. They also estimated that operational miles exceeded VMT reduction from car substitution for a bike-share service in London. The San Francisco Municipal Transportation Agency (2022) reported that dock-less e-scooter-share operators produced 200 to 600 operational miles per day depending on months and operators. Another study estimated 0.6-2.5 miles per scooter for collection and distribution (Hollingsworth et al., 2019). These miles vary by factors such as bike density, the number of micromobility users, operational budget, and urban structure. Though operational activities maintain and facilitate the service to increase micromobility use, minimizing the operational miles is essential for maximizing benefits.

Rebalancing operations, as a significant component of operational miles and thus operating costs (Pfrommer et al., 2014), is essential for increasing micromobility use and reducing VMT reduction. Bike-share use will be lower - and the system will then produce more limited benefits - if users cannot find bikes where and when they need them. Bike-share operators face a major challenge in avoiding a spatial mismatch between demand and supply. This challenge may be more severe in dock-less bike share systems than docked systems because drop-off locations are not designated. For example, the UC Davis Campus Travel Survey in 2019 found that $70 \%$ of respondents who had used the dock-less e-bike-share service in Davis, California, had at least once not been able to find an available bike nearby when they wanted it (Lee, 2020). According to the survey results, fifty percent of the demand in Davis went unsatisfied. The issue stems mainly from an unbalanced distribution of the bike fleet over the day combined with the limited size of the fleet. If users cannot reliably find a bike, they are less
likely to consider bike-share for their mode choice, and this will lead to less bike share use overall, less profit for the operator, and less benefit for the community. For these reasons, operators need a well-designed strategy to address the spatial mismatch to increase bike-share use. Policymakers need to know what requirements to impose on operators to maximize the benefits to the community.

One major strategy to fill the mismatch is to rebalance the bike fleet by vans or trucks. This type of strategy has been implemented in many docked and dock-less systems. Some bikeshare systems implement a static rebalancing strategy redistributing the bike fleet in the off period. In contrast, other systems rebalance the fleet dynamically throughout the day according to the demand. Rebalancing operations by vans can keep bike usage from falling below acceptable levels but will often be a dominant component of the total operating costs (Pfromme et al., 2014). Furthermore, the more trucks they use to meet the demand, the more VMT they produce. This will offset the VMT reduction's benefit, one common motivation for authorizing the service, by substituting bike share for car travel.

Another rebalancing strategy implemented in some bike-share systems is an incentive approach. This approach incentivizes users to walk farther to get a bike from the oversupplied area (origin-based incentives) or to take a bike to the undersupplied area (destination-based incentives) by offering some reward, such as free-bike-share use or a prize of some sort. The advantage of this approach is that it reduces operational miles. The disadvantage creates uncertainty for operators about rebalancing needs because it depends on users' preferences. In New York City, the Bike Angels program contributes up to $30 \%$ of the total bike rebalancing of the docked bike-share, which is considered successful (Vanderbilt, 2018). JUMP, one dock-less e-bike-share service operator, has also incentivized users to return a bike with a low battery
charge to any designated spot (though this purpose is not for rebalancing the bike fleet). However, it is unknown what potential the incentive program has for rebalancing a dock-less e-bike-share system fleet.

### 1.3. Research Motivation

This dissertation aims to assess the potential effect of incentive-based approaches to rebalancing the fleet on the number of bike-share trips and environmental benefits in the context of a dockless e-bike-share service. Because of the complex interaction between bike-share users and operators, I develop a framework to estimate a system-level VMT reduction and a series of models for a simulation environment. I also address the following research questions below:

- Who is more likely to walk to pick up a bike? (Chapter 2)
- What additional distance are users willing to walk to pick up or drop off a bike from their origins or destinations if rewarded? (Chapter 2)
- What factors influence the mode substitution of a dock-less e-bike share? (Chapter 3)
- What environmental benefit does a dock-less e-bike-share service produce? (Chapter 4)
- What do the trade-offs among types of incentive programs, budget size, and fleet size look like? (Chapter 5)


### 1.4. Research Structure and methods

In this dissertation, I develop a framework to estimate a system-level VMT reduction from a dock-less e-bike-share service and a simulation environment for the service. Using the framework and the simulation environment, I evaluate the potential effects of an incentive-based approach to rebalancing the fleet on the acceptance rate of bike-share requests and a system-level

VMT reduction (Figure 1.1.). This dissertation consists of four studies. The first three studies answer sub-research questions and produce outputs to be a part of the simulation environment and the VMT reduction framework. In the fourth study, I use all works from the three studies and conduct a scenario analysis to evaluate the effectiveness of an incentive-based approach in the context of a dock-less e-bike-share service.

Chapter 2 examines bike-share users' willingness-to-walk to pick up or drop off a bike at some distance from their origins or destinations if rewarded and identifies characteristics influencing willingness-to-walk. I conduct a survey with conjoint questions targeting dock-less e-bike-share users in the Sacramento region. I estimate a Bayesian multinomial logit model to understand willingness-to-walk for incentives. Findings from this analysis give operators and policy makers insights into the potential effectiveness of incentives as a strategy for spatially rebalancing the bike fleets. The models developed here will be incorporated into the simulator as a user behavior model in the user behavior component to determine the best choice based on the likelihood of using a bike-share service and what pick-up and drop-off location to choose.

Chapter 3 examines factors influencing mode substitution of a dock-less e-bike share. I use data from a two-wave longitudinal survey of Sacramento-area dock-less e-bike share users in 2018 and 2019 (Fitch et at., 2020). I estimate Bayesian multinomial logit models for commuting and non-commuting trips to identify factors associated with substituted modes. The factors include trip attributes, land use characteristics, mode availability, individual characteristics, and attitudinal variables. Findings provide a basis for developing promotional and operational strategies and policies that enhance the beneficial outcomes of bike-share. The models developed here predict the substituted mode for specific bike-share trips in a part of the VMT reduction framework.

Chapter 4 develops a framework to estimate vehicle miles reduced from the introduction of bike-share service. I use system-level data on dock-less e-bike-share trips for the Sacramento region web-scraped from an open-source data format for sharing information about bike-share availability and locations and bike-share user survey data. The methodologies developed here are themselves a useful product of this work with the potential to be applied in other regions to assess the impact of their specific systems. This framework plays a role in estimating systemlevel VMT reduction in the simulator.

Chapter 5 evaluates how an incentive-based approach helps reduce the spatial mismatch between demand and supply and increase VMT reduction from the service in the context of a dock-less e-bike-share service. I develop a simulator using an agent-based model as explained above. Running various scenarios with varying fleet sizes and incentive budgets, I provide insights into the potential of an incentive approach to increase the operation's efficiency and the benefits of VMT reduction.

Chapter 6 concludes this dissertation by summarizing previous chapter findings and discussing future research.


Figure 1.1 Research and Simulation Structure
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# 2 Can an Incentive-Based Approach to Rebalancing a Dock-less Bike-share System Work? Evidence from Sacramento, California ${ }^{1}$ 

### 2.1. Introduction

Bike-share services, a type of micromobility service, produce many types of benefits environmental, physical, and social - by promoting a modal shift from driving to bicycling (Wang \& Zhou, 2017; Shaheen et al., 2010). Substituting bike-share trips for car trips reduces vehicle miles traveled (VMT) and related greenhouse emissions (Fukushige et al., 2021; Fishman et al., 2014; Shaheen et al., 2010). This substitution also increases users' physical activity, thereby helping to reduce the risk of chronicle disease and type II diabetes (Otero et al., 2018; Qiu and He, 2018; Ricci, 2015). Bike-share services also help to narrow the gap in the accessibility provided by the transportation system between lower-income and higher-income populations (Gauthier et al., 2014; DeMaio, 2009).

Bike-share use will be lower - and the system will then produce more limited benefits if users cannot find bikes where and when they need them. Bike-share operators face a major challenge in avoiding a spatial mismatch between demand and supply. This challenge may be more serious in dock-less bike share systems compared to docked systems because drop-off locations are not designated. For example, the UC Davis Campus Travel Survey in 2019/20 found that $70 \%$ of respondents who had used the dock-less e-bike-share service in Davis, California, had at least once not been able to find an available bike nearby when they wanted it (Lee, 2020). Fifty percent of the demand in Davis went unsatisfied, according to the survey results. The issue stems mainly from an unbalanced distribution of the bike fleet over the day

[^0]combined with the limited size of the fleet. If users cannot reliably find a bike, they are less likely to consider bike-share for their mode choice, and this will lead to less bike share use overall, less profit for the operator, and less benefit for the community. For these reasons, operators need a well-designed strategy to address the spatial mismatch to increase bike-share use, and policy makers need to know what requirements to impose on operators to maximize the benefits to the community.

Rebalancing the bike fleet by van is one common strategy to fix the mismatch. This strategy can keep bike use from falling below acceptable levels but will often be a dominant component of the total operating costs (Pfrommer et al., 2014). Because operational resources are limited, operators often need to prioritize the areas to be rebalanced. The more vans operators use to meet the demand, the more VMT the system produces, offsetting the VMT reduction benefit that was at least a part of the motivation for the city to authorize the service. One study found that vehicle miles associated with the operation of bike-share services could exceed VMT reduction from the system depending on the rate at which bike-share use substitutes for car use driving (Fishman et al, 2014).

Another rebalancing strategy, one that has not garnered much attention so far but has been implemented in some bike-share systems, is user-based incentive rebalancing. In this approach, the operator incentivizes the user to walk farther to get a bike (origin-based incentive) or bring a bike to an undersupplied area (destination-based incentive) by offering a reward of some sort, such as free bike use or a small gift of some sort. This strategy does not produce additional vehicle-related emissions. In New York City, the Bike Angels program contributes up to $30 \%$ of total bike rebalancing needs for the docked bike-share system, a level considered successful (Vanderbilt, 2018). JUMP, one of the early dock-less e-bike-share service operators,
has also incentivized users to return a bike with a low battery charge to any of the designated spots where it could be recharged, though the purpose of this incentive was more about facilitating recharging than rebalancing the bike fleet. These practices show that some users will walk farther to get a reward. However, it is unclear how much farther users are willing to walk if rewarded.

Few researchers have directly addressed users' walking distance in the context of bikeshare service let alone the effect of incentives on their behavior. The findings of Singla and other researchers (2015) show that $50 \%$ of docked bike-share users are willing to walk up to 500 meters to access the service, and $80 \%$ of users are interested in incentive programs. Another survey conducted in Seoul by Ban and Hyun (2019) shows that about half of docked bike-share users will walk an additional 1000 meters for incentives of 1509.5 KRW , approximately US\$1.30, in the context of docked-bike share service. These studies assumed that willingness to walk for origin- and destination-incentives are the same. Wang and Wang (2021) examined the difference of users' attitudes toward the two different types of incentives by recruiting through a large crowdsourcing platform in China, but did not look at the relationship between walking distance and an amount of incentive. Kabra et al. (2018) used another approach to estimate the effect of the accessibility of a docked bike-share service on ridership by using a structural demand model with historical trip data in Paris. They found that increasing the walking distance from a station decreases a user's likelihood of using a bike by $0.194 \%$ per meter between 0 and 300 meters. This means that users at a location 300 meters (equivalent to approximately 4 minutes) from the station are about $60 \%$ less likely to use the service than those close to the station. The effect of distance on the likelihood of using a bike is even more significant for more than 300 meters. The relationship between walking distance and an incentive amount in prior
studies has been examined in the context of docked bike-share services with conventional bikes, but whether the findings apply to the context of dock-less bike-share services with e-bikes is unknown.

Rather than looking at individual preferences, a substantial number of prior studies focus on the optimal location of bike stations in docked bike-share systems to maximize bike-share trips (Mix et al., 2022; Chen et al., 2020; Çelebi et al., 2018; Frade \& Ribeiro, 2015; O’Mahony \& Shmoys, 2015; Garcia-Palomarces et al., 2012). For example, Mix and his colleagues (2022) estimated bike-share demand based on built environment and accessibility variables and determined optimal locations of bike stations to maximize the coverage of the demand. Çelebi et al. (2018) proposed a new method for bike-share service system design considering station capacity and location while Chen et al. (2019) focused on e-bike-share stations. The large number of such studies can be explained by the relatively long history of docked bike-share systems, starting from 1995 in Copenhagen (Shaheen et al., 2010), and to the significant investment required to install docks. The optimal location of dock-less bike-share bikes is a more recent concern. In the absence of docks, some cities are designating parking areas for bikes. Recent work aims to identify and optimize geo-fenced parking space for a dock-less bike-share service (Zhao and Ong, 2021; Sun et al., 2019). These optimal-location studies provide indirect evidence of the willingness of users to walk to access a bike.

Prior studies have also developed bike-share user behavior models to examine whether incentive offers are an effective rebalancing strategy (Duan and Wu, 2019; Pan et al., 2019; Patel et al., 2019; Singla et al., 2015; Pfrommer et al., 2014). Singla and other researchers (2015) considered two factors: maximum distance users are willing to walk to another station and value of time in their user behavior model. They assume that the two parameters are independent; users
walk to an alternative bike station only if an alternative station is within the maximum walking distance and the incentive offer is more than the value of time. Patel et al. (2019) incorporated into their model the waiting time at the bike station in the case when the bike was not yet available. Taking another approach, Pfrommer et al. (2014) used the value of time as a parameter in their user model. All these researchers have relied on a rule-based model based on survey data rather than developing a discrete choice model. These prior models have not distinguished between users' preference for origin- and destination-based incentives, while insights into differences in preferences by sociodemographic characteristics, for example, by gender and age, are limited.

This study examines bike-share users' willingness-to-walk to pick up a bike or drop off a bike at some distance from their origins or destinations if rewarded and identifies characteristics influencing willingness-to-walk. I use data from a survey of dock-less e-bikeshare users conducted in the Sacramento region and estimate a Bayesian multinomial logit model to understand willingness-to-walk for incentives. My results give operators and policy makers insights into the potential effectiveness of incentives as a strategy for spatially rebalancing the bike fleets. The models I present here can also be used in simulation models, such as agent-based modeling, to understand the interaction between user behavior and operational strategy (Duan and $\mathrm{Wu}, 2019$; Pan et al., 2019). This integration will produce more realistic, robust, and reliable estimates of the benefits of bike-share service.

### 2.2. Methodology

### 2.2.1 Survey Design

### 2.2.1.1 Overview

I implemented an online survey in June and July 2021 to examine users' behavior in the e-bike share system and their preferences in a system for rewarding users for walking farther to get a bike or dropping off a bike farther from the destination. I targeted dock-less e-bike share users in the Sacramento region for the survey.

JUMP operated a dock-less e-bike share system between May 2018 and March 2020 across three California cities: Sacramento, West Sacramento, and Davis. The service area of approximately 50 square miles was not all contiguous, as Davis was separated from the rest. Although the service was dock-less, JUMP had installed bike-hub stations within its service boundaries to provide a place for locating bikes for operational purposes, including rebalancing and maintenance. JUMP also utilized the stations for returning a bike with a low battery charge by offering users a reward. Users were also incentivized to take a bike parked outside the service boundary and return it inside the boundary. The service was closed due to the emergence of COVID-19, but was relaunched in August 2021 by a new operator, Lime.

In the survey, I asked hypothetical questions about what bike locations, defined by walking time, they would choose if incentives of different types and amounts were offered (as described below). Other questions included general bike-share use behavior, previous bike-share experience in the Sacramento region, bike-share use during and post COVID-19, reward-related questions, socio-demographics, and travel attitudes.

I emailed the subset of 231 people who participated in prior surveys (Fitch et al., 2020; Fitch et al., 2021) and indicated that they were willing to answer follow-up questions. I sent several reminders to those who had not yet responded. This approach yielded 107 complete surveys. I also asked contacts in local organizations, including the Sacramento Area Council of Governments (SACOG), the City of Davis, and the City of West Sacramento, to share the survey
link through their channels. Through this method, I received 46 additional responses. After the data cleaning process, I identified 143 valid responses, including 128 respondents who were interested in the incentive program and 15 responses who were not, for a conjoint analysis.

### 2.2.1.2. Conjoint Analysis

I used a conjoint analysis approach to examine willingness-to-walk for incentives along with the influence of individual characteristics and attitudes on shared-bike location selection. Conjoint analysis is a widely-used survey-based technique, especially in market research (Green and Srinivasan, 1978; Luce and Tukey, 1964), to understand how each attribute of a choice influences decision-making. I provided a context for the conjoint questions, given that the respondent's interest in incentives might depend on the context, in the following way: Imagine you are taking a 15-minute ride to get to a specific destination (such as work or a store). You open the bike-share app, and the app suggests the nearest bike without a reward as well as bikes farther away with rewards of different amounts. The bikes with rewards usually require additional walking at your origin or/and at your destination location compared to the nearest bike. If you don't like any of the options, please choose "none." I specified non-recreational trips because participants are more likely to consider the trade-off between incentives and walking time for such trips. Another reason to limit the survey to non-recreational trips is to minimize the workload of participants. Because of the closure of the prior bike-share service (during the time I conducted the survey) and COVID-19 circumstances preventing me from conducting an intercept survey, I expected to have few participants, requiring me to give them many scenarios to consider and take steps to reduce the likelihood of incomplete answers. I set a riding time of

15 minutes as a typical travel time given that the average travel time by dock-less bike-share is about 13 minutes (NACTO, 2019).


Figure 2.1 Screenshot of choice question in the survey

I offered five alternatives in each conjoint question (Figure 2.1): (1) a bike without any reward (Bike A), (2) a bike with a reward for an additional walking time at their origin (Bike B), (3) a bike with a reward for an additional walking time at their destination (Bike C), (4) a bike with a reward for an additional walking time at both their origin and destination (Bike D) and (5) a no bike-share(BS) option (None). I included "None, I wouldn't use bike-share for this trip" as a fifth option because adding this alternative enables me to examine the relationship between walking time at their origin coupled with an amount of reward and the decision to use bike-share service for that trip.

I included three types of attributes in the questions: walking time from their origin to a bike location, walking time from the drop-off location to their destination, and the total amount of reward. I did not include other trip attributes, such as use cost and trip distance in order to keep my model simple and focus on the effect of walking time and the reward amount on the bike location selection. I set three levels [2, 6, 10 minutes] for walking time from origin to bike
location as a reference for alternatives with no incentive except for "None." I set three levels [4, 8, 12 minutes] for incentivized alternatives. I limited total walking time for incentivized alternatives to 12 minutes as an upper bound because most users are less likely to choose an alternative with more than 12 minutes of walking time from origin to bike location as found in prior studies (Fitch et al., 2020). I set four levels [0, 2, 6, 10 minutes] for walking time from the drop-off point to their destination. I also set three levels [US\$0, US\$0.75, US\$1.5] for an amount of incentive for walking time from origin to bike location and drop-off point to their destination, respectively. I showed walking time at origin and destination separately but summed up both rewards for origin and destination (Figure 2.1).

I used an experimental design technique called fractional factorial design to develop shared-bike location choice alternatives in each scenario presented to the respondents (George et al., 2005). One advantage of this technique is that it enables an efficient analysis of the relationship among attributes, a quality that fits my circumstances well as I expected to have a limited sample size. I applied the fractional factorial designs to all possible combinations but with a fixed walking time for Bike A, a bike without any incentive, and set three scenarios as a block size using D-criterion. I did so to ensure that I could capture the preference for different levels of walking time from each individual, as I explain later. In this process, I obtained 12 different blocks for a 2-minute walking time (Category A), eight blocks for a 6-minute walking time (Category B), and four blocks for a 10-minute walking time (Category C), respectively. I ensured that no dominant alternative existed in the choice sets because such an alternative does not provide me with any additional information.

The problem of including a no-BS alternative is that my collected data may have a substantial number of responses choosing the no-BS alternative, presenting difficulties for my
modeling process as a no-BS alternative gives me less information about preferences. I expected to have a limited sample size in this survey, thus I needed to avoid obtaining several responses with a no-BS choice from any one individual. To reduce the risk of having a substantial number of responses with the no-BS alternative, I adapted scenarios for participants based on their preference for walking time to get a bike as indicated in their answer to the following question: How long would you be willing to walk to pick up a bike-share bike... For a trip to a specific destination such as work or a store? I asked three blocks of scenarios, totaling nine scenarios, for those interested in incentive programs. In the first group, I preset five blocks of Category B and randomly chose one of them for each participant. I asked about scenarios in this category without any conditions because a prior study found that most users are willing to walk 5 minutes or more (Fitch et al., 2020). Next, I preset nine blocks of Category A and randomly chose one in the same way. In the last group, I preset the rest of the blocks of Category A and B that I did not preset in the previous groups and randomly chose one for those who answered that they are willing to walk up to 2 minutes to get a bike. I did not include any block of Category C here because respondents are highly likely to choose a no-BS alternative in these scenarios. For those who answered "Up to 5 minutes," I drew one of the rest of the blocks of Category B and C. I included blocks of Category C because they might choose an option with incentives. For the rest of the participants willing to walk up to 10 minutes or more, I drew one block of Category C randomly.

### 2.2.1.3. Sample Size Validation

I validated the minimum sample size based on the Sawtooth Guideline (Johnson and Orme, 2003) as other similar studies have used this metric as a criterion (Olitsky et al., 2017; Van

Cauwenberg et al., 2016; Rose and Bliemer, 2013). The guideline says that the minimum sample size should be as follows:

$$
n \geq \frac{500 * c}{q * a}
$$

where $q$ is the number of questions shown to each respondent, $a$ is the number of alternatives per question excluding the "No choice" option, and $c$ is the maximum number of levels of any attribute. In my conjoint analysis setting, I asked nine questions for each respondent interested in the incentive system. I gave four different bike options and the "No-BS" option, and the maximum number of levels is four. Following the guideline, my minimum sample size should be 56. I recruited128 participants interested in the incentive program who answered the series of conjoint questions. The number of observations collected from the conjoint survey was 1152 .

### 2.2.1.4. Pseudo-Choice Questions from General Questions

One problem with my approach is that estimated models are biased to the preference of those interested in incentive programs because I did not present the conjoint questions to those not interested in incentives. To address this issue, I produced pseudo-choice scenarios, including only a bike without any incentive (Bike A) and a no-BS alternative, and pseudo-responses as a binary problem for all participants based on the general question about walking time to get a bike for non-recreational trips (I also collected responses for recreational trips, but did not use them for consistency with the conjoint questions; summary statistics are presented in Section 3.1). I assumed that I asked the participants five simple binary questions: (1) an alternative with 1minute walking time vs. no-BS alternative, (2) an alternative with 3.5-minute walking time vs. no-BS alternative, (3) an alternative with 7.5-minute walking time vs. no-BS alternative, (4) an
alternative with 12.5 -minute walking time vs. no-BS alternative, (5) an alternative with 15 minute walking time vs. the no-BS alternative. For example, if participants answered that they are willing to walk up to 5 minutes to get a bike, I assumed that they chose a no-BS alternative in (3), (4), and (5), and a bike in (1) and (2).

I had 15 users not interested in incentive programs (with those interested totaling 143 users) in which I produced 715 samples from the pseudo-choice questions presented above. Adding pseudo-choice questions to the dataset from the conjoint questions, I had a total of 1867 observations for further analysis.

### 2.2.2. Shared-bike Choice Model

### 2.2.2.1. Variables

I model the shared-bike choices based on the conjoint experiment and pseudo-choice questions (i.e., the dependent variable is composed of the Bike A-D options described above, the set of which I denote as $J$ ). I call these $J$ choices "shared-bike location selections" since they represent decisions about where to pick up and drop off a bike. $J$ also includes the choice to not use a shared bike (no-BS alternative). The number of alternatives varies by type of data source. The number of alternatives is 5 when the data come from the conjoint experiment. The number of alternatives is 2 when the data come from the pseudo-choice questions. In this analysis I examined factors including individual characteristics and attitudinal variables that influence shared-bike location selection. Individual characteristics I explored included age, income, race, gender, student status, college degree, having children, membership, incentive interest, and car ownership (Table 2.1). Based on significance level, the effect on the model performance, and the
correlation between variables, I retained membership, incentive interest, gender, and race in the final model.

Table 2. 1 Explored Variables with Summary Statistics for My New Survey and Previous Survey

| Variable | $\mathrm{n}=143$ |
| :---: | :---: |
| Individual Characteristics |  |
| Age |  |
| - 24 | 6\% |
| 25-34 | 37\% |
| 35-44 | 27\% |
| 45-54 | 10\% |
| 55 - | 19\% |
| Woman |  |
| Yes | 40\% |
| No | 60\% |
| Race |  |
| Asian | 15\% |
| Hispanic/Latino | 5\% |
| White | 66\% |
| Other | 14\% |
| Employed (Commute to at least one workplace) |  |
| Yes | 87\% |
| No | 13\% |
| Student (Full or part-time student) |  |
| Yes | 21\% |
| No | 79\% |
| College Degree (Bachelor's degree or higher) |  |
| Yes | 87\% |
| No | 14\% |
| Children (Under 16) |  |
| Yes | 13\% |
| No | 87\% |
| Car Ownership (One or more car per person) |  |
| Yes | 90\% |
| No | 10\% |
| Membership |  |
| Yes | 22\% |
| No | 78\% |
| Incentive Interest |  |
| Yes | 90\% |
| No | 10\% |
| Income |  |
| Low (Under US\$50,000) | 20\% |
| Middle (US\$50,000 - US\$125,000) | 49\% |
| High (Over US\$125,000) | 31\% |

I considered attitudinal variables and factors related to users' choices about their daily travel in the variable selections given that I used them in a previous study (Fukushige et al., 2021). The variables use an ordinal 5-point response scale (strongly disagree to strongly agree). I sum scores for statements in each of four attitudinal constructs (Table 2.2) - "Like bike," "Bike safe," "Bike pressure," and "Car necessity." I added other types of variables directly into the model to facilitate ease of interpretation. Factors asked in the survey include i) Concern for the environment, ii) Concern for cost, iii) Desire to get exercise, iv) Concern for safety from crime, v) Concern for safety from traffic, vi) Desire for enjoyment, vii) Concern for time, viii) Desire for convenience. In the end, I retained the "Concern for time" factor in the final model.

Table 2. 2 Attitude constructs and question statement

| Variable | Question statement |  |
| :--- | :---: | :--- |
|  | - | Riding a bike is fun |
| Like bike | - | Riding a bike is enjoyable |
|  | - | Riding a bike is boring* |
|  | - | Riding a bike is pleasant |
|  | - | I like riding a bicycle |
|  | - | I feel safe from cars when bicycling in town |
|  | - | I feel comfortable around cars when bicycling in town |
|  | - | I feel anxious around cars when bicycling in town* |
|  | - | I get stressed by cars when bicycling in town* |
|  | - | Many people I know think bicycling is healthy |
| Bike Pressure | - | Many people I know think bicycling is fun |
|  | - | Many people I know think bicycling is safe |
|  | - | Many people I know think I should bicycle |
|  |  | - |
|  | I need my car to do many of the things I like to do |  |
|  | - | I need my car to carry shopping or children |
|  | - | I try to limit my driving as much as possible* |

* indicates that the ordered scale of the question statement is reversed.


### 2.2.2.2. Bayesian Multinomial Logit Model for Shared-Bike Location Selection

I used the Bayesian multinomial logistic regression model to understand users' shared-bike location selection and their willingness-to-walk for the incentive at the origin and/or destination. Bayesian techniques can add prior information (prior probabilities) into the model parameters to
reduce model overfitting (Attias, 2000). The technique also enables fitting multilevel structures and accounting for individual variability more easily (Lee, 2011; van Ravemzwaaij, 2014).

I used five different trip attributes, including walking time at origin and destination, an amount of incentive at origin and destination, and an indicator for choice-option, as a base to develop a series of choice models. The "no-BS" option is a distinctive alternative as this option can be chosen for various reasons, violating the Independence of Irrelevant Alternative (IIA) property (Haaijer et al., 2001). Model estimates are biased by including the "no-BS" alternative as a reference alternative with the utility of zero as trip attributes of the option are not practically zeros. To reduce the violation of the IIA property, I added an alternative-specific dummy for bike-share options as suggested by Haaijer et al. (2001), which they called the "no-choice alternative."

I fit models using two different approaches: preference space and willingness-to-pay space. Models in the former space specify the distribution of coefficients of cost and time in the utility function first, then estimates of willingness-to-pay are calculated by dividing product parameters of cost by time. The problem with using this approach is that the estimate of willingness-to-pay may have an unreasonably large variance (Train and Weeks, 2005). Because the estimate is the ratio from two randomly generated values, having an extreme large or small value in the denominator (time) produces this issue. To avoid this issue, prior studies suggest estimating willingness-to-pay directly by reparametrizing the model (Train and Weeks, 2005; Sonnier et al., 2007). Because I can specify the distribution of the estimates in the function, I tend to have a more convenient and reasonable distribution (Train and Weeks, 2005). In this paper, I call the variable willingness-to-walk (WTW) rather than willingness-to-pay as a
decision-maker views walking time for rebalancing a bike as a cost. The utility functions as a base model for each space are as follows:

## Preference Space

$U_{j}=\beta_{W T O} * W T O_{j}+\beta_{W T D} * W T D_{j}+\beta_{I N C O} * I N C O_{j}+\beta_{I N C D} * I N C D_{j}+\beta_{B S} * I_{j}$

Willingness-to-walk (WTW) Space
$U_{j}=\beta_{W T O} *\left(W T O_{j}+\beta_{W T W O} * I N C O_{j}\right)+\beta_{W T D} *\left(W T D_{j}+\beta_{W T W D} * I N C D_{j}\right)+\beta_{B S} * I_{j}$
where
$U_{j} \quad$ Utility for alternatives by $j$
$\beta \quad$ Coefficient
$I_{j} \quad$ An indicator for BS-option for alternatives by $\mathrm{j}:\{1: \mathrm{BS}$-option, 0 : no-BS option\}
$W T O_{j} \quad$ Walking time at origin for alternatives by j
$W T D_{j} \quad$ Walking time at destination for alternatives by j
$I N C O_{j} \quad$ Origin-based incentive for alternatives by j
$I N C D_{j} \quad$ Destination-based incentive for alternatives by j
$W T W O_{j}$ Willingness-to-walk for origin-based incentive for alternatives by j
$W T W D_{j} \quad$ Willingness-to-walk for destination-based incentive for alternatives by j

I developed four different models in both the preference and willingness-to-walk spaces.
The first model, a base model defined above, is a simple multinomial logit model with trip
attributes (Model 1). For Model 2, I added uncorrelated varying effects by person and experiment into Model 1 to account for person-level and experiment-level heterogeneity. One problem with applying varying slope to all trip attributes in WTW space is instability in the models (Revelt and Train, 2000; Ruud, 1996). To avoid instability of estimates, I set coefficients of walking time at origin and destination as a fixed effect. To consider the correlation between varying effects, I also fit a multilevel multinomial logit model with correlated varying effects by person and experiment (Model 3). Finally, to understand the effect of different groups (i.e., gender and race), I added person-level predictors with trip attributes to Model 3 to get Model 4. I used leave-one-out cross-validation with expected $\log$ pointwise predictive density (elpd-loo) to measure the improvement of each model compared to simpler models. I report estimates of WTW space in the main body and of the preference space in the appendix 2 A .

I used the R package RStan using a probabilistic programming language Stan to fit Bayesian models (Stan Development Team, 2018). I used the default Markov chain Monte Carlo (MCMC) simulation method in Stan, drawing random samples from the posterior, to converge the estimator (R-hat < 1.01). Parameters I used include 4 Markov chains, 4000 iterations for each chain (2000 for warmup that I discarded), tuning parameters 0.9 for adapt_delta and 16 for max_tree_depth. I also ensured that the estimation was completed without Stan's diagnostic warnings.

One essential step in Bayesian modeling is to determine an appropriate prior, thereby balancing model under-fitting and over-fitting. Because of a lack of sufficient information on subjective prior beliefs, I ran a series of "prior predictive checks" to find reasonable priors for my models simulating my collected data. The priors derived from this process, called "weakly informative," can constrain parameters softly to reduce potential over-fitting to the data
(McElreath, 2020). I used normal distribution with a mean of 0.0 and standard deviation of 2.0 for all parameters, except for a Cholesky factor with an LKJ correlation matrix density of 3.0.

### 2.2.3. Limitations

The data in my analysis have several limitations. First, my sampling method may not have produced a representative sample. Without a census or official summary statistics of bike-share users in the Sacramento region, I lack the ability to understand how my sample might be biased as discussed in a prior study comparing characteristics of the respondents of a bike-share user survey to a household-based survey in the examination of the impacts of the bike-share system (Fitch et al., 2020).

My conjoint questions did not consider other trip attributes, such as walking direction toward a destination, bike-share use cost, and trip context. For example, walking direction might also influence decision making. If the bike's direction is opposite to the direction of the destination, users might be less likely to walk to get a bike given that total travel time and cost increase. However, I found only a slight difference in total travel time by walking direction in some cases. If the walking time is 6 minutes (approx. 480 meters with 80 meters $/ \mathrm{min}$ on foot) and the distance between trip start and end is 3000 meters (equivalent to 12 minutes with 250 meters/min by bike), the difference between walking toward versus away from the destination is three to four minutes. The smaller the waking time is, the smaller the difference is. I decided not to include this factor to avoid confusion for the respondents and add to the response burden. Travel cost also influences mode choice. Membership holders may behave differently from those who are not members because the former group has a different pricing mechanism with an hour of free access per day (if it is the first use in a day). In addition, whether users reserve a bike on
the app ahead of time influences bike-share use cost. Adding these factors would increase the minimum sample size and complicate the analysis given that I expected a small sample size. For these reasons, I kept my questions as simple as possible to understand the trade-off between walking time and inventive influence on bike selection.

My results may be applicable only to e-bike-share systems. Conventional bike-share systems and e-bike-share systems attract users in different ways as found in a prior study (Campbell et al, 2016). If e-bikes are more attractive and used for longer trips, for example, because of their higher speed and greater comfort, my results might overestimate willingness-towalk for conventional bike-share systems. Further studies about the difference in willingness-towalk to get a bike in conventional bike-share system and e-bike share system are needed.

### 2.3. Results \& Discussion

### 2.3.1. Willingness-to-walk to get a bike and their interest in incentive programs from survey data

My results from general questions about walking time to get a bike show that bike-share users are more willing to walk to get a bike for recreational trips than non-recreational trips (Figure 2.2). This result is intuitive since people are generally less time-constrained when making recreational trips than destination-oriented ones. For recreational trips, $85 \%$ of survey participants were willing to walk more than 2 minutes, compared to $78 \%$ of participants for nonrecreational trips. For recreational trips, half of survey participants were willing to walk more than 5 minutes compared to $33 \%$ for non-recreational trips. Bike-share users rarely say they would walk more than 10 minutes to get a bike for either type of trip.

Figure 2.2 also shows that more than $80 \%$ of users would consider both origin- and destination-based incentive offers though they are slightly more favorable toward origin-based incentives, the opposite of findings in a prior study (Wang \& Wang, 2021).


Figure 2. 2 Walking distance at which users are willing to walk to get a bike (left) and interest in incentive offers (right) $(\mathbf{n}=143)$

### 2.3.2. Willingness-to-walk farther to get a bike for any incentive

### 2.3.2.1. Model Estimation

Comparisons of all models in the WTW space (Table 2.3) indicate that adding varying effects by person and experiment improves the model performance. This suggests that users' choices vary by personal preference and experimental context. Adding correlated slopes also improved the model performance, but the effect is limited with less than one standard error difference in my objective function (elpd_loo) between Model 2 and 3. I expected that individual characteristics could help explain the decision-making, but adding person-level predictors did not improve model performance, so I discuss the results based on Model 3 in considering the need for further analysis. I used results of Model 4 to explain the effects of individual characteristics and attitudes on the willingness-to-walk.

Table 2. 3 Comparison of Model Estimation in Willingness-to-Walk Space

|  | Model 1 | Model 2 | Model 3 | Model 4 |
| :---: | :---: | :---: | :---: | :---: |
| Walking Time (Origin) (Unit: min) | -0.43 (0.02) | -0.57 (0.04) | -0.56 (0.04) | -0.55 (0.04) |
| Walking Time (Destination) (Unit: min) | -0.29 (0.02) | -0.42 (0.05) | -0.42 (0.05) | -0.41 (0.05) |
| WTW (Origin) (Unit: min/US\$) | -3.77 (0.14) | -3.89 (0.29) | -3.81 (0.31) | -2.81 (0.75) |
| WTW (Destination) (Unit: min/US\$) | -4.34 (0.20) | -4.33 (0.53) | -4.21 (0.53) | -3.01 (1.07) |
| Indicator for BS-option | 3.24 (0.15) | 4.95 (0.53) | 4.96 (0.38) | 4.69 (0.79) |
| WTW (Origin) |  |  |  |  |
| Membership |  |  |  | -0.05 (0.62) |
| Women |  |  |  | -1.30 (0.53) |
| White |  |  |  | -1.31 (0.54) |
| Concern for time |  |  |  | 0.50 (0.84) |
| WTW (Destination) |  |  |  |  |
| Membership |  |  |  | -0.72 (0.96) |
| Women |  |  |  | -1.27 (0.84) |
| White |  |  |  | -0.73 (0.85) |
| Concern for time |  |  |  | -0.13 (1.20) |
| BS-option |  |  |  |  |
| Membership |  |  |  | 0.67 (0.46) |
| Women |  |  |  | 0.44 (0.40) |
| White |  |  |  | 0.51 (0.38) |
| Concern for time |  |  |  | -0.56 (0.69) |
| Those interested in incentive |  |  |  | 0.04 (0.58) |
| elpd_loo | -1748.5 (35.0) | -1409.4 (37.1) | -1399.2 (37.0) | -1399.6 (37.1) |

*The parentheses represent posterior standard deviations.
The ratio of the estimate of the dummy for choice-option to the coefficient for walking time at origin shows that half of the respondents uses bike-share when only a bike without any reward is offered. Model 3 in Table 2.3 shows that half of users would use the service if a bike is located 8.9-minutes away.

Results for the willingness-to-walk models show that users are willing to walk 3.8 more minutes than the mean distance to get a bike at the origin for a one-dollar incentive (Table 2.3). Mean estimates of willingness-to-walk for an incentive at the destination show higher values than at the origin, 4.2 minutes for a dollar. This suggests that people are more willing to walk at their destination than at their origin. This is contrary to the result for the general questions about walking time to get a bike (see Figure 2.2), but partially supports findings in a prior study (Wang
\& Wang, 2021). One possible explanation is that because the default walk distance at the destination is zero (since users can generally park the bike right at their destination), they are more willing to add addition time at this end of the trip than at the origin, where they are likely to already have to walk for some minutes.

My results show that the willingness-to-walk for an incentive and acceptable walking time varies by individual characteristics and attitudes. For example, those concerned about travel time are less willing to walk farther at origin if rewarded. On the other hand, women and whites are more willing to walk farther at origin or destination if any rewards are offered. The results suggest that operators are more likely to succeed with such incentive programs in areas where a substantial share of users are in these groups. Membership holders also have a higher willingness-to-walk for incentive at destination, but the variance is considerable. Some types of individuals, including membership holders, women, and whites, are willing to walk about 1 minute longer than the rest of users belonging to none of these groups. Those who are interested in incentive shows estimates of nearly zero.

### 2.3.2.2. Simulation Analysis

I conducted a simulation analysis to understand the effect of incentive offers on users' behavior in the context of a dock-less bike-share service. I examined three different scenarios: (1) a case with only one bike option either with or without an incentive, (2) a case with one bike without any incentive (Bike A), and another bike with an origin-based incentive (Bike B), and (3) a case with one bike without any incentive (Bike A) and another bike with a destination-based incentive (Bike C). For (2) and (3), I fixed the walking time of Bike A at 3 minutes and an amount of incentive for Bike B and Bike C at US\$0.75. I used US\$0.75 based on the fact that JUMP bike-
share service in the Sacramento region offered US\$0.25 Uber cash for returning a bike with a low battery to designated bike stations. The estimate in one study that docked bike-share service in Denver cost about US $\$ 1.00$ of operating payroll per trip (Andersen, 2016) suggests that the operator might be willing to pay this amount at maximum as an incentive because rebalancing operations are often a dominant component of the total operating costs (Andersen, 2016; Pfrommer et al., 2014). In this simulation, I used Model 3 to find the probability of choosing an alternative because the result can represent the average preference of all participants, rather than specific groups, and because Model 4 did not improve out-of-sample prediction.

What is the probability that users accept any of offers in different contexts? In the onebike case, Figure 2.3 shows that a user has a $90 \%$ probability of being willing to walk up to 5 minutes to get a bike without any reward if no bike with an incentive is offered; half of the users remain willing to walk for a bike if the nearest bike is within 8 minutes. The findings also indicates that an origin-based incentive with US\$0.75 increases the likelihood of walking to get a bike about 2.5 times more than no incentive offer when the nearest bike is about 11 minutes away.

In the two-bike case, shown in Figure 2.4, more than half of users would choose a bike with an incentive of US $\$ 0.75$ if the walking time is less than 6 minutes and the nearest bike without incentive is 3 minutes away. The farther the incentivized bike is, the less likely users will choose the bike, going close to zero probability at 15 minutes. That the probability of choosing the no-BS alternative decreases from $3.7 \%$ at 15 minutes to $1.0 \%$ at 4 minutes indicates that offering incentive programs would increase the number of bike-share trips. The dominant choice changes at about 3 minutes from Bike C to Bike A, suggesting that 3-minutes additional walking time is acceptable for roughly a half of users if a US $\$ 0.75$ reward is offered.


Figure 2. 3 Contour plot showing the probability that users accept an offer when only one bike option is available (left: lower bound of prediction intervals with $5 \%$, middle: mean of prediction intervals, right: upper bound of prediction intervals with $95 \%$ ).


Figure 2. 4 Acceptance rate for a different shared-bike option over walking time (left) and Acceptance rate for a different shared-bike option over walking time from drop-off location to destination (right)

### 2.3.3. Implication in collaborative incentive program with other entities

My survey shows that bike-share users tend to be interested in free or discounted bike-share rides compared to other types of rewards (Figure 2.5). Fifty-nine percent of participants are
moderately, very, or extremely interested in a coupons or gift card for businesses, such as fast food and restaurant while $49 \%$ of them are interested in a coupon or gift card for the operator's other transportation service, such as Uber cash. Discount for public transit fare was unpopular as a reward for walking farther to get a bike. I did not examine the reason for the disinterest in a transit incentive in my survey. It might result from a lack of transit service around their living places, or no reasonable connection between their home location and major destinations. Possibly, participants do not use or like to use public transit. Given that the connection between public transit and micromobility service is an important question, further exploration of this finding is needed. My finding that more than $90 \%$ of participants are slightly or not interested in points for small goods, such as key chains, also suggests that this is a less effective reward for walking farther to get a bike.


Figure 2. 5 Types of rewards users are interested in
The average preference scores for different types of rewards by individual characteristics show some interesting patterns (Table 2.4). For example, those who are not employed are more favorable to a discount for the operator's other transportation service than are those who are
employed. Non-students, women, or those who do not have a college degree or are more than age 45 are more likely to prefer discounts for subsequent bike-share use than cash. Women also tend to like discounts for restaurants. Those who have no college degree favor any type of reward except cash. Hispanic respondents tend to favor rewards of any type over non-Hispanic respondents. Asians also have a higher preference for a discount for restaurant and operator's other transportation service than respondents identifying as white and other races.

Table 2. 4 Average score of Preference in Type of Reward by Group ( $\mathrm{n}=126$ )

| Types of Reward | Cash | Bike-share | Restaurant | Operator | Public Transit | Points |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Employed |  |  |  |  |  |  |
| Else | 3.87 | 3.60 | 2.60 | 3.20 | 1.87 | 1.33 |
| Yes | 3.87 | 3.89 | 2.79 | 2.42 | 2.05 | 1.39 |
| Student |  |  |  |  |  |  |
| Else | 3.85 | 3.93 | 2.78 | 2.45 | 2.10 | 1.42 |
| Yes | 3.96 | 3.61 | 2.75 | 2.75 | 1.79 | 1.25 |
| Age |  |  |  |  |  |  |
| Under age24 | 4.22 | 4.11 | 2.67 | 2.78 | 2.44 | 1.44 |
| Age 25-34 | 4.04 | 3.76 | 2.96 | 2.65 | 2.12 | 1.43 |
| Age 35-44 | 4.12 | 4.09 | 2.55 | 2.27 | 1.76 | 1.36 |
| Age 45-54 | 3.38 | 3.54 | 2.69 | 1.92 | 1.62 | 1.54 |
| Over 55 | 3.27 | 3.82 | 2.77 | 2.82 | 2.32 | 1.18 |
| Women |  |  |  |  |  |  |
| Else | 3.90 | 3.81 | 2.60 | 2.58 | 2.12 | 1.41 |
| Yes | 3.83 | 3.94 | 3.04 | 2.42 | 1.90 | 1.33 |
| Race |  |  |  |  |  |  |
| Asian | 4.25 | 3.55 | 3.10 | 3.15 | 2.05 | 1.50 |
| Hispanic /Latino | 4.50 | 4.67 | 3.67 | 3.83 | 2.83 | 3.00 |
| White | 3.68 | 3.83 | 2.59 | 2.32 | 2.04 | 1.30 |
| else | 4.11 | 4.05 | 2.89 | 2.26 | 1.74 | 1.11 |
| Having children |  |  |  |  |  |  |
| No | 3.78 | 3.81 | 2.78 | 2.53 | 2.04 | 1.40 |
| Yes | 4.44 | 4.11 | 2.72 | 2.44 | 2.00 | 1.28 |
| College degree |  |  |  |  |  |  |
| No | 3.85 | 4.15 | 3.15 | 3.62 | 2.46 | 1.85 |
| Yes | 3.88 | 3.82 | 2.73 | 2.39 | 1.98 | 1.33 |
| Income |  |  |  |  |  |  |
| Low | 3.93 | 3.96 | 2.96 | 2.81 | 2.22 | 1.33 |
| Middle | 3.80 | 3.67 | 2.83 | 2.60 | 2.08 | 1.48 |
| High | 3.95 | 4.08 | 2.54 | 2.18 | 1.82 | 1.26 |
| Car ownership |  |  |  |  |  |  |


| No | 3.27 | 3.67 | 2.00 | 2.67 | 2.00 | 1.47 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Yes | 3.95 | 3.88 | 2.87 | 2.50 | 2.04 | 1.37 |

### 2.4. Conclusion

This study examined the acceptance rate of walking time and willingness-to-walk for incentives to help rebalance a bike-share service. My findings that half of e-bike-share users would take the service if the nearest bike is 8.9 -minutes away from their origin suggests a slightly greater willingness to walk than a finding in a prior study (Singla et al., 2015) that a half of users are willing to walk about 500 meters, equivalent to 6 minutes on foot in the context of a docked bike-share system in a European city. This is less than the average walking time (10 minutes) for walk trips of all purposes (Yong and Diez-Roux, 2012), suggesting that people are not willing to walk as far to get to bike-share as they are to get directly to a destination. These findings suggest the need for further analysis to understand the relationship between walking time to get a bike and bike-share use. My estimates on willingness-to-walk for the incentive at origin and destination are 3.8 minutes and 4.2 minutes per dollar, respectively. This finding that users are more willing to walk at the destination support findings in a prior study (Wang \& Wang, 2021). The value of time for each type of incentive offer corresponds to US\$15.8 per hour, and US\$14.3 per hour is reasonable as the minimum wage in California is about US $\$ 13$ to 14 per hour (California Department of Industrial Relations, 2021).

This study could help operators and cities plan rebalancing policies to maximize the contribution of bike-share to sustainability. My finding that $90 \%$ of users are willing to walk about 5 minutes (approx. 400 meters) to get a bike implies that placing bikes at 800 -meter intervals at all times can theoretically satisfy most users. It is difficult to keep such an even distribution of bikes over the service area all day long because of the limited size of the bike fleet and the operational staff, as well as the complex travel patterns of the users. An incentive at the
destination would help to mitigate the issue by encouraging users to park bikes in undersupplied areas while an incentive at the origin would lower the bike density in oversupplied areas. Compared to van-based rebalancing policies, user-based rebalancing policies have higher uncertainty in terms of how well the rebalancing works but are more environmentally-friendly. In deciding between the two rebalancing strategies, operators must consider the trade-offs between a number of factors such as variability of demand, ease of rebalancing, operational cost, and different policy objectives.

My findings that incentives nudge users to walk farther to use bike-share suggests that such offers are an option for helping operators to rebalance the bike fleet, especially in areas with substantial use by women, whites, and those who hold memberships. My survey also found that the more popular incentive types are cash and free/discount for the next bike-share ride. However, some groups, such as women, Asians, and those who are not employed, tend to favor other types of incentives, such as coupon/gift cards for business (e.g., fast food, restaurant) and coupon/gift cards for the operator's other transportation services (e.g., Uber cash). The integration of micromobility and transit, potentially improving equity and sustainability, are commonly discussed in the policy domain, but my participants were not interested in a discount for public transit fares. Incentives do not always have to hurt the operator's bottom line or the city's resources. Leveraging incentives from other businesses might help to vitalize the local economy while helping operators reduce operational costs (Krykewycz et al., 2010; Buehler and Hamre, 2015; Fukushige et al., 2021). Because I had a limited sample size, similar studies should be repeated in other cities with large samples to understand the acceptance of such incentive programs and factors associated with the willingness-to-walk.

In this study, I did not measure other factors, such as weather conditions, the context of the trip, total trip length, and the direction of walking toward the bike location, all of which might affect bike location selection. Commuters, for example, might avoid choosing a bike with an incentive if they are in a rush. The context of the conjoint questions I gave may overestimate the estimates because windy and/or rainy days could discourage users from walking farther. The built environment and safety on the street might influence their willingness-to-walk for incentives negatively. I also assumed that all users knew about the incentive programs, though this might not be the case. In fact, my survey found that $23 \%$ of participants did not know about the incentive program for returning bikes with low batteries to designated bike stations in the existing JUMP service in the Sacramento region. Users were even more unaware ( $55 \%$ of participants) of an incentive to take bikes from outside the service boundary to inside. A low level of awareness of an incentive program would limit the effectiveness of the program. Welldesigned bike share app might mitigate this problem (past designs by JUMP did not seem to communicate the incentives).

This study focuses on the acceptance rate of walking time and willingness-to-walk for an incentive. I used a limited number of trip attributes for simplicity, but other factors, such as the context of trips and weather, may influence users' behavior significantly. I encourage further exploration with revealed data to understand the preference for and uncertainty of the acceptance rate of walking time to get a bike in a real-world setting. In addition, simulation analysis with the models estimated here could help in better understanding the effect of incentive programs on a rebalancing issue as prior studies focus on the efficiency of rebalancing algorithms with simple user behaviors (Duan and Wu, 2019; Pan et al., 2019). Integrating the idea of VMT reduction from car substitution and other social benefits into the simulation analysis would help guide
policy recommendations about setting an incentive amount. As a further step, it would be beneficial to partner with a bike-share operator to test these incentives by evaluating their costeffectiveness in reducing unsatisfied demand and rebalancing the fleet. Pilots would help cities potentially mandate such incentive programs or at least mandate micromobility companies to experiment with their incentives.
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## Appendix 2A Comparison of Model Estimation in Preference Space

|  | Model 1 | Model 2 | Model 3 | Model 4 |
| :---: | :---: | :---: | :---: | :---: |
| Walking Time (Origin) (Unit: min) | -0.43 (0.02) | -0.58 (0.04) | -0.57 (0.04) | -0.57 (0.04) |
| Walking Time (Destination) (Unit: min) | -0.29 (0.02) | -0.43 (0.05) | -0.42 (0.05) | -0.43 (0.05) |
| Incentive (Origin) (Unit: US\$) | 1.65 (0.09) | 2.27 (0.23) | 2.22 (0.24) | 1.90 (0.48) |
| Incentive (Destination) (Unit: US\$) | 1.26 (0.11) | 1.98 (0.33) | 1.84 (0.34) | 1.72 (0.62) |
| Indicator for BS-option | 3.24 (0.15) | 4.97 (0.37) | 5.03 (0.38) | 4.80 (0.79) |
| Incentive (Origin) |  |  |  |  |
| Membership |  |  |  | 0.03 (0.35) |
| Women |  |  |  | 0.76 (0.32) |
| White |  |  |  | 0.71 (0.32) |
| Concern for time |  |  |  | -0.61 (0.53) |
| Incentive (Destination) |  |  |  |  |
| Membership |  |  |  | 0.33 (0.45) |
| Women |  |  |  | 0.60 (0.40) |
| White |  |  |  | 0.24 (0.39) |
| Concern for time |  |  |  | -0.45 (0.66) |
| BS-option |  |  |  |  |
| Membership |  |  |  |  |
|  |  |  |  | 0.68 (0.45) |
| Women |  |  |  | 0.46 (0.40) |
| White |  |  |  | 0.52 (0.40) |
| Concern for time |  |  |  | -0.56 (0.69) |
| Those interested in incentive |  |  |  | 0.05 (0.57) |
| elpd_loo | -1748.4 (35.1) | -1409.3 (37.3) | -1397.4 (37.1) | -1398.0 (37.5) |

## Appendix 2B Survey Instrument Bike Share Incentive Survey

## Welcome to the bike share survey!

Our research team at the University of California, Davis is conducting a study about your use of the JUMP bike-share system.

This study focuses on the willingness of bike-share users to walk a bit farther to get to a bike in exchange for a reward of some sort. One problem that the operators of bike-share systems have is that the bikes often get dropped off in areas where they are not needed. Some operators have been offering rewards to bike-share users to pick-up or drop-off bikes in specific areas, which may mean more walking, to make sure that the bikes are more evenly distributed.

In this survey, we would like to know your thoughts about such a reward system, whether or not you are currently using the bike-share system. The information we collect in this survey will be used for academic purposes only.

Participation in this study is completely voluntary. You are free to decline to take part in the survey. You can decline to answer any questions, and you can stop taking part in the survey at any time. You will incur no penalty to you and you will not lose any benefits to which you are otherwise entitled if you choose not to participate, skip questions, or stop participating.

## How long...

The survey should only take 10-15 minutes. We recommend that you take the survey on a normal web browser, not your smartphone.

## What you get...

After completing the survey, you will be entered into a drawing for $10 \$ 10$ Amazon gift cards. You can also enter the drawing without completing the survey. To be included in the drawing, please complete the survey (or contact us) by July 19, 2021. Even if you can't complete the survey by then, we would still like you to complete the survey, as every response is important to our study.

## Questions

If you have any questions about this research, please feel free to contact us.

## Contact

Tatsuya Fukushige
tfukushige@ucdavis.edu

I agree to participate in this surveyI do not wish to participate

Have you ever used bike share in Sacramento, West Sacramento, or Davis before March, 2020 or after September, 2020?Yes, I have used JUMP bike both before March, 2020 and after September, 2020Yes, I used JUMP bike only before March, 2020Yes, I have used JUMP bike only after September, 2020. (6)

No (4)
Which of the following options best describes how you typically find a bike when you use JUMP?I typically reserve a bike on the app first and then walk to the bike. (9)I typically search for a bike on the app first but do not reserve a bike, and then walk to get a bike. (10)

I typically do not use the app to find a bike. When I find a bike by chance, I use it.

Other (17) $\qquad$

How long would you be willing to walk to pick up a bike-share bike for a trip for recreation or exercise? For a trip to a specific destination such as work or a store?

| Up to 2 | Up to 5 | Up to 10 | Up to 15 | More than 15 <br> minutes (1) |
| :---: | :---: | :---: | :---: | :---: |
| minutes (2) | minutes (3) | minutes (4) | minutes (5) |  |

Trip for recreation or exercise (1)

Trip to a specific destination
(e.g. work or a store) (2)

We would like to ask about your previous bike-share experience before the COVID-19 stay-athome orders.
Which of the following options best describe how you paid for JUMP bike.Pay for each trip individually (Pay as I go)General monthly membershipStudent monthly membershipOther discounted monthly membership
Did you know that JUMP offered a reward for returning bikes with a low battery charge to designated bike stations?I did not know about this reward.I did know, but I did not ever take advantage of this reward.

I did know, and I earned this reward at least once

Why did you not take advantage of the reward? (Select all that apply)The reward was not offered for any of the bikes I used.

I did not want to walk farther to my destination.

The amount of reward was not worth it.
(6)

Other (7) $\qquad$

Did you know that JUMP offered a reward for picking-up bikes from outside of the service boundary and dropping them off inside the service boundary?I did not know about this reward. (1)I did know, but I did not take advantage of this reward.I did know, and I earned this reward at least once. (3)

Why did you not take advantage of the reward? (Select all that apply)The reward was not offered for any of the bikes I used.

I didn't want to walk farther to my destination

The amount of reward was not worth it.

Other (5)

How often did you use the following transportation modes before the COVID-19 stay-at-home orders.?

| Every day <br> or almost <br> every day | A few <br> times per <br> (1) | A few <br> times per | A few <br> times per | Less than <br> one trip a | Never (6) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| month (3) | year (4) | year (5) |  |  |  |

## Bike-share

service
(JUMP,
Lime, etc)
(6)

Scootershare
service (Lime, etc) (4)

Drive a private car (7)

Ridehailing service
(Lyft, Uber, etc.) (1)

Carsharing service (Zipcar, GIG, etc.)
(5)

Public transit (3)

Personally owned
bicycle (8)

Think about a situation where the bike-share operator offers the same services as before COVID-19 and life goes back to pre-COVID-19 conditions. Compared to what you did before COVID-19, how often do you think you would use the bike-share system?Not at all - I would never use bike-shareI would use bike-share less than I did beforeI would use bike-share about as often as I did beforeI would use bike-share more than I did before

Please tell us why you would use bike-share service less than before or not at all. Select all that apply.I will need to go out less often even after our lives are back to normal.I prefer using a shared e-scooter.I do not want to use a bike someone else has usedOther (5) $\qquad$
We would like to know about your current bike-share experience. How do you pay for current bike-share use?Pay for each trip individually (Pay as I go)Monthly membershipOther (5) $\qquad$

For what purposes do you use the bike-share service? Select all that apply.Commute to/from schoolCommute to/from primary workplace
(2)Get to work-related activities (meetings)Get to a grocery storeGet to other shoppingRun errands
(6)

Get to/from a restaurant, bar, or other entertainment
$\square$ Visit friends/family

For recreation/exerciseOther (10) $\qquad$
Currently, how often do you uses the following services?


Next, we would like to know your thoughts about new types of reward programs.
Would you consider (1) walking farther to get a bike or (2) parking the bike farther from your destination if you could earn some sort of reward?
Yes, I would always
pursue this reward

(1) | Maybe, it would |
| :---: |
| depend on the |
| reward (2) |$\quad$ No, I would not (3)

(1) Walking farther to pick up a bike (1)
(2) Parking the bike farther from your destination (2)

In the previous question, you answered that it would depend on the reward. How important are the following factors to your decision?

|  | Not important <br> at all (1) | Slightly <br> important (2) | Moderately <br> important (3) | Very <br> important (4) | Extremely <br> important (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| The amount <br> of reward (1) |  |  |  |  |  |
| The type of <br> reward (2) |  |  |  |  |  |
| The amount <br> of extra <br> walking (3) |  |  |  |  |  |
| Other (4) |  |  |  |  |  |

In the previous questions, you answered that you would be willing to walk farther if you could earn some sort of reward. How interested are you in the following types of rewards?

|  | Not at all <br> interested (1) | Slightly <br> interested (2) | Moderately <br> interested (3) | Very <br> interested (4) |
| :---: | :---: | :---: | :---: | :---: |
| Cash (1) |  | Extremely <br> interested (5) |  |  |
| Free/discount <br> for next bike- <br> share ride (5) |  |  |  |  |
| Coupon/gift <br> card for |  |  |  |  |
| operator's |  |  |  |  |
| other |  |  |  |  |
| transportation |  |  |  |  |
| service (e.g. |  |  |  |  |
| uber cash) |  |  |  |  |
| (2) |  |  |  |  |

In the next 9 questions, we would like you to select the option that best describes what you would choose to do if new reward programs were offered.

Imagine you are taking a 15-minute ride to get to a specific destination (such as work or a store). You open the bike-share app, and the app suggests the nearest bike without a reward as well as bikes farther away with rewards of different amounts. The bikes with rewards usually require additional walking at your origin or/and at your destination location compared to the nearest bike. If you don't like any of the options, please choose "none."
(Sample)

| Please carefully review the options for this trip. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Bike A | Bike B | Bike C | Bike D | None |
| Walking Time <br> (Origin to bike location) | 6 min | 12 min | 6 min | 12 min |  |
| Riding a bike | 15 min |  |  |  |  |
| Walking Time <br> (Return location to destination) | 0 min | 0 min | 10 min | 10 min | this trip |
| Total Reward | \$0 | \$1.50 | \$0.75 | \$2.25 |  |

Which of these options would you choose?

Bike ABike BBike C (22)Bike D

None

A Few things about you
Thank you so much for your input! In this section, we would like to learn a little more about you. Remember, this information will remain anonymous and is for research only.
What city do you live in?Sacramento
(2)West Sacramento
(5)Davis (6)Other city in the greater Sacramento region (specify city)Other city outside the greater Sacramento region (specify city and state)

What is your age?

To which gender do you most identify?WomanManNot listed: (3) $\qquad$Prefer not to say

```
(5)
```

Please tell us which race and ethnicity categories best describe you (select all that apply):Black/African American

$\square$
Hispanic/LatinoWhiteAsian (4)Pacific Islander/Native Hawaiian

American Indian/Alaskan Native

Other (please specify)

What is your work status?Working, and I commute to at least one workplaceWorking, and I don't commute (e.g. from home or without fixed workplace locations)
(2)Retired but I still commute to at least one workplaceRetired and I don't commute to a workplaceNot currently working (6)Permanently unable to work

## Are you currently a student?

Full-time studentPart-time studentNot a student (3)What is your highest completed level of education?No formal educationGrade school or Jr. HighHigh school diploma or GEDAssociate or technical certificateBachelor's degree(s) (5)Graduate degree(s) (6)
Do you live with family members or others with whom you share an income?YesNo

How many people live in your household, including you?

Number of people under 16 (1)

Number of people 16 years and older (2)

Last year, what was your approximate personal income before taxes?Less than $\$ 10,000$\$10,000-\$25,000\$25,001-\$50,000
(3)\$50,001-\$75,000
(4)\$75,001-\$100,000
(5)\$100,001-\$125,000
(6)\$125,001-\$150,000(7)\$150,001-\$175,000\$175,001-\$200,000
(9)More than \$200,000

Last year, what was your approximate household income before taxes?

Less than \$10,000
\$10,000-\$25,000
(2)\$25,001-\$50,000\$50,001-\$75,000\$75,001-\$100,000\$100,001-\$125,000\$125,001-\$150,000(7)\$150,001-\$175,000\$175,001-\$200,000
(9)More than \$200,000
Do you have a driver's license issued by a U.S. state?Yes
(1)In the past but not currentlyHave never had one
(3)

How many motor vehicles does your household have? (For example, cars, trucks, or motorcycles.)
$\mathbf{\nabla} 0$ (1) ... 5+ (6)

For the following statements about bicycling, please indicate how accurately each describes how you feel.

|  | Strongly <br> disagree (1) | Somewhat <br> disagree (2) | Neither <br> agree nor <br> disagree (3) |
| :---: | :---: | :---: | :---: |
| Riding a bike <br> is fun (1) | Somewhat <br> agree (4) | Strongly <br> agree (5) |  |
| Riding a bike <br> is enjoyable <br> (10) |  |  |  |
| Riding a bike <br> is boring (11) |  |  |  |
| Riding a bike |  |  |  |
| is pleasant |  |  |  |
| (26) |  |  |  |

Many people I know think bicycling is fun (13)

Many people I know think bicycling is safe (14)

Many people I know think I should bicycle (15)

I need my car to do many of the things I
like to do (18)
I need my car to carry shopping or children (19) I try to limit my driving as much as possible (20)

How important are the following factors to the choices you make about your daily travel?
Not at all Slightly Moderately Very Extremely important (5) important (4) important (3) important (2) important (1)


Last thing...
Imagine that an app became available that let you pay for both public transit (bus, light rail transit) and micromobility (both bike-share and scooter-share) from the same app. How likely would you be to use such an app?

Very likelySomewhat likelyNeither unlikely or likelySomewhat unlikelyVery unlikely

Now imagine that monthly subscription plans became available on that app so that you could take a specified number of minutes of micromobility rides and a certain amount of public transit trips for a fixed monthly fee. How likely would you be to subscribe to each of the following versions of such a plan?

| Very unlikely | Somewhat | Neither | Somewhat | Very likely |
| :---: | :---: | :---: | :---: | :---: |
| (1) | unlikely (2) | unlikely nor <br> likely (3) | Somely (4) | (5) |

Up to 100
minutes of
micromobility rides and 50 public transit tickets for \$50 (6)

Up to 300 minutes of micromobility rides and unlimited public transit for $\$ 100$ (1) Up to 450 minutes of
micromobility rides and unlimited public transit rides for $\$ 125$ (4)

Up to 600 minutes of micromobility rides and unlimited public transit rides for $\$ 150$ (3)

How would the use of this monthly subscription affect your likelihood of using public transit for your regular commute?I would not use transit at allI would use transit less than beforeI would use transit the same amount as before

I would use transit more than before

## OPTIONAL:

After completing the survey, you will be entering into a drawing for $10 \$ 10$ Amazon gift cards. To be included in the drawing, please complete the survey by July 15, 2021. We will randomly select 10 people from those who complete the survey to receive this prize.

If you wish to be included in the drawing or you are willing to be contacted further, please provide the following information. We will only use it for the purposes you authorize.

Can we contact you ...

|  | Yes (1) | No (2) |
| :---: | :---: | :---: |
| if you win a \$10 gift card |  |  |
| prize? (3) |  |  |
| if we have any questions <br> about your survey? (1) |  |  |
| for future bike-share related <br> surveys by UC Davis? (8) |  |  |

Please provide your email so we can contact you for the purposes you just indicated.
$\qquad$

Please distribute the link of this survey to your family member and friends who may have used bike share in Sacramento, West Sacramento, or Davis. More responses will help our study!

## https://bit.ly/ucdavis-bikeshare-incentive-survey

THANK YOU! We would value any additional comments you may have on this survey. Please write them in the space below:

# 3 Factors Influencing Dock-less E-Bike-Share Mode Substitution: Evidence from Sacramento, California ${ }^{2}$ 

### 3.1. Introduction

The recent emergence of dock-less e-bike-share, one type of shared micromobility service, has allowed a growing number of cities to look toward these services as a way to improve environmental, social, and health outcomes from the transportation system (Otero et al., 2018; Shaheen et al., 2010; Wang \& Zhou, 2017). The National Association of City Transportation Officials (NACTO) reported that dock-less e-bike-share in the United State reached 10 million trips in 2019 (NACTO, 2020), with an average trip length of 1.6 miles in 2018 (NACTO, 2019). The fact that $35 \%$ of trips by privately-operated vehicles are less than 2 miles (USDOT, 2018) suggests considerable opportunity to increase the substitution of bike-share for driving, thereby reducing vehicle miles traveled (VMT) and related greenhouse emissions. However, if the major mode shift comes from public transit, owned bike, or walking, the benefits will be more limited. NACTO (2020) reported that 45\% of users in Santa Monica, CA, Alexandria, VA, Bloomington, IN, Brookline, MA, Hoboken, NJ, Oakland, CA, and San Francisco, CA, substitute micromobility, including bike share and scooter, for car travel. Barnes (2019) found similar results for San Francisco, with $45 \%$ of dock-less e-bike-share trips substituting for car travel including private car, ride-hailing, and carpool. Fishman et al. (2014), however, found that only $19 \%$ and $7 \%$ of docked bike-share trips in Minneapolis and Washington D.C., respectively, replace private car trips (2014). These results suggest that variation in car substitution between US cities is considerable.

[^1]Policy makers and operators would benefit from an understanding of how the characteristics of bike-share users and their trips influence mode substitution. Prior studies have examined factors influencing car substitution for bike-share systems. Individual characteristics, including gender, age, income, household size, commute type, trip distance, and vehicle ownership were important in one study (Barbour et al., 2019). Another study found that bike share is likely to replace ride-hailing for short trips or trips ending around transit facilities and shopping malls (Qin et al.,2018). Prior research has also focused on transit substitution rather than car substitution. One study of U.S. cities showed that bike-share trips are more likely to substitute for public transit in denser areas of the city (Martin and Shaheen, 2014), but a second study did not find an association between density and public transit substitution (Kong et al., 2020). The latter study did find that public transit substitution was greater on weekends and for users who are not members of the bike-share service (Kong et al., 2020). Two studies showed that the introduction of bike-share service was spatially associated with declines in transit ridership (Campbell and Brakewood, 2017; Jin et al., 2019), suggesting a net substitution effect of bikeshare for transit.

Other researchers have explored the influence of micromobility, including docked and dockless bike-share, on the outcomes associated with car substitution. Fishman et al. (2014) estimated reductions in vehicle kilometers of travel resulting from docked bike-share use based on substitution rates and average trips distances; in another study they estimated the effect of the service on physical activity (Fishman et al., 2015). Zhang and Mi (2018) estimated reductions in energy use from car substitution, relying on the simple and potentially problematic assumption that all bike-share trips of more than 1 km replaced car trips. Another study inferred mode substitution based on several trip attributes, such as trip distance, time of day, and trip purpose,
assigning the substituted mode for each bike share trip based on the mode share for trips of those characteristics for that city as indicated by NHTS data (Kou et al., 2020). These studies give approximations of the benefits of bike-share systems as they reduce car use, but they all rest on strong assumptions or a single average rate of car substitution. To improve these estimates and to better understand micromobility travel behavior, a better understanding of the factors that influence micromobility mode substitution is needed.

In this study, I examine factors influencing mode substitution of a dock-less e-bike share. I use data from a two-wave longitudinal survey of Sacramento-area dock-less e-bike share users in 2018 and 2019. This system, one of the largest dock-less e-bike-shares in the US at the time, was operated by Jump in the cities of Sacramento, West Sacramento, and Davis between 2018 and 2020 (when it closed with the emergence of COVID-19). The service covered an area of approximately 50 square miles, though the service areas were not contiguous, Davis being separated from West Sacramento by about 10 miles. Although the service was dock-less, Jump installed bike-hub stations in the service boundary to provide a place for rebalancing bikes, and users were during some periods incentivized to return bikes to the docks. I use data from a twowave longitudinal survey of users and estimate Bayesian multinomial logit models for commuting and non-commuting trips to identify factors associated with substituted modes. The factors I examine include trip attributes, land use characteristics, mode availability, individual characteristics, and attitudinal variables. My findings provide a basis for developing promotional and operational strategies and policies that enhance the beneficial outcomes of bike-share. My models can be used to predict the substituted mode for specific bike-share trips and produce more robust and reliable estimates of the benefits of bike-share service.

### 3.2. Methodology

### 3.2.1. Data

### 3.2.1.1. Survey Data

I use data from a two-wave longitudinal survey of dock-less e-bike share users. The first-wave survey was implemented in October 2018 and focused on attitudes and perceptions, experience, and travel behavior. This survey captured user behavior after only 4-5 months of service operation. This timing allowed residents to become acquainted with the service, but I suspect that it primarily captured early adopters who may have been more excited about trying out the service. The second-wave survey occurred in May 2019 and included a follow-up with the initial sample and a new sample of users. I made only slight changes in the second-wave survey where necessary (e.g. to include e-scooter focused questions, as e-scooters were added to the system in the time between the two surveys).

Recruitment for these surveys included the following techniques: (1) intercepting users at key locations throughout the study area, (2) taping fliers with the URL and QR code to the survey to bike seats, and (3) for the first-wave recruitment only, Facebook advertisements run by Jump Inc. on the behalf (targeted by zip code). The goal of the field recruitment strategy was to maximize the number of users intercepted while at the same time recruiting users across all geographies and times of day to ensure that the sample included people using the service in a variety of different ways.

As a part of the survey, respondents were asked to report information for their three most recent e-bike share trips for non-commute purposes. They were asked to refer to the Jump or Uber app to retrieve the location of the trip start and end by reporting addresses or putting a point on a Google map embedded in the survey, the date and time of the trip, and the trip length in
terms of both time and distance. In addition, I asked respondents to indicate the purpose of the trip and the mode they would have taken if a Jump bike had not been available. The survey also asked about general frequency and substitution for commute trips but not for the more detailed information requested for non-commute trips. Because of the difference in the survey design for measuring commute vs. non-commute trips, I analyze the mode substitution separately for these trip purposes. I collected data for a total of 1,172 non-commute trips. After removing unreasonable trips, such as trips with faster than possible speeds, and trips not in the Sacramento / West Sacramento boundary, I identified 823 valid trips to use in developing a mode substitution model for non-commute purposes.

Data on bike-share use for work and school commutes were collected in a different format. Respondents were asked to report general information about bike-share commute mode substitution if they had used the service for commuting purposes, rather than reporting the details of actual trip information. Some respondents used Jump bikes as a primary mode while others used it as a secondary mode. For the former, I used reported home and workplace/school address as the trip origin and destination because they were likely to have checked-in and checked-out the bike around these locations. I excluded the trip data of respondents who answered for those using bike share as a secondary mode because I did not collect information about where they checked-out the shared e-bike. I used 105 valid individual responses to develop a mode substitution model for commute trips. (For more details on the survey content, see Fitch et al. (2020).)

### 3.2.1.2. GBFS Data

I used system-wide bike-share status and hub station status data to create a bike availability index
by web-scraping the real-time status of Jump bikes in the Sacramento region provided by the General Bikeshare Feed Specification (GBFS) between April 9th and May 6th, 2019 (prior to the suspension of service). The bike status data include the list of free status bikes at each timestamp, and the information of each bike includes bike ID, longitude, latitude, and state of charge. When a bike becomes unavailable due to a reservation or goes out of service for maintenance, the information for the bike disappears from the real-time data. The station status data includes the number of free bikes for each bike-hub station at each timestamp. I used the station status data because GBFS masked information on individual bikes located near bike-hubs.

### 3.2.2. Variables

### 3.2.2.1. Mode Substitution

The dependent variable for the mode substitution model for non-commute trips is a categorical variable derived from the response to the survey question: If JUMP was not available..., what means would you use to make the trip? Select your one primary method (the one you would use for the longest portion of the trip or the entire trip). I interpret the answer to this question to be the mode for which the use of bike share substitutes, that is, the mode that was replaced when bike share became available. I choose this interpretation because this is more directly related to an assessment of the benefits of bike share than the more literal interpretation of the answer, i.e. what mode would be used if bike share went away (though that interpretation is perhaps of more interest now in the wake of COVID-19). The substitution modes include drive alone ( $\mathrm{N}=113$, $13.7 \%$ of trips), carpool ( $\mathrm{N}=53,6.4 \%$ ), ride-hailing (including taxi) ( $\mathrm{N}=133,16.2 \%$ ), bike (including e-bike and e-scooter) ( $\mathrm{N}=118,14.3 \%$ ), walk (including skateboarding) ( $\mathrm{N}=273$, $33.2 \%)$, transit ( $\mathrm{N}=41,5.0 \%$ ) and "none, I wouldn't have made the trip" $(\mathrm{N}=92,11.2 \%)$.

The dependent variable for the mode substitution model for commute trips was derived from a similar question: If JUMP was not available to you, how would you commute to your primary workplace (or school)? Select your one primary method (the one you would use for the longest portion of the trip or the entire trip). The substitution modes are car (including private car, ridehailing and carpooling) $(\mathrm{N}=21,24.7 \%$ of trips), bike (including e-bike and e-scooter) ( $\mathrm{N}=41$, 48.2\%), walk (including skateboarding) ( $\mathrm{N}=27,31.8 \%$ ), and transit ( $\mathrm{N}=16,18.8 \%$ ). I aggregated three different car modes, including drive alone, ride-hailing and carpooling, into one because ride-hailing and carpooling had only 4 and 1 observations, respectively.

Table 3. 1 Predictor Variables with Summary Statistics for Non-Commute and Commute Trip Samples

| Variable | Non-Commute <br> Sample <br> $(\mathbf{n}=\mathbf{8 2 3})$ | Commute <br> Sample <br> (n=105) |
| :--- | :---: | :---: |
| Trip Attributes |  |  |
| Travel Distance (Miles) - Median | 1.49 | 1.86 |
| Speed (Miles per minute) - Median | 0.13 |  |
| Trip Purpose |  |  |
| Home | $17 \%$ |  |
| Shopping (Grocery shopping, Other shopping) | $6 \%$ |  |
| Work related | $14 \%$ |  |
| Recreation/Exercise | $11 \%$ |  |
| Restaurant/Bar/Entertainment | $31 \%$ |  |
| Other (Errands, Visit friends/family etc) | $20 \%$ |  |
| Period |  |  |
| Midnight (Midnight - 7am) | $7 \%$ |  |
| AM peak (7-10am) | $12 \%$ |  |
| Off-peak (10am - 4pm) | $45 \%$ |  |
| PM peak (4 - 7pm) | $22 \%$ |  |
| Night (7pm - midnight) | $14 \%$ |  |
| Weekend | $30 \%$ |  |
| Yes | $70 \%$ |  |
| No |  |  |
|  |  | $60.0 \%$ |
| Land Use Characteristics |  | $15.8 \%$ |
| Start ( quarter-mile buffer) - Median |  |  |
| Residential use |  |  |
| Commercial/Office use |  |  |


| Variable | Non-Commute <br> Sample <br> $(\mathbf{n}=\mathbf{8 2 3})$ <br> $0.2 \%$ | Commute Sample ( $\mathrm{n}=105$ ) |
| :---: | :---: | :---: |
| Industrial use | 0.2\% | 0.4\% |
| School use | 0.0\% | 0.0\% |
| Civic use | 4.8\% | 1.8\% |
| End (a quarter-mile buffer) - Median |  |  |
| Residential use | 38.3\% | 16.1\% |
| Commercial/Office use | 40.9\% | 70.8\% |
| Industrial use | 0.2\% | 0.0\% |
| School use | 0.0\% | 0.0\% |
| Civic use | 4.6\% | 6.1\% |
| Mode Availability |  |  |
| Start (a quarter-mile buffer) - Median |  |  |
| Number of Bus Stops | 14 | 7 |
| Number of LRT Stations | 0 | 0 |
| Total length of bike lanes (miles) | 1.9 | 1.3 |
| Shared bike availability | 0.88 | 0.84 |
| End (a quarter-mile buffer) - Median |  |  |
| Number of Bus Stops | 15 | 33 |
| Number of LRT Stations | 0 | 2 |
| Total length of bike lanes | 2.0 | 2.2 |
| Shared bike availability - Median | 0.88 | 0.88 |
| Individual Characteristics |  |  |
| Age ( $n=799 / 76$ )* |  |  |
| - 24 | 9\% | 13\% |
| 25-34 | 43\% | 39\% |
| 35-44 | 30\% | 32\% |
| 45-54 | 10\% | 7\% |
| 55 - | 8\% | 9\% |
| Woman |  |  |
| Yes | 40\% | 26\% |
| No | 60\% | 74\% |
| Race ( $n=787 / 75$ ** |  |  |
| Asian | 14\% | 11\% |
| Hispanic/Latino | 10\% | 9\% |
| White | 64\% | 69\% |
| Other | 12\% | 11\% |
| Employed (Commute to at least one workplace) |  |  |
| Yes | 87\% |  |
| No | 13\% |  |
| Student (Full or part-time student) |  |  |
| Yes | 12\% | 13\% |
| No | 88\% | 87\% |
| College Degree (Bachelor's degree or higher) |  |  |
| Yes | 82\% | 58\% |
| No | 18\% | 42\% |
| Children (Under 16) |  |  |


| Variable | Non-Commute <br> Sample <br> $(\mathbf{n}=\mathbf{8 2 3})$ | Commute <br> Sample <br> $(\mathbf{n}=\mathbf{1 0 5})$ |
| :--- | :---: | :---: |
| Yes | $28 \%$ | $47 \%$ |
| No | $72 \%$ | $53 \%$ |
| Car Ownership |  |  |
| (One or more car per person) $(n=793 \mid 76)^{*}$ |  |  |
| Yes | $64 \%$ | $49 \%$ |
| No | $36 \%$ | $51 \%$ |
| Membership $(n=665 \mid 78)^{*}$ |  |  |
| Yes | $17 \%$ | $22 \%$ |
| No | $83 \%$ | $78 \%$ |
| Income( $n=671 \mid 73)^{*}$ |  |  |
| Less than 50,000 | $7 \%$ | $18 \%$ |
| 50,001 to 100,000 | $24 \%$ | $43 \%$ |
| 100,000 to 200,000 | $56 \%$ | $31 \%$ |
| More than 200,000 | $13 \%$ | $8 \%$ |

* indicates that the predictor has missing value. Summary statistics of the variables are calculated without missing value, so the sample size is different. Values in the parenthesis show the number of observations for noncommute (left) and commute (right).


### 3.2.2.2. Trip Attributes

The first set of predictor variables for the non-commute model are trip attributes, including trip distance, primary trip purpose, period (i.e. time of day), and weekday/weekend (Table 3.1). I used reported travel distance for e-bike trip as trip distance. Based on the assumption that slow speed is an indicator of non-destination-oriented trip making, I created the predictor "speed" by dividing reported travel distance by reported travel time; I applied log-transformation to travel distance and speed. This is because the distribution of the data is highly skewed, those logtransformed variables led to better model prediction, and it makes conceptual sense that distance and speed are order of magnitude effects on mode substitution (e.g. no one substitutes walking for a 10 -mile bike-share trip).

In the commute model, trip distance is the only trip-specific attribute (given the limited data on commute trips collected in the survey). I used the Google API to estimate trip distance between reported home and workplace/school locations. This estimate is relatively accurate if commuters take the shortest route or a similar route but would underestimate distance for
commuters who take a longer route, e.g. to get more exercise on their commute.

### 3.2.2.3. Land Use Characteristics

I defined land use characteristics as the mix of land uses in the areas around the trip start and end locations. I used the parcel-level land use data for 2016 from the Sacramento Area Council of Governments (SACOG) to characterize land use. The SACOG dataset classifies land use into 45 categories which I aggregated into six general categories: (1) Residential use, (2)

Commercial/office use, (3) Industrial use, (4) School, (5) Civic use, and (6) Other use (i.e. agriculture, forest, airport). I extracted the percentage of each category of land use for the area surrounding the start and end points of each trip using a variety of buffer lengths: radii of 1/32 mile ( 50 m ), $1 / 16$ mile ( 100 m ), $1 / 8$ mile ( 200 m ), $1 / 4$ mile ( 400 m ), $1 / 2$ mile ( 800 m ) and $3 / 4$ mile $(1200 \mathrm{~m})$ for the start and end point. To determine appropriate buffer lengths for the start and end points for non-commute trips and commute trips, I fit Bayesian multinomial logistic regression models using different buffer lengths for the start and end points for the models for both types of trips. I used stratified 10 -fold cross-validation by class to compare the results of models and calculated the following prediction metrics: expected $\log$ pointwise predictive density (elpd), overall accuracy, and weighted F1 Score (Details of the modeling process and the metrics are discussed in Section 3.2.3).

Table 3. 2 Prediction metrics of models by different buffer lengths to determine the effect of buffer lengths of land use on model performance

| Trip Type | Non-commute trips (n=823) |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | ---: | :--- | :--- | ---: | :--- | :---: | :---: | :---: | :---: | :---: |
| Start/End | Start |  | End |  |  |  |  |  |  |  |  |
| Metric | elpd | Accuracy | Weighted <br> F1 score | elpd | Accuracy | Weighted <br> F1 score |  |  |  |  |  |
| Intercept | -1467.4 | $19.4 \%$ | $14.2 \%$ | -1467.4 | $19.4 \%$ | $14.2 \%$ |  |  |  |  |  |
| model | $(15.9)$ | $(1.3 \%)$ | $(8.7 \%)$ | $(15.9)$ | $(1.3 \%)$ | $(8.7 \%)$ |  |  |  |  |  |
| $1 / 32$ mile | -1475.1 | $19.4 \%$ | $14.3 \%$ | -1475.2 | $19.3 \%$ | $14.2 \%$ |  |  |  |  |  |
| $(50 \mathrm{~m})$ | $(16.6)$ | $(1.3 \%)$ | $(8.7 \%)$ | $(16.2)$ | $(1.3 \%)$ | $(8.7 \%)$ |  |  |  |  |  |


| 1/16 mile | -1454.3 | 20.6\% | 14.9\% | -1460.1 | 20\% | 14.7\% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (100 m) | (17.8) | (1.3\%) | (9.0) | (17.1) | (1.3\%) | (8.9\%) |
| 1/8 mile | -1450.1 | 20.8\% | 15.1\% | -1450.1 | 20.8\% | 15.1\% |
| ( 200 m ) | (18.1) | (1.3\%) | (9.2\%) | (18.1) | (1.3\%) | (9.2\%) |
| $1 / 4$ mile | -1446.4 | 21.0\% | 15.1\% | -1457.7 | 20.4\% | 14.8\% |
| (400 m) | (18.2) | (1.3\%) | (9.2\%) | (17.5) | (1.4\%) | (9.0\%) |
| 1/2 mile | -1438.7 | 21.2\% | 15.2\% | -1453.8 | 20.4\% | 14.8\% |
| (800 m) | (18.2) | (1.3\%) | (9.3\%) | (17.5) | (1.3\%) | (9.1\%) |
| 3/4 mile | -1439.4 | 21.2\% | 15.3\% | -1451.2 | 20.4\% | 14.9\% |
| ( 1200 m ) | (18.1) | (1.3\%) | (9.3\%) | (17.2) | (1.4\%) | (9.1\%) |
| Trip Type | Commute trips ( $\mathrm{n}=105$ ) |  |  |  |  |  |
| Start/End | Start |  |  | End |  |  |
| Metric | elpd | Accuracy | Weighted F1 score | elpd | Accuracy | Weighted F1 score |
| Intercept | -139.4 | 27.9\% | 24.6\% | -139.4 | 27.9\% | 24.6\% |
| model | (3.5) | (4.4\%) | (9.9\%) | (3.5) | (4.4\%) | (9.9\%) |
| $1 / 32$ mile (50 | -143.6 | 27.2\% | 23.9\% | -137.4 | 28.5\% | 25.5\% |
| m) | (3.9) | (4.2\%) | (9.7\%) | (3.7) | (4.3\%) | (10.1\%) |
| 1/16 mile | -138 | 28.4\% | 25.6\% | -137.8 | 28.4\% | 25.5\% |
| (100 m) | (3.5) | (4.3\%) | (10.1\%) | (3.4) | (4.3\%) | (10.1\%) |
| 1/8 mile (200 | -140.6 | 28.5\% | 25.1\% | -138.7 | 28.2\% | 25.1\% |
| m) | (4.4) | (4.3\%) | (10.2\%) | (3.5) | (4.3\%) | (10.0\%) |
| 1/4 mile (400 | -135.7 | 30\% | 26.5\% | -142.3 | 27.5\% | 24.3\% |
| m) | (4.6) | (4.2\%) | (10.5\%) | (3.6) | (4.2\%) | (9.9\%) |
| 1/2 mile (800 | -129.0 | 32.3\% | 28.5\% | -140.9 | 27.8\% | 24.7\% |
| m) | (4.6) | (4.4\%) | (11.0\%) | (3.5) | (4.2\%) | (9.9\%) |
| 3/4 mile | -130.0 | 31.5\% | 28.0\% | -140.3 | 27.8\% | 24.5\% |
| (1200 m) | (4.3) | (4.3\%) | (10.9\%) | (3.5) | (4.2\%) | (10.0\%) |

* The values in the parentheses represent the standard error.
**Bold represents the best performance for each metric and italic represents the result of $1 / 4$ mile $(400 \mathrm{~m})$ used for further analysis.

Table 3.2 shows that the buffer length that performs the best for trip start and for trip end in the non-commute model varies by performance metric, but the differences are not substantial (the $1 / 2$ mile $(800 \mathrm{~m})$ model for trip start had the best performance on elpd and accuracy while the $3 / 4$ mile ( 1200 m ) model had the best performance on weighted F1 score). The best scores on the elpd, accuracy, and weighted F1 metrics for end trip were for the $3 / 4$ mile ( 1200 m ), $1 / 2$ mile $(800 \mathrm{~m})$, and $1 / 8$ mile $(200 \mathrm{~m})$ models, respectively. In commute trip models, the best performance for each metric was consistent: the best buffer length for trip start was $1 / 2$ mile $(800 \mathrm{~m})$ and for trip end was 50 m ; none of models shows clear predictive improvement over the others.

The lack of a difference in the results led me to select a buffer length for trip start and end
based on the distance at which users are willing to walk to get a bike. Figure 3.1 based on the survey result shows that about 74 percent of the respondents are willing to walk up to 5 minutes to get a bike. Average walking speeds for old and young pedestrians have been measured as 4.25 $\mathrm{ft} / \mathrm{s}(1.3 \mathrm{~m} / \mathrm{s})$ and $4.74 \mathrm{ft} / \mathrm{s}(1.45 \mathrm{~m} / \mathrm{s})$, respectively (Fitzpatrick et al., 2006). These speeds correspond to approximately a quarter-mile (400m) per 5 minutes. Another survey in Europe about the maximum walking distance to docked bike-share station found that more than half of respondents are willing to walk 0.31 mile ( 500 m ) to bike stations (Singla et al., 2015), suggesting my selection of a quarter-mile (400m) to be a reasonable buffer distance.


Figure 3. 1 Walking distance at which users are willing to walk to get a bike

### 3.2.2.4. Mode Availability

I used the number of bus stops and light-rail transit (LRT) stations and the total length of bike lanes within a buffer length of trip start and end locations as measures of the availability of other transportation modes. Bike-share availability is a determinant factor for individual level adoption and bike-share use (Kabra et al, 2019). The availability can also capture other spatial information about popular trip destinations of bike-share users which land use predictors cannot reflect. To consider availability, I created a bike-share availability index for trip starts and ends based on the 4-week free bike-share status data. I calibrated the index for each trip start and end location by
checking the presence of any bike within the buffer length of the location, summing the total duration of the presence of any bike and dividing the sum by four-weeks. I examined the effect of buffer lengths for mode availability on mode substitution in the same way as for land use characteristics. The results shown in Table 3.3 suggest only slight differences in performance for different buffer lengths, so I used a quarter-mile ( 400 m ) for trip start and end buffers in both noncommute and commute models to be consistent with the buffers for land-use characteristics.

Table 3. 3 Prediction metrics of models by different buffer lengths to determine the effect of buffer lengths of mode availability on model performance

| Trip Type | Non-commute trips ( $\mathrm{n}=823$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Start/End | Start |  | End |  |  |  |
| Metric | elpd | Accuracy | Weighted F2 score | elpd | Accuracy | Weighted F2 score |
| Intercept | -1467.4 | 19.4\% | 14.2\% | -1467.4 | 19.4\% | 14.2\% |
| model | (15.9) | (1.3\%) | (8.7\%) | (15.9) | (1.3\%) | (8.7\%) |
| 1/32 mile | -1467.3 | 19.7\% | 14.5\% | -1474.4 | 19.4\% | 14.3\% |
| ( 50 m ) | (16.6) | (1.3\%) | (8.8\%) | (16.4) | (1.3\%) | (8.7\%) |
| 1/16 mile | -1459.2 | 19.9\% | 14.7\% | -1457.8 | 20.1\% | 14.8\% |
| (100 m) | (16.8) | (1.3\%) | (9.0\%) | (17.1) | (1.3\%) | (9.1\%) |
| 1/8 mile | -1456.9 | 20.3\% | 14.8\% | -1455.7 | 20.4\% | 14.9\% |
| (200 m) | (17.5) | (1.3\%) | (9.0\%) | (17.5) | (1.4\%) | (9.1\%) |
| 1/4 mile | -1450.6 | 20.7\% | 15.0\% | -1456.3 | 20.4\% | 14.9\% |
| (400 m) | (18) | (1.3\%) | (9.2\%) | (17.6) | (1.3\%) | (9.0\%) |
| 1/2 mile | -1443.0 | 21.3\% | 15.3\% | -1450.6 | 20.6\% | 15.0\% |
| ( 800 m ) | (18.7) | (1.4\%) | (9.2\%) | (17.8) | (1.3\%) | (9.1\%) |
| 3/4 mile | -1440.3 | 21.4\% | 15.3\% | -1451.2 | 20.6\% | 15.0\% |
| ( 1200 m ) | (18.6) | (1.3\%) | (9.4\%) | (17.8) | (1.3\%) | (9.2\%) |
| Trip Type | Commut | trips ( $\mathrm{n}=105$ ) |  |  |  |  |
| Start/End | Start |  |  | End |  |  |
| Metric | elpd | Accuracy | Weighted F2 score | elpd | Accuracy | Weighted F2 score |
| Intercept | -139.4 | 27.9\% | 24.6\% | -139.4 | 27.9\% | 24.6\% |
| model | (3.5) | (4.4\%) | (9.9\%) | (3.5) | (4.4\%) | (9.9\%) |
| $1 / 32$ mile (50 | -139.8 | 28.5\% | 25.1\% | -140.6 | 28.2\% | 24.9\% |
| m) | (4.2) | (4.3\%) | (9.9\%) | (3.9) | (4.2\%) | (9.8\%) |
| 1/16 mile | -137.5 | 29.5\% | 26\% | -143.8 | 27.1\% | 23.9\% |
| (100 m) | (4.3) | (4.4\%) | (10.1\%) | (3.9) | (4.2\%) | (9.5\%) |
| 1/8 mile (200 | -137.1 | 30.3\% | 26.6\% | -140.8 | 28.2\% | 25.0\% |
| m) | (5.2) | (4.4\%) | (10.4\%) | (4.0) | (4.2\%) | (10.0\%) |
| $1 / 4$ mile (400 | -132.7 | 31.9\% | 28.7\% | -143.5 | 27.2\% | 23.9\% |
| m) | (5.4) | (4.3\%) | (11.1\%) | (3.9) | (4.3\%) | (9.5\%) |
| 1/2 mile (800 | -126.8 | 33.5\% | 30.1\% | 143.2 | 27.3\% | 24.1\% |
| m) | (5.2) | (4.4\%) | (11.9\%) | (3.9) | (4.2\%) | (9.8\%) |


| $3 / 4 \mathrm{mile}$ | $\mathbf{- 1 2 6 . 2}$ | $\mathbf{3 4 . 2 \%}$ | $\mathbf{3 0 . 9 \%}$ | -142.5 | $27.1 \%$ | $24.1 \%$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $(1200 \mathrm{~m})$ | $\mathbf{( 5 . 6 )}$ | $\mathbf{( 4 . 3 \% )}$ | $\mathbf{( 1 1 . 9 \% )}$ | $(3.5)$ | $(4.1 \%)$ | $(9.6 \%)$ |

* The values in the parentheses represent the standard error.
**Bold represents the best performance for each metric and italic represents the result of $1 / 4$ mile $(400 \mathrm{~m})$ used for further analysis.


### 3.2.2.5. Individual Characteristics

I included individual characteristics in both models, including age, income, race, gender, student status, college degree, having children, membership and car ownership (Table 3.1). I included employment status in the non-commute model but not in the commute model (since everyone in this sample was employed).

### 3.2.2.6. Attitudinal variables

I added attitudinal variables as another group of predictors in my models. Previous studies point to the important role of attitudes in explaining mode choice behavior (e.g. Kuppam et al, 1999; Domarchi et al., 2008). Respondents in the survey were asked several questions using an ordinal 5-point response scale (strongly disagree to strongly agree) about their perceptions of and attitudes toward bicycling: For the following statements about bicycling, please indicate how accurately each describes how you feel. I created four attitudinal constructs - "Like bike", "Bike safe", "Bike pressure" and "Car necessity" - by summing scores for statements within each of my defined constructs (Table 3.4). I used this approach to make it easier to interpret the sense of the constructs and also because I wanted the attitudinal constructs to include the common and unique item variation (as opposed to just the common item variation which is the result of factoranalytic type approaches).

Table 3. 4 Attitude constructs and question statement

| Variable | Question statement |  |
| :--- | :---: | :--- |
| Like bike | - | Riding a bike is fun |
|  | - | Riding a bike is enjoyable |


| Variable | Question statement |  |
| :--- | :--- | :--- |
|  | - | Riding a bike is boring* |
|  | - | Riding a bike is pleasant |
|  | - | I like riding a bicycle |
| Bike Safe | - | I feel safe from cars when bicycling in town |
|  | - | I feel comfortable around cars when bicycling in town |
|  | - | I feel anxious around cars when bicycling in town* |
|  | - | I get stressed by cars when bicycling in town* |
| Bike Pressure | - | Many people I know think bicycling is healthy |
|  | - | Many people I know think bicycling is fun |
|  | - | Many people I know think bicycling is safe |
|  | - | Many people I know think I should bicycle |
|  |  | I need my car to do many of the things I like to do |
|  | - | I need my car to carry shopping or children |
|  | - | I try to limit my driving as much as possible* |

* indicates that ordered scale of the question statement is reversed.

I also used responses to eight other question statements about the importance of factors in their daily mode choice on ordinal 5-point response scales (not at all important to extremely important): How important are the following factors to the choices you make about your daily travel? The questions statements include i) Concern for the environment, ii) Concern for cost, iii) Desire to get exercise, iv) Concern for safety from crime, v) Concern for safety from traffic, vi) Desire for enjoyment, vii) Concern for time, viii) Desire for convenience. I added these factors as independent variables directly because of the ease of interpretation and because each statement is not mode specific. Because these factors are measured from a single item they may be less reliable.

### 3.2.2.7. Multiple imputation for missing values

Missing values in specific individual characteristics (i.e. race, income, and car ownership) and attitudinal variables potentially reduces the sample by $29 \%$ for commute models and $4 \%$ for noncommute models. Because case-wise deletion of records with missing data reduces a substantial proportion of the data for the commute model, a problem known to cause bias (Rubin, 1976), I
used a technique called Multiple Imputation by Chained Equations to fill in missing data. This method imputes missing data for each variable through an iterative series of predictive models based on other variables. Imputed data always has predictive error. This method reflects this uncertainty by generating multiple datasets.

I used the R package MICE to impute missing values (Van Buuren and GroothuisOudshoorn, 2011). I applied the default method in the package with the exception of the number of imputations to define the number of datasets to be produced and the number of iterations. Rubin (1987) found that fewer than 10 imputations are usually enough while Schafer (1997) suggests using more than 10 imputations when the portion of missing values in the original dataset is large. Because I use Bayesian analysis and 10 -fold cross validation in my modeling process (see Section 2.3 below), a high number of imputations was not possible because of long computation time, thus I set 10 as the number of imputations. I set the number of Markov chain iterations to 150 for commute trip data and 500 for non-commute trip data and confirmed that the number of iterations were enough for imputation convergence by plotting the mean and standard deviation of the imputed values, and evaluated $R$-hat for all variables ( R -hat $<1.01$ ). I used the portion of the data that included individual characteristics and attitudinal variables to generate 10 different datasets in the imputation process and removed data with no mode substitution or trip attributes.

### 3.2.3. Bayesian multinomial logistic regression

I used Bayesian multinomial logistic regression for both models to analyze the effects of the predictor variables on mode substitution. One advantage of Bayesian techniques is they attempt to reduce model overfitting by encoding prior information to the model parameters (prior
probabilities), while frequentist approaches ignore overfitting (Attias, 2000). Also, Bayesian estimation techniques can more easily fit multilevel structures and allow for accounting for individual variability (Lee, 2011; van Ravemzwaaij, 2014). Another advantage of Bayesian techniques is that they do not rely on asymptotics (unlike frequentist techniques) to make inferences from the parameters, and so are more robust for handling problems with small sample sizes (McNeish, 2016). Because I would like to guard against overfitting, fit multilevel model structures, and I have a small sample size for one model group (commute model), Bayesian estimation is perfectly suited to the data in my study.

I estimated a series of models with increasing complexity to examine the effects of groups of variables (Table 3.5). I added groups of variables in the following order: trip attributes, land use characteristics, mode availability, individual characteristics, and attitudinal variables.

In the non-commute model (NCM), I allow the average probability of mode substitution to vary by person because respondents provide data for several trips. This approach accounts for person-level heterogeneity in mode substitution. The first model (NCM-I) was the baseline version of the non-commute model without any predictors but with alternative specific constants (intercepts). NCM-II extended NCM-I by including varying intercepts by person. In NCM-III I added trip attributes, such as trip distance and trip purpose to NCM-II to evaluate the effects of trip information on decision making. I added land use, mode availability, individual characteristics, and attitudinal variables in that order, but the models show small predictive improvement for each group of variables. I report NCM-IV (spatial factors including land use and mode availability added to NCM-III) and NCM-V (individual characteristics and attitudinal variables added to NCM-IV).

In the commute model (CM), CM-I was the baseline model without any predictors but with
alternative specific constants (intercepts). CM-II extended CM-I by including trip attributes and CM-III extended CM-II by including mode availability. I did not include land use variables in the commute model because they did not improve model performance metrics making inferences potentially unreliable. I added individual characteristics and attitudinal variables to CM-III. I do not report a series of other models I tested (e.g. a model including trip attributes, mode availability and individual characteristics but no individual characteristics or attitudinal variables) because model predictions were nearly equivalent, and NCM-V and CM-IV allowed me to report conditional effects for all variables.

Table 3.5 Predictors Included in Mode Substitution Models

|  | Intercept | Varying <br> Intercept <br> (Person) | Trip <br> Attributes | Land <br> Use | Mode <br> Avail. | Individual <br> Characteristics | Attitudinal <br> Vars |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Non-Commute |  |  |  |  |  |  |  |
| Model |  |  |  |  |  |  |  |
| NCM-I | x |  |  |  |  |  |  |
| NCM-II | x | x |  |  |  |  |  |
| NCM-III | x | x | x |  |  |  |  |
| NCM-IV | x | x | x | x | x |  |  |
| NCM-V* | x | x | x | x | x | x | x |
| Commute |  |  |  |  |  |  |  |
| Model |  |  |  |  |  |  |  |
| CM-I | x |  | x |  |  |  |  |
| CM-II | x |  | x |  | x |  |  |
| CM-III | x |  | x |  | x | x | x |
| CM-IV* | x |  |  |  |  |  |  |

* indicates that details of estimates are discussed in the result section.

I used the R package brms, an interface to fit Bayesian models using a probabilistic programming language Stan, to develop my mode substitution models (Bürkner, 2017; Stan Development Team, 2018). I used the default Markov chain Monte Carlo (MCMC) simulation method in Stan, drawing random samples from the posterior, to converge the estimator (R-hat $<$ 1.01), with setting parameters: 4 Markov chains, 4000 iterations for each chain (2000 for warmup that I discarded), tuning parameters 0.9 for adapt_delta and 16 for max_tree_depth, and
ensured the estimation completed without Stan diagnostic warnings for each imputed dataset. I pooled the estimated parameters for 10 different datasets and summarized them as a final output.

The model formula and priors are as follows:

$$
\begin{aligned}
& y_{i} \sim \text { Categorical Logit }\left(U_{i j}\right) \\
& U_{i j} \sim a_{j}+a_{j, \text { person }[i]}+\sum_{m=1}^{M} \beta_{m j} X_{m i}
\end{aligned}
$$

Prior probability distributions for non-commute models
$a_{j, \text { person }[i]} \sim \operatorname{Normal}\left(0, \sigma_{\text {person }}\right)$
$\beta_{m j} \sim \operatorname{Normal}(0,1.5)$
$a_{j} \sim \operatorname{Normal}(0,3)$
$\sigma_{\text {person }} \sim$ HalfStudentT $(3,0,2)$
Prior probability distributions for commute models
$\beta_{m j} \sim \operatorname{Normal}(0,1.5)$
$a_{j} \sim \operatorname{Normal}(0,1.5)$
where $y_{i}$ is a substituted mode for individual $\mathrm{i}, U_{i j}$ is the utility equation of substituted mode j for individual $\mathrm{i}, a_{j}$ is the constant intercept of substituted mode $\mathrm{j}, a_{j, p e r s o n[i]}$ is the varying intercept of substituted mode j for individual $\mathrm{i}, \beta_{m j}$ is a parameter of variable m for substituted mode j and $X_{m i}$ is a predictor of variable m for individual i . Because commute models did not include varying intercept by person, the term, $a_{j, p e r s o n[i]}$, is not in the equation.

Determining an appropriate prior in Bayesian modelling is an important step in balancing model under-fitting (inability to learn from the data) and over-fitting (learning too much from the sample with the risk of not generalizing beyond the sample). In the absence of sufficient information or subjective prior beliefs about bike share mode substitution in the greater Sacramento region, I chose priors based on a series of "prior predictive checks" that suggested that my priors simulated reasonable data (i.e. allowing the occasional extreme simulation outcomes, such as $90 \%$ substitution of one mode, but ensuring that more frequent simulations
provided more balanced and uniform mode substitutions). Following visualizations of a variety of priors ("prior predictive checks"), I decided to use priors for each model as shown above. These priors can be thought of as "weakly informative" because they provide soft constraints on parameters to reduce potential over-fitting to the data yet still allow the parameters to be largely driven by the data (McElreath, 2020).

In addition to setting weakly informative priors to reduce potential over-fitting, I compare the models through a series of metrics designed to measure out-of-sample predictions. Unlike insample prediction metrics, out-of-sample prediction metrics explicitly balance under- and overfitting. I used stratified 10 -fold cross-validation by class for each dataset to compare the results of models and calculated the following prediction metrics: expected log pointwise predictive density (elpd), overall accuracy, true positive rate, false positive rate, F1 score, and weighted F1 Score. Elpd can be thought of as a traditional log-likelihood except it is pointwise per MCMC iteration (not simply a point estimate) and it is based on the held-out data thus making a natural assessment of model predictive accuracy. Overall accuracy is the proportion of correctly classified samples in the held-out data. This metric demonstrates a more intuitive performance of the model. However, the metric has a flaw when the classes of sample data are very imbalanced. For instance, in my non-commute trip data, walking is $33.2 \%$ of the total while transit is only $5.0 \%$. To understand how well the model predicts each class, I also used true positive rate, the proportion of correctly classified responses of one specific class out of the number of predictions of that class, and false positive rate, the proportion of correctly classified responses of one specific class out of all the samples of that class. Furthermore, there is a tradeoff between the true positive rate and false positive rate; one metric may increase as the other decreases. Therefore, I also report the F1 score by class, the harmonic mean of both metrics. In addition, I used a
weighted average F1 score, combining F1 score by class into one metric with the weight of the number of samples by each class to reflect model performance that balances true positives with true negatives by response class sample size. Except elpd (I reported the range of the means), I pooled each prediction metric for each model by dataset and reported the mean and standard error of the metric because each model includes 2,000 different posterior distribution samples and I have 10 different imputed datasets (the number of iterations post warm-up I ran for each model).

### 3.2.4. Limitations

The data and methods have several limitations worthy of note. First, my sample is not likely to be fully representative of the entire bike-share user population. Because there is no census of bike-share users, it is impossible to know how my sample might be biased other than how I hypothesize in the paper and as Fitch et al. (2020) also discuss in comparing characteristics of the respondents of this survey of users to respondents from a household-based survey as a part of a larger study of the impacts of the bike-share system. However, this issue is not expected to cast doubt on my result in examining factors associated with the mode substitution as Babbie (2015) points out that the sample bias is less concerned in explanatory research than in descriptive research.

The reported trip data, especially the location of trip starting and ending points, may not be accurate. Some people selected a location on the map in the middle of a building, which is probably not where they picked-up or dropped-off the bike. Since the bike parking location was not always directly next to the actual origin and destination of the trip, the difference between reported pick-up/drop-off location and actual pick-up/drop-off location adds unknown error. In
addition, inaccuracy of the speed measure may have reduced model reliability. In the Jump app, the user could hold their reservation for up to 15 minutes. Some people may have reserved the bike first and walked to the bike location while others reserved the bike at the bike location. Because the use duration includes the reservation time, the reported travel time might have overestimated the actual travel time, skewing my calculated measure of speed. Another limitation is that some users might have had several trip purposes at the destination though the survey asked them to report only the "primary" purpose of their trip.

Mode substitution might not be accurately captured for several reasons. The question about mode substitution for their actual trip is hypothetical. I asked them to retrospectively report on what mode they would have chosen in the absence of bike share, but whether this mode is what they would have actually chosen is uncertain. To complicate matters, the mode substitution decision might change with circumstances. For example, other scheduled activities before or after the reported trip may change a person's reported mode substitution. In addition, the grouping of similar transportation modes in the survey may hide important variation in mode substitution. For example, I created a group called "ride-hailing" including taxi and ride-hailing services, but an existing study has pointed out that the modes have different user characteristics (Rayle, et al., 2016).

Finally, the small sample for the commute model means that my estimates are uncertain, although not untrustworthy. In particular, few observations for commutes to school in the Sacramento/West Sacramento service boundary and the lack of data for commute trips using Jump as a secondary mode prevented me from modeling factors influencing mode substitution for all types of trips.

### 3.3. Results and Discussion

### 3.3.1. Non-commute trips

### 3.3.1.1. Model Comparison

Comparisons of all models (Table 3.6) indicate that the varying effects by person and trip attributes help explain mode substitution (i.e. all predictive metrics improve with more than 1 standard error). This suggests that mode substitution varies by personal preference and trip context, to some extent. I found only modest improvement in out-of-sample prediction by adding land use, mode availability, individual characteristics, and attitudinal variables, and only a select few characteristics proved to have measurable effects on mode substitution. Using 10-fold stratified cross-validation to predict out-of-sample mode substitution, NCM-III showed lower elpd than other models while $\mathrm{NCM}-\mathrm{V}$ the best accuracy and weighted F1 score.

Table 3. 6 Prediction Metrics for Non-commute Model*

|  | NCM-I | NCM-II | NCM-III | NCM-IV | NCM-V |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Elpd | $-1467.3 \sim$ | $-1193.7 \sim$ | $-1119.6 \sim$ | $-1121.3 \sim$ | $-1157.3 \sim$ |
|  | -1467.3 | -1164.4 | -1081.0 | -1089.6 | -1116.3 |
| Accuracy | $19.4 \%$ | $34.5 \%$ | $40.6 \%$ | $41.4 \%$ | $43.1 \%$ |
|  | $(1.3 \%)$ | $(1.5 \%)$ | $(1.4 \%)$ | $(1.4 \%)$ | $(1.4 \%)$ |
| True Positive rate |  |  |  |  |  |
| Transit | $5.1 \%$ | $8.7 \%$ | $13.8 \%$ | $14.8 \%$ | $16.9 \%$ |
| Bike | $(3.4 \%)$ | $(4.4 \%)$ | $(5.2 \%)$ | $(5.3 \%)$ | $(5.5 \%)$ |
|  | $14.3 \%$ | $35.6 \%$ | $38.5 \%$ | $38.6 \%$ | $41.7 \%$ |
| Walk | $(3.2 \%)$ | $(4.0 \%)$ | $(3.9 \%)$ | $(3.9 \%)$ | $(3.8 \%)$ |
|  | $33.1 \%$ | $48.2 \%$ | $57.0 \%$ | $57.7 \%$ | $59.0 \%$ |
| Ride-hailing | $(2.9 \%)$ | $(2.8 \%)$ | $(2.6 \%)$ | $(2.6 \%)$ | $(2.4 \%)$ |
|  | $16.1 \%$ | $30.3 \%$ | $38.9 \%$ | $39.7 \%$ | $41.3 \%$ |
| Car, Alone | $(3.2 \%)$ | $(3.8 \%)$ | $(3.7 \%)$ | $(3.7 \%)$ | $(3.5 \%)$ |
|  | $13.7 \%$ | $28.6 \%$ | $30.8 \%$ | $32.8 \%$ | $33.9 \%$ |
| No Trip | $(3.2 \%)$ | $(3.9 \%)$ | $(3.8 \%)$ | $(3.9 \%)$ | $(3.7 \%)$ |
|  | $11.1 \%$ | $28.4 \%$ | $32.9 \%$ | $33.2 \%$ | $35.4 \%$ |
| Car-pooling | $(3.3 \%)$ | $(4.3 \%)$ | $(4.4 \%)$ | $(4.4 \%)$ | $(4.3 \%)$ |
|  | $6.5 \%$ | $15.5 \%$ | $19.9 \%$ | $20.9 \%$ | $22.7 \%$ |
|  | $(3.4 \%)$ | $(4.6 \%)$ | $(4.9 \%)$ | $(4.9 \%)$ | $(5.0 \%)$ |
| False Positive rate |  |  |  |  |  |
| Transit | $4.9 \%$ | $8.7 \%$ | $14.3 \%$ | $15.5 \%$ | $18.2 \%$ |
|  | $(3.3 \%)$ | $(4.3 \%)$ | $(5.1 \%)$ | $(5.2 \%)$ | $(5.6 \%)$ |
| Bike | $14.3 \%$ | $35.8 \%$ | $38.5 \%$ | $38.4 \%$ | $41.8 \%$ |
|  |  | 87 |  |  |  |
|  |  |  |  |  |  |


|  | NCM-I | NCM-II | NCM-III | NCM-IV | NCM-V |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $(3.0 \%)$ | $(3.5 \%)$ | $(3.4 \%)$ | $(3.3 \%)$ | $(3.3 \%)$ |
| Walk | $33.2 \%$ | $47.9 \%$ | $56.8 \%$ | $57.9 \%$ | $59.0 \%$ |
|  | $(2.3 \%)$ | $(2.2 \%)$ | $(2.1 \%)$ | $(2.1 \%)$ | $(2.0 \%)$ |
| Ride-hailing | $16.1 \%$ | $30.3 \%$ | $39.1 \%$ | $39.8 \%$ | $41.8 \%$ |
|  | $(2.9 \%)$ | $(3.4 \%)$ | $(3.7 \%)$ | $(3.2 \%)$ | $(3.1 \%)$ |
| Car, Alone | $13.7 \%$ | $29.2 \%$ | $31.7 \%$ | $33.4 \%$ | $34.5 \%$ |
|  | $(3.0 \%)$ | $(3.5 \%)$ | $(3.6 \%)$ | $(3.4 \%)$ | $(3.4 \%)$ |
| No Trip | $11.1 \%$ | $28.6 \%$ | $32.7 \%$ | $33.3 \%$ | $34.9 \%$ |
|  | $(3.1 \%)$ | $(3.9 \%)$ | $(3.8 \%)$ | $(3.9 \%)$ | $(3.8 \%)$ |
| Car-pooling | $6.5 \%$ | $15.3 \%$ | $19.2 \%$ | $19.5 \%$ | $21.0 \%$ |
|  | $(3.1 \%)$ | $(4.3 \%)$ | $(4.4 \%)$ | $(4.3 \%)$ | $(4.3 \%)$ |
| F1 Score |  |  |  |  |  |
| Transit | $5.6 \%$ | $8.9 \%$ | $14.0 \%$ | $15.1 \%$ | $17.4 \%$ |
|  | $(2.9 \%)$ | $(4.0 \%)$ | $(5.0 \%)$ | $(5.1 \%)$ | $(5.3 \%)$ |
| Bike | $14.3 \%$ | $35.6 \%$ | $38.4 \%$ | $38.5 \%$ | $41.7 \%$ |
|  | $(3.0 \%)$ | $(3.4 \%)$ | $(3.4 \%)$ | $(3.3 \%)$ | $(3.2 \%)$ |
| Walk | $33.1 \%$ | $48.0 \%$ | $56.9 \%$ | $57.8 \%$ | $59.0 \%$ |
|  | $(2.5 \%)$ | $(2.3 \%)$ | $(2.0 \%)$ | $(2.0 \%)$ | $(1.9 \%)$ |
| Ride-hailing | $16.1 \%$ | $30.3 \%$ | $39.0 \%$ | $39.7 \%$ | $41.5 \%$ |
|  | $(3.0 \%)$ | $(3.4 \%)$ | $(3.2 \%)$ | $(3.2 \%)$ | $(3.0 \%)$ |
| Car, Alone | $13.7 \%$ | $28.8 \%$ | $31.2 \%$ | $33.1 \%$ | $34.1 \%$ |
|  | $(3.0 \%)$ | $(3.5 \%)$ | $(3.5 \%)$ | $(3.4 \%)$ | $(3.3 \%)$ |
| No Trip | $11.1 \%$ | $28.5 \%$ | $32.8 \%$ | $33.2 \%$ | $35.1 \%$ |
|  | $(3.2 \%)$ | $(3.9 \%)$ | $(3.9 \%)$ | $(3.9 \%)$ | $(3.7 \%)$ |
| Car-pooling | $6.6 \%$ | $15.4 \%$ | $19.5 \%$ | $20.1 \%$ | $21.8 \%$ |
|  | $(3.1 \%)$ | $(4.3 \%)$ | $(4.5 \%)$ | $(4.4 \%)$ | $(4.4 \%)$ |
| Weighted F1 Score | $14.2 \%$ | $27.9 \%$ | $33.1 \%$ | $33.9 \%$ | $35.8 \%$ |
|  | $(2.5 \%)$ | $(3.5 \%)$ | $(3.7 \%)$ | $(3.7 \%)$ | $(3.6 \%)$ |

* The values in the parentheses represent the standard error.

Another metric for the classification problem, F1 score by class, also gives insight into what groups of predictors help in predicting specific classes. For example, adding varying effects by person has a strong effect on improving the scores for bike, walking, ride-hailing, private car, and no trip. In addition, adding trip attributes to the model helps explain mode substitution especially for walking and ride-hailing. Adding land use, mode availability, individual characteristics, and attitudinal variables showed small predictive improvement for each mode. All models show low scores for transit and carpooling. This might be due to the small number of observations for these modes with 41 and 53 , respectively; or it could be due to unobserved factors, such as trip context and driver's schedule in the case of carpooling.

### 3.3.1.2. Model Estimates

## Trip Attributes

While trip attributes improved the model prediction (Table 3.6), several trip attributes showed distinctive associations with the dependent variable (Table 3.7). Trip distance is a commonly reported factor that influences mode choice (Buehler, 2011). The estimate of the effect of trip distance on walking was the most negative, with a coefficient of -2.71 ( $\mathrm{se}=0.47$ ). It is intuitive that people are less likely to walk if trip distance is longer. While trip distance had positive coefficients for all car-related options, the estimate for ride-hailing was the most sensitive to trip distance with a coefficient of 0.79 ( $\mathrm{se}=0.47$ ).

Trip purpose also has some interesting effects on mode substitution. A positive coefficient for the no-trip option for restaurant and shopping purposes suggests that the bike-share service induced trips for these purposes, which could contribute to increased economic vitality for the community as well physical activity for the user (Fishman, 2016; Ricci, 2015; Shaheen, et al., 2010). Those who use the bike-share for recreational purposes tend to say they would give up making a trip if the bike were unavailable, another indicator that the service induces some physical activity. Also, Table 3.7 shows that the estimates of the effects of recreational purpose for active modes are positive while for car-related modes they are negative. The estimated effects of the trip purposes going to home and restaurant are positive and relatively strong for ridehailing at $2.44(\mathrm{se}=0.74)$ and $2.75(\mathrm{se}=0.69)$, respectively, while the estimated effect of shopping on ride-hailing is negative.

Time of day also helps explain mode substitution. For those who used the bike-share for noncommute trips in the AM peak, my models predict they would have used private bicycles and not
walked or driven a private car had bike-share been unavailable. Off-peak was most positively associated with carpooling from among all modes. Those who cannot find an accessible bike at night are likely to take ride-hailing. Also, that weekend trips are likely to substitute for carpooling is intuitive because people's schedule are more flexible than on weekdays.

Graphs of the conditional effect of trip distance by trip purpose (Figure 3.2) suggest that the dominant substitution-mode shifts from walking to other modes for trip distances of more than 1 mile for any trip purpose. Recreational trips are an exception: for these trips, the dominant substitution-mode shifts from walking to giving up the trip when the distance is less than one mile. This result suggests that most long trips for recreational purposes are induced by the bike sharing service.

Speed also has differential effects by mode. The estimated effect is lowest for giving up the trip. In addition, mode substitution varies depending on speed and trip purpose (Figure 3.3). For any level of speed, the most likely mode substitution is "no trip" for a recreational trip. This is consistent with my expectation and existing research that non-destination-oriented trips are associated with slower speeds (Almannaa et al., 2020) and suggests that shared e-bikes induce recreational trips. Figure 3.3 also shows that the likelihood of substituting walking increases for every purpose as speed increases.

## Land Use

The model shows that the percentage of land that is commercial/office use at the starting point of the trip is another important factor explaining car substitution. The negative effect indicates that those who use dock-less e-bike-share starting from commercial/office areas are unlikely to use private car and ride-hailing if a bike is not available. On the other hand, the portion of
commercial/office use at the starting point has large positive effect on walking. This is intuitive since most of the commercial/office land in the Sacramento bike share service area is in the dense downtown area which is relatively walkable and has good access to public transit. Also, the model shows that the share of use with commercial/office at the end point of the trip has a negative effect on the choice of private car, but a positive effect on of ride-hailing. One explanation for this could be the relatively high parking fees in these areas. The model also shows that those who start their trip in a location with a high share of non-commercial use tend to substitute e-bike-share for car-related options. Trips starting in locations with a high proportion of civic land use are less likely to substitute for walking while traveling to civic land uses had an opposite tendency.

## Mode Availability

Although prior studies have found that more bike paths can promote bicycling (e.g. Moudon et al., 2005), my study shows just a small effect of bike lanes at the trip start on the choice of private bicycle in the absence of bike-share, suggesting strong predictors of travel mode may not be strong predictors of travel mode substitution. Bike-share substitutes for ride-hailing less often when bikes are more frequently available at the start of trips, but more often when bikes are often available at the end of trips. Also, on average, greater bike availability at the end of trips makes people likely to substitute a private bicycle or vehicle (the latter effect is weak). These results make sense for trips that are the first leg of a round-trip: users know they have a high probability of finding bike-share bike for their return trip. They also make sense if the trip is the second leg of a round-trip, for which private vehicle or private bicycle is not likely to be an option if it was not used for the first leg (and if it was used, bike-share would almost certainly not be used for the
second leg). Bike availability at either end of the trip is a general indicator of the reliability of finding a bike when needed, which is especially important when substituting bike-share for personally-owned modes for round trips. Trips starting or ending in areas with easy access to public transit, including LRT and bus, are less likely to substitute for private car or ride-hailing.

## Individual Characteristics

The estimates of the effects of individual characteristics suggest that some types of people are more likely to choose a specific substitution mode than others. For example, students are more likely to substitute ride-hailing but much less likely to substitute private car. This is intuitive because younger adults are in general more likely to choose ride-hailing and less likely to own private vehicles (Alemi et al., 2018; Young and Farber, 2019). The relationship between age and use of ride-hailing can also be observed in my model, which shows that those who are less than 44 years old are more likely to substitute ride-hailing. Interestingly, being a student had a relatively small effect on substituting bike share for personal bikes. This may be because those who have their own bikes have less reason to use bike share. Substituting bike share for personal bike does, however, vary by age. Younger (25-34 years old) users are more likely to substitute for personal bicycling compared to those 35 years old or older. Also, those who are 55 years old or older have a high probability of saying they would give up a trip if the bike share service were not available, suggesting that bike share is inducing physical activity for this age cohort.

Other characteristics also influence the substitution mode. College degree has a large effect on substituting personal bicycling. Identifying as a woman is strongly associated with substituting bike share for car travel, particularly private car and carpooling, and only rarely with substituting for personal bicycling. My results also show differences by racial identity.

Identifying as Asian is strongly associated with substituting carpooling while identifying as Hispanic and/or white show negative associations with substituting carpooling. Those who have one or more private cars per person in the household are more likely to substitute bike share for driving alone (not surprising since they can make this substitution) but also for carpooling and ride-hailing, although the latter effect is weaker. Those who have a bike-share membership are less likely to use ride-hailing or private car. The predictor of household income between $\$ 100,000$ and $\$ 200,000$ has a large positive effect on the choice of carpooling as the substitution mode, but those who have household income more than $\$ 200,000$ are less likely to choose carpooling. Those who have household income between $\$ 50,000$ and $\$ 100,000$ are less likely to substitute bike-share for ride-hailing and private vehicle.

Table 3. 7 NCM-V parameter means and standard errors


| Base $=$ Transit | Bike | Walk | Ride-hailing | Car, Alone | No Trip | Carpooling |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Length of Bike Lanes | 0.39 (1.00) | 0.00 (0.92) | -0.08 (1.02) | -1.89 (1.05) | -0.22 (1.04) | 0.07 (1.09) |
| Bike availability | 0.06 (1.31) | -0.39 (1.27) | -1.02 (1.33) | -0.19 (1.30) | -0.15 (1.34) | 0.19 (1.34) |
| End (a quarter-mile buffer) |  |  |  |  |  |  |
| \# Bus stops | -0.98 (1.13) | 0.63 (1.08) | -0.14 (1.15) | 0.28 (1.17) | 0.06 (1.14) | 0.06 (1.21) |
| \# LRT stations | 0.82 (1.09) | -0.53 (1.01) | 0.88 (1.09) | -0.58 (1.15) | -0.23 (1.11) | -1.47 (1.18) |
| Length of Bike Lanes | -1.01 (0.96) | 0.15 (0.89) | -0.89 (0.99) | -1.32 (0.95) | 0.03 (1.00) | 0.35 (1.03) |
| Bike availability | -0.46 (1.26) | -0.21 (1.22) | 1.32 (1.30) | -0.20 (1.30) | -1.12 (1.28) | -0.36 (1.32) |
| Individual Characteristics |  |  |  |  |  |  |
| Age (Base: less than 25) |  |  |  |  |  |  |
| 25-34 | 1.10 (0.91) | -0.08 (0.81) | 0.85 (0.88) | -0.05 (0.91) | 0.69 (0.88) | 0.60 (0.89) |
| 35-44 | -0.24 (0.96) | -0.28 (0.86) | 0.42 (0.92) | -0.23 (0.95) | -0.51 (0.96) | -0.39 (0.95) |
| 45-55 | 0.00 (1.10) | -0.20 (0.99) | -0.39 (1.08) | -0.97 (1.10) | -1.05 (1.10) | 0.72 (1.04) |
| $55-$ | 0.16 (1.14) | -0.06 (1.07) | -1.57 (1.20) | -0.10 (1.14) | 1.28 (1.11) | 0.71 (1.13) |
| Woman | -0.84 (0.80) | 0.16 (0.69) | 0.01 (0.77) | 0.85 (0.80) | -0.57 (0.79) | 1.89 (0.78) |
| Race (Base: Else) |  |  |  |  |  |  |
| Asian | -0.60 (1.15) | 0.00 (0.99) | 0.23 (1.06) | -0.83 (1.12) | 0.45 (1.07) | 1.38 (1.05) |
| Hispanic/Latino | 0.47 (1.07) | -0.53 (0.96) | -0.35 (1.07) | 0.46 (1.11) | -0.07 (1.06) | -1.20 (1.12) |
| White | 1.06 (0.91) | 0.34 (0.80) | 0.24 (0.85) | 0.00 (0.89) | -0.14 (0.87) | -0.58 (0.87) |
| Employed | 1.02 (1.00) | -0.85 (0.81) | 1.26 (0.97) | 0.33 (0.99) | -0.16 (0.94) | 0.06 (0.96) |
| Student | -1.06 (1.04) | 0.52 (0.88) | 0.49 (0.97) | -0.99 (1.05) | 0.05 (0.99) | -0.33 (1.00) |
| College Degree | 1.76 (0.90) | 0.04 (0.79) | 0.07 (0.86) | 0.38 (0.89) | 0.24 (0.90) | 0.32 (0.89) |
| Having Children | 0.31 (0.84) | -0.61 (0.75) | -1.37 (0.82) | 0.05 (0.86) | -0.47 (0.86) | 0.53 (0.85) |
| Car Ownership | 0.16 (0.75) | -0.14 (0.65) | 0.41 (0.76) | 0.97 (0.82) | 0.66 (0.74) | 0.55 (0.73) |
| Bike-share Membership | -0.09 (0.90) | 0.31 (0.91) | -1.11 (1.04) | -0.51 (0.93) | -0.49 (0.93) | -0.20 (1.00) |
| Income (US dollars) |  |  |  |  |  |  |
| 50,001 to 100,000 | -0.44 (0.87) | -0.59 (0.77) | -1.06(0.85) | -0.74 (0.88) | -0.42 (0.94) | 0.51 (0.88) |
| 100,000 to 200,000 | -0.76 (0.98) | -0.32 (0.85) | 0.68 (0.91) | 0.36 (0.90) | 0.67 (0.91) | 1.53 (0.90) |
| More than 200,000 | 0.67 (1.09) | -0.47 (1.03) | -0.10 (1.10) | 0.46 (1.05) | 0.17 (1.16) | -1.26 (1.24) |
| Attitude |  |  |  |  |  |  |
| Like Bike | 0.19 (1.37) | 1.16 (1.29) | -0.10 (1.37) | 0.04 (1.38) | -1.78 (1.37) | 0.45 (1.40) |
| Bike Safety | -0.08 (1.33) | 0.34 (1.26) | -1.15 (1.34) | 0.46 (1.31) | 0.18 (1.35) | 0.50 (1.36) |
| Bike pressure | 0.23 (1.29) | 0.45 (1.20) | 0.72 (1.28) | -0.88 (1.30) | -0.13 (1.28) | 0.39 (1.31) |
| Car necessity | -1.70 (1.23) | 0.70 (1.12) | -0.77 (1.18) | 0.64 (1.26) | -0.30 (1.24) | 1.77 (1.26) |
| Concern for the environment | 1.05 (1.11) | 0.14 (1.03) | -0.17 (1.10) | -0.77 (1.14) | -1.12 (1.10) | -1.00 (1.11) |
| Concern for cost | -0.61 (1.13) | -0.87 (1.06) | 0.79 (1.12) | -1.03 (1.16) | -0.24 (1.16) | 0.31 (1.14) |


| Base $=$ Transit | Bike | Walk | Ride-hailing | Car, Alone | No Trip | Carpooling |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Desire to get exercise | $0.76(1.16)$ | $-0.74(1.07)$ | $-0.72(1.12)$ | $-0.18(1.15)$ | $-0.01(1.12)$ | $-1.05(1.10)$ |
| Concern for safety from crime | $1.44(1.09)$ | $-0.17(0.99)$ | $-1.81(1.07)$ | $-1.15(1.11)$ | $-0.13(1.08)$ | $-0.15(1.07)$ |
| Concern for safety from traffic | $1.31(1.11)$ | $0.02(1.04)$ | $0.04(1.14)$ | $-0.28(1.14)$ | $1.01(1.13)$ | $-0.60(1.12)$ |
| Desire for enjoyment | $0.63(1.17)$ | $-0.10(1.08)$ | $0.90(1.14)$ | $-1.20(1.18)$ | $-0.45(1.16)$ | $-0.03(1.15)$ |
| Concern for tome | $-0.7(1.19)$ | $-0.51(1.12)$ | $-0.64(1.20)$ | $1.33(1.21)$ | $0.35(1.18)$ | $0.87(1.19)$ |
| Desire for convenience | $-0.30(1.27)$ | $-0.15(1.21)$ | $0.51(1.27)$ | $0.72(1.31)$ | $0.44(1.27)$ | $1.51(1.29)$ |



Figure 3. 2 Conditional Combined Effects of Trip Distance and Trip Purpose on Mode Substitution (Conditions: Off Peak; Age25-34; Weekday; College degree; Non-student; No child; Employed; Male; White; Car owner; Household income (\$100,000-200,000); nonmembership; mean values of continuous predictors)


Figure 3. 3 Conditional Combined Effects of Speed and Trip Purpose on Mode Substitution (Conditions: Off Peak; Age25-34; Weekday; College degree; Non-student; No child; Employed; Male; White: Car owner; Household income (\$100,000-200,000); nonmembership; mean values of continuous predictors)

## Attitudinal Variables

Our results show some interesting influences of attitudes on mode substitution. For example, the finding that those who think that they need their own car for some activities tend to choose private car and carpooling as substitution modes is intuitive. Such individuals are less likely to use their own bicycles when bike-share was unavailable. Those with a high score for "bike pressure" are less likely to substitute private car, but more likely to substitute other car options. My findings show that "like bike" and "bike safe" have positive but small effects on the choice of bicycling as the substitution mode.

Some factors considered important in daily mode choice are also associated with mode substitution. One clear result is that environmental concern increases the likelihood of substituting for active travel modes and decreases the likelihood of substituting for car-related options. That those who consider convenience an important factor in their daily mode choice tend to choose car-related options suggests the need for bike-share operators to have a good rebalancing strategy to ensure convenient access to bike-share bikes in order to reduce the use of cars. Those who desire exercise tend to substitute bike share for private bicycle but not walking. The findings that those who are more concerned about safety from crime and traffic are less likely to choose car-related options are not intuitive and merit further exploration. Another interesting finding is that those who are more concerned about cost are more likely to substitute bike-share for ride-hailing and carpooling. Those who put importance on enjoyment tend not to substitute private car but do substitute ride-hailing. Those who are concerned about time are more likely to substitute private car and carpooling, but less likely to substitute ride-hailing. Explanations for many of these findings are not readily apparent.

### 3.3.2. Commute trip

### 3.3.2.1. Model Comparison

Among the commute models, CM-IV showed the best accuracy and weighted F1 score (Table
3.8). Comparisons of all models indicate that trip distance and individual
characteristics/attitudinal variables help to explain mode substitution compared to mode availability. However, the standard error of each metric shows the large uncertainty in the models probably owing to the fact that the number of observations was small. Also, the range of elpd for CM-IV is larger than others because of multiple imputations. The results of F1 score by class showed high predictive improvement for walk as the substitution mode by adding trip attributes. Individual characteristics/attitudinal variables also help explain mode substitutions from walk, car, and bike. Interestingly, no variables I explored in this analysis improved prediction of transit substitution leaving estimates transit substitution much more uncertain than other modes.

Table 3. 8 Prediction Metrics for Commute Model*

|  | CM-I | CM-II | CM-III | CM-IV |
| :--- | :---: | :---: | :---: | :---: |
| Elpd | $-139.4 \sim$ | $-128.8 \sim$ | $-132.3 \sim$ | $-144.6 \sim$ |
|  | -139.4 | -126.6 | -126.6 | -126.5 |
| Accuracy | $28.0 \%(4.3 \%)$ | $33.6 \%(4.4 \%)$ | $34.4 \%(4.4 \%)$ | $38.7 \%(4.1 \%)$ |
| True Positive |  |  |  |  |
| rate |  |  |  |  |
| $\quad$ Transit | $15.9 \%(9.5 \%)$ | $16.7 \%(9.3 \%)$ | $17.8 \%(9.5 \%)$ | $15.5 \%(9.0 \%)$ |
| Bike | $38.7 \%(8.0 \%)$ | $39.0 \%(7.6 \%)$ | $40.5 \%(7.6 \%)$ | $46.6 \%(7.0 \%)$ |
| Car | $19.8 \%(8.9 \%)$ | $24.8 \%(9.4 \%)$ | $25.3 \%(9.3 \%)$ | $29.7 \%(9.0 \%)$ |
| $\quad$ Walk | $25.4 \%(8.7 \%)$ | $42.3 \%(8.8 \%)$ | $42.3 \%(8.7 \%)$ | $47.5 \%(8.3 \%)$ |
| False Positive |  |  |  |  |
| rate |  |  |  |  |
| $\quad$ Transit | $15.1 \%(8.5 \%)$ | $16.0 \%(8.5 \%)$ | $17.2 \%(8.7 \%)$ | $15.5 \%(8.6 \%)$ |
| Bike | $39.0 \%(8.1 \%)$ | $39.6 \%(6.0 \%)$ | $40.9 \%(5.9 \%)$ | $47.2 \%(5.4 \%)$ |
| Car | $20.1 \%(8.2 \%)$ | $24.8 \%(8.3 \%)$ | $25.3 \%(8.3 \%)$ | $28.5 \%(7.6 \%)$ |
| $\quad$ Walk | $25.6 \%(7.5 \%)$ | $42.6 \%(7.3 \%)$ | $42.7 \%(7.2 \%)$ | $48.6 \%(7.3 \%)$ |
| F1 Score |  |  |  |  |
| Transit | $16.4 \%(7.7 \%)$ | $17.0 \%(7.8 \%)$ | $18.0 \%(8.1 \%)$ | $16.4 \%(7.6 \%)$ |
| Bike | $38.6 \%(6.6 \%)$ | $39.2 \%(6.4 \%)$ | $40.5 \%(6.3 \%)$ | $46.7 \%(5.7 \%)$ |
| Car | $19.9 \%(7.9 \%)$ | $24.6 \%(8.3 \%)$ | $25.1 \%(8.3 \%)$ | $28.9 \%(7.8 \%)$ |
| Walk | $25.3 \%(7.6 \%)$ | $42.2 . \%(7.4 \%)$ | $42.2 \%(73.0 \%)$ | $47.8 \%(7.0 \%)$ |
|  |  | 99 |  |  |


|  | CM-I | CM-II | CM-III | CM-IV |
| :--- | :---: | :---: | :---: | :---: |
| Weighted F1 | $24.7 \%(9.9 \%)$ | $30.5 \%(11.8 \%)$ | $31.2 \%(12.1 \%)$ | $34.7 \%(13.1 \%)$ |
| Score |  |  |  |  |

* The values in the parentheses represent the standard error.


### 3.3.2.2. Model Estimation

## Trip Attributes

The estimate of the effect of trip distance on mode substitution in the commute model is similar to the estimate in non-commute mode (Table 3.9). The effect on walking is the most negative, with a coefficient of -3.24 ( $\mathrm{se}=0.86$ ) while the effect on car was the most positive, with a coefficient of 0.93 (se=0.89). Interestingly, the effect on personal bike substitution was near zero, indicating that trip distance may not help distinguish between bike and transit as a substituted mode.

Table 3. 9 CM-IV parameter means and standard errors

| Base $=$ Transit | Bike | Walk | Car |
| :---: | :---: | :---: | :---: |
| Intercept | 1.45 (2.99) | 1.49 (3.53) | -1.10(3.38) |
| Trip Attribute |  |  |  |
| Travel Distance (log) | 0.00 (0.75) | -3.24 (0.86) | 0.93 (0.89) |
| Mode Availability |  |  |  |
| Start (a quarter-mile buffer) |  |  |  |
| \# Bus stops | -0.68 (1.35) | 1.14 (1.35) | -0.45 (1.41) |
| \# LRT stations | 1.16 (0.83) | 0.39 (0.90) | -0.82 (1.05) |
| \# Length of Bike Lanes | -1.86 (1.11) | 1.06 (1.19) | -1.44 (1.18) |
| Bike availability | -0.02 (1.28) | -0.18 (1.38) | -0.50 (1.31) |
| End (a quarter-mile buffer) |  |  |  |
| \# Bus stops | -0.91 (1.16) | 0.30 (1.22) | 0.04 (1.26) |
| \# LRT stations | -0.18 (1.15) | 0.30 (1.22) | -0.96 (1.22) |
| \# Length of Bike Lanes | 0.66 (1.07) | -0.24 (1.19) | -0.18 (1.16) |
| Bike availability | -0.74 (1.44) | 0.25 (1.47) | 0.30 (1.45) |
| Individual Characteristics |  |  |  |
| Age (Base: less than 25) |  |  |  |
| 25-34 | -0.38 (0.90) | -0.12 (1.00) | -0.72 (1.03) |
| 35-44 | -0.74 (1.00) | 0.92 (1.06) | -0.77(1.01) |
| 45-55 | 0.80 (1.14) | -0.47 (1.24) | -0.15 (1.25) |
| $55-$ | 0.30 (1.07) | -0.51 (1.33) | 0.81 (1.20) |
| Woman | -0.47 (0.81) | -0.90 (0.93) | 0.65 (0.90) |
| Race (Base: Else) |  |  |  |
| Asian | -0.7 (1.09) | -1.00 (1.17) | -0.47 (1.07) |
| Hispanic/Latino | 0.50 (1.06) | 0.60 (1.13) | -0.79 (1.20) |
| White | 0.28 (0.90) | 0.95 (1.02) | 0.24 (0.98) |
|  | 00 |  |  |


| Base $=$ Transit | Bike | Walk | Car |
| :--- | ---: | ---: | ---: |
| Student | $0.58(0.99)$ | $-1.34(1.12)$ | $-0.32(1.06)$ |
| College Degree | $0.90(0.86)$ | $-1.14(0.94)$ | $0.87(0.90)$ |
| Having Children | $-0.91(0.83)$ | $0.33(0.96)$ | $1.09(0.89)$ |
| Car Ownership | $-0.35(0.79)$ | $0.90(0.93)$ | $0.90(0.89)$ |
| Bike-share membership | $-0.68(0.88)$ | $0.46(0.91)$ | $-0.65(0.98)$ |
| Income (US dollars) |  |  |  |
| 50,001 to 100,000 | $-0.47(0.84)$ | $-0.35(0.93)$ | $1.06(0.96)$ |
| 100,000 to 200,000 | $0.18(0.96)$ | $-0.01(1.04)$ | $1.80(1.05)$ |
| More than 200,000 | $0.01(1.14)$ | $0.91(1.15)$ | $0.02(1.27)$ |
| Attitude |  |  |  |
| Like Bike | $1.64(1.24)$ | $0.03(1.24)$ | $-1.21(1.28)$ |
| Bike Safety | $0.18(1.22)$ | $1.01(1.31)$ | $0.06(1.29)$ |
| Bike pressure | $0.46(1.19)$ | $0.05(1.29)$ | $-0.07(1.26)$ |
| Car necessity | $-1.63(1.17)$ | $0.77(1.28)$ | $-0.26(1.37)$ |
| Concern for the environment | $0.98(1.07)$ | $0.50(1.15)$ | $-0.24(1.22)$ |
| Concern for cost | $0.71(1.11)$ | $-0.96(1.23)$ | $-0.10(1.22)$ |
| Desire to get exercise | $0.07(1.30)$ | $-0.32(1.30)$ | $0.25(1.46)$ |
| Concern for safety from crime | $0.72(1.07)$ | $-1.17(1.23)$ | $-0.35(1.13)$ |
| Concern for safety from traffic | $0.57(1.10)$ | $-0.23(1.27)$ | $0.97(1.20)$ |
| Desire for enjoyment | $0.33(1.19)$ | $-0.46(1.25)$ | $-1.11(1.22)$ |
| Concern for time | $-0.44(1.15)$ | $-0.12(1.25)$ | $0.82(1.26)$ |
| Desire for convenience | $-0.82(1.22)$ | $-0.49(1.41)$ | $1.13(1.28)$ |

## Mode Availability

The total length of bike lanes near home and workplace/school are negatively associated with the choice of car as the substitution mode. Interestingly, those who commute from home location with more bike lanes in the vicinity are less likely to use private bicycles. High bike-share availability near the home location has a negative effect on the substitution of car. Transit facilities, including the number of bus stops and LRT stations near home and the number of LRT stations near workplace/school, reduce the likelihood of car substitution for commuting trips.

## Individual Characteristics

The estimates of the effects of individual characteristics on mode substitution for commute trips are similar to the ones for non-commute trips (Table 3.7 and Table 3.9). For example, identifying as a woman increases the likelihood of substituting bike-share for car travel while decreasing the
likelihood of bicycling. Those who have a college degree are more likely to substitute for personal bicycling and car travel while less likely to substitute for walking. But some results differ. For example, students tend to substitute bike share for personal bicycling for commute trips more so than they did for non-commute trips. This substitution may happen because the e-bike-share offers faster travel to scheduled classes than their own bikes. All age groups except for those who are 55 or older are less likely to substitute car. Racial identity also has an effect as identifying as Asian is negatively associated with all substituted modes, suggesting that they are more likely to use bike share for transit. Hispanic and Latino respondents are less likely to substitute car modes, the opposite of the non-commute results. Identifying as white is the only group having a positive association with substituting for car but the effect is weak. Bike-share members are likely to substitute bike-share for walking. Those who have household incomes with less than $\$ 200,000$ are more likely to choose cars while those with higher household incomes are less likely to do so and tend to walk for their commute when dock-less e-bike-share was not available.

Graphs of the conditional effect of trip distance by gender (Figure 3.3), suggest that the dominant substitution mode shifts from walking to biking for trip distances of more than 1 mile for any gender. One difference is that women who commuted by bike share for more than 1.5 miles shifted mostly from car options, but other combinations of gender and commute distance did not.


Figure 3. 4 Conditional Combined Effects of Trip Distance and Gender on Mode Substitution (Conditions: Age25-34; Non-student; College degree; No child; White; Car owner; Household income ( $\mathbf{\$ 1 0 0 , 0 0 0 - 2 0 0 , 0 0 0 ) ; ~ m e a n ~ v a l u e s ~ o f ~ c o n t i n u o u s ~ p r e d i c t o r s ) ~}$

## Attitudinal Variables

The influence of attitudinal variables for commute trips was similar to the influences for noncommute models, particularly for environmental concern, crime concern, desire for enjoyment desire for convenience, and time concern. The influence of "like bike" is also similar to its influence in non-commute models, but the effect in the commute model is stronger. Higher scores for "bike safe" and "bike pressure" have positive effects on personal bike substitution, but the former effect is weaker. Unlike non-commute models, the score for "car necessity" is not positively associated with car substitution. Also, those who are concerned about traffic safety tend to substitute for car use for commuting trips. The "desire to get exercise" had a small effect for all modes suggests. The finding that cost is negatively associated with walking as the substitution mode is not intuitive.

### 3.4. Conclusion

In this paper, I examined the influence of a wide range of factors, including trip attributes, land
use, mode availability, individual characteristics, and attitudinal variables, on mode substitution for dock-less e-bike-share for both non-commute trips and commute trips. Some of my findings for the Sacramento region are consistent with results from prior studies for the variables they have in common. For example, prior findings that woman are less likely to bike (e.g. Emond et al., 2010) is consistent with my findings on mode substitution that woman using the bike-share were less likely than men to say they would use a private bicycle if the e-bike-share were not available. Those who are concerned about the environment in their daily mode choice were more likely to substitute bike-share for active travel modes, consistent with prior studies showing a link between environmental concern and the use of these modes (Bouscasse et al., 2018; Handy et al, 2010; Wang et al., 2015). On the other hand, my findings on substitution mode by age group do not entirely align with results reported by Barbour et al. (2019), nor did my findings by income group, suggesting the need for further exploration of the role of these characteristics.

The rich set of variables analyzed in this study adds to the list of factors known to explain how bike share influences the use of other modes. The results are potentially useful in providing guidance for designing bike-share operations to enhance car substitution as well as physical activity. For example, my result showing that greater "time concern" and "desire for convenience" increase the likelihood of substitution for car-related options in both types of trips (with the exception of the effect of "time concern" on ride-hailing in non-commute trips) points to the importance of the efficient operations that enhance bike availability and address both time concerns and convenience. The finding that long trips and non-commute trips that start in noncommercial locations are likely to substitute for car modes suggests that rebalancing policies should focus on providing bikes in areas where a high portion of trips are longer. But the findings also suggest an interesting trade-off that warrants further exploration: where bike share is most
successful at attracting users, such as in downtown areas, it may be less likely to be successful at reducing car use.

The results also hint at other strategies to enhance the substitution of bike share for driving. Cities and/or bike-share operators might work closely with businesses, such as restaurants, bars and entertainment establishments, to incentivize the use of bike share, as trips to these destinations tend to substitute for driving and especially ride-hailing. Specific demographic groups, such as women and those who have a private car or household income between $\$ 100,000$ and $\$ 200,000$, and no bike-share membership are more likely to substitute bike share for carrelated options for both commute and non-commute trips. Cities and/or bike-share operators might consider marketing and incentives targeted to these groups to encourage a reduction in car use.

The substitution of bike-share for other modes might be affected by other factors not measured here, such as urban from, lifestyle, cultural norms, and the quality of transportation service. For example, one study shows that the substitution of bike share for car and taxi in cities like Lyon and Dublin is only 7 to $8 \%$ while in Minneapolis the rate is nearly $22 \%$ (Fishman et al, 2013). But this is still much less than my finding that about $36 \%$ of bike share trips substitute for car-related modes. My finding is more comparable to evidence that e-scooter sharing substitutes for car-related options by about $34 \%$ of the trips in Portland, $32 \%$ of those in Denver and $64 \%$ of those in San Francisco (Chang et al., 2019). Whether my findings can be generalized to other forms of micromobility (i.e. docked bike-share and dock-less e-scooter-share) is an interesting question, as prior studies have found some similarities and differences (McKenzie, 2019; Younes et al., 2020). An understanding the factors influencing mode substitution for each form of micromobility would help cities in implementing new services as a strategy for reducing driving
dependence.
This study focuses on mode substitution of dock-less e-bike-share for both non-commute and commute trips. Because I had a limited sample size for commute trips, my results are less certain than those for non-commuting. Also, I used only one trip attribute in examining factors influencing mode substitution in commute trips. Because the influence of other trip attributes, such as time of day and day of the week, may be different for commute trips and non-commute trips, and because as much as 35 to $55 \%$ of bike-share trips are for commuting (City of Austin, 2019; Lime, 2018), I encourage further exploration of mode substitution for commute trips. If combined with system-level data, such as the data available from the General Bikeshare Feed Specifications (GBFS), the models estimated here could also be useful in estimating the effect of the introduction of shared e-bikes on vehicle-miles-traveled and physical activity at the system level. Understanding the benefits of a bike-share system, which depend on the modes that bikeshare replaces, is important in assessing its value as a part of the transportation system.
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## 4 Estimating Vehicle-miles Traveled reduced from Dock-less E-bike-share: Evidence from Sacramento, California

### 4.1. Introduction

Bike-share services have the potential to bring environmental, social, and health benefits to the communities where they are implemented (Otero et al., 2018; Qiu \& He, 2018; Wang \& Zhou, 2017; Shaheen et al., 2010; DeMaio, 2009). With the hope of achieving such benefits, many US cities have introduced bike-share services since the first system was implemented in Portland, OR in 1994 (Shaheen et al., 2010). The use of such systems has grown substantially: the number of trips by bike-share services, including docked and dock-less systems increased in the United State from 321,000 trips in 2010 to 50 million trips in 2019 (NACTO, 2020), though many dockless bike-share services were closed or suspended due to the emergence of COVID-19 in 2020. The environmental benefits of these trips, in the form of reductions in vehicle miles traveled (VMT) and related greenhouse emissions, depends on the degree to which these bike share trips replace driving rather than other sustainable travel modes, such as public transit, a personal bike, or walking. Prior studies have produced varying estimates of the driving substitution rate: $45 \%$ of users across seven cities in one study (NACTO 2020), versus only $19 \%$ and $7 \%$ of docked bike-share trips in Minneapolis and Washington DC, respectively, in another study (Fishman et al., 2013).

But the substitution rate is not the only important factor determining the environmental benefits of bike-share services. One drawback of these services is that the operation of the service itself generates VMT and thus emissions when vans and trucks are used for operational tasks such as maintenance, battery swapping, and fleet repositioning. Although VMT generated
by operational tasks offset the benefits from car substitution, the operational tasks are essential to maintaining the availability and quality of the service (Pfrommer et al., 2014). Without an effective repositioning operation, for example, the service is unlikely to produce much reduction in driving by the users of the service. Only a few studies have reported actual operational VMT associated with micromobility services. Fishman and his colleagues (2014) reported that docked bike-share operators produced average daily operational VMT of 47 to 2,381 miles in London, Minnesota, Washington, DC, and Melbourne, while the San Francisco Municipal Transportation Agency (SFMTA, 2022) reported average daily operational miles of 58 to 636 miles in San Francisco.

Estimating the net effect of bike-share services on VMT reduction is important but challenging for cities. Prior studies have produced a range of estimates the environmental benefits of introducing bike-share systems. For example, Fishman et al. (2014) estimated annual VMT reductions of $444,187 \mathrm{~km}$ and $178,629 \mathrm{~km}$ in Washington, D.C. and Minneapolis, respectively. Some researchers have estimated emission reductions rather than VMT reduction. Kou et al. (2020) found that eight U.S. cities, including Seattle, Los Angeles, San Francisco, Philadelphia, Boston, Washington, D.C., Chicago, and New York, had annual GHG emission reductions in the range from 41 tons to 5417 tons of CO2-eq. Chen et al. (2022) estimated a reduction in CO2 emissions of 30,070 tons from bike-share service in New York. Other studies have estimated environmental benefits in Chinese cities (Saltylkova et al., 2022; Zhang \& Mi, 2018). Reck and his colleagues (2022) accounted for emissions from various aspects of operation, including vehicle manufacturing and operational services, and found that the CO 2 generated by a shared e-bike service exceed the CO 2 reductions attributable to the replacement of bike-share for driving in Zurich, Switzerland.

Such estimates are valuable to cities in assessing the potential benefits of a new bikeshare system, but the estimates rely on some strong assumptions. For example, Fishman et al. (2014) estimated vehicle-kilometer travel reduced from car substitution as the product of the total number of bike-share trips, the car substitution rate based on survey responses, and the average bike-share trip distance, an approach that assumes that all bike-share trips have the same likelihood of car substitution regardless of distance. Zhang and Mi (2018) assessed reductions in energy use and car emissions using trip-level bike-share data assuming that trips of more than 1 km all substitute for car travel. Another similar study focusing on eight U.S. cities considered several trip attributes, such as trip distance, time of day and trip purpose, to assign mode substitution to each trip based on mode share data for each city from the National Household Travel Survey (Kou et al., 2020). Other studies have used a similar methodology to estimate the reduction in emissions (Chen et al., 2022; Saltylkova et al. 2022). Saltylkova and colleagues (2022) considered whether bike-share use substitutes for transit, has a complementary relationship (as in areas not well served by public transit), or is integrated with transit use (as when it is used to get to/from public transit stops). Li et al. (2020) conducted a sensitivity analysis using a simulation model to examine changes in environmental benefits produced by changes in operation strategies, including the number of bike stations and the change of operational truck route, to determine the required mode substitution rate needed to offset operational emissions. Reck and colleagues (2022) took a different approach by developing a mode choice model that included micromobility services as an option and using this model to understand the effect of the mode substitution rate on emissions by then removing micromobility services as an option in the model and re-predicting mode choice. None of the prior studies, to the best of my knowledge, has developed a framework for estimating the environmental benefits
of the introduction of a new bike-share service to a city based on a predictive model of the substituted mode at the person-trip level.

This study develops a framework for estimating vehicle miles reduced from the introduction of bike-share service. I use system-level data on dock-less e-bike-share trips for the Sacramento region web-scraped from an open-source data format used for sharing information about bikeshare availability and locations in conjunction with data from a survey of bike-share users. This system, operated by Jump in the cities of Sacramento, West Sacramento, and Davis, CA between 2018 and 2020, was one of the largest dock-less e-bike-shares in the US at the time, but it closed due to the emergence of COVID-19. I estimate a series of models, including multinomial logit models on mode substitution and a linear regression model for driving distance and operational miles, to understand the environmental benefits of a dock-less bike-share system. The mode substitution models I develop in this study are derived from my prior study examining associations between mode substitution and various predictive factors (Fukushige et al., 2021). The results of this analysis are important in assessing the value of the system to the Sacramento region. My findings provide a basis for developing promotional and operational strategies that enhance the beneficial outcomes of bike-share. The methodologies developed in this study can be applied in other regions to assess the impact of their specific systems.

### 4.2. Methodology

### 4.2.1. Data

### 4.2.1.1. Bike-share Trip Data

I assembled system-wide bike-share trip data by web-scraping the real-time status of Jump bikes in the Sacramento region provided by the General Bikeshare Feed Specification (GBFS) between

October 2nd and November 23rd, 2019 (prior to the suspension of service). GBFS is an opensource data format for sharing information about shared-micromobility availability and locations. This data has been used by several prior studies to analyze micromobility-share data (Xu et al., 2022; Qian et al., 2020; Zou et al., 2020). The data include the list of bikes with "free" (i.e. available) status at each timestamp. Attributes of a bike in the dataset include bike ID, longitude and latitude of a bike location, and state of charge. When a bike becomes unavailable, for example, due to a reservation or being out of service for maintenance, the information for the bike disappears from the real-time data. I used the disappearance and then reappearance of individual bikes, based on bike ID, to create an initial dataset of bike-share trips.

One problem with this process is that the initial dataset contains false trips. I eliminated trips in five situations, as these are likely to be false trips, as follows:
i. Trips during which the battery level increased: these are almost certainly operational events rather than actual trips.
ii. Trips having the exact same latitude and longitude on both origin and destination: given the degree of precision in the geolocation data, the probability that the longitude and latitude are exactly the same for the check-out location and the return location is essentially zero, even if someone returns the bike to the same spot.
iii. Trips with small Euclidean distance and short duration: I found some trips of short Euclidean distances and short duration that are also not likely to be actual trips. I assume that these cases occurred when users reserved but canceled vehicles. Because obstacles such as tall buildings lower the accuracy of geolocation, the recorded bike location could change
slightly if users canceled bikes at such locations. I removed trips of 10 meters or shorter Euclidean distance and those less than 15 minutes in duration.
iv. Trips of four hours or longer duration: I found that such trips make up a small percentage ( $0-3 \%$ by date) of total potential trips. It is possible, for example, that tourists take bikes for such long durations, but I assumed these were operational events (i.e., maintenance or rebalancing).
v. Trips with Euclidean trip speed of more than 15 mph : It is rare that Euclidean speed (i.e., Euclidean distance / trip duration) is more than 15 mph in the Sacramento region because the top e-bike speed is 20 mph , and Euclidean trip speed is slower than actual trip speed (because Euclidean - straight-line - distance is always less than actual trip distance). I found a few trips with Euclidean trip speed of more than 15 mph in both the GBFS data and a previous survey (Fitch et al., 2020).

The final dataset contains 142,936 trips.

### 4.2.1.2. User Survey Data

I use data from a two-wave longitudinal survey of dock-less e-bike share users in October 2018 (the first-wave survey) and in May 2019 (the second-wave survey). The surveys focused on attitudes and perceptions, experience, and travel behavior of the users. Users were recruited for the survey mainly by intercepting them at key locations throughout the study area. As a part of the survey, respondents were asked to report information such as origin, destination, and mode they would have taken if a shared bike had not been available for their e-bike share trips for noncommute purposes and commuting purposes. I used these data to develop mode substitution
models to predict mode substitution for each trip. For more details on the survey content, see Fitch et al. (2020).

### 4.2.1.3. Micromobility Operational Mile Data

For the analysis of operational vehicle miles, I used data on monthly operational miles by month and dock-less e-scooter-share operator ( $\mathrm{n}=27$ ) provided by the San Francisco Municipal Transportation Agency (SFMTA, 2022) between October, 2021 and June, 2022. The data include monthly operational miles, fleet size in the beginning of the month, and the number of trips by the operator.

### 4.2.2. Framework to estimate VMT reduction of e-dock-less bike-share service

I developed a framework, comprising six steps, to estimate VMT reduction from a dock-less e-bike-share service using trip-level data and user survey data (Figure 4.1). The six steps are: 1. prediction of mode substitution of a bike-share trip, 2. estimation of the share of non-commuting and commuting trips within the service boundary, 3. estimation of the driving distance of bikeshare trips that substituted for car trips, 4. an aggregation of all estimations to estimate total VMT reduction, 5. consideration of several types of additional potential sources of reductions in VMT from the substitution of bike-share trips for ride-hailing trips, and 6. consideration of VMT produced from operational tasks.


Figure 4.1 Flow chart of Framework to estimate VMT reduction of e-dock-less bike-share service

## Step 1: Predicting Mode Substitution

I developed separate mode-substitution models for commuting trips and non-commuting trips based on the user survey. This analysis included two different models because of different format data on bike-share use for commuting trip and non-commuting trips. Bayesian methods were used to estimate multinomial logit models to predict probabilities of each possible mode substitution for a bike-share trip in the case of commuting trips and non-commuting trips, respectively. The models developed here are similar to models developed in my prior study (Fukushige et al., 2021) but use a more limited set of predictor variables because the actual trip data in the GBFS was not labeled with individual-level information, such as trip purpose, gender, or age.

Step2: Weighting by share of trip purpose
I estimated the share of non-commuting and commuting trips within the service boundary. One issue with developing two different mode substitution models was that no information about the purpose of the trip for each data point is available in the GBFS dataset that would indicate which mode substitution model to use for each trip. To address this issue, I used travel data from within the Jump service boundary collected by Sacramento Area Council of Governments (SACOG) as a part of the 2018 SACOG regional household travel survey to estimate weights for commute and non-commute trips by time of day on weekdays and weekends separately (Figure 4.2). Aggregating the weighted output from the mode substitution models by the share of trips by type for a sample gives me the estimated number of trips for each type of mode substitution.


Figure 4.2 Ratio of Commuting Trip to Non-commuting Trip (Source: SACOG)

## Step 3: Predicting Driving Distance

I developed a Bayesian linear regression model to predict driving distance for each trip based on Euclidean distance. Euclidean distance underestimates actual travel distances on the road network and thus underestimates the effect of bike-share service on VMT. But querying the estimated actual driving distance for all trips in the GBFS dataset using routing algorithms such as the Google Maps Application Programming Interface (API) would have been costly. Instead, I
sampled 5956 trips from one month of the bike-share trip dataset by grouping trip data by every $5 / 32$ mile ( 250 meters) of Euclidean distance between trip start and end location. I then sampled 200 data points from each group without replacement (in the case that the number of data points in the sample was less than 200, I selected all data points). I then queried the Google-based distance on the road network for each data point using the Google Maps API and ran the linear regression on Euclidean distance on driving distance.

Step 4: Aggregation Process
I sum driving distance for the trips predicted to substitute for "private car" or "ride-hailing" weighted by the share of non-commuting and commuting trips by time of day. I considered the uncertainty of the estimation by sampling from the posterior distribution of my Bayesian models. This approach allows me to present the distribution of estimated VMT reduction taking account of the uncertainty of the models. In the sampling process, I drew 1,000 samples from the posterior distribution of the mode substitution models, which allowed me to have 1,000 different predicted outputs for each data point. I used the same approach for converting from Euclidean distance to driving distance. Finally, I aggregated the driving distances of trips predicted to substitute for driving and ride-hailing to estimate a system-wide VMT reduction for each date, such that each date had 1,000 different outcomes. In each process I generated the posterior within a $95 \%$ confidence interval for each draw to avoid extreme values in my simulations.

Step 5: Consideration of additional potential sources of reductions in VMT from ride-hailing substitution

I considered two types of potential sources of reductions in VMT from substituting bike-share trips for ride-hailing trips, including mileage due to deadheading (a driver traveling to pick up a passenger) and searching (a driver cruising for their next passenger). I thus considered two different combinations of VMT reduction from ride-hailing substitution: (1) the trip itself, and (2) the trip, deadheading, and searching. The factors used to adjust savings in VMT were calculated according to Fehr and Peers (2019), resulting in upward adjustments of 46 percent for deadheading and searching.

## Step 6: Consideration in Operational Miles

I developed a Bayesian linear regression model to predict daily operational miles based on the actual operational miles of dock-less e-scooter-share services in San Francisco (SFMTA, 2022). I reduced the estimated VMT reduction from car substitution in Step 4 and 5 by the estimated daily operational miles from this model to estimate the final VMT reduction from the service.

### 4.2.3. Models

### 4.2.3.1. Mode Substitution Models

In Step 1, I developed separate multinomial logit models for non-commuting and commuting trips to predict mode substitution for each trip using the same data and the same general modeling process from my prior study (Fukushige et al., 2021). The models were estimated using individual-level data from a survey of Jump users.

I interpreted the answer to the following question for non-commuting trips to be the mode for which the use of bike share substitutes: If JUMP was not available..., what means would you use to make the trip? Select your one primary method (the one you would use for the longest
portion of the trip or the entire trip). For commuting trips, I derived a substituted mode from the question: If JUMP was not available to you, how would you commute to your primary workplace (or school)? Select your one primary method (the one you would use for the longest portion of the trip or the entire trip). The number of observations for non-commuting trips and commutingtrips are 823 and 105, respectively. The substitution modes for non-commuting trips include drive alone ( $n=113,13.7 \%$ of trips), carpool $(n=53,6.4 \%)$, ride-hailing (including taxi) $(n=133$, $16.2 \%$ ), bike (including e-bike and e-scooter) ( $\mathrm{n}=118,14.3 \%$ ), walk (including skateboarding) ( $n=273,1933.2 \%$ ), transit ( $n=41,5.0 \%$ ) and "none, I wouldn't have made the trip" ( $n=92$, $11.2 \%$ ). The substitution modes for commuting trips include car (including private car, ridehailing and carpooling) ( $\mathrm{n}=21,24.7 \%$ of trips), bike (including e-bike and e-scooter) $(\mathrm{n}=41$, $48.2 \%$ ), walk (including skateboarding) ( $\mathrm{n}=27,31.8 \%$ ), and transit ( $\mathrm{n}=16,18.8 \%$ ).

Because the models are applied to actual trip data in GBFS that does not include any personal identifiers, I examined a limited set of predictor variables: travel time, Euclidean speed (dividing Euclidean distance between trip start and end by travel time), time period (midnight: midnight-7am, AM peak: $7 \mathrm{am}-10 \mathrm{am}$, off peak: $10 \mathrm{am}-4 \mathrm{pm}$, PM peak: $4-7 \mathrm{pm}$, and night: $7 \mathrm{pm}-$ midnight), weekend, land use characteristics within a quarter-mile buffer of trip start and end (residential use, commercial use, industrial use, school use, and civic use), and mode availability within a quarter-mile buffer of trip start and end (number of bus stops, number of LRT stations, and total length of bike lane).

I estimated a series of models with increasing complexity to examine the predictability of the models as I did in my prior study (Fukushige et al., 2021). I added groups of variables in the following order: trip attributes, land use characteristics, and mode availability. For noncommuting trips, I also included varying intercepts by person because respondents repeatedly
provided substituted modes for several trips in the survey. I used stratified 10 -fold crossvalidation by travel mode and determined the best model based on overall accuracy. Table 4.1 shows variables and overall accuracy of each model. I decided to use CM-IV as a commuting mode substitution model and $\mathrm{NCM}-\mathrm{V}$ as a non-commuting mode substitution model for further analysis. CM-IV and CM-V had the same overall accuracy, but I chose CM-IV to keep my predictive model simpler.

Table 4.1 Predictors Included in Mode Substitution Models

|  | Intercept | Varying <br> Intercept <br> (Person) | Trip <br> Attributes | Land Use | Mode <br> Avail. | Overall <br> Accuracy |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Commute Model |  |  |  |  |  |  |
| CM-I |  |  |  |  | $28.0 \%(4.3 \%)$ |  |
| CM-II | x |  | x |  |  | $33.2 \%(4.2 \%)$ |
| CM-III | x |  | x | x |  | $33.7 \%(4.2 \%)$ |
| CM-IV* | x |  | x | x |  |  |
| CM-V | x |  | x | x | x | $34.3 \%(4.2 \%)$ |
| Non-Commute Model |  |  |  |  |  | $34.3 \%(4.1 \%)$ |
| NCM-I | x |  |  |  |  | $19.4 \%(1.3 \%)$ |
| NCM-II | x | x | x |  |  | $34.3 \%(1.4 \%)$ |
| NCM-III | x | x | x |  |  | $39.8 \%(1.4 \%)$ |
| NCM-IV | x | x | x | x |  | $40.5 \%(1.4 \%)$ |
| NCM-V* | x | x | x | x | x | $41.9 \%(1.4 \%)$ |

* indicates models used in the further analysis.

I used the brms package developed in R , an interface to fit Bayesian linear and nonlinear models using a probabilistic programming language "Stan", to develop my mode substitution models (Bürkner, 2017; Stan Development Team, 2018). I used Markov chain Monte Carlo (MCMC) simulation method to converge the estimator ( $\mathrm{R}-\mathrm{hat}<1.01$ ). This method draws random samples from the posterior. I set parameters, including 4 chains for the number of Markov chains, 4000 for the number of iterations, 2000 for the number of warmups, 0.9 for adapt_delta, and 16 for max_tree_depth. I determined reasonable and appropriate priors by running a series of "prior predictive checks" for my models simulating my collected data.

The model formula and priors are as follows:

$$
\begin{aligned}
& y_{i} \sim \text { Categorical Logit }\left(U_{i j}\right) \\
& U_{i j} \sim a_{j}+a_{j, \text { person }[i]}+\sum_{m=1}^{M} \beta_{m j} X_{m i}
\end{aligned}
$$

Prior probability distributions for non-commute models

$$
\begin{aligned}
& a_{j, \text { person }[i]} \sim \operatorname{Normal}\left(0, \sigma_{\text {person }}\right) \\
& \beta_{m j} \sim \operatorname{Normal}(0,1.5) \\
& a_{j} \sim \operatorname{Normal}(0,3) \\
& \sigma_{\text {person }} \sim \operatorname{HalfStudent} T(3,0,2)
\end{aligned}
$$

Prior probability distributions for commute models

$$
\begin{aligned}
& \beta_{m j} \sim \operatorname{Normal}(0,1.5) \\
& a_{j} \sim \operatorname{Normal}(0,1.5)
\end{aligned}
$$

where $y_{i}$ is a substituted mode for individual $\mathrm{i}, \mathrm{U}_{\mathrm{ij}}$ is the utility equation of substituted mode j for individual $\mathrm{i}, a_{j}$ is the constant intercept of substituted mode $\mathrm{j}, a_{j, p e r s o n[i]}$ is the varying intercept of substituted mode j for individual $\mathrm{i}, \beta_{m j}$ is a parameter of variable m for substituted mode j and $X_{m i}$ is a predictor of variable m for individual i . Because commute models did not include varying intercept by person, the term, $a_{j, \text { person[i] }}$, is not in the equation. Estimates of models are shown in Table 4A and 4B of the Appendix. Details of data processing, the model development and interpretation of the results are provided in my prior study (Fukushige et al., 2021)

### 4.2.3.2. Driving Distance Model

For Step 3, I used a Bayesian linear regression model to estimate Google Map-based distance with Euclidean distance as the sole predictor. I queried driving distance from Google API for origin-destination pairs because I am interested in VMT reduction. I applied log-transformation
for a dependent variable to avoid having negative output. I used the same R package and process as the mode substitution models.

The model formula and priors are as follows:

$$
\begin{aligned}
& y_{i} \sim \operatorname{Normal}\left(\mu_{i}, \sigma\right) \\
& \mu_{i} \sim a+\beta X_{i}
\end{aligned}
$$

Prior probability distributions
$a \sim \operatorname{Normal}(0,2)$
$\beta \sim \operatorname{Normal}(0,2)$
$\sigma \sim$ HalfStudentT(3, $0,2.5)$
where $y_{i}$ is a log-transformed driving distance for trip i, $a$ is the constant intercept of driving distance, $\beta$ is a parameter of variable and $X_{i}$ is a predictor of variable for trip i. Estimates of the model are shown in Table 4C of the Appendix.

### 4.2.3.3. Operational Miles Model

For Step 5, I used a Bayesian linear regression model to estimate daily operational VMT. I used the data $(\mathrm{n}=27)$ provided by the San Francisco Municipal Transportation Agency (SFMTA, 2022). Bayesian techniques are more appropriate to fit a model with a small sample size than frequentist techniques because the former techniques do not rely on asymptotics to make inferences from the parameters (McNeish, 2016). I applied log-transformation for a dependent variable to avoid having negative output. I included varying intercepts by operator because the dataset contains several monthly information for each operator. I also added trip efficiency, the number of bike-share trips per bike per day, as an independent variable. I used the same R package and process as the mode substitution models. The only difference in this case is that I chose an informative prior for the parameter for trip efficiency. With the prior I assumed that the
impact of an additional bike-share trip per bike per day on average. It is intuitive that trip efficiency would have a positive effect on operational VMT because more charging is needed when each bike is used more frequently. With a small sample size my analysis results in large uncertainty and my selected priors have more weight than in analyses with larger sample sizes. Using this process, I gain an understanding of the effects of the explanatory variables despite the small sample size.

The model formula and priors are as follows:

$$
\begin{aligned}
& y_{i} \sim \operatorname{Normal}\left(\mu_{i}, \sigma\right) \\
& \mu_{i} \sim a+a_{\text {operator }[i]}+\beta X_{i}
\end{aligned}
$$

Prior probability distributions

$$
\begin{aligned}
& a \sim \operatorname{Normal}(0,1) \\
& a_{\text {operator }[i]} \sim \operatorname{Normal}\left(0, \sigma_{\text {operator }}\right) \\
& \beta \sim \operatorname{Normal}(0.05,0.1) \\
& \sigma \sim \operatorname{HalfStudent} T(3,0,2.5) \\
& \sigma_{\text {operator }} \sim \operatorname{HalfStudent} T(7,0,1)
\end{aligned}
$$

where $y_{i}$ is a log-transformed daily operational VMT for service $\mathrm{i}, a$ is the constant intercept of operational miles, and $\beta$ is a parameter of a variables, $\sigma_{\text {operator }[i]}$ is the varying intercept for operator of service i and $X_{i}$ is a predictor of a variable for service i .

### 4.2.4. Limitations

My methods have several limitations worthy of note. First, the GBFS data did not differentiate between commute and non-commute trips, so I assumed that the shares of non-commuting trips and commuting trips across all modes are equal to the shares for bike-share services and used these shares to weight the predicted mode substitution for each type of trip. It is possible that the split between commute and non-commute trips for bike-share differs from the split across all
modes. Second, my trip-level analysis does not capture the more complex ways that bike share may reduce car use. For example, someone may choose to use transit or carpool to work rather than driving knowing that they can use bike-share to reach other destinations during their workday. Had bike share not been available, that same person might not have considered alternatives to driving. My estimates thus provide a low-end estimate of the impact that bikeshare can have on VMT.

A third limitation is that my estimates of operational miles might have biases. I used operational miles of dock-less e-scooter-share services, but operational miles per vehicle in a dock-less e-bike-share service may be different because one van can accommodate more escooters than e-bikes in the same time. My estimates are based on e-scooter operators in San Francisco, which has vastly different geographic area, urban structure, and terrain than Sacramento, although the number of daily trips and the fleet size are similar. Despite the potential biases, I believe that this is the best possible approach to estimating operational miles, given that actual operational miles for micromobility services are not usually available publicly. Including an estimate of operational miles, even if its accuracy is uncertain, in an analysis of the impacts of bike share on VMT is better than leaving it out, given that prior studies show that micromobility operators produce considerable operational miles in their daily operations (SFMTA, 2022; Fishman et al, 2014).

### 4.3. Descriptive analysis of Bike-share Trip Data

I first explored bike-share trip data to understand basic trip characteristics including daily trip frequency, fleet size, bike use duration, Euclidean distance between trip start and end, and weather. Figure 4.3 shows that the number of bike-share trips per day ranged from 2500 to 3500
trips in October 2019, but gradually decreased in November 2019. Fleet size ranged between 950 and 1100 in October 2019 but increased at $10 \%$ in November though that dropped in midNovember. Average daily temperature gradually decreased over the study period. That average daily temperature makes the trend in a similar way as trip frequency suggests the association between temperature and bike-share use (Shen et al., 2018; Gebhart \& Noland, 2014). It appears that days with high wind speed had fewer bike-share trips, something also noted in other studies (Wang \& Chen, 2020; Kim, 2018). I did not include precipitation in this analysis because no precipitation was observed in the study period.


Figure 4.3 Trend of Trip Frequency, Fleet size, Average Temperature and Precipitation

The median and mean of travel time was 13 minutes and 19 minutes, respectively (Figure 4.4). These values are a little higher than the average of 12 minutes reported in the NACTO's report (NACTO, 2019). The distribution of travel time with a long right tail shows that $82 \%$ of trips ended within 25 minutes. The figure shows a small peak at 60 minutes. One possible explanation for this peak is that a substantial number of membership holders used all of the free access time, 60 minutes, at once and retuning a bike to avoid an additional usage fee.

Another possible explanation could be that these long trips are noise. The median and mean of Euclidean distance between trip start and end was 0.7 miles and 0.9 miles, respectively. Though not directly comparable, NACTO reported 1.6 miles of the average trip distance of dock-less bike-share service (NACTO, 2019).


Figure 4.4 Distribution of Trip Travel Time and Euclidean Distance

I mapped the trip data by quarter-mile ( 400 meters) grid cells to examine the spatial distribution of bike-share use. Figure 4.5 shows trip frequency in grid zones covering the downtown Sacramento on weekdays and weekends. Trip frequency is high on weekdays in the downtown area which has a high density of office space, while slightly higher near retail and restaurants on weekends. A right side of the map shows a higher frequency only on weekdays, corresponding to the class schedule at Sacramento State University. On both weekdays and weekends, the farther from downtown, the lower the bike-share use per day.

Figure 4.6 shows the average Euclidean distance between trip start and end by zone. A long-distance bike-share trip is strongly associated with car substitution (Fukushige et al., 2021). The average Euclidean distance of trips starting in high-volume areas, such as downtown

Sacramento, is less than 1 mile. On the other hand, fringe areas or areas farther from the downtown tend to have higher average distances.


Figure 4.5 Average number of trips by zone on weekday (Left) and weekend (right); Blue line shows a service boundary (Unit: trips per day)


Figure 4.6 Average Euclidean Distance between trip start and end by zone on weekday (Left) and weekend (right); Blue line shows a service boundary. (Unit: miles)

### 4.4. Results and Discussion

### 4.4.1. Mode Substitution Share

The most common mode of travel that bike-share replaced on weekday was walking (mean: 43.8\%/sd: 4.8\%) (Figure 4.7). That is followed by "Ride-hailing" (14.2\%/4.1\%), "Private Car" (14.0\%/4.5\%), "Bike" (10.6\%/3.2\%), "Transit" (8.0\%/1.8\%), "No Trip" (6.8\%/3.0\%), and "Carpooling" $(2.5 \% / 1.5 \%)$. It is reasonable that the primary substituted mode was walking because $35 \%$ of bike-share trips in my dataset had less than a half mile of Euclidean distance between trip start and end, equivalent to the average walking time (10 minutes) for walk trips of all purposes (Yong \& Diez-Roux, 2012). The car substitution rate, including "Private Car" and "Ride-haling," was $28 \%$. That $6.8 \%$ of trips are predicted as "No Trip" suggests that bike-share service induces new trips and may contribute to increase of physical activity and vitalization of local economy.

On weekends and holidays, the most common mode of travel that bike-share replaced was the same as on weekdays, walking (mean: $43.5 \% /$ sd: $6.2 \%$ ). That is followed by "Ridehailing" (13.1\%/4.8\%), "Private Car" (11.4\%/4.5\%), "Bike" (10.6\%/4.2\%), "No Trip" (8.4/3.8\%), "Transit" (7.2\%/2.2\%), and "Carpooling" (5.8\%/3.0\%). The order between "No Trip" and Transit" on weekend/holiday was opposite from on weekdays. It is intuitive that "Transit" is lower on weekends because public transit services are usually less frequent, thus people may be less likely to consider public transit an option to use on weekends. Though "Carpooling" was the least substituted mode on any days, the share on weekends was 3.3 percentage points higher than on weekdays.

Figure 4.7 shows that the average car substitution rate (including "Private vehicle" and "Ride-hailing") by zone is higher at zones farther from the Sacramento downtown according to

Euclidean distances. On the other hand, zones with low car substitution rates are also found in more distant areas, suggesting other reasons for car substitution besides distance from downtown. Because zones in the outer areas have less than 15 trips per zone per day, some of the spatial patterns are likely due to noise and not meaningful differences in behavior.


Figure 4.7 Share of Substituted Modes on Weekdays and weekends per day ( $\mathbf{9 5 \%}$ confidence interval) (Left) and Average car substitution rate by zone on weekdays (Right)

### 4.4.2. VMT Reductions from Mode Substitution

Based on my model I estimate that the dock-less e-bike-share service with a fleet size ranging between 950 and 1100 was responsible for 1572 daily vehicle miles (sd: 333 miles) on average across the service region on weekdays and 1355 miles ( 438 miles) on weekend days (counting only the VMT of private vehicle and ride-hailing when a passenger is in the vehicle) (Figure 4.8). Adding the potential VMT reduction from deadheading and searching associated with ridehailing services, I estimate VMT reductions of 2307 miles ( 522 miles) on weekdays and 2026 miles ( 684 miles) on weekend days. Standard deviations both on weekdays and weekends are
large because the estimates vary by trip frequency and estimates of mode substitution and driving distance for bike-share trips.

I estimate VMT reduction per trip (Figure 4.8) of 0.58 miles per trip (sd: 0.09 miles) on weekdays and 0.51 miles per trip ( 0.11 miles) on weekend days (counting only the VMT of private vehicle and ride-hailing when a passenger is in the vehicle). Adding the potential VMT reduction from deadheading and searching associated with ride-hailing services, I estimate VMT reductions of 0.85 miles per trip ( 0.15 miles) on weekdays and 0.76 miles per trip ( 0.18 miles) on weekend days. The estimate of VMT reduction per trip tends to be stable over the days in this study.

The pattern of total VMT reduction from car substitution by zone (Figure 4.9) depends more on trip frequency by zone (Figure 4.5) than on estimated car substitution rate by zone (Figure 7). Though zones with longer distance trips and higher car substitution rates producing more VMT reduction per trip are located farther from the downtown, most of the environmental benefits from a dock-less bike-share service occur in the high-density area with high trip frequency. The results suggest that, to maximize environmental benefits, operators must focus on satisfying as many trip requests as possible in the high-density area. This will increase the number of trips per bike and VMT reductions simultaneously.


Figure 4.8 Estimated VMT Reduction for each day (Left) and VMT Reduction per trip for each day ( $95 \%$ confidence interval)


Figure 4.9 VMT reduction from car substitution by zone on weekday (Unit: miles per day)

### 4.4.3. Considering Operational VMT

The model for operational miles (Table 4.2) shows that the intercept has a large effect on operational miles. I interpret the intercept as the minimum operational miles an operator
produces by launching a service in a high-populated city. It is not intuitive that a service with no fleet size and no trips still produces operational miles. Generally speaking, however, operators do deploy a number of micromobility vehicles within the service boundary with the expectation that they will be used. For this reason, having the intercept in the model will not harm interpretability of parameter estimates and the applicability of the model for estimating operational miles.

My findings show that trip efficiency, the number of bike-share trips per bike per day, is positively associated with operational miles. This makes sense because the more micromobility trips the service has, the sooner each micromobility vehicle needs battery swapping or charging and maintenance given the constant fleet size, thereby increasing operational miles. However, such operational activities are less required if the fleet size is larger. Another notable finding is that the varying effect of the intercept by operators have large estimates, suggesting that operational strategies vary by operator. The small sample size for this model contributes to a large uncertainty in parameter estimates.

Table 4.2 Summary of estimates of operational miles model including the posterior mean and standard deviation

| $\mathbf{( n = 2 7 )}$ | Estimate |
| :--- | :---: |
| Random effect (Operator-level Std. Dev.) |  |
| Intercept | $0.98(0.44)$ |
| Operational Miles (log hundred mile) |  |
| Intercept | $0.33(0.49)$ |
| Trip Efficiency (log, 100 vehicles) | $0.05(0.09)$ |
| Sigma | $0.31(0.05)$ |

My estimation of operational miles with the model developed here shows that a typical operator in a large city produced 177 operational miles per day on average. This value is reasonable as docked bike-share services in Minneapolis and Washington, DC reportedly produced 145 and 342 daily operational miles, respectively (Fishman et al., 2014). I used
operational miles estimated with the model as operational miles per day in the Sacramento region. Adding operational miles, I estimate that the dock-less e-bike-share service was responsible for a reduction of 1395 daily vehicle miles ( 0.51 miles per bike-share trip) on average across the service region on weekdays (counting only the VMT of private vehicle and ride-hailing when a passenger is in the vehicle). Adding the potential VMT reduction from deadheading and searching associated with ride-hailing services, I estimate VMT reductions of 2131 miles ( 0.79 miles per bike-share trip) on weekdays. My estimates suggest that a dock-less e-bike-share service reduced VMT by replacing car trips though associated operational tasks offset a part of the reductions in the range of $8 \%$ to $11 \%$.

### 4.5. Conclusion

The purpose of this study was to propose a new framework to estimate vehicle miles reduced from the introduction of bike-share service based on trip-level data and retrospective counterfactual survey responses about mode substitution.

My estimates show that on weekdays, bike-share most often substitutes for walking, followed by ride-hailing, private car, owned bike, transit, and carpool trips. In some cases, particularly recreational trips, bike share users indicate they would not have made the trip had the service not been available, which means these trips represent induced travel. That car substitution rate of $28 \%$, including "Private Car" and "Ride-haling", is less than NACTO's report showing $45 \%$ of users in various cities but higher than findings from Fishman et al. showing substitution rates of $19 \%$ and $7 \%$ in Minneapolis and Washington D.C. (NACTO, 2020; Fishman et al., 2013). The lower rates in the latter two cities may reflect the pronounced drop in bike share demand in winter months and the fact that my study is of shared e-bikes, which when
privately owned have been shown to reduce driving to a greater extent compared to conventional bikes (Fitch, 2019), amongst other factors. Fishman et al. (2014) estimated annual VMT reductions of $444,187 \mathrm{~km}$ and $182,390 \mathrm{~km}$ (equivalent to 0.14 mile and 0.42 mile per trip) from car substitution in Washington, D.C. and Minneapolis, respectively, lower than my estimated reductions only from car substitution for Sacramento of 0.58 to 0.85 miles per trip on weekdays and $0.51-0.76$ miles per trip on weekend days.

My findings that high-volume areas with shorter trips, which are less likely to be associated with car substitution, still produce a larger VMT reduction than other areas suggest that operational tasks important for increasing the number of trips are important for maximizing VMT reduction. On the other hand, operational tasks are usually made by vans or trucks, thereby at least partially offsetting the VMT reduction. Data from SFMTA (2022) shows that operational miles vary across operator, who need to carefully consider the trade-off between operational tasks by van or truck and VMT production. One potential way to reduce van-based operational tasks in a dock-less e-bike-share service is, for example, to introduce an incentive-based rebalancing program. Such programs incentivize the user to walk farther to get a bike in oversupplied areas or bring a bike to an undersupplied area to reduce the spatial mismatch between supply and demand over time. One study found a positive effect of an incentive program on the rebalancing task in a docked bike-share system in New York city (Vanderbilt, 2018). My recent study on the willingness to walk farther to get a shared bike in a dock-less e-bike-share system also suggests the potential effectiveness of incentives as a strategy to address the spatial mismatch (Fukushige et al., 2022).

My framework for estimating VMT reduction from a dock-less bike-share service can be helpful to cities and regions in estimating the environmental benefits of bike-share services in the
current transport landscape. While I did not explore societal benefits beyond the VMT reduction that bike share brings to the community, my methodology can be extended to the assessment of benefits for public health, social equity, among others. However, calibrating my framework to another region would require a user survey to collect data on mode substitution using a counterfactual question that is subject to validity concerns. Nonetheless, without this information, estimating the impact of bike-share services on the sustainability of transportation, even in the use-phase, is challenging.

As future work, I encourage the collection of data in multiple cities to enable the development of a generalizable tool for estimating mode substitution for trip-level data. Applying my estimation framework to a longer study period (e.g., year) would be helpful in understanding VMT reduction more fully given bike-share is a strongly seasonal service in many cities. My estimation of bike-share benefits considers only the outcome from car substitution. In future work, I may consider VMT associated with transit miles that substitute for driving. Further analysis of the data used in this study to examine questions such as how bike share can improve transit connections and factors inducing bike use at the individual level will also contribute to the development of more robust models and provide additional insights for bike share operation strategies and policy implementation.
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Appendix 4A Summary of estimates of mode substitution model for commuting trip including the posterior mean and standard deviation ( $n=105$ )

| Base $=$ Transit | Bike | Walk | Car |
| :--- | :--- | :--- | :--- |
| Intercept | $1.70(1.28)$ | $0.29(1.39)$ | $1.34(1.48)$ |
| Trip Attribute |  |  |  |
| $\quad$ Travel Distance (log) | $-0.44(0.63)$ | $-2.16(0.72)$ | $0.53(0.73)$ |
| Mode Availability |  |  |  |
| $\quad$ Start (a quarter-mile buffer) | $-0.24(0.62)$ | $0.71(0.60)$ | $-0.64(0.81)$ |
| $\quad$ \# Bus stops | $1.01(0.71)$ | $0.11(0.77)$ | $-0.62(0.96)$ |
| $\quad$ \# LRT stations | $-0.77(0.39)$ | $-0.20(0.42)$ | $-0.91(0.47)$ |
| $\quad$ \# Length of Bike Lanes |  |  |  |
| End (a quarter-mile buffer) | $0.07(0.34)$ | $-0.02(0.36)$ | $0.61(0.37)$ |
| $\quad$ \# Bus stops | $-0.19(0.38)$ | $0.08(0.40)$ | $-0.81(0.44)$ |
| \# LRT stations | $0.29(0.41)$ | $0.05(0.47)$ | $-0.10(0.47)$ |
| $\quad$ \# Length of Bike Lanes |  |  |  |

Appendix 4B Summary of estimates of mode substitution model for non-commuting trip (reduced model) including the posterior mean and standard deviation

| Base = Transit | Bike | Walk | Ride-hailing | Car, Alone | No Trip | Carpooling |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intercept | 1.67 (1.67) | -1.18 (1.56) | 1.40 (1.64) | 3.73 (1.62) | 1.56 (1.70) | -0.21 (1.73) |
| Person-level Std. Dev. | 3.83 (0.69) | 2.84 (0.49) | 3.52 (0.59) | 3.84 (0.75) | 3.25 (0.64) | 2.63 (0.65) |
| Trip Attribute |  |  |  |  |  |  |
| Travel Time (log) | 0.31 (0.44) | -2.47 (0.43) | 0.82 (0.44) | 0.19 (0.46) | -0.60 (0.42) | 0.88 (0.49) |
| Speed (log) | -0.62 (0.30) | -1.19 (0.28) | 0.18 (0.32) | -0.50 (0.29) | -1.25 (0.29) | -0.02 (0.34) |
| Time of Day (Base: Midnight) |  |  |  |  |  |  |
| AM Peak | 0.79 (0.80) | -1.53 (0.69) | 0.02 (0.74) | -0.86 (0.77) | -1.29 (0.86) | -0.06 (0.82) |
| Off Peak | 0.58 (0.73) | -0.42 (0.58) | -0.11 (0.65) | 0.45 (0.68) | 0.40 (0.70) | 0.98 (0.74) |
| PM Peak | 0.07 (0.75) | -0.80 (0.63) | -0.47 (0.68) | -0.44 (0.71) | -0.69 (0.76) | -0.05 (0.79) |
| Night | 0.27 (0.82) | -0.40 (0.70) | 1.44 (0.72) | -0.25 (0.79) | -0.45 (0.87) | 0.11 (0.87) |
| Weekend | 0.19 (0.57) | 0.20 (0.49) | -0.27 (0.54) | -0.25 (0.57) | 0.17 (0.60) | 0.86 (0.60) |
| Land Use |  |  |  |  |  |  |
| Start (a quarter-mile buffer) |  |  |  |  |  |  |
| Residential use | 0.57 (1.05) | 0.09 (0.97) | 0.95 (1.05) | -0.20 (1.04) | -0.07 (1.08) | 0.43 (1.09) |
| Commercial/Office use | -0.28 (1.15) | 0.81 (1.07) | -0.75 (1.13) | -0.13 (1.17) | -0.15 (1.18) | -0.66 (1.24) |
| Industrial use | 0.14 (1.45) | -0.35 (1.38) | 0.19 (1.45) | -0.23 (1.44) | 0.27 (1.40) | 0.24 (1.44) |
| School use | -0.28 (1.43) | -0.34 (1.39) | 0.26 (1.40) | 0.03 (1.39) | -0.04 (1.40) | 0.64 (1.41) |
| Civic use | 0.31 (1.29) | -1.03 (1.23) | 0.59 (1.25) | 0.62 (1.28) | -0.41 (1.31) | -0.42 (1.32) |
| End (a quarter-mile buffer) |  |  |  |  |  |  |
| Residential use | 0.05 (1.02) | 0.26 (0.96) | 0.70 (1.02) | 1.12 (1.02) | -0.76 (1.01) | -0.56 (1.04) |
| Commercial/Office use | 0.44 (1.15) | 1.37 (1.06) | 1.52 (1.13) | -0.28 (1.16) | -0.74 (1.13) | 0.08 (1.19) |
| Industrial use | -0.26 (1.34) | -0.41 (1.42) | -0.16 (1.39) | 0.84 (1.35) | 0.19 (1.39) | 0.33 (1.42) |
| School use | -0.66 (1.28) | -0.82 (1.31) | -1.07 (1.26) | -0.74 (1.33) | 0.98 (1.27) | 0.04 (1.26) |
| Civic use | -0.44 (1.30) | 1.47 (1.17) | -0.49 (1.30) | -0.61 (1.24) | -1.34 (1.29) | -0.01 (1.30) |
| Mode Availability |  |  |  |  |  |  |
| Start (a quarter-mile buffer) | 0.01 (0.37) | 0.04 (0.3) | 0.09 (0.33) | -0.23 (0.38) | 0.42 (0.35) | 0.21 (0.40) |
| \# Bus stops | -0.37 (0.42) | 0.03 (0.33) | -0.26 (0.37) | -0.43 (0.42) | -0.78 (0.41) | -0.35 (0.44) |
| \# LRT stations | 0.06 (0.36) | -0.06 (0.31) | -0.11 (0.36) | -0.78 (0.39) | -0.32 (0.37) | 0.02 (0.39) |
| \# Length of Bike Lanes | 0.01 (0.37) | 0.04 (0.30) | 0.09 (0.33) | -0.23 (0.38) | 0.42 (0.35) | 0.21 (0.40) |
| End (a quarter-mile buffer) |  |  |  |  |  |  |
| \# Bus stops | -0.34 (0.33) | 0.19 (0.29) | -0.23 (0.33) | 0.23 (0.34) | 0.14 (0.33) | 0.51 (0.38) |
| \# LRT stations | 0.31 (0.36) | -0.32 (0.31) | 0.13 (0.36) | -0.39 (0.39) | -0.32 (0.37) | -1.06 (0.45) |
| \# Length of Bike Lanes | -0.57 (0.33) | -0.05 (0.29) | -0.30 (0.33) | -0.57 (0.33) | -0.16 (0.33) | -0.23 (0.35) |

Appendix 4C Summary of estimates of driving distance model including the posterior mean and standard deviation

| $\mathbf{( n = 5 9 5 6})$ | Estimate |
| :--- | :--- |
| Driving Distance (log mile) |  |
| $\quad$ Intercept | $0.40(0.00)$ |
| Euclidean distance (log mile) | $0.98(0.00)$ |
| Sigma | $0.29(0.00)$ |

## 5 Incentive-based Approach to Rebalancing a Dock-less E-Bike-Share System: Efficiency and Environmental Benefits

### 5.1. Introduction

As climate change concerns grow, policy makers are promoting micromobility services (e.g., docked bike-share, dock-less e-bike-share, dock-less e-scooter-share) as substitutes for car travel and thus as a way to reduce vehicle miles traveled (VMT) and related greenhouse emissions in cities (Fishman et al., 2014; Shaheen et al., 2010). The average trip length of micromobility services is between 1.0 and 2.5 miles, depending on the type of micromobility services and user (NACTO, 2019). The fact that $35 \%$ of trips by private vehicles are less than 2 miles, according to data from the National Household Travel Survey (USDOT, 2018), suggests a vital opportunity to increase the substitution of micromobility for driving. Prior studies have found that micromobility services substitute for car travel at a substantial rate, though the rate varies between $7 \%$ and $45 \%$ by city by city (NACTO, 2020; Barnes, 2019; Fishman et al., 2014). Micromobility services generate substantial environmental benefits by producing VMT reductions (Fishman et al., 2014) and greenhouse emissions reductions (Chen et al., 2022; Saltykova et al., 2022; Cazzola \& Crist, 2020; Kou et al., 2020; Zhang \& Mi, 2018).

Such benefits will be offset if operators run various operational activities by van or truck, including maintenance, charging, and rebalancing. A few studies report operational miles associated with micromobility services (SFMTA, 2022; Hollingsworth et al., 2019; Fishman et al., 2014). Fishman and his colleagues (2014) found that docked bike-share service operators produced 150 miles and 342 miles per day in Minnesota and Washington, D.C. They also estimated that operational miles exceeded VMT reduction from car substitution for a docked bike-share service in London. The San Francisco Municipal Transportation Agency (2022)
reported that dock-less e-scooter-share operators produced 200 to 600 operational miles per day depending on months and operators. Another study estimated $0.6-2.5$ miles per scooter for collection and distribution (Hollingsworth et al., 2019). These miles vary by factors such as bike density, the number of micromobility users, operational budget, and urban structure. Though operational activities maintain and facilitate the service to increase micromobility use, minimizing the operational miles is essential for maximizing benefits.

Rebalancing operations, as a major component of operational miles and thus operating costs (Pfrommer et al., 2014), are important for both increasing micromobility use and reducing VMT reduction. A spatial mismatch between demand and supply means that potential users may not have access to a micromobility vehicle where and when they want it. Most operators fix the mismatch by relocating the vehicles from oversupplied to undersupplied areas by van or truck, thereby offsetting at least some of the environmental benefits. To address this problem, some docked bike-share services have adopted an incentive approach. This approach incentivizes users to walk farther to get a micromobility vehicle from the oversupplied area (origin-based incentives) or to take a micromobility vehicle to the undersupplied area (destination-based incentives) by offering some reward, such as free-micromobility use or a prize of some sort. The advantage of this approach is that the approach does not produce additional operational miles. The disadvantage is that the approach remains uncertainties for operators because acceptance of incentive offers depends on users' preference. A prior study found that the Bike Angels program in New York City contributed up to $30 \%$ of total bike rebalancing needs for the city's docked bike-share (Vanderbilt 2018), but the effectiveness of the incentive approach for a dock-less micromobility system has not yet been tested in an actual operating setting.

Prior studies on rebalancing incentive programs have used computer simulations,
focusing on the model architecture for setting the incentive (Duan \& Wu, 2019; Pan et al., 2019; Singla et al., 2015; Pfrommer et al., 2014). Singla et al. (2015) developed a dynamic incentive control model called Dynamic Budgeted Procurement using Upper Confidence Bounds (DBPUCB), considering both origin- and destination-based incentives. Pfrommer et al. (2014) controlled both the incentive and truck operations with dynamic programming in the context of a docked bike-share service. They found that truck operations and incentive approaches are a trade-off between incentive cost and staff salary, but the incentive program does not work well in rush-hour. Pan et al. (2019) developed Hierarchical Reinforcement Pricing using the Deep Deterministic Policy Gradient algorithm considering spatial and temporal dependency to set an origin-based incentive in the context of dock-less bike-share. Duan and Wu (2019) added a destination-based incentive into their reinforcement learning algorithm.

Although prior studies have analyzed the effectiveness of incentive programs on service performance, they have used rule-based models about user behavior in their simulators. Some studies used the product of the maximum distance users are willing to walk to another station and an assumed cost to determine whether the user accepts a given incentive offer (Duan \& Wu, 2019; Pan et al., 2019; Singla et al., 2015). Patel et al. (2019) considered the waiting time when the bike was unavailable at the station in the user behavior model. These researchers have relied on a rule-based model without uncertainty rather than developing any model that accounts for uncertainty. One of the issues with an incentive approach is uncertainty for the operators that users may not accept an incentive offer. To better understand the effectiveness of an incentive program, it is important to consider the uncertainty in users' decision-making.

This study examines how an incentive-based approach helps reduce the spatial mismatch between demand and supply in the context of a dock-less e-bike-share service. Using prior
studies on the estimation of VMT reduction from a bike-share service and social cost per VMT, I evaluate the environmental and monetary benefits of the service. Because this study does not focus on the incentive control model architecture, I adapted the DBP-UCB developed by Singla et al. (2015) for my dock-less e-bike-share simulator. Because the size of the incentive budget and the size of the fleet influence the performance of an incentive program, I examined the tradeoffs among types of incentive programs, budget size, and fleet size. This study provides insights into the potential for an incentive approach to increase operation efficiency and VMT reduction. The findings about the effect of fleet size will be helpful to policy makers in defining service requirements for operators. The methodologies developed in this study can be applied in other areas to assess the impact of policy changes and operational improvements.

### 5.2. Methodology

### 5.2.1. Studies Areas \& Analysis Scenarios

I used the Sacramento, California region as my study area to examine the effect of incentive programs on service efficiency and VMT reduction. JUMP operated a dock-less e-bike-share system between May 2018 and March 2020 (closed due to the emergence of COVID-19) across three California cities: Sacramento, West Sacramento, and Davis. The service area was not all contiguous, as Davis was separated from the rest, thus I used a subset of the bike-share service area that included Sacramento and West Sacramento as a focus area to develop the simulator. My goal is to understand the effect of incentive programs on service efficiency and VMT reduction. I define four different rebalancing strategies to evaluate incentive programs: (1) no rebalancing incentive strategy, (2) only origin-based incentive strategy, (3) only destination-based incentive strategies, and (4) origin- and destination-based incentive strategies. The effectiveness of the
hypothetical incentive strategies varies by budget and fleet size. I examined the incentive budget range from US\$100 to US\$500 per day by US\$100. The actual fleet size during the actual service ranged from 950 to 1100 , so I examined the fleet size range from 200 to 2000 bikes by 200 bikes to understand the variation in effects by size of the market.

### 5.2.2. Simulation Environment

I developed a simulator for the Sacramento JUMP service using an agent-based model, a type of simulation method helpful in evaluating the outcome of the complex interactions of individual decision-makers. Because experimenting with incentive programs for the actual bike-share system would be costly, this model can be an important tool for understanding the potential effect of incentive programs on bike-share use and VMT reduction. This simulator consists of three main components interacting with one another in the simulation environment: (1) demand component, (2) supply component, and (3) user behavior component.

### 5.2.2.1. Demand Component

The Demand Component defines trip request patterns and trip attributes of a trip in the simulation environment. I used system-wide bike-share trip data by web-scraping the real-time status of Jump bikes in the Sacramento region provided by the General Bikeshare Feed Specification (GBFS) between October 2nd and October 29th, 2019 (4 weeks), to reflect a realistic pattern of trip requests. I directly used the location of destination, trip request time, duration, and the Euclidean Bike speed (based on Euclidean distance between origin and destination/duration) from this data source. In the simulator, I considered these four trip attributes, as well as the origin of a bike trip, walking speed, whether to reserve a bike first, and
whether to make a trip to the destination directly. The latter attributes were estimated in the following ways. For simplicity, I assumed that all trips are independent and requested by different users.

One problem with using the location of the origin from the GBFS data is that one trip's destination is identical to another trip's origin. The GBFS data does not detect bike-share access between the actual "origin" and a bike location. This issue complicates the examination of the effect of incentive programs on service performance in the simulation. I addressed this issue by assigning a grid zone by a quarter-mile (400 meters) of the origin to the trip request and randomly drawing from the points in the zone.

Walking speed represents a characteristic of trip requests. The speed largely varies by user and determines the travel time to access the bike. TCRP/NCHRP report (Fitzpatrick et al., 2006) showed that the $50^{\text {th }}$ percentile and $15^{\text {th }}$ percentile walking speeds for young people between the ages of 13 and 60 are $1.45 \mathrm{~m} / \mathrm{s}$ and $1.15 \mathrm{~m} / \mathrm{s}$, respectively. Fitch et al. (2020) reported that the median age of bike-share users in the Sacramento region in two surveys were 37 and 33 years, respectively. I draw the walking speed for each trip request from the normal distribution (mean: $1.45 \mathrm{~m} / \mathrm{s} ;$ std: $0.3 \mathrm{~m} / \mathrm{s}$ ). I truncated the interval within two standard deviations to avoid an extreme value.

How a user checks out a bike may influence the acceptance rate, the ratio of bike-share trips to the number of trip requests. Some users walk first and check out a bike to save usage fees, while others want to reserve a bike first before walking toward the location to secure their travel mode. A few users may see a bike on the street and check out the bike. My prior survey found that 58 percent of participants usually reserve a bike before walking. The survey also showed that a small portion of users check out a bike when they see it on the street. For
simplicity, I assume only two types of users in this simulator: walk first before checking out a bike and reserve a bike first before walking. I draw reservation types randomly following the Bernoulli distribution with probability 0.58 and assign the draw into each type request as reservation behavior in the simulator.

The assumption that all trips in the simulator move at the Euclidean bike speed are problematic in the case that the Euclidean bike speed is very slow. Suppose the Euclidean distance of a slow trip in the simulator is much longer than the original Euclidean distance in the GBFS data. In that case, the duration derived from the Euclidean bike speed becomes much longer. It is more realistic to use the duration of the trip request from the GBFS data as travel time rather than the Euclidean bike speed because such a slow Euclidean bike speed is more likely to be associated with a trip via intermediate stops or round trips. I classified trip requests into two types of trip requests: destination-oriented trips and non-destination-oriented trips. A destination-oriented trip represents a trip going from the origin to the destination without any intermediate stops using nearly the shortest route. All other trips were classified as non-destination-oriented trips. I classified trips based on the Euclidean bike speed. The speed distribution showed two peaks at nearly zero $\mathrm{km} / \mathrm{h}$ and $7.2 \mathrm{~km} / \mathrm{h}$. The bottom between the two peaks was around $1.8 \mathrm{~km} / \mathrm{h}$; thus, I set that value as the threshold between the two types.

### 5.2.2.2. Supply Component

The Supply Component defines how an operator offers dock-less bike-share service, including the deployment of the bike fleet and incentive offers for rebalancing.

A bike fleet is a collection of bikes deployed in the simulation environment. Each bike contains identifier and location information, including bike ID, $x$-coordinate, $y$-coordinate, and
current grid zone. I used actual bike location data to initialize the bike location realistically in the simulator. I used a collection of bike locations at midnight of each date between 2019/10/2 and 10/29 (28 days). I calibrated the distribution of bikes by grid zone and randomly drew bikes from the collection without replacement by following the distribution until the defined number of bikes was satisfied.

I added a user-based incentive rebalancing strategy to the simulator. The operator incentivizes users to walk farther to get a bike (origin-based incentive) or bring a bike to the undersupplied area (destination-based incentive) by offering a cash reward. The incentive model determines an optimal number of origin- or destination-based incentives for each trip request. The detail of the incentive model is discussed in the next section.

In this simulator, users are offered options for up to four different routes, including pickup location, drop-off location, and the number of incentives based on predicted bike availability and input trip information. Potential choices include (1) a bike without any reward (Bike A), (2) a bike with a reward at their origin (Bike B), (3) a bike with a reward at their destination (Bike C), and (4) a bike with a reward at both their origin and destination (Bike D). How to determine whether rewards are offered is discussed in the later section.

### 5.2.2.3. User Behavior Component

The user behavior component defines how users behave in the simulation environment. This simulator assumes that users follow the process sequence to check out and check in a bike-share bike. Firstly. the simulated users input where to go and whether to go to the destination directly. Given the input information and the simulation environment, the App suggests up to four options, as explained in the previous section. Users would choose the best option from the
suggested options. If none of the alternatives satisfies the user, the user gives up taking the bikeshare service at the trip request. This decision is made following a user behavior model developed in Chapter 2. In this decision-making, I assume that users know their ability with respect to walking speed and biking speed. If travel time on foot from origin to destination is shorter than travel time by choosing an option, the user ignores the option. This function helps avoid unreasonable behavior in this simulator, and supplement lack of consideration of a total travel time in the user behavior model. Users would then reserve a bike first and walk to a bike location of the selected option, or walk to the bike location without any reservation and check out the bike. If the person cannot check out a bike due to check-out by another user, the user gives up using the bike-share service. Although people may change their minds even after making any decision, my simulation assumes that users have only one chance to use bike-share.

Decision making of users follows an output from a discrete choice model developed in Chapter 2. This model estimates the likelihood of using a bike-share service and what pick-up and drop-off location to choose given the options. Parameters in the utility function of this model include walking time from the origin to bike location and drop-off location to the destination and a number of incentives. Alternative specific attributes derive from the information, including possible bike locations and drop-off locations in the simulation environment, bike availability and user specific attributes. Details of the modeling process and the estimates are discussed in Chapter 2.

### 5.2.3. Incentive Mechanism

I developed a two-step incentive allocation mechanism in the context of a dock-less bike-share service inspired by a prior study on a docked bike-share service (Singla et al., 2015). The first
step of the mechanism identifies potentially problematic zones with undersupply or oversupply around the origin and destination of trip requests. Compared to the docked bike-share service allowing users to pick up or drop off bikes at stations with limited capacities, it is not easy to define the undersupply or oversupply in the context of dock-less bike-share service. One reason is that the walkable distance varies by user (Fukushige et al., 2022; Wang \& Wang, 2021; Singla et. al., 2015). Prior studies (Duan \& Wu, 2019; Pan et al., 2019) suggest predicting the number of bikes available based on the current bike availability and the number of future arrivals and departures. If the expected number of bikes available is negative, the operator needs to move bikes to the area. If, instead, the predicted number of bikes available is positive, that means an oversupply in the area. Once the mechanism identifies potentially problematic zones, the agent, in the second step, determines the number of incentives to be offered given the remaining budget and the expected acceptance rate. The steps of the mechanism are as follows.

## First step: Identifying Problematic Zones

The first step is to identify a problematic zone where more bikes should be placed or moved to another zone to avoid prolonged idleness. The location or zone in the context of dock-less bikeshare is not well-defined because users can drop off a bike anywhere in the service boundary. To make it easier to understand the state of the simulation environment, I set grid zones by a quarter-mile ( 400 meters) in the service boundary. The predicted number of available bikes for each zone would be a metric of the future spatial mismatch between supply and demand (Duan \& Wu, 2019; Pan et al., 2019). Predicting the number of available bikes in a zone at the beginning of time interval t (e.g., $15 \mathrm{~min}, 30 \mathrm{~min}, 1 \mathrm{hr}$ ) can be calculated with the number of available bikes in a zone at the beginning of time interval $t-1$, the number of bike arrivals in a zone in time
interval $\mathrm{t}-1$ and the number of bike departures in a zone in time interval $\mathrm{t}-1$.
It is problematic to use the predicted number of available bikes calibrated at the beginning of the time interval for all incentive offers during the time interval. The simulation environment close to the end of the time interval has already reflected most predictions. Determining such incentive offers relying on the prediction determined at the beginning of the time interval may not be appropriate for the rebalancing purpose. One reason is that the prediction is more likely to be reflected in the status of bike availability when the time is closer to the end of a time interval. To address the issue, I divided the sum of the predicted number of arrivals and departures by the ratio of the remaining time in the time interval. This operation assumes that the bike arrivals or departures occur following the uniform distribution in the interval. In this simulation I assume that an operator can make the demand prediction accurately.

$$
\hat{S}_{i}(t)=S_{i}+\frac{(p-d) *\left(\hat{A}_{i}(t-1)-\widehat{D}_{i}(t-1)\right)}{p}
$$

where
$\hat{S}_{i}(t)$ : the predicted number of available bikes at the beginning of time interval t in zone i $S_{i}$ : the number of available bikes at the current time in zone i
$p$ : the length of the time interval
$d$ : the length of the time interval passed
$\hat{A}_{i}(t)$ : the predicted number of bikes arriving in zone i during time interval t
$\widehat{D}_{i}(t)$ : the predicted number of bikes departing from zone i during time interval t

I used a model predicting the potential number of trip starts and end by zone accurately, but the uncertainty remains in the simulation. One reason is that a user in a zone with bike availability does not always use a bike in the zone. If a nearest bike is in the neighbor zone, the
user may choose the nearest bike. This still results in the gap between the predicted number of departures and the actual number of departures. A prolonged idle state of bikes may harm the service performance in the long term without resulting in any loss in demand because of no direct effect on any trip request. On the other hand, no available bikes near a trip request are more likely to cause the loss of a ride. For these reasons, I made a conservative rule, and considered zero as an undersupplied zone.

I looked at the metric of $7 \times 7$ zones (candidate region), accessible within 15 minutes on foot, in the neighbor zones of the origin and destination to identify problematic zones. I excluded $3 \times 3$ zones (walkable region) in the neighbor zones of the origin from the candidate problematic zones to avoid wasting the daily incentive budget. My prior study (Fukushige et al., 2022) shows that $70 \%$ of people can potentially walk up to 7 min to get a bike without any reward. I predicted the number of available bikes at each trip request and identified problematic zones in the candidate region of the origin and destination of trip requests. Among bikes and drop-off locations in the problematic zones, I chose one nearest bike or drop-off location to be incentivized, if available. For simplicity, I assumed that a drop-off location in the zone is in the middle of the zone.

I made several rules not to offer rewards in some instances. One case of not offering any origin-based incentive is when the origin zone is classified as oversupplied. In the same way, if the destination zone is classified as undersupplied, I did not offer any destination-based incentive.

## Second-step: Incentive Allocation Model

I set an incentive price for picking up an incentivized bike or dropping off a bike if available. I
assume that the price is discrete and ranges between $p_{0}$ and $p_{k}$ by 0.25 .

$$
\text { price }=\left\{p_{0}, \ldots, p_{i}, \ldots p_{k}\right\}
$$

I developed an incentive allocation model based on the Dynamic Budgeted Procurement using Upper Confidence Bounds (DBP-UCB) suggested by Singla et al. (2015). This algorithm uses a multi-armed bandit framework with UCB as a sampling method. Under the budget constraint and given that the optimal incentive price to be offered is unknown, the model approximates to an optimal incentive price giving a better system performance as the simulation proceeds. The greater incentive would motivate the user to walk more, and the operator can expect a higher acceptance rate, but the number of offers would be smaller. Therefore, the algorithm considers this trade-off. The core of the algorithm is below:

$$
\begin{gathered}
\tilde{F}_{i}^{n}=F_{i}^{n}+\sqrt{\frac{2 * \ln (n)}{N_{i}^{n}}} \\
i^{n}=\operatorname{argmax}_{i} \min \left\{\tilde{F}_{i}^{n}, \frac{B}{N * p_{i}}\right\}=\operatorname{argmax}_{i} \min \left\{N \tilde{F}_{i}^{n}, \frac{B}{p_{i}}\right\}
\end{gathered}
$$

where
$n$ : The number of users who were offered any incentive price $F_{i}^{n}$ : The acceptance rate at an incentive price i at iteration n $N_{i}^{n}$ : The number of times the incentive price $p_{i}$ has been offered $N$ : The predicted number of incentive offers in the budget period $B$ : Total budget

In the process of the simulation, the acceptance rate at the incentive price $p_{i}$, which is calibrated by dividing the number of successes by the number of attempts, is updated. The
exploration term is added to explore all choices in some adjusted ways by considering the upper confidence bounds. The second term of $\tilde{F}_{i}^{n}$ function indicates that increasing the number of times the incentive price $p_{i}$ has been offered $\left(N_{i}^{n}\right)$ makes the term smaller, so the algorithm can consider the tradeoff between exploitation and exploration. Budget constraint is also considered by comparing the acceptance rate with the potential budget per incentive offer based on the predicted number of incentive offers. The expected utility at the incentive price $p_{i}$ will be the smallest one so that the minimum value is chosen from two different utilities at the price $p_{i}$.

One problem with this algorithm is that the number of incentive offers in the budget period is unknown. Prior studies (Wang \& Wang, 2021; Singla et al., 2015) assume that they provide an incentive to all users, so they used a demand forecasting model to predict the total number of users and multiplied the prediction by two because each user may offer up to two different incentive offers, including origin- and destination-based incentives. However, this depends on the first step of the mechanism. If I overestimate the number of incentive offers, the budget will remain and not improve the service performance. If I underestimate it, I use up the budget in the early stage and cannot make some incentive offers due to no budget remaining. Predicting the number of incentive offers is challenging. Because this study focusses on the effect of incentive programs on bike-share use, I simulated scenarios with no incentive and counted the number of potential offers if the operator adopted the incentive program to the scenarios. I weighted the predicted number of bike-share trips by the average number of offers per trip.

### 5.2.4. VMT Estimation

## VMT Reduction from a dock-less e-bike-share service

I developed a framework to estimate a system-level VMT reduction from a dock-less e-bikeshare service in Chapter 4. This framework uses trip-level data and user survey data and comprises six steps. In the first step, I predict probability of each possible mode substitution for a bike-share trip in the case of commuting and non-commuting trips. One issue with predicting probabilities by trip purpose is a lack of information about the purpose of the trip for each trip data. As the second step, to address this issue, I estimate the share of non-commuting and commuting trips within the service boundary by time of day on weekdays and weekends. In the third step, I estimate the driving distance of bike-share trips that are substituted for car trips based on the Euclidean distance between trip start and end. I query a shortest distance made by a car between trip start and end using the Google Maps Application Programming Interface (API) and use this output as a driving distance for a bike-share trip. This process makes the driving distance in a more realistic way. In the fourth step, I aggregate driving distance for the trips predicted to substitute for "private car" or "ride-hailing" weighted by the share of trip purposes by time of day. In the fifth step, I consider additional potential sources of reduction in VMT from ride-hailing substitution, such as deadheading (a driver traveling to pick up a passenger) and searching (a driver cruising for their next passenger). This adjustment calculated according to Fehr and Peers (2019) inflates VMT reduction from ride-hailing by 46\%. Finally, I reduce estimated operational miles per day from the total VMT reduction from car substitution to estimate the net VMT reduction. Details of the framework and the model development are provided in Chapter 2 and Chapter 4.

### 5.2.5. Evaluation Metric

I used four metrics to evaluate service performance and social benefits in the simulation
environment. My data covers trip requests for four weeks, but I used the first week as warmup that I discarded because the incentive mechanism needs time to approximate to the optimum incentive price. The first metric is the acceptance rate, the ratio of the number of bike-share trips to the number of trip requests (Pfrommer et al., 2014). This metric represents the service performance from user's perspective as the availability of bikes matters to them.

The second metric is the net profit considering a total of incentive use and additional income from the increase in bike-share trips by introducing incentive-based programs. This metric represents the program performance from an operator's perspective as Chapter 4 and survey data collected by Fitch and his colleagues (2020) shows that mean of travel time was 1920 min , thus I used 20 min as a typical travel time in this simulation. Based on actual pricing mechanism ( $\$ 1.5$ for a 10-minute bike access and $\$ 0.2$ per additional min), I assumed that the average usage fee per trip is US $\$ 2.5$ and all trips are independent users with non-membership.

The third metric is the net VMT reduction from the service. VMT reduction from the service comes from car substitution that users replace bike-share for car trips. On the other hand, daily van-based operations, such as maintenance and rebalancing, make VMT and offset the VMT reduction from car substitutions. I define VMT reductions from car substitutions reduced by operational VMT as the net VMT reduction in this simulation. I estimated the net VMT reduction based on the framework and models developed in Chapter 2 and Chapter 4. This metric represents social benefits as VMT reduction is one major policy target in U.S. cities.

I expanded the benefit of VMT reduction to social cost reduction to understand the contribution of the service at the monetary scale. I used a prior study on estimating social costs of VMT, including emissions of greenhouse gases, crash cost, roadway congestion, and space consumption (Lemp \& Kockelman, 2008). They found that the external cost per VMT was

US $\$ 0.236$ in 2006. Considering the inflation rate, I inflated this value to US\$0.32 in 2021.

### 5.2.6. Limitation

My simulation has several limitations. First, the assumption that each grid zone has a parking spot for destination-based incentives may overestimate the effect of the incentive program. One issue is to determine appropriate locations of bike stations. This would be due to lack of available sites and cost of parking facilities. I made this simple assumption because the optimum location of bike stations is out of the scope from this study. Further analysis will be required to assess the effect of station locations on the service quality and the program performance in a more realistic setting.

I did not consider unrealized trips, trips of users failing to use the bike-share service due to unavailability nearby, in this simulation analysis. GBFS data contains only realized trip data but not unrealized trip requests. Ignoring unrealized trips may not assess the number of trips and VMT reductions accurately at the system level. However, the purpose of this study is to understand the effect of incentive programs on service quality and VMT reduction, not to assess the overall performance in a dock-less e-bike-share system. Some prior studies (Gammelli et al., 2020; Meellou \& Jaillet, 2019) have developed a model to estimate the number of unrealized trips based on the number of realized trips and other external information in the context of docked bike-share services. Further studies to develop a similar model in dock-less micromobility services will be encouraged.

### 5.3. Results \& Discussion

### 5.3.1. User Satisfaction

I examine the effect of incentive programs on service efficiency and VMT reduction using the Sacramento, California region as my study area. My results show that the average acceptance rate without any rebalancing strategy was $59 \%$ when the fleet size was 200 (Figure 5.1). Adding fleet size improves the service level, but the effect of an increase in the acceptance rate especially when the fleet size is more than 800 is weaker. When the fleet size is 2000 , the service level achieved $84 \%$. Adding origin-based incentive strategies with a budget of US $\$ 200$ per day improved bike-share use by $40-90$ trips per day, depending on fleet size. When the fleet size is larger than 600 , the effect on the acceptance rate was smaller.

Destination-based incentive strategies with a budget of US\$200 improved bike-share use by $50-80$ trips per day depending on fleet size, more stable effect than origin-based incentive. When the fleet size was 1800 or more, the increase achieved at around 80 trips per day. Unlike origin-based incentives, scenarios with destination-based incentives involve similar costs for the incentives at any fleet size. In a small fleet size scenario, the number of available bikes in many areas is negative or close to zero; thus, dropping off a bike in the oversupplied area does not cause a prolonged idle state of bikes. On the other hand, in a large fleet size scenario, a few undersupplied areas emerge over the time. Destination-based incentives might help improve the service availability better at markets with high density of fleet size.

The origin- and destination-based incentive strategy with a budget of US $\$ 200$ generally produces better results than only origin- or destination-based incentive strategies when the fleet size is more than 600 . Increasing the budget by US $\$ 100$ roughly improves user satisfaction but with the uncertainty as some results show that scenarios with a small budget increased the
number of bike-share trips more than scenarios with a large budget did (Figure 5.1). This unintuitive result may come from the uncertainty of users' decision. The simulation also shows the tendency of a greater improvement at all budgets (except \$400) as fleet size increases.


Figure 5.1 Effects of fleet size on acceptance rate by rebalancing strategies (Left) ${ }^{\mathbf{3}}$ and increase of acceptance rate by budget (Right) ${ }^{4}$

### 5.3.2. Service Efficiency

Increasing the fleet size gradually reduces fleet efficiency from 8.5 trips/day/bike at 200 bikes to $1.2 \mathrm{trips} /$ day/bike at 2000 bikes (Figure 5.2). Any rebalancing strategy shows a minor efficiency improvement, suggesting that operators must determine the fleet size mainly by predicting the number of potential trips before entering the market.

Operators may be concerned about profitability by introducing the incentive strategy. Figure 5.2 shows the increase of the number of trips per an incentive dollar by fleet size and budget size. The results show that scenarios with lower budget tend to have a higher profitability.

[^2]When the fleet size is 200 vehicles and the budget is US $\$ 100$, one dollar produces 0.5 trips per day. This performance increases to 1.1 trips per day as the fleet size is up to 2000 vehicles. Assuming that an average usage fee per trip is US\$2.5 as mentioned above.US\$1 incentive budget should produce 0.4 trips at least to make incentive programs profitable. The results show that all scenarios with a budget of US $\$ 100$ were profitable. On the other hand, most scenarios with a daily budget of US\$200 or more show unprofitability. The results suggest that operators may profit with incentive programs but must be careful in balancing the fleet size and the incentive budget.


Figure 5.2 Fleet Efficiency by fleet size (Left) and increase of the number of trips per an incentive dollar (No incentive vs. Incentive (O, D)) (Right)

### 5.3.3. Environmental benefit

Introducing an incentive strategy will make a city more environmentally sustainable. In the scenario with a budget of US\$200, an incentive strategy, including both origin- and destinationbased incentives, increases by 40 to 60 miles of VMT reduction per day (private vehicle and a riding portion of ride-hailing use) by fleet size (Figure 5.3). Adding the potential VMT reduction
from deadheading and searching associated with ride-hailing services, the total amounts of reduction increased to 60 to 90 miles per day by fleet size, equivalent to $3-6 \%$ increase.

Incentive strategies create social benefits by increasing car substitution. Additional VMT reduction from the increase in bike-share trips accounts for US\$20-29 per day as social monetary benefits (Figure 5.3). The results show that consideration of social monetary benefits into the net profit of an operator results in positive net benefits in all scenarios. This suggests that cities may mandate operators to introduce the incentive program but at the same time offer them some subsidies for the number of benefits they city may receive from the strategy.


Figure 5.3 Contribution of incentive strategy on VMT reduction (Left) and Net monetary benefit for an operator and the city (Right)

### 5.4. Conclusion

This study evaluated the effectiveness of the incentive-based approach in reducing the spatial mismatch between demand and supply in the context of a dock-less e-bike-share service by using various metrics, including user acceptance rate, the net profit, VMT reduction, and its social benefits. I found that incentive strategies improve the acceptance rate, but the effect varies by fleet size and budget size. The finding that the bike efficiency does not change significantly by rebalancing strategies suggest that operators must determine the fleet size carefully before
entering the market. I estimated that introducing incentive strategies reduce VMT by 3-6\% and save US\$20-29 per day.

Introducing an incentive will likely improve the acceptance rate of all trip requests. Still, operators need to be careful in determining the budget for incentive-based strategies because the cost-effectiveness varies by fleet size and budget. Some scenarios in this study show a profit reduction by introducing the incentive strategy. One potential idea to leverage incentives would be partnered with other businesses. Such monetary scheme in the operation will reduce the risk of introducing the incentive program and improve the profitability. Such partnership might also help to vitalize the local economy (Buehler \& Hamre, 2015; Krykewycz et al., 2010).

The finding that introducing incentives contributes to positive social benefits from VMT reduction by increasing the number of realized bike-share trips suggests that cities might want to mandate such incentive programs. This study focused only on VMT reduction from the introduction of bike-share service, making my estimates of benefits conservative. Cities and operators can expect other benefits, such as an increase in physical activity and accessibility and local vitalization by inducing trips by increasing the number of trips. An increase in service reliability is more likely to retain users in the service or even increase users. Mandating the incentive programs but subsidizing operators for additional social benefits will make a more sustainable service and, if the operator is private, less risk of the service leaving the city.

This study examined the effect of incentive programs on bike-share performance and social benefits but did not consider several instances observed in the real services, such as failure of bikes, van-based operational works (maintenance, rebalancing, and battery charging), and traffic conditions. It would be encouraged to improve the simulator for more reliable and realistic outcomes. I focused on VMT reduction and associated social benefits in this study, but other
benefits from bike-share services, such as economic benefits by inducing trips and health benefits, could also be evaluated. As a further step, these incentives could be tested by assessing their cost-effectiveness in reducing the spatial mismatch by making a partnership with a micromobility operator.
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## 6 Conclusion

This dissertation examines the potential effect of an incentive-based approach to rebalancing a dock-less e-bike-share fleet on bike-share use and social benefits, focusing mainly on VMT reduction. I develop a framework to estimate system-level VMT reduction from the service and develop a simulation environment for a dock-less e-bike-share service using an agent-based model.

Results from Chapter 2 that incentives nudge users to walk farther to use bike-share suggest that such offers are an option for helping operators rebalance the bike fleet, especially in areas with substantial use by women, white residents, and those who hold memberships. The finding that some groups of users tend to favor coupon/gift cards for businesses (e.g., fast food, restaurants) as incentive rewards suggests that leveraging incentives from other businesses might help to vitalize the local economy while helping operators reduce operational costs (Krykewycz et al., 2010; Buehler and Hamre, 2015; Fukushige et al., 2021). That my estimates on willingness-to-walk for the incentive at origin and destination are 3.8 minutes and 4.2 minutes per dollar also gives operators and policy makers insights into the potential effectiveness of incentives as a strategy for spatially rebalancing the bike fleets.

Findings on factors influencing car substitutions presented in Chapter 3 are essential for cities and operators developing strategies for enhancing the substitution of bike share for driving. My finding that bike-share trips to destinations, such as restaurants, bars, and entertainment establishments, tend to substitute for driving, especially ride-hailing, suggests the need to involve local businesses in the incentive approach. My modeling estimates that specific demographic groups, such as women and those who have a private car, are more likely to replace car trips, suggest that cities and operators target such groups for marketing and incentives.

My estimates on VMT reductions from a dock-less e-bike-share service built on the models developed in Chapter 2 showed that the car substitution rate, including "Private Car" and "Ride-haling," was $28 \%$ and that VMT reduction per trip on weekdays was $0.58-0.85$ miles per trip. These findings were higher some, lower than other prior findings (NACTO, 2020; Fishman et al., 2013) but still offer some evidence that a dock-less e-bike-share system helps reduce environmental loads by shifting from car use. Another contribution from this chapter is that my framework for estimating VMT reduction from a dock-less bike-share service can be helpful to cities and regions in evaluating the environmental benefits of bike-share services in the current transport landscape.

The findings from my simulation in Chapter 5 that introducing incentives contributes to positive social benefits from VMT reduction by increasing the number of realized bike-share trips suggest that cities might want to mandate such incentive programs. On the other hand, my results showing a risk for operators introducing the incentive program in less profit suggests that operators need to be careful in determining the budget for incentive-based strategies or leveraging incentives by partnering with other businesses. The findings also indicated that the city should subsidize operators to reduce the risk of introducing the incentive program. Such subsidy for additional social benefits from the program makes the service more sustainable and, if the operator is private, less risk of the service leaving the city.

Overall, with a series of models, this study showed the positive effect of incentive programs on bike-share performance and social benefits. Integration of a framework to estimate VMT reduction from a micromobility service and a simulation environment offered a novel approach to evaluating service quality and social benefits to cities and operators. This simulation would be helpful in the planning of incentive programs. For future work, the simulation
environment should be made more realistic by adding various operational activities and types of user behavior. While I focused on VMT reduction as one social benefit from the service, this can be expanded to other benefits, such as increased physical activity and economic vitalization from inducing trips. As a further step, cities could test these incentives to empirically evaluate their cost-effectiveness in reducing the spatial mismatch by partnering with a micromobility operator.

Mandating operators to introduce the incentive program is likely to result in the increase of micromobility use and bring more social benefits to cities. On the other hand, such requirement will make operators risk in reducing the profit. To make cities more sustainable, risk sharing of cities and operators should also be discussed.
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