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EPIGRAPH

A common mistake that people make when trying to design something completely foolproof is to

underestimate the ingenuity of complete fools.

—Douglas S. Adams Hitchhikers Guide to the Galaxy
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ABSTRACT OF THE DISSERTATION

Opportunities and Challenges in Silicon Photonics Systems

by

Hannah Rae Grant

Doctor of Philosophy in Electrical Engineering (Photonics)

University of California, San Diego, 2018

Professor George Papen, Chair
Professor Shayan Mookherjea, Co-Chair

Silicon photonics has become a key solution to tackle the demands on current commu-

nication systems and information processing because the use of this platform can reduce power

consumption, eliminate electrical to optical conversion and leverage mature CMOS fabrication

techniques. As silicon photonic devices are introduced into system-level applications, new chal-

lenges need to be addressed. This thesis will present some solutions to these challenges. These

challenges range from device design and functionality to the post-processing and testing of sili-

con photonic devices. First, the system-level testing of a silicon photonic switch with crosstalk

using real Ethernet datastreams is presented. Next, a rapid characterization technique for post-
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processing of silicon photonic switches is shown. Finally, the functionality of barrel shifting is

demonstrated in silicon photonics. The challenges and the solutions presented in this thesis are

key steps to realizing the promise of system-level applications of silicon photonic devices.
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Chapter 1

Introduction

Silicon photonics (SiP) is an emerging device platform that combines photons and elec-

trons for cost-effective solutions for system-level applications. While utilizing optics for large-

bandwidth, power-conserving solutions has been known, SiP has additional benefits that make

the platform potentially cost-effective and competitive. First, SiP devices are much smaller than

bulk optical components. This alleviates the costly issues that come from operating and cooling

bulk optical components. Next, SiP is an integrated platform that combines CMOS with photon-

ics. This means SiP can utilize a highly scalable CMOS fabrication process with well-established

foundries [1]. Additionally, multi-project wafers have allowed broad access of SiP fabrication

for prototyping and R&D [1–3]. The compatibility with CMOS processing makes monolithic

integration of SiP with electronics possible [4]. By leveraging current CMOS processing, this

can lead to monolithic integration of system-level functionalities with electronic control [5–9].

As SiP device technology matures, a deeper understanding of the system-level aspects of SiP is

required. That is the topic of this thesis.

There exists a broad spectrum of system-level applications for SiP devices. With the

advent of ”big data” and the Internet of Things (IoT), there is a demand for large bandwidth

optical interconnect solutions in communication and information processing systems [10]. This
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has led to SiP becoming an important technology that can address the bandwidth bottleneck

occurring in communication systems [11–16] and information processing [17]. SiP has also been

implemented for high capacity computing [18, 19] and sensing applications such as lidar [20].

Given the broad scope of SiP devices for optical communication systems and information

processing, there are opportunities and challenges that need to be addressed. These system-level

opportunities and challenges can be characterized into four broad categories: design & fabrica-

tion, packaging, system-level testing, and characterization & post-processing. Each challenge

must be overcome for the widespread use of SiP in system-level applications. This thesis dis-

cusses several of these challenges and presents promising methods to overcome some of these

issues.

1.1 Design and Fabrication

Design & fabrication addresses device design and fabrication techniques. While there is

a large body of research in this area [1, 6, 7], there are still major challenges in the fabrication

processes, design platforms, and specific device design for system-level applications.

The fundamental value proposition of SiP is that it can leverage mature fabrication pro-

cesses using lower resolution CMOS processing compared to current state-of-the-art microelec-

tronic chips [21]. However, the existing fabrication techniques for high-quality electronic de-

vices do not necessarily realize high-quality optical devices in large volumes [1]. Monolithic

integration of CMOS with photonics in SiP devices is strongly dependent on the design rules of

the specific fabrication processes leading to devices that currently have to be post-processed to

achieve high-yield [4, 22].

Mature design platforms that support complex simulations of photonic devices exist and

is commonly utilized [1, 23, 24]. However, design and fabrication software that are common

to CMOS processing such as layout versus schematic (LVS) tools are still being developed to
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streamline the design-to-fabrication process of SiP devices [25, 26].

There also exists a range of challenges for devices designed and fabricated for system-

level applications. These challenges include the design of microrings to mitigate crosstalk [27]

to the design of polarization insensitive devices [28]. Additionally, optimized system-level de-

sign of SiP devices requires a co-optimization between the functions implemented in photonics

and the functions implemented in electronics so that the limitations of one technology can be

overcome by the other technology [29].

This challenge presents an opportunity to explore linear optical transformations in SiP

for signal-processing systems [30]. As electronic functionalities are reaching their limits in

terms of bandwidth and power consumption, exploring optical implementations of key function-

alities is evident. The implementation of these functionalities lead to new design and fabrication

challenges. One of these functionalities, called barrel shifting, is explored in a SiP platform in

Chapter 5.

1.2 Packaging

Packaging is not specifically addressed in this thesis, but it plays a major role in system-

level implementations of SiP devices. This section provides a brief overview of these challenges.

Cost-effective robust packaging is required for SiP devices to be marketable. In order for

silicon photonics to be a viable platform, there is a requirement for the automation of packag-

ing [31]. Major problems in packaging are high-volume optical connections, thermal stability,

and proper packaging of electronic components [32–35].

Most commercial SiP devices are transceivers [16, 36]. Typically electronic connections

are provided by wire-bonded or flip-chip bonded to an electrical PCB [35]. Optical connections

are typically provided by grating-couplers. Grating couplers are less sensitive to misalignment

compared to edge-coupling [35]. However, grating couplers are wavelength selective making
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their use for large spectral-bandwidth solutions difficult. To solve the issue of spectral band-

width, development of packaged edge-coupled fibers and fiber arrays for low-loss, high-volume

packaging has been on-going area of research and development [31, 35, 37]. The sensitivity

to misalignment for edge-coupling makes high-volume manufacturing difficult. Solutions are

being developed to address this issue [38, 39].

Thermal stability is also a major issue in the packaging of SiP devices [17]. Because

some SiP devices use the large thermally-induced change in the refractive index [1], the devices

must be packaged such that external temperature fluctuations do not alter the operation of the

device. Packaging with thermal electric coolers (TEC) is becoming more common. However,

these components add to the over all power and cost of the device.

1.3 System-Level Testing

System-level testing is required to validate the device functionality in a system-level

environment. System-level testing procedures have been developed for SiP devices such as

transceivers and variable-optical-attenuators (VOAs) [16, 36, 40]. Devices such as SiP switches

are more difficult to test for system-level performance due to large port counts and crosstalk

sensitivity. To date, most of the characterization of SiP switches has been at a device level

measuring crosstalk power or measuring the bit error rate (BER) of a single channel without

considering the additional interference from other channels. Specifically, there are few studies

of the effect of interference within a switch-chip on the BER performance of a SiP switch-

chip under real Ethernet traffic. For SiP switch-chips, this measurement can be difficult as

significant calibration is required to ensure proper testing. Chapter 3 of this thesis will present

the characterization of a SiP switch-chip for crosstalk generated from clock-synchronous or

clock-asynchronous operation. This study underscores the importance of a system parameter

such as the type of clocking on the switch performance as quantified by the crosstalk.
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1.4 Characterization and Post-Processing

Characterization & post-processing is essential for SiP devices to enter the market. Pre-

viously, these functions were done on a small scale in research laboratories. It has been shown

that high-volume characterization techniques for photonic devices are currently expensive [41].

While some characterization techniques used for CMOS characterization can be used for SiP [1],

there is a need for scalable optical characterization techniques [42–45]. Wafer-level optical char-

acterization is enabled when using grating-couplers, but these components have limited spatial

bandwidth and high losses [1]. In some instances, brute-force characterization techniques have

been implemented, but these are not scalable [42, 43]. Cost-effective and scalable characteriza-

tion techniques for large-port count SiP devices is a critical requirement for wide-spread use of

SiP in systems. Chapter 4 presents a simple solution for the rapid characterization of planar SiP

switch-chips.

1.5 Conclusion

This thesis presents several approaches to overcome key challenges for system-level ap-

plications of SiP. Chapter 2 describes current figures-of-merit for system applications and de-

scribes current figures-of-merit for SiP devices. Chapter 3 presents a system-level characteriza-

tion of a SiP switch using real Ethernet data of the crosstalk. Chapter 4 presents a methodology

for rapid characterization of SiP switches. Chapter 5 presents an optical implementation of barrel

shifting in a SiP platform. The combined impact of this work leads to an improved understand-

ing for the design, system-level testing, and characterization & post processing of SiP devices

for system-level applications.
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Chapter 2

Background

This chapter presents background material for SiP devices designed for system-level

applications. First, several system-level figures-of-merit are discussed, focusing on optical inter-

connects and switching. Similar figures-of-merit apply to other system-level applications. Next,

device-level figures-of-merit are discussed for optical communication systems.

2.1 System-Level Figures-of-Merit

There are several key figures-of-merit that apply to the majority of optically-switched

network architectures. These figures-of-merit are optical link budget, power consumption, scal-

ability, and throughput.

2.1.1 Optical Link Budget

Optical link budget is a calculation of the total optical power required for a reliable link

and includes all losses. The optical link budget is calculated for each data rate over a set distance

in a given fiber. For example, the standard 100GBASE-LR4 has a maximum link budget of

−8.6dB for a distance of 10km and 100GBASE-ER4 has a maximum link budget of −21.4dB

6



for a distance of 40km [46]. Since this is the overall budget for an optical link, components

with higher losses can be balanced with lower-loss components or higher-power input sources.

However, compensating for higher-loss components leads to higher power consumption.

2.1.2 Power Consumption

Power consumption is the total power required to operate and maintain a communication

system. The dominant source of power consumption in conventional communication systems

is the electrical-to-optical (EO) and optical-to-electrical (OE) conversion [47,48] and the clock-

data recovery circuits. Optical solutions using either bulk-optical components or SiP components

can eliminate EO/OE conversion to reduce power consumption in communication systems [21,

49–52]. This is particularly important as faceplate power densities in data centers are becoming a

major issue at 400G where conventional transceiver designs lead to a max power consumption of

16W [53, 54]. Reducing the amount of power consumption at the faceplate is a key opportunity

for SiP.

2.1.3 Throughput

Throughput is how much data can be transported between the desired end-points of a sys-

tem per unit time [55]. Two major factors contribute to the throughput in an optically-switched

network: the bandwidth and the duty cycle. Bandwidth is the average rate in which data is trans-

ferred. The duty cycle is the fraction of time the switch remains in a state compared to the overall

cycle of the switch. The product of these two factors is the communication system throughput.

A large throughput requires large bandwidth with a high duty cycle.

The bandwidth is typically the bisection bandwidth, which is the bandwidth between

two partitions of a communication system. Optical components are advantageous for low-loss,

high-data-rate systems. In comparison, electronic components can have high loss for increasing
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bandwidths. Bulk optical components and fibers are commonly used in data centers [52, 56].

For example, Google’s Jupiter data center, which already leverages optics, in 2012 reported a

bisection bandwidth of 1.3Pbit s−1 [52]. The push for SiP devices to replace current bulk-optical

components is driven by the reduction in power consumption (cf. Section 2.1.2).

The duty cycle is also affected by the reconfiguration time. The reconfiguration time is

the time a switch is change state. A fast reconfiguration time leads to a higher duty cycle and a

larger throughput. A fast reconfiguration time also leads to lower latency in the network.

2.1.4 Scalability

As a system grows larger, the characteristics of the devices may change affecting the

scalability of the system. For example, the port-to-port loss of an optical switch is a function of

the number of ports (or the radix) of the switch. Generally, each physical-layer component of a

communication system needs to effectively scale for the overall system to scale. Scalability is

dependent on device-level parameters such as loss, crosstalk and power consumption. Each of

these device figures-of-merit is discussed separately.

2.2 Device-Level figures-of-merit

Key figures-of-merit for SiP devices are loss, modulation bandwidth, crosstalk, and spec-

tral bandwidth.

2.2.1 Loss

Loss plays a major role in the ability to use SiP devices at a system-level. Loss can occur

on the device, which is referred to as on-chip loss, or at the coupling interfaces, which is referred

to as off-chip loss. On-chip loss and off-chip loss will be discussed separately.
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On-Chip Losses

The predominant on-chip loss is the loss per unit length α in inverse meters, which leads

to the total loss a over the optical path length given by

a = exp(−α∗L) (2.1)

where L is the total optical path length in meters [57]. The dominant mechanism for propagation

loss is surface scattering. Typically, the propagation loss is 2− 3dBm−1 for standard CMOS

processing [1]. Additional on-chip losses can occur from bends [5] and dopant implantation [58].

Off-Chip Losses

Appendix A addresses various coupling losses for different SiP platforms. This section

provides an overview of the current state-of-the-art for coupling losses.

The predominant off-chip loss is the coupling loss between the off-chip optics, such as

an optical fiber, and the SiP device. Coupling optics are required to direct light on and off a

device. Typical optical coupling components used are optical fibers or arrays of optical fibers.

Coupling losses directly affect the cost of incorporating SiP devices into a system.

Currently, there are two classes of solutions for low-loss coupling. Coupling losses on

the order of −1.5dB at 1550nm using a standard 220nm silicon-on-insulator (SOI) platform

have been shown. The best performance is edge-coupling using Si3Ni4 layers to create a taper

at the edge of the SOI die, which resulted in a coupling loss of −0.5dB at 1550nm for a range

100µm [59]. While this was shown using a 220nm platform, the amount of post-processing

to achieve this loss is not typically compatible with wafer-level fabrication. A grating coupler

using a 260nm platform was shown to have −0.9dB of loss with a 38.8nm range of operate at

1550nm [60]. Were a 220nm platform used, this grating coupler would have an expected loss

of −1.5dB loss.
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The most robust solution has been shown by IBM Beauxmont [38, 39] where a slot v-

groove is created on the SI die to allow to place the coupling optic and a polymer lid is used

to seal the structures into place. While this solution is costly in terms of required die space, it

reproducibly yields losses of −1.3dB of loss at 1310nm and −1.4dB at 1550nm.

Given these state-of-the-art coupling solutions, the best edge-coupling is around−1.5dB/facet.

This means there is a total of −3dB for on/off chip coupling. Comparing this to the optical link

budgets mentioned in Section 2.1.1 leaves −5.6dB of optical link budget for a 100GBASE-LR4

transceiver. This calculation neglects any on-chip losses. More conventional solutions suffer

from higher coupling losses, which are presented in Appendix A.

2.2.2 Modulation Bandwidth/Switch Time

The modulation bandwidth is a key figure of merit for active components. Communi-

cation system components such as transmitters require high modulation bandwidth. SiP offers

significant advantages for high-speed optical communications and processing. These devices

can use the electric-optic effect [58, 61–65] for high speed operation. The current state-of-the-

art planar SiP optical switch utilizes carrier-depletion with Mach-Zehnder interferometers. This

leads to switching times on the order of 1ns [64].

2.2.3 Crosstalk

Crosstalk describes the amount of energy coupled from one channel of a device to another

channel of a device. Crosstalk is an inherent property of devices based on mode coupling. When

crosstalk is treated as noise, crosstalk can significantly reduce the optical-signal-to-noise-ratio

(OSNR) leading to detection error. Fig. 2.1 shows an example of crosstalk on a signal channel.

As shown, a crosstalk signal is called an aggressor, and the desired output is called the signal

channel.
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Aggressor

Signal

Figure 2.1: Crosstalk Example: a signal channel being afflicted by an aggressor.

Different SiP structures lead to different levels of crosstalk. For a single standard Mach-

Zehnder interferometer, the best reported crosstalk is −27dB [66]. The crosstalk can be im-

proved by incorporating tunable couplers [67] or using nested Mach-Zehnder interferometers

[68]. For microring resonators, a second-order coupled microring have been reported to achieve

crosstalk on the order of −50dB to −70dB [29,61,69,70]. The trade-offs of using higher-order

coupled microrings are discussed in detail in Chapter 5.

2.2.4 Spectral Bandwidth

The spectral bandwidth is the operational frequency (or wavelength) range of the device.

It is typically a specification of the system. For communication system architectures, wave-

lengths are chosen from an International Telecommunication Union’s (ITU) Telecommunication

Standardization Sector (ITU-T) frequency grid [71].

Typically a SiP Mach-Zehnder interferometer will have a large passive spectral band-

width on the order of 30nm [66]. On the other hand, a microring resonator will have a much

narrower spectral bandwidth on the order of 1nm [63, 69, 72, 73].
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Chapter 3

System-Level Testing of a Silicon Photonic

Switch-Chip

A major issue for commercially-viable SiP devices is the development of system-level

testing. This chapter discusses a specific system-level testing methodology for a SiP switch-chip.

Conventionally, the characterization of a SiP switch-chip has been at the device level.

This characterization measured the crosstalk power and bit error rate (BER) of a single channel

without additional interference using test patterns that were not real data. Instead, this chapter

presents the first characterization of a SiP switch-chip for crosstalk using 10Gbit s−1 Ethernet

frames for clock-synchronous and clock-asynchronous operation. The key contribution of this

work is providing a deeper understanding of how the crosstalk and BER of a switch-chip is

affected by system-level parameters such as the type of clocking.

3.1 Experimental Setup and Measurements

The experimental set-up is shown in Figure 3.1. The experiments used four 10 Gb/s

ethernet data streams generated in a Virtex-6 FPGA development board. The channel under test
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Figure 3.1: Experimental setup.

consisted of Ethernet frames filled with a PRBS sequence, while the aggressors were 64b/66b

idles. One of the four channels is utilized for system level bit error rate and packet loss rate

measurements from the FPGA, which generates 1000 byte Ethernet frames consisting of a 4

byte sequence number and 996 bytes of a PRBS, attaches a standard Ethernet FCS, then 64b/66b

encodes and transmits the data with a standard 10GBASE-R PHY. On the receive side, the frame

check sequence (FCS) is used to determine good packets. Frames with an invalid FCS are saved

for BER analysis.

For the 64b/66b code, any single bit error at the receiver produces two additional errors

after decoding, any of which may fall outside of the frame. Therefore, a compensation method

to remove these duplicates was developed, differing from the true BER by a worst case value of

0.73%. By utilizing multiple 10G network interface cards, clock-synchronous or -asynchronous

driven data is achieved.

For the experiments, one signal datastream and three agressor datastreams were used to

drive a separate SFP+ module at one of four wavelengths (1563.05nm, 1563.77nm, 1564.60nm,

1565.42nm), each input to a port on the switch. The switch is fabricated at the Institute of

Microelectronics, Singapore, using a standard 220-nm thick silicon photonic platform. The

switch consists of four directional-coupler-based Mach Zehnder interferometers (MZI) arranged
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in a butterfly topology with a center wavelength near 1565 nm. Each of the eight MZI arms

employ a low-speed thermo-optic (TO) tuner and a nanosecond-scale carrier-injection based p-

i-n diode phase shifter. For this work, only the TO tuners are used. The polarization input to

the switch was controlled using a combination of polarization controllers and in-line polarizers.

Custom array couplers were aligned to the input and output ports of the switch chip using a

6-axis stage [74]. The four spatial channels had a uniform loss of 11.0±1.2 dB, including 6 dB

of loss in the couplers.

The 4×4 switch has sixteen switch configurations, of which three were used for testing.

For the first and second configuration, all of the 2×2 MZI units within the switch chip are set to

the through state or to the cross state. The third configuration was a combination of states such

that the datastreams interact first with a through state MZI then with a cross state MZI.

Using a slow mechanical switch, each output port of the switch chip can be routed into

the measurement suite shown in Figure 3.1. The OSA is used for crosstalk measurements. After

fixed amplification, attenuation and filtering, the signal is split with one port sent to a limiting

amplifier SFP+ module on the FPGA for BER measurements, and the second port is sent to

measure the eye-pattern on an oscilloscope using a linear detector. Due to the fact that we are

operating with regards to the limiting amplifier in the SFP+ modules, there will be some noise

not accounted for on the Oscilloscope measurements. The BER measurements were calibrated to

the eye-patterns using a two-step process. The first step was a loopback mode without the switch

chip or the optical amplifier. The value of the BER measured using the FPGA was compared to

the values of the Q-factor measured for the same module using an evaluation board that exposed

the electrical output of the SFP+ module. In the next step, the EDFA was added to account for

the optical amplifier and to ensure that the amplifier was saturated.
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Table 3.1: Switch Chip Insertion Loss.

Input Channel Insertion Loss (dBm)
Channel 1 -4.89
Channel 2 -6.89
Channel 3 -7.00
Channel 4 -7.2

Table 3.2: Signal and crosstalk power of synchronous data for three switch configurations.

Switch state Through Mixed Cross Through
(One channel)

Test Signal (dBm) -14.8 -14.1 -15.0 -11.6
Aggressor 1 (dBm) -41.6 -44.8 -30.3 NA
Aggressor 2 (dBm) -54.0 -37.1 -51.2 NA
Aggressor 3 (dBm) -40.9 -43.5 -46.2 NA

3.1.1 Results

Figure 3.2 shows the measured BER vs. OMA for the clock-synchronous and the clock-

asynchronous datastreams. The leftmost curve for each plot is a baseline BER measurement for a

single input with no aggressors for the “all-through” configuration of the switch. The other three

curves shown are for the three switch configurations (all-through, all-cross and mixed) with three

additional aggressor datastreams that produce crosstalk within the first channel. The all-cross

curve reached a power budget limitation at an OMA of about -12 dBm precluding lower BER

characterization. The corresponding insertion loss, and the crosstalk values for each of these

cases are tabulated in Table 3.2 and Table 3.3. To determine if the crosstalk power can be used

to predict the BER, another set of experiments was run using a single aggressor. For this test,

the measured crosstalk power was divided by the OMA to derive a normalized crosstalk power.

This value was then varied by changing the switch state.
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Figure 3.2: BER vs. optical modulation amplitude (OMA) for datastreams at several switch-
states. Top: synchronous data with an inset of the Eye Diagram for all-through state at a BER
of 10−6. Bottom: asynchronous data. Also shown is the synchronous data ( dashed line) for
the all-cross state.
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Table 3.3: Signal and crosstalk power of Asynchronous data for three switch configurations.

Switch state Through Mixed Cross Through
(One channel)

Test Signal -16.5 -14.1 -15.6 -11.6
Aggressor 1 -42.8 -44.8 -34.6 NA
Aggressor 2 -52.4 -37.1 -53.0 NA
Aggressor 3 -37.2 -43.5 -44.2 NA

3.2 Discussion

Examining the synchronous data in Figure 3.2 in a low error rate regime, the power

penalty is about 3 dB from no aggressors to three aggressors for the all-cross state with −15.3

dB of crosstalk. The penalty is reduced to about 1.5 dB for the all-through state that has −26

dB of crosstalk. The difference in crosstalk between the all-through state and all-cross state

is attributed to the limited bandwidth of the MZI directional couplers, which can be alleviated

using more complex coupler designs. Similar trends are seen for the asynchronous data in the

bottom of Figure 3.2.

Comparing the two different forms of clocking, there is a slight additional penalty for

asynchronous clocking compared to synchronous clocking. This could be a result of a beneficial

phase relationship between the victim and aggressor channels for the synchronous case. This

offset can be seen in the bottom of Figure 3.2 where the BER curve for synchronous clocking

using the all-cross switch state is shown as a dashed line. Additionally, synchronous clocking

adds a noise power interference term that can be seen as a change in slope of the BER.

The slope of the BER curves changes as the amount of crosstalk is varied with this change

being more pronounced for larger values of the crosstalk. This result indicates that the effect of

the crosstalk cannot be modeled as a simple power penalty. The amount of slope change for

asynchronous versus synchronous varies as well with the synchronous case producing a greater

change in slope. The variance in the change of slopes can be seen for the all-cross switch state

17



in Figure 3.2. It can be seen that for the asynchronous case, the crosstalk adds as a noise power

when the crosstalk is increased (Figure 3.2). For the synchronous case, the addition of crosstalk

does not simply add as crosstalk noise power, but now has some noise power interference term.

This is seen as a change in slope of the BER.

3.3 Conclusion

These initial results demonstrate that a deeper understanding of the requirements for

crosstalk in scaled multi-stage switch fabrics in system-level networks and the relationship be-

tween those requirements and the particular data patterns of the network, is essential to the real-

ization of this technology, and he experimental characterization of the BER for an optical switch

chip as a function of the switch state and the crosstalk power is essential to the development

of networks that use optical switching. The work presented in this chapter is one step towards

achieving this required understanding, and emphasizes the importance of optimizing nanosecond

photonic switches for the lowest possible crosstalk over a broad spectral range. The degree of

complexity that is attributed to system-level testing of large port-count, silicon photonic switches

emphasizes the uniqueness of the work presented in this chapter.

Chapter 3 in part, contains material, published in the following, of which the dissertation

author was the primary investigator:

H.R. Grant, A. Forencich, G. Papen, N. Dupuis, L. Schares, R.A. Budd, and B.G. Lee, ”Bit

error rate measurements of a 4x4 Si-Photonic switch using synchronous and asynchronous data”

IEEE Optical Interconnects Conference (OI), 2016, 32-33.
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Chapter 4

High-Yield Characterization of

Mach-Zehnder-based Silicon Photonic

Switches

This chapter presents a novel method to characterize and post-process silicon photonics

devices to provide higher-yield for system-level applications [9, 33, 41, 75]. This method ad-

dresses the challenge of rapid characterization of high port count silicon photonic switches to

accurately predict system-level performance before the costly process of packaging.

While many characterization techniques have been developed for radio-frequency com-

ponents used in mobile handsets, the end-to-end design of silicon photonic devices including

high-volume testing and calibration techniques to “tune” devices after fabrication so as to re-

alize targeted system-level metrics is lacking. Some approaches for the characterization of SiP

switch-chips use brute-force techniques that do not scale to large port count switches [42, 43].

The development of a simple method to aid in the characterization process is developed in this

chapter using a specific silicon photonic switch. The key contribution of this work is provid-

ing a simple methodology to characterize and model silicon photonic switch-chips to predict
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system-level performance.

4.1 Model Motivation

When developing a practical model for predicting system-level performance of a device,

there is an inevitable trade-off between the level of abstraction of the physics to the level of

complexity of the model. Ideally, the desired model should fully characterize the physics of a

device, but exhaustive physical-level models are difficult to develop. On the other hand, a model

that is defined by arbitrary fit parameters results in limited functionality for the prediction of

system-level performance. Practical models must balance these two goals.

Modeling a complex device with multiple active structures that have a nonlinear behavior

can be difficult. Previous work has been done to explore the nonlinearty voltage dependence

in the Mach-Zehnder interferometer transfer function [76–78]. This chapter demonstrates the

modeling of an optical switch based on Mach-Zehnder interferometers in which the parameter

extraction for the model does not use voltages corresponding to a switch-state. Instead, an

intermediate quadrature point with a nearly linear response is used to obtain a robust fit that

can accurately predict the performance of an actual switch-state. This method is based on the

sinusoidal dependence of the power as a function of the phase ∆φ of a switch that uses Mach-

Zehnder interferometers. A through or cross switch-state is obtained when sin2(∆φ/2) equals

zero or one, which is at an extremum of the sin2(∆φ/2) function. At an extremum, the derivative

is zero. This behavior is undesirable for the purpose of parameter extraction. An intermediate

switch-state at the quadrature point is obtained when ∆φ = π/2 such that sin2(∆φ/2) = 1/2. The

derivative at a quadrature point with a positive slope is one. This linear behavior means that

using model parameters extracted using a quadrature point can lead to a more robust fit.

Here, we present a heuristic model derived from a transfer matrix model, which itself

is an abstraction of the device physics based on the transmission and reflection coefficients.
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Parameter extraction via transfer matrix models have been commonly used to characterize silicon

photonic devices [79–83], but these studies have all been for single component devices with

limited complexity. Additionally, it has been shown that heuristic transfer matrix models can

easily be established for silicon photonic devices [44]. Because it is based on simple matrices,

this model is computationally efficient compared to numerical methods such as Finite-Difference

Time-Domain (FDTD) modeling. A transfer matrix based model also permits for a hierarchical

design of a multi-component device. However, as is the case for all abstractions, some physics

is lost because the model depends on a plane-wave approximation for the modes. Moreover,

because of the limited number of parameters that can realistically be varied and fit, an in-depth

analysis of the root cause of fabrication errors may not be possible. Nevertheless, this simple

model can be developed with a restricted set of measurements for initial characterization so as

to predict the system-level performance of a SiP switch-chip. The initial characterization and

predictions from this model can be used in conjunction with more detailed measurements.

4.2 Model Description

Figure 4.1: Input and output configuration of an optical switch-chip composed of Mach-
Zehnder interferometers (MZi) in a butterfly topology.

The heuristic model described in this chapter is a transfer matrix model, which uses a

combination of physical parameters as well as heuristic parameters to balance the complexity

and the functionality of the model. The device used to develop the model is a 4×4 SiP switch-
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chip fabricated at the Institute of Microelectronics (IME-A*STAR) Singapore using a standard

220nm thick SiP platform [45]. The switch consists of four directional-coupler-based Mach-

Zehnder interferometers (MZi) arranged in a butterfly topology as shown in Figure 4.1. Each

MZi has two directional couplers. To switch an input port to an output port, each MZi utilizes

one thermal resistive heater on each arm and one current injection phase shifter on each arm.

For the purposes of this chapter, only the two thermal heating elements for each MZi are used

because they set the optimal bias point for the switch compensating for any fabrication errors.

The use of thermal heating elements means the overall phase shift in each MZi will depend on

the applied thermal power which translates to a squared relation to the biasing voltages V 2. The

determination of the bias voltages is a key goal of the predicted outcomes of the model.

In a passive switch-state with no applied voltage, the optical path length difference be-

tween the arms of each MZi is designed to be λ/4. This means that an ideally-fabricated device

designed to operate at a quadrature point would couple an equal fraction of the power at each

input port to each output port. A unicast switch state, in which only one output port has the

desired signal will be considered later.

The heuristic transfer matrix model [66] for the passive switch-state uses a single average

wavelength-dependent coupling coefficient term κ(λ)avg to describe the directional couplers in

every MZI. The switching behavior is modeled using a separate wavelength-dependent phase

shift ∆φn(λ,V = 0) at zero bias voltage V for each of the four MZis. Four phase parameters are

used because the phase is a sensitive function of process variations. The parameter ∆φn is the

estimate of the actual phase of each MZi. Each of the four MZis also has a separate wavelength

independent excess loss term αn. This gives nine parameters for the passive switch-state model

of which five parameters are wavelength dependent. The parameters for the passive switch-state

model are augmented with several additional parameters to model an active switch-state in which

a non-zero voltage is applied to one or more MZis. Small variations due to thermal effects caused

by biasing can be accommodated within the active switch-state model. This voltage dependence
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is parameterized by a voltage-dependent differential phase ∆φn(λ,V ) for each MZi. This gives

four additional wavelength-dependent parameters for the active switch-state model.

The passive switch-state model also has a wavelength-independent excess loss parameter

αn for each MZi where n = 1, ...,4. To ensure a robust fit algorithm, an appropriate functional

form is used to describe the wavelength dependence of each parameter as described below.

4.2.1 Coupling Coefficient

The wavelength-dependent coupling coefficient κ(λ) describes the fraction of the power

coupled from one waveguide to another waveguide in a single directional coupler. This coef-

ficient depends on several geometrical parameters. Using coupled-mode theory [84], the func-

tional form of the wavelength-dependent coupling coefficient κ(λ) is

κ(λ) = sin
(

π

2
L

LC(λ)

)2

, (4.1)

where L is the length of the interaction region and LC(λ) is a wavelength-dependent length

that depends on the geometry. When L = LC(λ)/2, κ(λ) = 1/2. Therefore, LC(λ) is called

the crossover length. Over this length, the power transfers from one path to the other path.

The crossover length LC(λ) corresponds to the difference of the propagation constants for the

symmetric and anti-symmetric modes in the structure [84]. The functional form for LC(λ) is

estimated from a numerical solution using a 2D FDTD model of the device as the wavelength

λ is varied over the desired range about the design wavelength. The fabrication fluctuations in

the coupling regions over a single device are presumed to be small such that a single average

coupling coefficient is used in the model where L = LC(λ)/2. This was motivated to allow for

the model to effectively scale for larger port count devices. Were each 3dB coupler were fit with

a unique LC, a minimum of seven additional parameters would need to be added to the model,

thus, increasing computational time and possibly affecting convergence. The numerical solution
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for an average coupling coefficient is parameterized by three ratios as discussed in Appendix B.

This appendix also discusses the validity of using an average coupling coefficient.

Parameterized Average Coupling Coefficient

4.2.2 Differential Phase

The second parameter is the differential phase at zero bias voltage where ∆φn(λ) =

2πn(λ)∆LΓ/λ and ∆L is the overall path length difference. The wavelength-dependent differen-

tial phase ∆φn(λ,V = 0) for each of the four MZis is approximated as the sum of a wavelength-

independent phase offset ∆φn and a linear term dφ/dλ as given by

∆φn(λ,0) = ∆φn +
dφ

dλ
λ. (4.2)

For the passive switch-state, no voltage is applied to the MZi. Therefore V = 0, and the

model uses only a single slope dφ/dλ for all four MZis. Over a 100nm range, the wavelength

dependence when treated as a linear approximation results in a .11% error in the phase compared

to the exact functional form for the phase, ∆φn(λ) = 2πn(λ)∆LΓ/λ. Given that the MZi was

designed such that ∆L = λ/4, fitting the overall phase difference was deemed to be easier then

fitting ∆L even though ∆L represents a physical length. The details of this approach are discussed

in Appendix C.

4.2.3 Biasing Voltages

The switching behavior for the ratio of intensity input to intensity output In(V )/Iin =

cos2(∆φn(V )/2) of the nth MZi as a function of the voltage dependent phase offset is

∆φn(V )

2
=

π

2

( V
Vπn

)2
+

∆φn

2
, (4.3)
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where n = 1, ...,4, where Vπ is the voltage required to generate a π phase shift between the two

arms, where ∆φn is the passive offset phase for each MZi in isolation, and where ∆φn(V ) is the

active offset phase for each MZi in isolation when a voltage is applied. It is important to reiterate

that the voltage-dependent offset phase is induced by the thermal-optic effect. This means that

the phase shift is proportional to the electrical power, or equivalently, proportional to V 2 where

V is the applied voltage. For a device designed to operate at the quadrature point with no voltage

applied is ∆φn = π/2 and In(V = 0)/Iin = 1/2. Using this expression in Equation 4.3, Vπ can be

derived as discussed below.

In addition to the passive switch-state parameters that are used to characterize the device,

there are several voltage-dependent parameters for the active switch-state model. The nth MZi

in an active switch state (V 6= 0) is characterized by a wavelength-dependent differential phase

∆φn(λ,V ). Similar to the approximation for the differential phase in the passive switch-state for

which V = 0, each differential phase term ∆φn(λ,V ) for the active switch-state is treated as a

sum of a wavelength-independent, voltage-dependent phase ∆φn(V ) and a linear term dφn/dλ

that models the thermally-induced phase change in each arm of the MZi. Including the active

switch-state parameters increases the number of parameters in the model to 21. These parameters

are summarized in Table 4.1.

For a switch with n ports, the number of parameters for the passive switch-state model is

5+2n and the number parameters for the active switch-state model is 2n giving a total of 5+4n.

The scalability of the model is discussed later in the chapter.

4.3 Modeling Procedure

The fitting procedure for the heuristic model is a sequential two-step process. In the first

step, the passive switch-state model is parametrically fit using experimental data for the passive

switch-state. In the second step, the active switch-state model is parametrically fit using exper-
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Table 4.1: Summary of Fit Parameters

Model Parameters1 Term

Coefficients for Coupling a/b, c/d, g/d

3dB Coupling Wavelength λ0

Phase term at zero bias ∆φn

Change in Phase dφ/dλ

Excess Loss αn

Voltage-Dependent Phase ∆φn(V )

Voltage-Dependent change in phase dφn(V )/dλ

1 The parameters that depend on a specific Mach-
Zhender interferometer (MZi) are subscripted by n
and have four separate terms leading to 21 parame-
ters.

Figure 4.2: Experimental set-up for wavelength-resolved measurements of a 4× 4 silicon
photonic switch-chip.
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imental data for the active switch-state. The active switch-state model includes the extracted

coupling coefficient and excess loss from the passive switch-state model plus the additional ac-

tive switch-state parameters. The two model fits are then used to determine Vπn for each MZi in

isolation. Given Vπn and ∆φn for each MZi, Equation 4.3 can be used to predict the voltage for

each switch-state.

4.3.1 Measurements

The sequential fit requires a set of measurements for the passive state and a set of mea-

surements for the active state. Ideally, were there no fabrication errors, the first set of measure-

ments would be conducted at a quadrature point for each MZi. A second set of measurements

would use a set of voltages to bias each MZi to a different quadrature point to determine the

voltage-dependent parameters. The device used to develop the model had fabrication errors.

This led to the passive switch-state for some devices not being at a quadrature point. However,

these passive switch-states are sufficiently close to the quadrature point, and operate in a pertur-

bative regime, which permits optimization and determination of the best biasing voltages. The

active switch-state measurements are collected each MZi actively biased to a quadrature point.

The voltages Vqn required to set the switch to a quadrature point are determined separately for

each MZi such that each MZi has approximately the same output power on each arm. Since each

on-chip path utilizes two MZis, an initial estimation of the passive differential phase is used to

determine the initial voltages for each quadrature point. This process is discussed in Appendix

D. These quadrature point voltages are incorporated into the model for the active switch-state.

Both the passive and active datasets are collected using the set-up as shown in Figure 4.2.

A tunable laser is coupled to each input port using a lensed fiber. The power out of each of the

four output ports is measured over the range of 1520nm−1620nm. The process is then repeated

for the other three input ports leading to sixteen wavelength-resolved datasets. In order to prevent

state-of-polarization drifts in the setup from affecting the measurements and the subsequent
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fitting, an active polarization scrambler is used during the acquisition time of the wavelength-

resolved measurements. Then, the polarization state of the laser is scrambled at high speed,

which is faster than the inverse of the integration time of the detector. Because the switch-chip

is designed for TE polarization, the scrambler introduces a 3 dB loss from the power coupled

into TM mode at the interface of the waveguide. The additional TM loss is verified using the

straight waveguide. For the purpose of characterization, this step was deemed more practical

than aligning the input polarization to the TE mode because only the relative optical power is

required for the fits. The measurements for the passive switch-state are shown in Figure 4.3.

The measurements for the active switch-state with each MZi biased to the quadrature point are

shown in Figure 4.4. Due to the limitations of the power supply board, the range of voltages

used are between 0V to 4V for each of the heaters. Since each MZi has two heaters, the isolated

phase shift of one of the heaters will correspond to a positive or negative differential phase shift

for each MZi. Thermal crosstalk between the Mach-Zehnder interferometers was measured by

applying voltage to one Mach-Zehnder interferometer and measuring the change of the passive

states of the other Mach-Zehnder interferometers on the device. Minimal variation in the passive

states was seen.

The total measured on/off chip loss is -9 dB from a straight test waveguide fabricated

on-chip for this purpose. This value is used to normalize the measurements.

4.3.2 Fitting Procedure

The extraction of the parameters of the model from the experimental data used a sequen-

tial fitting process for both the passive switch-state model and the active switch-state model.

Some spectral ripple (typical rms magnitude 2 dB) is present on all the traces, typically from

imperfect mode matching at the input and output couplers. We do not model this artifact using

the transfer matrices. Therefore, prior to running the fit algorithm, the data is smoothed using a

(15th)-order polynomial. This smoothed data is shown in black dashed lines in both Figure 4.3
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Figure 4.3: Solid Lines: spectral measurements of the passive switch-state for all sixteen input-
to-output port configurations. Dashed Lines: the 15th-order polynomial fit of each dataset.
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Figure 4.4: Solid Lines: spectral measurements of the active intermediate switch-state for all
sixteen input-to-output port configurations. Dashed lines: the 15th-order polynomial fit of each
dataset.
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and Figure 4.4.

Given a set of initial estimates of the parameters to be fitted, a multivariate parametric

nonlinear fit algorithm in Matlab [85] is used to find a final set of parameters that minimizes an

objective function F(λ) that is the sum of squared terms fm(λ;x) for m = 1, . . .16. Each of the

sixteen terms describes an input to output configuration. This minimization is written as

F(λ) = min
x

(
f1(λ;x)2 + ...+ f16(λ;x)2

)
. (4.4)

The objective function F(λ) is minimized by varying the vector x of parameters. Each

term fm(λ,x) in Equation 4.4 is a parameterized function of the wavelength λ given by

fm(λ;x) =
Pm,model(λ;x)−Pm,data(λ)

Pm,data(λ)
(4.5)

which is the difference between the smoothed wavelength-resolved data Pm,data(λ) and

the parameterized wavelength-dependent model Pm,model(λ;x), normalized by the wavelength-

resolved smoothed data Pm,data(λ). For the passive switch-state, the vector x has thirteen param-

eters. Using these fitted parameters, the active switch-state is then fit using a different vector x′

of fit parameters, which is of length eight.

To obtain the final fit, a Monte-Carlo simulation is run in which the initial value of every

parameter is randomly varied within an upper and lower bound as described below. One thou-

sand sets of randomized initial values are generated using this procedure. This method is used

because convergence is not guaranteed owing to the nonlinear nature of the model. By choosing

random initial values, multiple solutions can be generated and then assessed with regard to other

constraints. For some sets of initial values, the fit parameters are tightly clustered. For other

initial sets of values, the fit parameters have a considerable spread. Ideally, the randomization

of the initial estimates should result in a distribution of the fitted values where the statistical

average can be taken to determine the final parametric model with a small spread about the mean
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values. The statistical average of the fitted values should highlight solutions that are global min-

imums. The initial estimates for the parameters and the bounds for the parameters are discussed

in Appendix D.

Table 4.2: The initial estimates and the final fit solution for each passive state parameter along
with their standard deviations.

Passive Initial Final Fit

Parameters Estimates Solutions±σ

∆φ1 π 3.09±0.00022

∆φ2 0 −0.55±0.0018

∆φ3 π/2 1.45±0.0029

∆φ4 π/2 0.60±0.0046

dφ/dλ [radµm−1] −0.0011 −0.0088±0.021

α1 [dB] −.32 −.38±0.000035

α2 [dB] −.32 −.36±0.010

α3 [dB] −.32 0.0±0.000076

α4 [dB] −.32 −.48±0.00032

αOutput4 [dB] −20 −17.84±2.3×10−4

The passive model fit is shown in Figure 4.5. The active model fit is shown in Figure

4.6. The average solutions for each parameter along with their initial estimates over the 1000

runs are given in Table 4.2 for the passive switch-state model and Table 4.3 for the active switch-

state model. The fitted coupling coefficient is plotted in Figure 4.7 using the functional form of

Equation B.2 in Appendix B.

The fitted passive differential phases shown in Table 4.2 are typically close to their ini-

tial estimates because of how the device was fabricated. The exception is MZi4 which had a

defect on one of its outputs and MZi2 which had a passive differential phase that is offset from

∆φ0 = 0. Moreover, the model can predict the waveguide defect on Output 4, which is important

for screening devices in post processing. Additionally, there is no excess loss α3 for MZi3 in ad-
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Figure 4.5: Dashed Lines: the parametric fit of the passive switch-state data. Solid Lines: the
15th-order polynomial fit of each dataset.
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Figure 4.6: Dashed Lines: the parametric fit of the data biased to the quadrature point. Solid
Lines: the 15th-order polynomial fit of each dataset.
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Table 4.3: The initial estimates and the complete fit parameter for each active switch-state
parameter along with their standard deviations.

Active Initial Final Fit

Parameters Estimates Solutions ±σ

∆φ1 π/2 1.07±2.0×10−11

∆φ2 π/2 2.07±0.041×10−6

∆φ3 π/2 1.61±0.48×10−6

∆φ4 π/2 1.237±17.1×10−6

dφ1/dλ [radµm−1] −0.0088 0.0023±6.6×10−6

dφ2/dλ [radµm−1] −0.0088 0.0089±8.8×10−6

dφ3/dλ [radµm−1] −0.0088 0.00012±10.0×10−6

dφ4/dλ [radµm−1] −0.0088 −0.0136±6.8×10−6

Figure 4.7: Circles: Fit for the coupling coefficient. Dashed line: the average fit solution for
the coupling coefficient. Solid line: The initial estimate of the coupling coefficient.
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dition to the loss determined from the straight waveguide because this fabricated MZi was close

to the desired passive design. The distribution of fit parameters shown in Table 4.2 and Table

4.3 showed a small statistical variation about their mean values. This indicates with significant

confidence that an optimal fit was obtained.

4.3.3 Sensitivity of Fit

The final fitted values for both the wavelength-independent differential phase ∆φ0 and

the coupling coefficient κ(λ) for the couplers were found to be sensitive functions of the initial

estimates and the bounds for those estimates. In comparison, other fit parameters such as the

change in phase dφ/dλ and the excess loss are not sensitive functions of their initial estimates.

Understanding the sensitivity of each parameter is essential to establishing good initial estimates

for the algorithm to properly converge.

An example of this sensitivity is shown in Figure 4.7 where the fit for the coupling

coefficient κ(λ) for the couplers converges to two closely spaced solutions with one solution

occurring on 98% of the runs as the initial estimates used in the procedure were varied. Thus,

the overall average solution is biased by the solution that occurs more frequently. In Figure 4.7,

the plot of the two solutions for κ(λ) are shown in circles, the weighted average of κ(λ) is shown

as a dashed line, and the initial estimate of κ(λ) is shown as a solid line.

The sensitivity of κ(λ) to the bounds on the estimates is a consequence of the simpli-

fications used to develop the model. These simplifications resulted in κ(λ) containing derived

parameters. Comparing the final solution for κ(λ), which is biased by the more frequently occur-

ring solution, to the initially estimated solution for κ(λ), it can be seen that maximum relative

variation between these two solutions is 6.3% at 1620nm. Moreover, the variation in κ(λ) is

small compared to the variation from the differential phase mismatch. This residual error is an

inevitable trade-off between the level of abstraction of the physics with the predictive power of

the model.
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4.3.4 Incorporating the Switching Behavior

Once the fitting procedure is complete, the extracted passive differential phases ∆φn for

each MZi, the extracted quadrature point differential phases ∆φn(Vqn), and the voltages Vqn re-

quired to set each MZi to a quadrature point are used to determine Vπ. Equating the phase terms

in Equation 4.3 gives

Vπ =

√
πV 2

qn

∆φn(Vqn)−∆φn
(4.6)

showing the dependence of the phase on the square of the voltage, which is proportional to the

thermal power dissipated in the device.

Because the offset from the quadrature point is included in the model, it is not necessary

that the device be biased at exactly a quadrature point. The only requirement is that it is close

enough to a quadrature point to provide a nearly linear response. This requirement is quantified

in Section 4.4.3.

Were the device ideally biased to the quadrature point, ∆φn(V ) = π/2, ∆φn = 0 and Vπn =
√

2Vqn as expected. Once Vπn is determined for each MZi, Equation 4.6 is used to determine

other switch-state voltages. The through switch-state is determined by setting ∆φn(V ) = π. The

cross switch-state is determined by setting ∆φn(V ) = 0 or 2π.

4.4 Discussion

This section discusses four aspects of the modeling procedure. First, the accuracy of the

model is assessed in terms of its ability to predict biasing voltages for an actual switch-state

using measurements derived from the quadrature points. Second, the ability of the model to

estimate the crosstalk power is discussed. Then, the robustness of the fit using the quadrature

point data is quantified. Finally, the scalability of the model is assessed. Only the C band data is

analyzed (λ = 1530nm−1565nm).
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The fitted results for Output 4 were not included because of the −20 dB defect on the

output. However, ∆φ4 was still derived to predict switch states that traversed MZi4.

4.4.1 Validation of Bias Voltages

.

Table 4.4: The ”ground-truth” bias voltages and bias voltages from the fitted model for each
Mach-Zehnder interferometer (MZi) set to both the through and cross switch-state.

Through Swith-State

MZin
”Ground-

truth” Bias
Voltages

Bias Voltages
from the
Model

MZi1 0.5V 0.56V

MZi2 4V 3.89V

MZi3 3V 3.17V

MZi4 3.5V 3.0V

Cross Swith-State

MZin
”Ground-

Truth” Bias
Voltages

Bias Voltages
from the
Model

MZi1 4V 4V

MZi2 1.5V 1.64V

MZi3 2.7V 2.92V

MZi4 2.5V 1.44V

The predicted bias voltages to set the switch-chip to a through and cross switch-state

from the model are compared to a ”ground-truth” set of bias voltages. The ”ground-truth” bias

voltages are determined manually in a similar manner to how the devices were biased to the

quadrature point for the active measurements. Instead of balancing the output powers, the desired

output signal is first maximized. Then the crosstalk is minimized for a voltage close to the

voltage that produced the maximum output signal power. For this second part of the ”ground-

truth” measurement, it was seen that on average a 10% change of the bias voltage produced up

to a 9 dB change in the crosstalk. This sensitivity indicates that precise crosstalk measurements
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Figure 4.8: Dotted lines: predicted output signal power. Solid Lines: measured output signal
power using the ”ground-truth” bias voltages. Dash-dot lines: measured output signal power
using the predicted bias voltages. MZi4 is not included because of the −20 dB excess loss on
Output 4.

require accurate bias voltages. This precision was difficult to achieve for the device used because

of the fabrication errors.

The ”ground-truth” bias voltages and the predicted bias voltages from the model for both

the through and cross switch-state are shown in Table 4.4. The predicted voltages are in good

agreement with ”ground-truth” voltages with most predicted voltages close to the ”ground-truth”

voltages. The largest variation 42.4% in the predicted voltage from the ”ground-truth” voltage

is for MZi4 for the cross switch-state. This is attributed to the defect on Output 4.

To confirm the model can accurately predict the biasing voltages for each MZi, the pre-

dicted voltage to set a switch-state using the fitted model is compared to the actual measured

voltage to set that switch-state. Each MZi is set to the through state a that Input 1 routes to

Output 1, Input 2 routes to Output 3, Input 3 routes to Output 2 and Input 4 routes to Output 4.

This through switch-state is not a quadrature point and thus was not used to generate the model

fit. Therefore it provides a good test case for the predictive power of the model. The measured

output powers using the ”ground-truth” bias voltages, the measured output powers using the bias

voltages predicted by the model, and the predicted output power voltages are shown in Figure
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4.8.

In comparing the ”ground-truth” measurements to the predictions from the model and

the measurements using the predicted bias voltages, the heuristic model is able to predict the

output signal powers for the switch configurations within 1dB as shown in Figure 4.8. The

largest variation is when Input 2 on MZi1 is routed to Output 3 from MZi4. This variation

in output signal powers is 0.25dB, which is attributed to the 0.5V deviation in the predicted

voltage for MZi4 compared to the ”ground-truth” voltage. The deviation in the predicted voltage

is likely due to the fabrication defect. A higher overall output loss of 2dB was also seen when

Input 2 on MZi1 is routed to Output 3 on MZi4. This was attributed to the higher loss for MZi4

of α4 = −0.48dB. The curve showing Input 4 on MZi2 to Output 4 on MZi4 is not included

because of the −20dB excess loss.

4.4.2 Crosstalk Power

Figure 4.9: Dotted lines: total predicted crosstalk power. Solid Lines: total measured crosstalk
powers using ”ground-truth” bias voltages. Dash-dot lines: total measured crosstalk power
using the predicted biasing voltages. MZi4 is not included because of the −20 dB excess loss
on Output 4.

To assess the model’s ability to predict the crosstalk for each output channel, the total
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crosstalk power per output channel measured using the ”ground-truth” bias voltages is compared

to the total crosstalk power per channel measured for the set of predicted bias voltages from the

model. The results are shown in Figure 4.9 using the through switch-state described earlier.

The largest variation in the per channel crosstalk between the predicted bias voltages

and the ”ground-truth” bias voltages is 7 dB for the crosstalk measured on output channel 1.

The discrepancy between the crosstalk measurements using the ”ground-truth” voltages and the

crosstalk measurements using the predicted bias voltages is attributed to the error in the pre-

dicted bias voltages compared to the ”ground-truth” bias voltages for MZi1 and MZi4. As stated

previously, an average error of 10% in the predicted bias voltages can produce a change of 9 dB

in the crossatlk power. This error is a consequence of the crosstalk being a sensitive function

of optical phase, which is not directly measured using intensity measurements. The sensitivity

of the crosstalk to the bias voltage and phase between the optical paths within the switch means

that accurate prediction of crosstalk requires precise fabrication.

4.4.3 Robustness of the Quadrature Point

Using a switch-state at the quadrature point for model characterization results in a more

robust fitting procedure because the power at each output port of the device is better balanced

compared to an actual switch-state that uses a through or a cross state. As a consequence,

compared to the case when a through or cross switch-state is used to fit the model, the sequential

fit algorithm is not as sensitive to the initial estimates of the parameters or the bounds on those

parameters. This also means that a single measurement at a quadrature point can be used to

predict the performance of both the cross and the through state as was done in the previous

section. In comparison, poor results would be obtained when a cross switch-state is used to

predict the characteristics of a through switch-state.

In order to assess the robustness of the quadrature point, the bounds of the linear regime

about the quadrature point are analyzed. As shown in the active quadrature point measurements,
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the output powers were not exactly balanced. This resulted in the voltage-dependent offset

phases ∆φn for each MZi having values between π/3 and 2π/3. A power series expansion of

cos2(∆φ/2) about the quadrature point when ∆φ = π/2 shows that the largest error is caused

when the bias point is at π/3. For this bias point, the relative error between the linear term of

the power series and cos2(∆φ/2) is approximately 4%. This shows that the region about the

quadrature point is nominally linear over a moderate range of bias points leading to a robust

fitting algorithm.

4.4.4 Scalability

There is a trade-off in the quality of the sequential fit and the number of parameters used

in the model. The rate as which the parameters scale with increasing device topology is called

the scaling factor. The scaling factors of the model for a switch with n MZis are 5+2n for the

passive switch-state model and 2n for the active switch-state model leading to a total scaling

factor of 5+ 4n. The number of model parameters also determines the minimum number of

datasets required for the sequential fit without the system being under-determined. To test the

number of datasets required, the sequential fit is run for eight datasets, which is half the data

used in the fit procedure as described previously. The sets are chosen such that the optical paths

maximized the path diversity. The optical paths in order to maximize the optical path diversity

were Input 1 to Output 1 and Output 4, Input 2 to Output 2 and Output 3, Input 3 to Output 2

and Output 3 and Input 4 to Output 1 and Output 4. These data sets were chosen for both the

passive measurements and the active quadrature point measurements. Fig. 4.10 shows the eight

sets of optical paths chosen.

The normalized differences between the average solution using sixteen datasets and the

average solution using eight datasets is .34% for the passive switch-state model and −1.03% for

the active switch-state model. This small difference indicates that halving the required number of

measurements may be useful when the number of ports used for testing is constrained. However,
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Figure 4.10: Eight optical paths used for the reduced datasets to maximize path diversity.

when integrated fiber arrays [86] [34] are used for testing, the number of ports is not constrained.

For this case, a total number of n2 measurements for each switch-state may be used to develop

the model.

4.5 Conclusion

A heuristic parametric model of a silicon photonic switch-chip using a set of quadrature

state measurements has been presented in this chapter. The novel approach of fitting the model

using an quadrature state leads to a robust fit compared to using actual switch-states for the

model fit. The model has been shown to be effective at predicting the bias voltages for an actual

switch state that has small fabrication errors in the passive state. The heuristic characteriza-

tion methodology presented here is one step in establishing scalable testing for large port-count

switch chips. This heuristic model developed in this chapter is an approach to tackling the issues

of high-yeild characterization and post-pprocessing of silicon photonic switches.

Chapter 4 in part, contains material, published in the following, of which the dissertation

author was the primary investigator:
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nology, 2018.
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zation of SiP Switches,” in Advanced Photonics Conference 2017 (PS), PTu3C.1.
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Chapter 5

All-Optical Barrel Shifting

The unique ability of SiP to integrate both photonics and electronics on a single plat-

form motivates research into the co-optimization of the functionalities that are best implemented

optically and those functionalities that are best implemented electronically. Optical function-

alities within SiP can offer clear advantages in terms of bandwidth and energy efficiency for

the transport of information in comparison to electronic implementations [18]. However, op-

tical components within SiP lack a viable nonlinearity that can be used for large-scale optical

memory or sequential logic. This means that SiP cannot readily implement functionalities in the

optical domain that require conventional digital logic. The functionalities that can be realistically

implemented in SiP are limited to to linear “stateless” functions that do not require memory.

While optical components within SiP cannot currently implement digital logic, there are

many other processing functions that could be implemented optically that are currently imple-

mented electronically. Characterizing the class of functions that could be implemented optically

leads to an informed choice on the delineation of functions that are best implemented optically

and the functions that are best implemented electronically for a co-optimized SiP chip design.

To this purpose, this chapter considers the optical implementation of one processing function,

called a barrel shifter, in a SiP platform. We discuss and experimentally characterize the im-
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plementation of this function in several standard SiP platforms and draw conclusions on the

feasibility of using SiP for optical-domain barrel shifting. The key contribution of this work is

analyzing and demonstrating how a linear ”stateless” functionality such as barrel shifting can be

implemented in a SiP platform with conventional SiP devices.

5.1 Barrel Shifting Background

This section will describe conventional electronic barrel shifting as well as investigate

previous approaches to optical barrel shifting.

5.1.1 Conventional Barrel Shifters

A conventional barrel shifter is a digital circuit operating on multiple bit lines that can

shift a block of data by a specified number of bits without the use of any sequential logic.

This functionality is usually implemented as a cascade of multiplexers [87]. In the 1980’s, Intel

developed a programmable numerical processor that had the capability to shift arbitrary numbers

of bits in a single clock cycle [88]. Soon other work evolved to include rotation functionality

and bi-directional capability [89, 90].

In general, barrel shifters have log2 n stages for an n-bit data word [87]. Therefore, a

4-bit barrel shifter has two stages with shifts in values of one and four. An 8-bit barrel shifter

has three stages with shifts in values of one, two and four. More specifically, barrel shifters have

n log2 n multiplexers for an n-bit word. A 4-bit barrel shifter has eight multiplexers. An 8-bit

barrel shifter has 24 multiplexers. Barrel shifters are commonly used in modern microprocessors

for operations such as floating-point arithmetic.
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5.1.2 Optical Barrel Shifters

Given that barrel shifting is a ubiquitous transformation in electronic data processing,

there is a significant body of work that describes implementing this function optically. The basic

operation of an optical barrel shifter can be implemented using a cyclic interferometer. This

kind of device can be used to test bulk optical components [91, 92]. A key feature of the cyclic

interferometer is that the optical path in the interferometer is a periodic function. All-optical

barrel shifting, which can be regarded to as cyclic shifting, was first introduced in the late 1980s

using bulk optical components [93–95]. In these devices, the shift or the direction of the shift

was done mechanically.

Different implementations of all-optical barrel shifting are known. Diffractive elements

were a common approach to implement barrel shifting in optics. Diffractive lenslet arrays [96]

incurred high losses and suffered fabrication errors. Diffractive lenslets were also used in a 4 f

imaging system to demonstrate optical barrel shifting with passive discrete phase structures [97].

Liquid crystal light valves have been used to implement bit wise barrel shifting [98], but this re-

quired encoding the shift in the lightwave polarization. Finally, acousto-fiber-optic barrel shift-

ing was demonstrated with a speed of 1.2 Gbit/s and a loss of −26dB. This approach was also

sensitive to polarization because of the birefringence of the acousto-optic cell [99]. In summary,

previous approaches to implementing all-optical barrel shifting operated were too slow, were

sensitive to errors, had significant loss, and required more power consumption compared to the

integrated SiP solutions considered in this chapter.

5.1.3 Optical Barrel Shifters in SiP

Existing realizations of optical barrel shifting in SiP take advantage of wavelength-

multiplexing (WDM) capability of microrings [100]. However, these devices still require elec-

trical to optical (EO) conversion which adds complexity and increases the overall power. The
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power consumed without including EO conversion is A× log2 N joules per bit where N is the

number of microring resonators and A is the energy consumed in joules per bit for each 2× 1

electrical multiplexer at the given CMOS node [101].

In contrast to previous work, this chapter considers an all-optical barrel shifter in a sil-

icon photonics platform that does not require EO conversion. This improvement is realized by

using a set of microring resonators plus a 4×4 Mach-Zehnder switch used as an optical spatial

multiplexer. Mach-Zehnder interferometers are used for spatial multiplexing because they can

be broadband. Microring resonators are used to provide wavelength selectivity. Combining these

two features, our implementation has the potential to improve power consumption and eliminate

costly analog to digital conversion. We examine this design in terms of the shifting speed, loss,

and crosstalk to determine the required device characteristics so that the optical implementation

of this functionality is competitive with alternative optical approaches, such as an approach that

uses only spatial multiplexing.

Both microring resonators and Mach-Zehnder interferometers have been extensively

studied in silicon photonics [57, 69, 102], and both types of silicon photonic structures can use

heating elements to tune or shift the device [2, 61]. By combining WDM with spatial multi-

plexing, there is a smaller thermal load on the microrings thereby mitigating any loss due to the

reduction of the Q-factor and errors in resonance. Moreover, limiting the required tuning range

for each microring simplifies the operation of the microring without limiting the overall band-

width of the device. Recently, waveguide-integrated microheaters [61,62] have demonstrated the

possibility of fast, sub-microsecond-scale thermal tuning of microrings and coupled microring

filters. Microring resonators are also smaller compared to Mach-Zehnder interferometers [69],

so the combination of these two kinds of functionalities within a single device can lead to a

smaller footprint.
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5.2 All-Optical Barrel Shifter Design

This section presents the proposed designs of a four-channel and an eight-channel all-

optical SiP barrel shifter.

Bus Waveguide

D
ro

p
 Po

rt 1

D
ro

p
 Po

rt 2

D
ro

p
 Po

rt 3

D
ro

p
 Po

rt 4

(a)

≈ ≈

≈ ≈

MZI 1 MZI 3

MZI 2 MZI 4

1

2

3

4

1

2

3

4

Input Output

Thermo-Optic Heaters
PIN Phase Shifters

(b)

Figure 5.1: (a) Four-channel coupled microring Resonators; (b) 4×4 Mach-Zehnder interfer-
ometer switch used as a spatial multiplexer.
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Figure 5.2: Four-channel barrel-shifter design. Left: no barrel shift. Right: a shift by one stage
to the right.

The proposed four-channel design consisted of two stages. Stage one is a bus waveguide

that can drop an appropriately-tuned lightwave signal into any one of four second-order micror-

ing resonators (MRR) as shown Fig. 5.1(a). The microring resonators are based on the device

described by Wang et al. in [103]. Stage two shown in Fig. 5.1(b) is based on a 4× 4 block-

ing Mach-Zehnder interferometer (MZI) switch chip as described by Dupuis et al. [45, 66].

The design connects each drop port of the set of coupled microrings to one input of a 4× 4
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Mach-Zehnder switch that is used as a spatial multiplexer. The Mach-Zehnder interferometers

are arranged in a butterfly topology. This results in a total of four sets of coupled microrings

and four Mach-Zehnder interferometers. The block diagram of the four-channel barrel shifter is

shown in Fig. 5.2.

.  .  . 

Serial

.  .  . 

1XN

Parallel 

Figure 5.3: Demultiplexer architectures: serial bus waveguide versus parallel 1×N splitter.

5.2.1 Demultiplexer Architectures

A microring-based wavelength demultiplexer was deemed a better choice compared to a

passive 1×N splitter as the input architecture. In comparing the operations of these wavelength-

demultiplexing architectures, the microring-based demultiplexer operates as a serial port where

desired wavelengths are filtered off individually. The 1×N splitter operates as a parallel port,

where all signals are separated in one operation. The operations of each demultiplexing architec-

ture is shown in Fig. 5.3. There are several advantages to using a microring-based demultiplexer.

The microring-based demultiplexer allows for the separate tuning of each microring response.

Therefore, for a properly-designed device, if a port fails, another microring can be tuned to the

spectral wavelength used without loss of functionality. The 1×N splitter does not have this
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fault-tolerant functionality. The microring-based demultiplexer can also have lower insertion

loss for some channels. The 1×N passive splitter has a higher insertion loss on every channel.

5.2.2 Microring Filter Responses
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Figure 5.4: Filter responses for a single-pole filter and a flat-top filter.

Microring resonators act as filters that drop appropriate wavelengths. A single-pole re-

sponse for a single-microring resonator and a multiple-pole response using coupled microring

resonators are shown in Fig. 5.4. A single-pole response using a single microring resonator is

simpler to fabricate and allows for more non-resonant wavelengths to pass through. However,

this kind of device suffers from temperature sensitivity, which can be difficult to mitigate. A flat-

top response using coupled microrings is more temperature-insensitive but suffers from higher

losses and allows for fewer non-resonant wavelengths to pass through. The spectral roll-off of

a flat-top response can be improved by using higher-order microring filters, but this will result

in an increase in insertion loss and a higher sensitivity to fabrication errors. The physical de-

vices shown later in this chapter used coupled microring resonators. The simulations used single

microring resonators because single microring resonators have lower losses and better crosstalk

compared to higher-order microrings.
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5.2.3 Eight-Channel Barrel Shifter Design

Bar State MZi Cross State MZi

…

Figure 5.5: Block diagram of the eight-channel barrel shifter that is a combination of 1× 8
coupled microrings and an 8×8 Mach-Zehnder spatial multiplexer. The arrows shown are for
channel 1 (red) and channel 8 (blue).

The proposed eight-channel design is an extension of the four-channel design. A block

diagram of this design is shown in Fig. 5.5. The eight-channel barrel shifter is composed of

eight sets of coupled microrings and a multi-stage Mach-Zehnder interferometer-based block-

ing spatial switch. Similar to the four-channel barrel shifter, each drop port of a microring

resonator connects to one input port of the spatial switch. The spatial switch has a total of

16 Mach-Zehnder interferometers connected in an blocking banyan topology [104] resulting in

eight waveguide crossings. The eight-channel design uses the same free-spectral range (FSR),

but a smaller resonance wavelength separation compared to the four-channel design.
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5.2.4 Experimental Implementation of Barrel Shifting

The experimental feasibility of optical barrel shifting was assessed using separately fab-

ricated SiP devices for the coupled microrings [103] and the 4×4 Mach-Zehnder switch used as

a spatial multiplexer [45, 66]. The characterization of the devices to be implemented in a barrel

shifter is discussed in Section 5.4.

5.3 Simulating a Barrel Shifter

The two barrel-shifting topologies described in Section 5.2 were assessed using Lumeri-

cal [1,24]. First, the microring resonator and the Mach-Zehnder interferometer components were

broken down into substructures. These substructures were then simulated in Lumerical Device

and Mode. Then, the substructures of each component were combined to create a hierarchical

design of the barrel shifter in Lumerical Interconnect. The underlying process of Lumerical

Interconnect is scattering matrices [1, 24].

5.3.1 Modeling Methods

The device parameters for the simulated barrel shifters were chosen to produce a high-

performance device. Practical issues of realizing these design choices are discussed in Section

5.5.3. Metal heaters were used to ensure lower losses. A fully-etched ridge waveguide structure

of 500nm in width and 220nm in height was used as the waveguide cross-section. The moti-

vation for this choice is that fully-etched waveguides have less variation in group index in the

C-band and L-band compared to partially-etched waveguides.

The filter response of the microrings was designed to drop four or eight separate signal

channels. The four-channel barrel shifter was designed such that each microring had an approx-

imate free-spectral range (FSR) of 6nm with each resonant wavelength separated by 1nm. The

microrings used in the eight-channel barrel shifter were also designed for an approximate FSR
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of 6nm but with a resonant wavelength separation near 0.5nm. The Mach-Zehnder 4×4 spatial

multiplexer was implemented using parameters derived from the fabricated device discussed in

Section 5.4.

Substructures

While Lumerical Interconnect offers both microring resonators and Mach-Zehnder in-

terferometers as standard library components, these standard components have limited degrees

of freedom. To allow for more design flexibility, both the microring resonators and the Mach-

Zehnder interferometers were built as a combination of substructures. The use of substructures

can incorporate results from lower-level simulations such as the change in index as a function of

temperature applied from a heating element. Wavelength dependence and heater tunability can

be easily altered to reflect a realistic case of a SiP structure.

The substructures for both the microring resonators and the the Mach-Zehnder interfer-

ometers were waveguides, couplers, and active phase tuners. With the exception of the couplers,

these substructures were designed to be the same for both the microring resonators and Mach-

Zehnder interferometers. These substructures are categorized as either passive or active.

Passive Substructures The passive substructures were the waveguides and the couplers. With

the waveguide cross-section fixed, the passive effective index neff and the group index ng for the

waveguides were simulated in Lumerical Mode. The simulated neff and ng were incorporated

into the measured waveguide component in Lumerical Interconnect.

The microring resonators and the Mach-Zehnder interferometers required different power-

coupling coefficients. The Mach-Zehnder interferometers used a power coupling coefficient of

κ2 = 0.5 for the 3dB couplers, and the microring resonators used a power coupling coefficient of

κ2 = 0.1. Given the small spectral range of interest (6nm), the built-in Lumerical Interconnect

coupler component with fixed power-coupling coefficients was used.
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The passive waveguide loss was set to 3dBcm−1 [1] in order to account for surface

scattering losses. The radii of the microring resonators and the bending regions of the Mach-

Zehnder interferometers were chosen such that the bending losses were nominal [5].
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Figure 5.6: Simulated temperature gradient at 0.1W applied to heater in Lumerical Device.
Color indicates the temperature in kelvin.

Active Substructures In Lumerical Device, the thermal dissipation from a metal heater above

a waveguide was simulated in the X-Y plane over a fully-etched ridge, 500nm wide waveguide

structure on a 220nm silicon-on-insulator (SOI) platform. The aluminum heating element [105]

was 2µm wide, 0.2µm tall and 1.2µm above the top plane of the waveguide. The power applied

to the heater varied from 0.01W to 0.3W.

Using a 2D z-normal solver geometry in Lumerical Device, a thermal steady-state solver

was used to determine thermal gradients within the simulation region at each power level applied

to the heater. The base temperature for the simulation was held at 300K. An example of the

thermal gradient when 0.1W is applied to the heater is shown in Fig. 5.6.
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To determine the effect of the thermal dissipation on the optical mode, the simulated

thermal gradients in Lumerical Device were imported to Lumerical Mode. A finite difference

eigenmode (FDE) solver was used to extract the effective index neff and group index ng for each

thermal gradient.

The results for neff as a function of the power applied to the heater were used to construct

a component in Lumerical Interconnect that reflected the real index change as a function of

temperature applied by a heater. This was implemented using the Measured Phase Modulator

component in Lumerical Interconnect. The Measured Phase Modulator component is referred to

as the Heater for the rest of this chapter.

Barrel Shifter Composition

Both microring resonators and Mach-Zehnder interferometers were composed of two

heaters, two passive waveguides and two directional couplers. The properties of each of these

substructures were imported to Lumerical Interconnect to create each component. Each sub-

structure has a set of input and output ports that create a microring resonator or a Mach-Zehnder

interferometer. The final interconnect models for the microring resonator and Mach-Zehnder

interferometers in Lumerical Interconnect are shown in Fig. 5.7(a) and Fig. 5.7(b).

For the microring resonators, the round-trip length Lrt of the entire microring was de-

termined for an approximate FSR of 6nm and an approximate resonant wavelength spacing of

1nm or 0.5nm. For the Mach-Zehnder interferometers, the difference in optical path length ∆L

between the two arms is determined for quadrature-point operation at 1550nm.

The microring resonators round-trip lengths Lrt were defined as the total circumference

of the microring resonators. The total Lrt was related to the FSR by

Lrt =
λ2

ngFSR
. (5.1)
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(c)

(a) (b)

Optical Network Analyzer Module

Figure 5.7: Lumerical Interconnect models for (a) microring resonators, (b) Mach-Zehnder
interferometers and (c) the four-channel barrel shifter.
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Using the simulated group index ng, the desired FSR and the desired resonant wave-

length, a total round-trip length was calculated for each of the four microrings.

The optical path length difference ∆L for the Mach-Zehnder interferometers was deter-

mined to be at λ/4 for 1500nm. This corresponds to quadrature point operation. For an ideally

fabricated Mach-Zehnder interferometer at a quadrature point, the optical phase difference be-

tween the arms should be ∆Φ = π/2.

For control of the heating structures, a DC voltage source was used in Lumerical Inter-

connect. The independent variable of the DC voltage source corresponds to power applied to the

heater in Watts. As shown in Fig.5.7(a), the heaters for the microring resonator were connected

to the same electrical output via a lossless electrical splitter. This ensured each heater received

the same amount of applied power. The Mach-Zehnder interferometer heaters each had their

own DC source. One source was set to a zero bias, and one source was set to a non-zero bias to

ensure push-pull operation.

A script in Lumerical Interconnect configured the input and output ports of the micror-

ings and Mach-Zehnder interferometers to build the two barrel shifter designs. The drop ports of

the microrings were each connected to one input port of the Mach-Zehnder spatial multiplexers.

Both 4× 4 and 8× 8 Mach-Zehnder spatial multiplexers were modeled by directly connecting

the Mach-Zehnder interferometers or using waveguide crossings. To simplify the simulation, the

built-in Lumerical Interconnect waveguide crossing was used with a loss of 0.05dB [106–109]

and a crosstalk of −40dB [108, 109]. The final four-channel barrel shifter is shown in Fig.

5.7(c). The eight-channel model was composed in a similar manner.

5.3.2 Results

Simulated spectral results for the two barrel shifter models were obtained by connecting

an optical network analyzer (ONA) module to the input of the barrel shifters with the output

traced back to the ONA module. The ONA module can monitor the optical power for one input
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with respect to multiple outputs at once.
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Figure 5.8: Simulated four-channel barrel shifter spectra for (a) the original spectrum after the
microring resonators, (b) the barrel shifted spectrum after the microring resonators and (c) the
original ordering after the 4×4 Mach-Zehnder spatial multiplexer

The output spectrum before shifting is shown in Fig. 5.8(a) The simulated resonant

wavelengths were 1550.02nm, 1551.55nm, 1553.11nm, 1554.65nm with a resonant wavelength

separation of 1.5nm. The resolved average free spectral range (FSR) is 6.53nm.

Fig. 5.8(a) also shows nulls in the spectra for Drop Port 2, Drop Port 3 and Drop Port

4 because the previous ring has dropped that wavelength. The average loss is −0.9dBm. The

full-width-half-max (FWHM) of each resonance is ≈ 0.2nm, which results in Q-factors on the

order of 8000. In comparison, the fabricated SiP coupled microring resonators characterized

later in this chapter have a Q-factor of 1890.
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The resonant wavelength of the microrings were shifted by applying 154mW to Ring 1

and 165mW to Ring 2, Ring 3, and Ring 4 . This resulted in a tuning efficiency of 0.0301nmmW−1

for Ring 1 and tuning efficiency of 0.0208nmmW−1 for Ring 2, Ring 3 and Ring 4. The shifted

spectrum is shown in Fig. 5.8(b). The smaller tuning power for the first microring (shown in

blue) caused the resonance wavelength to ”jump” the other three rings, which were shifted by

a change in resonance wavelength that was greater than the FSR. The shift resulted in the re-

sponse wavelength of Drop Port 1 shifting to 1554.65nm, Drop Port 2 shifting to 1550.02nm,

Drop Port 3 shifting to 1551.55nm and Drop Port 4 shifting to 1553.11nm. This spectrum was

used in combination of the Mach-Zehnder 4×4 spatial multiplexer to show how the barrel shifter

can re-order the shifted spectrum back to the original spectrum.

The simulated 4×4 Mach-Zehnder spatial multiplexer was analyzed separately from the

microring resonator structure. The two structures were then combined to simulate barrel shifting.

The power required to set the through switch-state was 150mW applied to Heater 1. The same

amount of power was applied to Heater 2 to set the cross switch-state. The configuration of the

4× 4 Mach-Zehnder spatial multiplexer used to recover the original spectrum set MZI 1 to the

through switch-state, set MZI 2 to the cross switch-state, set MZI 3 to the cross switch-state and

set MZI 4 to the through switch-state. A single simulated 2× 2 Mach-Zehnder interferometer

had a −25dB of crosstalk at 1550nm.

The shifted spectrum from the microring resonators as shown in Fig. 5.8(b) was shifted

back to the original ordering using the 4× 4 Mach-Zehnder spatial multiplexer. The resulting

output spectrum is shown in Fig. 5.8(c). Each output of the barrel shifter corresponds to a

resonant wavelength of the original spectrum with the spectral artifacts compared to Fig. 5.8(a)

a result of the two operations used to barrel shift.
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Figure 5.9: Simulated eight-channel barrel shifter spectra for (a) the original spectrum after
the microring resonators, (b) the barrel shifted spectrum after the microring resonators and (c)
the original ordering after the 8×8 Mach-Zehnder spatial multiplexer
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8 Channel Barrel Shifter

The output spectrum from the eight-channel microrings before shifting is shown in Fig.

5.9(a). The resulting resonant wavelengths were 1550.02nm, 1551.79nm, 1551.56nm, 1552.34nm,

1553.15nm, 1553.88nm, 1554.65nm, 1555.42nm with a resonant wavelength separation of

0.77nm. The same tuning efficiencies were observed as the four-channel barrel shifter. The

resolved average free spectral range (FSR) was 6.53nm, which is the same value as the four-

channel barrel shifter. The barrel-shifted spectrum is shown in Fig. 5.9(b). The barrel-shifted

spectrum was then shifted back to the original ordering using the 8× 8 Mach-Zehnder spatial

multiplexer with Mach-Zehnder interferometers configured to the states shown in Fig. 5.5. This

spectrum is shown in Fig. 5.9(c). The average loss was −1dB. The FWHM and Q-factors were

approximately the same as the simulated four-channel barrel shifter.

5.4 Measured Performance Using Fabricated SiP Devices

This section discusses a barrel shifter using existing SiP structures. This design is based

on a two stage structure that utilizes both wavelength selectivity and spatial multiplexing. Stage

one was a set of coupled microring resonators [103], and stage two was a 4×4 Mach-Zehnder

switch used as a spatial multiplexer [45, 66]. The combination of these devices was used to

first barrel shift a set of four channels and then reverse shift the channels back to their original

spectrum. These structures were not designed for barrel shifting. The set of coupled microrings

was originally designed to work as an Add filter for an optical network. The Mach-Zehnder

interferometer was designed to be used as a part of a spatial switch. However, both structures

implement the functionalities required for a barrel shifter. Therefore, the experimental demon-

stration of barrel shifting using these devices is informative because it can highlight the design

requirements for an optimized all-optical barrel shifter.

The first stage of the barrel shifter was implemented using a set of four coupled micror-
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ings fabricated at Sandia National labs using 230nm ridge waveguides where the waveguide

width is varied from 400nm to 800nm about the major diameter of 29µm. The second order

microring resonators free spectral range (FSR) was 850GHz so as to support a single channel

of the 100GHz ITU-T telecommunications grid. Each ring uses N-type dopant implants for the

thermal resistive heaters. Because of the large radius of the rings, only a few nanometers of

spectral shift can be realized from the thermal resistive heaters. The electrical control of the

device was established via wirebonds to a printed circuit board (PCB). The 10%− 90% tran-

sition times as reported in [103] are 24µs and 47µs for the rise and fall transitions. The rings

are operated between 0V to 20V. Given an average resistance of 3.8kΩ, this corresponds to a

maximum power of 210.6mW for one set of coupled rings. This leads to a tuning efficiency of

0.0047nmmW−1.

The second stage was implemented using a 4× 4 SiP switch-chip fabricated at the In-

stitute of Microelectronics (IME-A*STAR) Singapore using a standard 220nm thick SiP plat-

form [45, 66]. The switch-chip consists of four directional-coupler-based Mach-Zehnder inter-

ferometers arranged in a butterfly topology as seen in Fig. 5.1(b). The switch-chip resulted in

a fairly broadband spectrum of 30nm with a central wavelength around 1560nm. Each Mach-

Zehnder interferometer is composed of two 3dB couplers and two waveguides that nominally

create a passive differential phase of ∆φ = π/2.

To switch an input port to an output port, each Mach-Zehnder interferometer utilizes one

thermal resistive heater on each arm and one current injection phase shifter on each arm. To

ensure that the losses are kept to a minimum, the thermal heating elements are only used to

actively tune the phases of each of the Mach-Zehnder interferometers. The heating elements

for each Mach-Zehnder interferometer were controlled over an I2C bus from a thermal power

supply board. Overall, the thermal tuning for each Mach-Zehnder interferometer is limited by a

4V range leading to a maximum power consumption of 80mW.

Several features of these devices made them non-ideal for barrel shifting. First, the

63



FSR of the fabricated microrings was 850GHz, but each coupled microring resonator was only

required to have a channel spacing of 100GHz. Second, the on-device heaters could not shift the

wavelength smoothly across the FSR. This was caused in part by the large radii of the coupled

microrings. The combination of these nonidealities limited the functionality of the device so that

a complete barrel shift of all four channels was not possible. This limitation is not fundamental

and is an artifact of low Q-factor microrings and limited tuning range of fabricated devices used

for the experimental characterization.

Measuring multiple SiP chips using multiple signal channels for both devices in series

also required aligning multiple fiber arrays, amplifying the optical signal, and then applying post-

amplification noise filtering. Therefore, to simplify this process, the optical response for each

device was measured separately. The normalized response for each device was then combined

to assess the performance of the barrel shifter.

5.4.1 Methods

For the fabricated devices, each output spectrum was measured separately using a similar

set-up. Each spectrum was collected from 1552nm to 1562nm. Both devices were mounted on

separate PCBs to allow for control of their individual heaters.

For the coupled microring resonators, the measurement set-up included a tunable laser

inline with an active polarization scrambler. The output from the scrambler was aligned to the

input bus waveguide of the chip using a standard fiber array coupler. The active polarization

scrambler incurred an additional 3dB loss and the fiber array used for the coupled microring

resonator had an estimated coupling loss of 10dB/facet. The Drop Port outputs were coupled

back into the same fiber array and measured with a photodetector.

The on-chip heaters were wire-bonded such that each set of coupled microrings were

tuned separately using a voltage source. Separate tuning was required in order to offset the

overlapping spectral responses of the microrings. The voltages applied to each set of coupled
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Figure 5.10: (a) Measurement set-up for the four-channel coupled microring resonators; (b)
measurement set-up for 4×4 Mach-Zehnder spatial multiplexer.
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microrings were 0V, 10V, 0V and 20V. The overall shift of the resonances was completed

by externally heating the chip with a thermo-electric cooler (TEC). The estimated change in

temperature inside each coupled microring for a complete barrel shift was ∆T ≈ 50.57K. The

calculation for the estimated change in temperature inside the coupled microrings is shown in

Appendix F.

The 4×4 Mach-Zehnder spatial multiplexer was measured in the same manner. The ma-

jor difference in set-up was a lensed fiber is edge-coupled to the input and output ports. For each

input of the Mach-Zehnder 4×4 spatial multiplexer in the barrel-shifting configuration, all four

outputs were measured. This results in 16 wavelength resolved spectra. The device was actively

tuned to reverse shift using an I2C bus to control the thermal heating element on a PCB. The

power applied to the Mach-Zehnders’ heaters varied from 31mW to 80mW. The separate ex-

perimental characterization of each device was combined to assess the performance of the barrel

shifter and to determine required device characteristics for barrel shifting. This was accom-

plished by using the normalized output spectrum of the 4×4 Mach-Zehnder spatial multiplexer

as a filter placed after the barrel-shifted spectrum from the coupled microring resonators.

5.4.2 Results

The normalized spectrum from the coupled microrings before shifting, the barrel-shifted

spectrum from the coupled microrings after shifting, and the spectrum after the 4× 4 Mach-

Zehnder spatial multiplexer are shown in Fig. 5.11. Slightly more loss was seen on the barrel-

shifted spectrum. The normalized optical response of the 4×4 Mach-Zehnder spatial multiplexer

in the barrel-shifting configuration is shown in Fig. 5.12. The measured crosstalk from the

fabricated 4× 4 Mach-Zehnder spatial multiplexer was used for the simulated Mach-Zehnder

4×4 spatial multiplexer.

The combined results of the normalized barrel shifted spectrum and the normalized filter

response of the 4×4 Mach-Zehnder spatial multiplexer is shown in Fig. 5.11(c). An additional
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Figure 5.11: Measured four-channel barrel-shifted spectra for: (a) the original spectrum after
the microring resonators, (b) the barrel-shifted spectrum after the microring resonators, and (c)
the combined spectrum after the 4×4 Mach-Zehnder spatial multiplexer.
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Figure 5.12: Measured normalized power spectrum of 4×4 Mach-Zehnder spatial multiplexer
in the configuration that reverses the barrel shifting.
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loss of −20dB occurs on Output 4 of the 4×4 Mach-Zehnder spatial multiplexer, which results

in Drop Port 4 having a significant loss as seen in Fig. 5.11(c).

The measurements of the fabricated devices are used in the next section to determine the

required device characteristics to implement a practical all-optical barrel shifter utilizing both

wavelength and spatial multiplexing.

5.5 Discussion

The unique functionality of barrel shifting presented in the previous section combines

features of spatial multiplexing using Mach-Zehnder interferometers with the wavelength-selectivity

of microrings. Three aspects of the simulated barrel shifter and the experimental characterization

of SiP devices used to implement barrel shifting are discussed in this section. First, the crosstalk

of the barrel shifters is discussed. Next, the scalability of the barrel-shifter architecture using a

combination of microrings and Mach-Zehnder spatial multiplexer is compared to an alternative

all-optical barrel shifter that is based on an all Mach-Zehnder interferometer spatial-multiplexed

structure. Finally, the required device characteristics for a practical barrel shifter are discussed.

5.5.1 Crosstalk

The crosstalk of the simulated barrel shifter and the crosstalk of the fabricated device are

discussed in this section. The crosstalk presented here is the combined crosstalk after the Mach-

Zehnder network on each signal channel. The four-channel’s simulated crosstalk is shown in

Fig. 5.13. The eight-channel’s simulated crosstalk is shown in Fig. 5.14. The crosstalk of the

fabricated SiP device used to barrel shift is shown in Fig. 5.15.

As expected, the crosstalk of the simulated four-channel barrel shifter showed the best

performance. When operating on resonance, the interchannel crosstalk varied from −40dB

to less than −50dB over a 40GHz range about the resonance. The crosstalk was limited by the
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spectral linewidth of the signal channel. When the device is operated off resonance, the crosstalk

significantly increases. The maximum off-resonance crosstalk was−25dB when the device was

significantly off resonance. The sensitivity of the crosstalk to a tuning error can be reduced by

using a flat-top filter as discussed in Section 5.2.

The crosstalk of the simulated eight-channel barrel shifter is slightly worse that the four-

channel device. This is to be expected because more devices are used in the eight-channel

design. When operating on resonance, the interchannel crosstalk varied from −32.5dB to less

than −43dB over a 40GHz range about the resonance. The maximum off-resonance crosstalk

was −20dB. Larger variation in the crosstalk for the simulated eight-channel barrel shifter is

seen. This is due in part to the higher crosstalk in the 8×8 Mach-Zehnder spatial multiplexer.

Using a dilated Beneš topology or other strictly non-blocking, optical-switch topolo-

gies [104, 110] for the Mach-Zehnder-based spatial multiplexer would increase the device iso-

lation and reduce the crosstalk. The trade-off to using these topologies compared to a blocking

topology is the increased number of switch components. This increases the overall power con-

sumption and insertion loss of the device.

The crosstalk using the fabricated SiP devices is shown in Fig. 5.15. The normalized

crosstalk of the two devices varied between−13dB to−39dB over 40GHz about the resonance.

This variation is caused by the spectral overlap of the optical resonances between the microrings.

Proper separation of the signal channel resonances through a combination of smaller linewidths,

using a flat-top filter response, and better thermal tuning should improve the crosstalk in such a

device.

5.5.2 Scalable Designs

This section discusses the scalability of several all-optical SiP barrel shifter designs

to large port-count systems. To assess the scalability, the simulated barrel shifter was com-

pared to a non-blocking Beneš topology composed of 2× 2 SiP Mach-Zehnder switch compo-
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Figure 5.13: Simulated crosstalk for each output signal channel of a four-channel barrel shifter.
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shifter.
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nents [104, 109, 110]. A non-blocking Beneš switch was deemed the most competitive choice

because it offers minimal switch count and low-insertion loss. Using the same Mach-Zehnder

interferometers and waveguide crossings that were used for the simulated barrel shifter, an 8×8

non-blocking Beneš switch was simulated in Lumerical. The insertion loss, switch count, worst-

case crosstalk and waveguide crossing count for the eight-channel barrel shifter and the 8× 8

non-blocking Beneš switch are compared in Table 5.1.

Table 5.1: A comparison of key proprieties for an 8×8 non-blocking Beneš switch versus the
8 channel (Ch.) barrel shifter

Property 8×8 Non-Blocking Beneš 8 Ch. Barrel Shifter
Insertion Loss −0.3dB −1dB
Switch Count 20 17

Worst-case crosstalk −16dB −32.5dB
Waveguide Crossing Count 16 8

Referring to Table 5.1, the simulated barrel shifter has three times the loss compared

to the Beneš structure because of the insertion loss of the microrings. The barrel shifter has a

lower switch count because the microring resonators are treated as one switch component which

are set to all-off or all-on. The non-blocking Beneš has a much larger bandwidth of 30nm

compared to the 0.2nm bandwidth of an isolated microring for an eight-channel design. This

is offset by the microrings ability to tune the optical response over a larger wavelength range.

The barrel shifter also has half the required waveguide crossings compared to a non-blocking

Beneš switch. This leads to significantly less crosstalk when on resonance compared to the

Beneš topology. This lower crosstalk is attributed to each microrings’ capability to effectively

isolate the desired wavelength from other wavelengths. In comparison, the signal to crosstalk

ratio (SXR) in decibels (dB) for a non-blocking Beneš topology goes as

SXR≈−X−10log10(2log2 N−1), (5.2)

where X is the crosstalk for a single 2× 2 component and N is the number of signal chan-
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nels [104]. The signal to crosstalk ratio for the barrel shifter using the worst-case crosstalk goes

as

SXR≈−(X +CP)−10log10(2log2 N−2), (5.3)

where CP in decibels (dB) is the crossover point between the spectral response of two micror-

ings.

Experimental evidence of the enhanced isolation of a microring compared to a Mach-

Zehnder interferometer is shown in Fig. 5.15(c). The crossover points for the measured barrel-

shifter in Fig. Fig. 5.15(c) are −7dB between Drop Port 1 and Drop Port 2, −15dB between

Drop Port 1 and Drop Port 3, and −3dB between Drop Port 3 and Drop Port 2. This resulted

in Drop Port 1 contributing −35dB of on-resonance crosstalk to Signal Channel 2, Drop Port

2 contributing −40dB of on-resonance crosstalk to Signal Channel 1, Drop Port 1 contributing

−60dB of on-resonance crosstalk to Signal Channel 3, Drop Port 3 contributing −55dB of

on-resonance crosstalk to Signal Channel 1, Drop Port 2 contributing −36dB of on-resonance

crosstalk to Signal Channel 3 and Drop Port 3 contributing −40dB of on-resonance crosstalk to

Signal Channel 2. Drop Port 4 was altered by a defect in the Mach-Zehnder network that resulted

in Drop Port 4 having a lower output power. This resulted in Drop Port 4 being completely

overlapped by Drop Port 3. Thus, Drop Port 4 contributes −15dB of on-resonance crosstalk to

Signal Channel 3.

These results suggest that for the same barrel shifter, a properly-designed microring ar-

chitecture with a large turning range and good spectral isolation has significant advantages for

large port-count systems compared to an architecture based on a Beneš topology. The practical

realization of these advantages is driven by the required device characteristics.
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5.5.3 Required Device Characteristics

Because the proposed barrel shifter design implements both wavelength demultiplexing

and spatial multiplexing, a practical implementation of an all-optical barrel shifter in silicon

photonics requires specific device characteristics. Applying practical constraints to these char-

acteristics leads to design trade-offs. This section discusses some of these trade-offs.

With regard to the microrings, the characteristics of the coupled microring resonators

used in the experimental characterization were far from ideal for the functionality of barrel shift-

ing. The coupled microring resonators suffered from high insertion loss, poor channel isolation,

and a limited wavelength tuning range.

The insertion loss of a SiP chip is due to a combination of factors that can be controlled

during the design process and factors that may not be readily controllable with CMOS process-

ing. One significant design characteristic that affects the insertion loss is the required number

of ring elements. Fewer ring elements lead to lower loss, but may reduce the channel isolation

resulting in increased crosstalk compared to using higher-order coupled microrings that have

better channel isolation.

To improve the channel isolation, the required characteristics of the microring design

include using an appropriate FSR and perhaps higher-order coupled microrings. Better channel

isolation will reduce the spectral crossover point. Moreover, an appropriately designed FSR

will improve barrel shifting functionality. We propose an FSR= ∆λ(N − 1) is appropriate in

order to reduce the required tuning between one resonance and a resonance in the next FSR

over. In this case, ∆λ is the spacing between the resonant wavelengths and N is the number of

desired channels. As discussed in Section 5.2, a higher-order microring filter offers a flat-top

filter response that is less sensitive to random thermal tuning errors. However, this kind of filter

has higher loss and is more sensitive to fabrication errors.

Implementing microring resonators with good thermal stability and a large tuning range

is an outstanding issue for the entire field of silicon photonics [111]. This is true even when
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an athermal design is used [112]. To improve the thermal tuning characteristics, the micror-

ing design used for the barrel shifter requires using metal-based heaters. These heaters have

improved loss and tuning range. However, they have a slower response time compared to the

implant-based heaters that were used in the fabricated devices. Thermal fluctuations from the

heating also cause the Q-factor to degrade. This results in increased crosstalk and loss. For the

simulated single microrings, the change in Q-factor as a function of temperature was calculated

as 1.23%/K. This large change as a function of the temperature shows the Q-factor of a single

microring structure significantly degrades under a thermal load. In contrast, the coupled micror-

ing resonators are more resilient to thermal fluctuations but require more power to tune over a

larger range.

5.6 Conclusion

Characterizing the class of functions that could be implemented optically is an impor-

tant topic for the development of optimized SiP chips. This optimization can lead to higher

bandwidth and lower power consumption compared to all-electronic solutions. This chapter has

presented the design and simulation of one such function, which is a scalable all-optical barrel

shifter implemented in silicon photonics using a combination of microrings and Mach-Zehnder

interferometers. Both a four-channel and an eight-channel shifter were analyzed. The simula-

tions indicate that a properly-designed hybrid barrel shifter has enhanced performance compared

to a conventional design based on planar spatial multiplexers. Using appropriate SiP device char-

acteristics, a barrel shifter can be designed to balance loss, thermal stability, and crosstalk. The

experimentally validated device requirements for this functionality along with detailed simula-

tions are a significant step towards establishing a general framework for co-optimized SiP chip

solutions.

Chapter 5 in part, contains material, published in the following, of which the dissertation author
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Appendix A

Coupling Losses

There are two popular means of coupling light on and off silicon photonic (SiP) devices

with optical fibers: grating-coupling or edge-coupling [113]. Coupling to free space optics and

fiber tapers are other approaches, but these are not commonly used when packaging SiP devices

for system-level applications [1]. Grating couplers use coherent periodic interfaces to couple

light in and out of the top surface of the device. Typically, these structures are inherently limited

in operational wavelength with high insertion losses and require non-planar packaging [1, 113].

The benefit of grating couplers is a relaxed alignment tolerance and the ability to implement

them for wafer-scale testing. Edge couplers are the opposite. They are not spectrally-limited and

allow for planar packaging. Edge-couplers do suffer from high sensitivity to misalignment and

the inability to be readily used on wafer-scale testing. Given these attributes of these couplers,

edge couplers are the primarily focus of this section.

This section will first overview optical edge-coupling on and off a SiP device using fibers

and fiber arrays. The respective coupling losses for certain silicon-on-insulator (SIO) platforms

are presented. While there are state-of-the-art optical coupling techniques, these techniques

and components are not readily available in the market. This section purposely focuses on

conventional coupling components for chip-level characterization.
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A.1 Edge-coupling with Fibers

Fibers can be categorized as single mode fiber (SMF) or multimode fibers (MMF), po-

larization maintaining, connectors and spot-size converting mechanisms. In the context of Si-

Photonics, most devices are fabricated for single mode operation, so multimode fibers are not

considered in this section. There are polarization maintaining fibers which are more expensive.

However, these maintain a specific polarization of the light propagating through the fiber. There

are different connectors such as FC, which are common to found in photonic labs and LC, which

are commonly found in datacenters [114].

Edge-coupling is when an optical mode from a fiber is coupled to the edge-facet of

a waveguide [113]. In most cases, the waveguide is tapered at the edge of a SOI die. As

mentioned this approach is not spectrally-limited and allows for the coupling optic to be glued

to the facet of the device for on-axis packaging. However, major issues exist with edge-coupling

that limit the stability and coupling losses. Typically issues arise with edge-coupling at the

mode-field diameter of a typical single-mode fiber (SMF) is 9µm, but the mode-field diameter

of a waveguide is around 0.5µm. This means there is an inherent mode-mismatch between the

two optical components. Typically, the waveguides are tapered at the facet to increase the mode-

field diameter, but this resolves a mode-field diameter of a few microns [1]. The optical mode-

mismatch attributes to sensitivity in misalignment for edge-coupling. Improved fiber designs are

used to match the mode-field diameter of the SiP facet and the fiber as discussed below.

The most important aspect of the optical fiber for the characterization of silicon photonic

devices is the spot-size converting mechanisms. There are a few types of spot-size converting

mechanisms used with optical fibers: conventional single-mode fibers, lensed fibers, tapered

fibers, or high numerical aperture fibers. Both the conventional single-mode fibers and the high-

numerical aperture fibers are cleaved surfaces. Lensed fibers have lenses at the tip of the optical

fiber to reduce the optical mode size in the fiber. More commonly, lensed fibers are paired with
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a tapered section to increase the amount of spot-size conversion. High numerical aperture fibers

(HNA) use a high core-glass refractive index resulting in a mode-field diameter of 3µm, which is

close to the mode-field diameter of a reverse taper at the facet of a SiP device [115–117]. Table

A.1 shows experimental coupling losses for various devices using either a lensed fiber, a lensed

tapered fiber or a higher numerical aperture fiber. The devices’ SOI thickness, facet quality and

tapered waveguide width are listed. Conventional SMF are not listed as they are not commonly

used for chip level characterization because of high coupling losses.

Table A.1: A comparison of coupling losses for different fibers to different SiP devices

Fiber Type SOI Facet Tapered Coupling
Platform Quality Waveguide Width Loss

Lensed Tapered Fiber 220nm Polished N/A 3dB/facet
Lensed Tapered Fiber 230nm Botch-etched 190nm 4dB/facet

Lensed Fiber E-beam 220nm Diced 150nm 5dB/facet
HNA [117] 230nm Diced 180nm 7dB

A.2 Edge-Coupling with Fibers arrays

Optical Fiber arrays are also increasingly more common with SiP devices. These compo-

nents are a solution to coupling light off and on a device with multiple port counts. Fiber arrays

were first introduced in the 1980s [118]. the ability to etch v-grooves into silicon was a major

innovation for this technology [119,120]. As Silicon Photonics grows, the development of these

products to allow for robust packaging is an ever growing field [35].

There are different types of fiber arrays. Some are commonly standardized while others

a less likely. As mentioned, the use of V-grooves etched into a substrate (silicon or glass) has

been the standard way of fabricating fiber arrays. An example of a v-groove fiber array with a

127µm pitch on a silicon substrate is shown in the left-hand side of Fig. A.1. The cross-section

of a similar v-groove fiber array on a glass substrate is presented in the right-hand side of Fig

A.1. Individual fibers placed into individual grooves that are shaped like a V are shown with a
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Figure A.1: V Groove array

glass lid. The fiber array presented in this image was an OZ Optics Fiber array and a full picture

of a similar fiber array but on a Si substrate is shown in Fig. The fibers used are conventional

SMF-28, but polarization maintaining fibers can be used in fiber arrays for a significant cost

increase. For a 230nm SI platform from Sandia National Labs with tapered waveguides at the

edge of the device, the coupling losses using these fiber arrays were shown to be 10dB/facet.

Chiral Fiber Array

Figure A.2: Chiral array

There are other less conventional edge-coupling fiber arrays. Presented in Fig. A.2 is

a Chiral Optics Pitch Reducing Fiber array that takes fibers at a 225µm spacing and reduced

the fiber spacing to 25µm [74]. Using a standard 220nm platform from IME with a tapered

waveguide width of 180nm, these coupling losses were reported at 5dB/facet−6dB/facet.

The coupling losses for these devices present a significant disadvantage to fiber arrays

without considering the alignment complexity. With standard fiber arrays, a mode mismatch

between the individual fibers and the individual waveguides is usually present. Additionally,
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fabrication variations and misalignment can occur that will only heighten the modal mismatch

presented.
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Appendix B

Parameterized Average Coupling

Coefficient

The numerical solution for the average coupling coefficient can be parameterized by the

following equation [121]

LC(λ)
.
= (a(λ−λo)+b)exp

[ g
c(λ−λo)+d

]
. (B.1)

There are four empirical coefficients a,b,c, and d as well as the gap g of the coupler and

the wavelength λ0 for which the coupled power in each arm is equal. This wavelength λ0 is called

the 3 dB coupling wavelength. Because the device is designed such that each coupler operates as

a 3 dB splitter, the interaction length L is designed such κ(λ0)avg = 1/2. This means on average,

L/LC = 1/2. To verify this approximation, the ratio of L/LC was used as a fit parameter. The

resulting fit gave L/LC = 1/2.07, which is close to the presumed value of 1/2. Therefore, the

number of parameters describing κ(λ)avg can be simplified by reducing absolute numbers to the

ratios a/b, c/d, and g/d so that
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κ(λ)avg = sin

(
π

4
1

a/b(λ−λ0)+1
× exp

(
g/d

c/d(λ−λ0)

c/d(λ−λ0)+1

))2

. (B.2)
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Appendix C

Linear Dependence of the Differential

Phase

The linear dependence of the differential phase with respect to wavelength is approxi-

mated by a power series expansion of the ∆φ(λ) = 2πn(λ)∆LΓ/λ about a central wavelength λ0,

where f (λ) = ∆φ(λ). The wavelength dependence of the index is considered to be dominated

by the inverse wavelength dependence of the phase with other terms treated as constants.

Expanding ∆φ(λ) = 2πn∆LΓ/λ in a power series gives

φ(λ0 +∆λ) =
2πn∆LΓ

λ0
−
[

2πn∆LΓ

λ2
0

]
(∆λ) ,

which simplifies to

φ(λ0 +∆λ) = ∆φ(λ0)
(

1− ∆λ

λ0

)
. (C.1)

For λ0 = 1560nm and a range of wavelength of λ0±50nm about λ0, the relative error in using

a linear approximation is .11%

86



Appendix D

Determination of Parameter Bounds

In order to establish reasonable bounds for each parameter of the model prior to running

a fit, m test fits each with a set of random initial estimates are run with every parameter varied

at once for m ≤ 1000. For each run, the bounds on the parameters are relaxed until a solution

converges within the range defined by those bounds. This procedure is used for the coupling

coefficient and dφ/dλ.

The bounds on others parameters are determined using the physical properties of the

parameter. This is the case for the excess loss αn, where the transmission cannot be greater than

the input power of 1mW, or the differential phase, which is bounded by [0,2π].

D.1 Coupling Coefficient

For the average coupling coefficient κ(λ) as given in Equation B.2, there are four param-

eters: the 3 dB coupling wavelength, λ0, and three weighting coefficients, a/b, c/d and g/d.

An initial estimate of 1560nm for the 3 dB wavelength λ0 can be obtained from the passive

switch-state measurements shown in Figure 4.3. This value for λ0 is left as a fixed value in the

model. The initial estimates for the three other coupling coefficient terms are chosen from the

initial device design.

87



D.2 Differential Phase

The four measured output powers for each passive input shown in Figure 4.3 are used

to determine the initial estimate for the passive differential phase term ∆φ0 for the nth MZi.

Going in numerical order of MZis as shown in Figure 4.1, MZi1 is in its through state, with

∆φ1 = π. This state for MZi1 is assumed since the maximum output powers for Input 1 are at

Outputs 1 and 2 and the maximum output power for Input 2, are Outputs 3 and 4. The same

reasoning for MZi1 can be applied to MZi2. This similar reasoning shows MZi2 to be in its cross

state, ∆φ2 = 0, where Input 4 shows the highest power transfer to Outputs 1 and 2 while Input 3

shows the highest power transfer to Output 3. Next, MZi3 is likely in its quadrature point where

∆φ3 = π/2. This assumption can be made on the fact that Outputs 1 and 2 are always at the

same output power. A defect of about -20 dB is noticed on Output 4, which affects the initial

estimate for MZi4, but it was estimated to be near the quadrature point with ∆φ4 = π/2. The

initial estimates for ∆φn are shown in Table 4.2. This defect is a fit parameter αOutput4.

The initial estimates for the rate of change in the differential phase with respect to the

wavelength dφ/dλ is extracted from modeling a passive waveguide cross-section in Lumerical

[24]. This model does not include the active components such as the resistive heaters or PIN

phase shifters.

D.3 Loss

Since the straight-waveguide is used to characterize the on-off chip loss, αn is used to

determine the structure-dependent excess loss for each MZi. This value is assumed to be less

than the on-off chip loss.
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D.4 Active Parameters

The device is biased so that the differential active phase terms are are close to the quadra-

ture point such that ∆φ0(V ) = π/2. Because the dispersion in silicon as a function of temperature

is small [122], the rate of change of the active switch-state differential phase dφn(V )/dλ for the

active state is nearly the rate of change of the passive switch-state differential phase dφ/dλ of

the passive switch-state.
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Appendix E

Calculations of Quality Factor Versus

Temperature

As mentioned in Chapter 5, the worst case change in quality factor (Q-factor) as a func-

tion of temperature was calculated for a single add/drop microring resonator. The microrings had

a passive power coupling coefficient of κ2 = .1 and a waveguide loss of 3dBcm−1. The Q-factor

was calculated for FSRs of 1nm, 2nm, 6nm, and 10nm. The calculations used simulations from

Chapter 5.

First, the effective index neff and group index ng as a function of temperature are extracted

using Lumerical Mode. The details of this simulation is shown in Chapter 5. The extracted

neff(T ) and ng(T ) are shown in Fig. E.1.

To determine the quality factor, the transmission coefficient t of the coupling regions as

a function of temperature first needs to be determined. The transmission coefficient tO when no

temperature is applied is given as

t2
O +κ

2 = 1 (E.1)

and κ is the coupling coefficient [1, 57]. Using an eigenmode expansion method, the

transmission coefficient as a function of index can calculated as [1, 57]
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Figure E.1: Extracted effective index neff and group index ng used in the Q-factor versus
temperature calculations.
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t2 = cos2 π∗∆n
λ

L (E.2)

where ∆n is the difference in effective indices between the two supermodes of a coupling

region, λ is the operating wavelength and L is the physical length of the coupling regions. In this

case, L = 10µm. Knowing tO, λ and L, a passive ∆n can be calculated.

Next, a temperature dependent transmission coefficient is then determined. This is done

by using the calculated passive ∆n and the change in neff(T ) as a function of temperature to

calculate t(T ). This can be shown as

t(T )2 = cos2 π(∆n+∆n(T )
λ

L (E.3)

where ∆n(t) is the change in index as a function of temperature being added to the passive

∆n to account for the change in index from thermal fluctuations. It should be noted that this is

for the worst case scenario where the index inside the ring is only altered by the change in

temperature and not the waveguide the ring couples with.

Finally, the temperature dependent group index ng(T ) and the temperature dependent

transmission coefficient t(T ) are used to calculate the Q-factor as a function of temperature. The

functional form of the Q-factor [1] was augmented to depend on ng(T ) and t(T ). This is done

by calculating an intrinsic Q-factor Qi(T ) as given by

Qi(T ) =
2πng(T )

λα
(E.4)

where α is the propagation loss in m−1 and a coupling-dependent Q-factor Qc(T ) as

given by

Qc(T ) =−
πLrtng(T )
λ ln |t(T )|

(E.5)
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where Lrt is the round-trip length of the microring resonator. This is determined by the

resonance condition for the specified FSRs where Lrt = λ2/(ng ∗FSR). For simplicity reasons,

Lrt was not varied as a function of thermal expansion. From here, a total Q-factor (Qtotal(T )) is

calculated a combination of Qi(T ) and Qc(T ) as given by

1
Qtotal(T )

=
1

Qc(T )
+

1
Qi(T )

. (E.6)

Using Eq. E.6, the Q-factor as a function of temperature is calculated and plotted for

each specified FSR. These Q-factors are shown in Fig. E.2.
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Figure E.2: Simulated Q-factor of a microring resonator that is heated by ∆T = 50% with
respect to various microring FSRs
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Appendix F

Calculation of the Thermal Shift in a

Microring Resonator

This appendix will demonstrate the calculations for the temperature inside a microring

resonator when heated by an external source as reported in Chapter 5. This calculation relies on

the difference in the propagation coefficients ∆β for a resonant condition.

To calculate the temperature inside a resonant structure when heated by an external

source, the effective index of the waveguide at the applied temperature is first estimated. In

this case, a cross-section of a fully-etched 500nm wide waveguide on a 230nm SOI platform is

simulated in Lumerical Mode to extract the effective index n1. In this case, n1 = 2.457. Since

β = 2πn/λ, the difference in β between the first resonance and the shifted resonance can be used

to calculate the shift in index. In this case, ∆β = 0 is assumed for a shifted resonance. This

assumes the next resonance is shifted to be the same order of the roundtrip phase. With this

assumption, a relation for the change in index ∆n can be determined as given by

∆n = ∆λ
n1

λ1
. (F.1)

Where ∆λ is the shift in wavelength and lambda1 is the initial wavelength. Given the
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FSR of the rings ∆λ = 7nm with λ1 = 1559nm, ∆n can be calculated.

Using the relation for the change in index in silicon as a function of temperature, dn/dT =

1.87×10−4 K−1 for silicon, the temperature inside the ring can be estimated to be

∆T =
∆n
dn
dT

≈ 50.57K. (F.2)

95



Bibliography

[1] L. Chrostowski and M. Hochberg, Silicon Photonics Design: From Devices to Systems.
Cambridge University Press, 2015.

[2] R. Aguinaldo, A. Forencich, C. DeRose, A. Lentine, D. C. Trotter, Y. Fainman, G. Porter,
G. Papen, and S. Mookherjea, “Wideband silicon-photonic thermo-optic switch in a
wavelength-division multiplexed ring network,” Opt. Express, vol. 22, pp. 8205–8218,
Apr 2014.

[3] M. Hochberg and T. Baehr-Jones, “Towards fabless silicon photonics,” Nature Photonics,
vol. 4, pp. 492 EP –, Aug 2010.

[4] B. G. Lee, A. V. Rylyakov, W. M. Green, S. Assefa, C. W. Baks, R. Rimolo-Donadio,
D. M. Kuchta, M. H. Khater, T. Barwicz, C. Reinholm, E. Kiewra, S. M. Shank, C. L.
Schow, and Y. A. Vlasov, “Monolithic silicon integration of scaled photonic switch fab-
rics, CMOS logic, and device driver circuits,” Journal of Lightwave Technology, vol. 32,
no. 4, pp. 743–751, 2014.

[5] W. Bogaerts, R. Baets, P. Dumon, V. Wiaux, S. Beckx, D. Taillaert, B. Luyssaert, J. V.
Campenhout, P. Bienstman, and D. V. Thourhout, “Nanophotonic waveguide in silicon-
on-insulator fabricated with cmos technology,” J. Lightwave Technol., vol. 23, no. 1,
pp. 401–412, 2005.

[6] C. Doerr and K. Okamoto, “Advances in silica planar lightwave circuits,” J. Lightwave
Technol., vol. 24, no. 12, pp. 4763–4789, 2006.

[7] R. Soref, “The past, present, and future of silicon photonics,” IEEE Journal of Selected
Topics in Quantum Electronics, vol. 12, no. 6, pp. 1678–168, 2006.

[8] M. Heck, “Hybrid silicon photonic integrated circuit technology,” IEEE Journal of Se-
lected Topics in Quantum Electronics, vol. 20, no. 4, 2014.

[9] W. Bogaerts, M. Fiers, and P. Dumon, “Design challenges in silicon photonics,” IEEE
Journal of Selected Topics in Quantum Electronics, vol. 20, no. 4, 2014.

[10] Cisco, “Cisco visual networking index: Global mobile data traffic forecast update,
20162021 white paper,” 2017.

96



[11] M. Taubenblatt, “Optical interconnects for high-performance computing,” J. Lightwave
Technol., vol. 30, no. 4, pp. 448–458, 2012.

[12] A. Wilner, “All-optical signal processing,” J. Lightwave Technol., vol. 32, no. 4, 2014.

[13] U. Y., N. T., and A. Y., “Silicon optical interposers for high-density optical interconnects,”
in Silicon Photonics III (P. L. and L. D., eds.), ch. 1, pp. 266–290, Berlin, Heidelberg:
Springer, 2016.

[14] D. F. Feng, J. L. Luff, S. Jatar, and M. Asghari, “Micron-scale silicon photonic devices
and circuits,” in Optical Fiber Communication Conference, p. Th4C.1, Optical Society of
America, 2014.

[15] C. Doerr, L. Chen, D. Vermeulen, T. Nielsen, S. Azemati, S. Stulz, G. McBrien, X. M. Xu,
B. Mikkelsen, M. Givehchi, C. Rasmussen, and S. Y. Park, “Single-chip silicon photonics
100-gb/s coherent transceiver,” in OFC 2014, pp. 1–3, March 2014.

[16] F. Boeuf, S. Cremer, E. Temporiti, M. Fere, M. Shaw, N. Vulliet, B. Orlando, D. Ris-
toiu, A. Farcy, T. Pinguet, A. Mekis, G. Masini, P. Sun, Y. Chi, H. Petiton, S. Jan, J. R.
Manouvrier, C. Baudot, P. Le Maitre, J. F. Carpentier, L. Salager, M. Traldi, L. Maggi,
D. Rigamonti, C. Zaccherini, Elemi, B. Sautreuil, and L. Verga, “Recent progress in sil-
icon photonics r amp;d and manufacturing on 300mm wafer platform,” in 2015 Optical
Fiber Communications Conference and Exhibition (OFC), pp. 1–3, March 2015.

[17] K. Bergman, “Silicon photonics for high performance interconnection networks,” in Op-
tical Fiber Communication Conference, p. Tu3F.1, Optical Society of America, 2018.

[18] E. Anderson, A. Gazman, Z. Zhu, M. Hattink, and K. Bergman, “Reconfigurable silicon
photonic platform for memory scalability and disaggregation,” in Optical Fiber Commu-
nications Conference (OFC), p. Tu3F.3, OSA, 2018.

[19] Y. Shen, A. Gazman, Z. Zhu, M. Y. Teh, M. Hattink, S. Rumley, P. Samadi, and
K. Bergman, “Autonomous dynamic bandwidth steering with silicon photonic-based
wavelength and spatial switching for datacom networks,” in Optical Fiber Communica-
tion Conference, p. Tu3F.2, Optical Society of America, 2018.

[20] C. V. Poulton, A. Yaacobi, D. B. Cole, M. J. Byrd, M. Raval, D. Vermeulen, and M. R.
Watts, “Coherent solid-state lidar with silicon photonic optical phased arrays,” Opt. Lett.,
vol. 42, pp. 4091–4094, Oct 2017.

[21] R. Aguinaldo, Silicon photonics with applications to data center networks. PhD thesis,
University of California San Diego, 2014.

[22] S. Assefa, “Monolithic integration of cmos and silicon nanophotonics for optical intercon-
nects,” in Frontiers in Optics 2012/Laser Science XXVIII, p. FTu2A.1, Optical Society of
America, 2012.

97



[23] COMSOL, “Understand, predict, and optimize engineering designs with the comsol mul-
tiphysics®software,” 2018.

[24] Lumerical, “Silicon photonics and integrated optics,” 2018.

[25] R. Cao, J. Billoudet, J. Ferguson, L. Couder, J. Cayo, A. Arriordaz, and I. O’Connor, “Lvs
check for photonic integrated circuits 2014 curvilinear feature extraction and validation,”
in 2015 Design, Automation Test in Europe Conference Exhibition (DATE), pp. 1253–
1256, March 2015.

[26] Cadence, “Photonics integrated electronics/photonic design automation environment,”
2018.

[27] M. Bahadori, S. Rumley, H. Jayatilleka, K. Murray, N. A. F. Jaeger, L. Chrostowski,
S. Shekhar, and K. Bergman, “Crosstalk penalty in microring-based silicon photonic in-
terconnect systems,” J. Lightwave Technol., vol. 34, pp. 4043–4052, Sep 2016.

[28] S. Nakamura, S. Yanagimachi, H. Takeshita, A. Tajima, T. Hino, and K. Fukuchi, “Optical
switches based on silicon photonics for roadm application,” IEEE Journal of Selected
Topics in Quantum Electronics, vol. 22, pp. 185–193, Nov 2016.

[29] M. A. Popovı́c, T. Barwicz, M. R. Watts, P. T. Rakich, L. Socci, E. P. Ippen, F. X. Kärtner,
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