
UC Riverside
UC Riverside Electronic Theses and Dissertations

Title
Secrecy Enhancement with Full-Duplex Radio in Wireless Networks

Permalink
https://escholarship.org/uc/item/65r107w6

Author
Zabir, Ishmam

Publication Date
2022
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/65r107w6
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA
RIVERSIDE

Secrecy Enhancement with Full-Duplex Radio in Wireless Networks

A Dissertation submitted in partial satisfaction
of the requirements for the degree of

Doctor of Philosophy

in

Electrical Engineering

by

Ishmam Zabir

March 2022

Dissertation Committee:

Dr. Yingbo Hua, Chairperson
Dr. Ilya Dumer
Dr. Jiasi Chen



Copyright by
Ishmam Zabir

2022



The Dissertation of Ishmam Zabir is approved:

Committee Chairperson

University of California, Riverside



Acknowledgments

I am grateful to my advisor Dr. Yingbo Hua, who is always being patient to me, teaches

me with his erudite knowledge and affects me with his rigorous personality. Without his

guidance, I would not have been here.

I would like to thank Dr. Ilya Dumer, Dr. Jiasi Chen for their generous help as being com-

mittee members for my dissertation evaluation and defense. The text of this dissertation, in

part, is a reprint of the material as it appears in 2019 IEEE Globecom, 2020 IEEE Trans-

action of information forensic and security. The co-author Dr. Yingbo Hua listed in that

publication directed and supervised the research which forms the basis for this dissertation.

Also, i would like to thank my other collaborators Dr. Ananthram Swami, Dr. Brian M.

Sadler, Dr. Gaojie Chen and Dr. Eric Graves.

iv



To my parents and wife for all the support.

v



ABSTRACT OF THE DISSERTATION

Secrecy Enhancement with Full-Duplex Radio in Wireless Networks

by

Ishmam Zabir

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2022

Dr. Yingbo Hua, Chairperson

Physical layer security (PLS) is an approach that provides secrecy based on information-

theoretic model which does not account for any computation capability assumption or pre-

installed standardized secret key generation algorithm and it is a good additional protection

on the top of the existing security scheme. This work includes two different topics for im-

proving PLS with full-duplex radio. In the first topic, we study the secrecy performance

of several schemes for multi-antenna transmission to single-antenna users with full-duplex

(FD) capability against randomly distributed single-antenna eavesdroppers (EDs). These

schemes and related scenarios include transmit antenna selection (TAS), transmit antenna

beamforming (TAB), artificial noise (AN) from the transmitter, user selection based their

distances to the transmitter, and colluding and non-colluding EDs. The locations of ran-

domly distributed EDs and users are assumed to be distributed as Poisson Point Process

(PPP). We derive closed form expressions for the secrecy outage probabilities (SOP) of

all these schemes and scenarios. The derived expressions are useful to reveal the impacts

of various environmental parameters and user’s choices on the SOP, and hence useful for
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network design purposes. Furthermore, we have investigated the secrecy performance of the

scheme where multiple legitimate users are randomly located. Examples of such numerical

results are discussed.

For the second topic, we present a secure downlink communication system where

a transmitter sends information to multiple single antenna users under ultra reliable and

low-latency communication (uRLLC) system requirement. To meet uRLLC requirement

and provide secrecy against multi-antenna eavesdropper (Eve), transmitter adopts a special

channel training scheme called anti-eavesdropping channel estimation (ANECE) as well as a

standard transmit beamforming to send secret information in short blocklength regime. Us-

ing ANECE, two or more cooperative full-duplex radio devices obtain their receive channel

state information (CSI) with respect to each other while preventing Eve from obtaining any

consistent estimate of its receive CSI, which improves the secrecy of subsequent transmission

of information between the devices. We derive the closed form expression of average secrecy

throughput (AST) of ANECE assisted transmission. Our closed form expression of approx-

imated AST in terms of blocklength and various controllable parameters provides useful

insights to maximize AST under uRLLC requirement. In another chapter, we investigate

the uplink communication system where multiple single antenna users send secret informa-

tion to multi-antenna access point (AP) under ultra reliable and low-latency communication

(uRLLC) system requirement. Finally, numerical results are discussed.
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Chapter 1

Introduction

1.1 Physical layer security

1.1.1 Motivations

Since Wyner’s work [1], physical layer security has been studied as an alternative

or complementary approach to cryptography for information security. This trend of study

has accelerated in recent years given its importance for 5G and future wireless networks [2].

Due to the broadcast nature of wireless communications, transmitted information

in air is highly vulnerable to eavesdropping unless a positive secrecy rate at the physical

layer is achieved. Many prior works for achieving a positive secrecy rate require that the

locations and/or channel-state-information (CSI) of eavesdroppers (EDs or Eve) are known

to the legitimate users (also referred to as users) [3]-[12]. This requirement is generally

difficult to meet in practice.

One way to handle EDs whose locations and CSI are unknown to users is to assume
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a statistical model for EDs’ CSI where both the small-scale-fading and large-scale-fading of

EDs’ CSI are statistically modelled. While the small-scale-fading is commonly modelled as

Gaussian distributed, the large-scale-fading can be treated by assuming EDs to be randomly

distributed according to a Poisson Point Process (PPP) [13]-[24]. This paper will also adopt

the PPP model to investigate the impact of random EDs locations on secrecy performance

which is useful over a time window within which the EDs’ locations change randomly.

We present statistical analyses of SOP for a range of downlink transmission schemes

for pairs of multi-antenna base-station (BS) and single-antenna user equipment (UE) in the

presence of randomly located EDs, which is illustrated in Fig. 1.3. These schemes include

the following scenarios: the BS may or may not apply Tx-AN, the UE may or may not apply

Rx-AN or equivalently operate in either FD or HD mode, and the EDs may or may not col-

lude with each other to form a virtual antenna array. For randomly distributed UEs, the BS

can have them ordered according to their distances to the BS before a downlink transmis-

sion may be applied. Furthermore, the BS may apply a transmit-antenna-selection (TAS)

scheme or a transmit-antenna-beamforming (TAB) scheme. The TAB scheme requires full

CSI knowledge at BS whereas the TAS scheme is a comparatively low-cost low-complexity

method [32]. In particular, we will focus on the SOP for all the schemes listed above (with

exception shown in Table 1.1). Note that HD is a special case of FD, and using no Tx-AN

is a special case of using Tx-AN. Much of the mathematical details is given in appendices.

Section 3.5 shows numerical results to verify the analysis. Section IX summarizes the paper.
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Figure 1.1: Wireless network subject to randomly located eavesdroppers where Alice is BS
and UE is Bob.

Table 1.1: Organization of Chapters 2 and 3

non-colluding EDs colluding EDs
FD UE HD UE multi-UE ordering FD UE HD UE

TAS 2.2 2.2.1 [35] 3.2 3.2.1

TAB 2.3 2.3.2 2.4 3.3& 3.4 3.3

1.1.2 Related Work

The conventional radio is half-duplex (HD). But full-duplex (FD) radio promises

to be available in the near future [25]-[30]. A user equipped with FD capability can receive

a desired information while transmitting an artificial noise (AN) to jam nearby EDs [7],

[27]-[31]. We will also refer to this AN as Rx-AN which differs from the AN (along with

information signal) transmitted by a multi-antenna transmitter. The latter will also be

referred to as Tx-AN. Subject to randomly distributed EDs, schemes based on Tx-AN

without Rx-AN have been studied in [16]-[20] for non-colluding EDs and in [21]-[24] for

colluding EDs. In [16], authors investigated the design of multi-antenna Tx-AN to minimize

3



Figure 1.2: The wiretap channel model

the secrecy outage probability (SOP) by ignoring thermal noise at EDs. In [17] and [18],

authors derived exact closed-form expressions for optimal Tx-AN allocation to minimize

SOP. In [19], authors further investigated secrecy performance under imperfect CSI. The

aforementioned studies reveal that Tx-AN (for HD receiver) improves secrecy performance

against any EDs’ scenarios.

1.1.3 Secrecy Capacity

In the traditional sense of the definition of secrecy [1] the communication channel

can be modeled as a broadcast channel followed by a wire-tap channel as shown in Fig. 1.2.

Alice broadcasts her message wk ∈ Wk encoded into a codeword xn ∈ X n. Bob and Eve

respectively receive yn ∈ Yn and zn ∈ Zn. The information Eve gains from her received

signal is modeled as

I(zn;wk) = h(wk)− h(wk|zn), (1.1)

4



where I(a; b) is the mutual information between a and b, and h is entropy. Perfect secrecy

is then achieved if Eve can not decode any bits of information, i.e.,

I(zn;wk) = 0 ↔ h(wk) = h(wk|zn) (1.2)

in other words, the amount of ambiguity about the secret information in Eve is not changed

after receiving zn.

Now let us define Pe as the probability of making an error in estimating the message

wk, and ŵk as the estimate of wk, so

Pe = P{wk 6= ŵk}. (1.3)

The rate of ambiguity Eve has about message wk is called the equivocation rate and is

defined as

Re =
1

n
h(wk|zn), (1.4)

with 0 ≤ Re ≤ h(wk)/n. It is evident that if Re = h(wk)/n, perfect secrecy is achieved,

which is associated with a perfect secrecy rate Rs. A certain Rs is said to be achievable if

for any ε > 0, there is a sequence of (2nRs , n) codes such that for any n ≥ n(ε), we have
Pe < ε

Rs − ε < Re.

(1.5)

The first condition is the achievable rate constraint. The second constraint is the condition

on equivocation rate to guarantee prefect secrecy. Finally, secrecy capacity Cs is the maxi-

mum achievable secrecy rate. It is then proven in [1] that Cs is the difference between the

capacity of the main channel CM and the capacity of the wiretap channel CW , i.e.,

Cs = (CM − CW )+, (1.6)

5



where (.)+ , max(0, .) is the positive secrecy rate. While Wyner proved this for the discrete

memory-less channel, the principle that secrecy capacity is the difference of capacities of

the legitimate and eavesdropper’s channels is proven to be true.

1.1.4 Contributions

Part of this work has been included in [34]. The key contributions include the

following:

• We derive the closed form expressions of SOP for all the schemes/scenarios listed in

Table 1.1. In the context of randomly distributed EDs, the scheme with both Tx-AN

and Rx-AN was not studied before, and none of the schemes listed under colluding

EDs was before considered either.

• We focus on SOP conditional on user’s CSI, which results in a tight lower bound of

SOP for both TAS and TAB schemes against randomly located colluding EDs. This

is in contrast to [33] where TAS was analyzed based on unconditional SOP and zero

thermal noise at EDs. The latter is only valid for scenarios of high jamming noise.

• We extend the analysis shown in [35] from TAS to TAB with Tx-AN for multiple HD

users. Comparisons between TAS and TAB are shown analytically and numerically.

(The low cost advantage of antenna selection has been exploited for network through-

put as well as physical layer security [44]-[47]. But TAS shown in [33] and [35] is the

most relevant to this paper.)

• We reveal the existence of a finite optimum Rx-AN power for both TAS and TAB

schemes, which can be also computed based on our closed form SOP expressions.

6
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1.2 Finite Blocklength Secrecy

1.2.1 Motivations

In the emerging ultra reliable and low latency communication (uRLLC) scenarios,

relatively short information packets (often called finite blocklength) are transmitted to

meet the latency and reliability requirements [60]-[61]. Furthermore, transmitter adopts

secrecy coding of finite blocklength (FBL) during information transmission phase to ensure

secrecy against eavesdropper (Eve). Prior works in [52]-[53] investigate the average secrecy

throughput (AST) as metric to study the secrecy performance in FBL where the channel

state information (CSI) anywhere is assumed to be known everywhere. In particular, Eve’s

receive CSI is assumed to be known to Eve, which is too conservative if anti-eavesdropping

channel estimation (ANECE) is applied [30].

In this paper, we study the AST of a downlink FBL communication system where

one multi-antenna transmitter sends secret information to a single user against Eve with any

number of antennas. To enhance AST, the transmitter adopts transmit antenna beamform-

7



Figure 1.3: Short-packet communication model. N − 1 single antenna users send secret
information to AP withNA number of full-duplex antenna against one Eve withNE antenna.

ing as well as ANECE. Proposed in [30], ANECE allows two or more cooperative full-duplex

radio devices to obtain consistent estimates of their CSI with respect to each other, and at

the same time ANECE prevents Eve from obtaining any consistent estimate of its receive

CSI. This property of ANECE is useful to maintain a non-zero secrecy of the subsequent

transmissions of information between these devices against Eve with any number of anten-

nas [31]. Moreover, we will apply some of the techniques in [55] to the ANECE assisted

case. We also assume that the forced channel estimation error at Eve (due to ANECE) is

only treated by Eve as a source of additional noise at Eve. In other words, Eve does not

apply advanced methods such as blind detection [31] to mitigate the effect of ANECE.
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1.2.2 Related Work

We consider a relatively short or often called finite blocklength (FBL) transmission

of information between devices, which is important for applications such as Internet-of-

Things (IoT) [49]-[61]. Prior AST analyses of FBL transmissions are available in [51]-[53]

where the CSI anywhere is assumed to be known everywhere. In particular, Eve’s receive

CSI is assumed to be known to Eve. For the ANECE assisted case, Eve no longer knows

its receive CSI perfectly, which makes the prior results not applicable.

However, we will apply some of the techniques in [54]-[55] to the ANECE assisted

case. We also assume that the forced channel estimation error at Eve (due to ANECE) is

only treated by Eve as a source of additional noise at Eve. In other words, Eve does not

apply advanced methods such as blind detection [31] to mitigate the effect of ANECE.

1.2.3 Contributions

The key contributions of this paper (a substantial extension of [62]) include the

following:

• The average secrecy throughput (AST) of a uplink communication system is studied

using the information-theoretic results on finite-blocklength bounds for wiretap chan-

nels. We derived the closed-form approximations of secret information transmission

scheme for multi-antenna AP to evaluate the AST against multi-antenna Eve.

• We introduce a special channel training scheme called ANECE where all legitimate

users apply cooperative channel training to force Eve with inconsistent channel state

information (CSI) estimation. We show substantial AST enhancement of the short

9



packet communication with ANECE and compared it’s AST performance with con-

ventional channel training scheme (MMSE estimation without ANECE strategy).

• We studied the impact orthogonal and non-orthogonal transmission of information

from cooperative users the AST. Later, we discuss a scenario when Eve utilize prior

information knowledge to combat against ANECE scheme.

• We present numerical results to analyze the impact of various parameters, i.e, block-

length, training sequence length, transmit power, number of cooperative users, number

of antennas at Alice and Eve on the AST. Our results provide useful insights to design

the system parameters in terms of the AST maximization under the reliability and

latency constraints. Finally, we verify our theoretical results with independent Monte

Carlo trials.
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1.3 Notations

Bold-faced lower-case letters, e.g., x, are used for vectors and Bold-faced lower-

case letters, e.g., A, are used for matrix. AH , AT , and A∗ denote Hermitian transpose,

normal transpose and conjugate of a matrix A, respectively. ‖ · ‖ stands for the vector’s

Euclidean norm and | · | stands for the absolute value of a complex/real scalar number. C

and R denote the set of all complex and real numbers, respectively. The n × n identity

matrix is In or simply I when its dimension is obvious. The trace, expectation, differential,

natural logarithm, base-2 logarithm, determinant and Kronecker product are respectively

Tr, E, ∂, ln, log2, | · | and ⊗. All other notations are defined in the context.

The symbols used in this paper are shown in Table 1.2.
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Table 1.2: Notation and Symbols

Symbol Definition

CN complex Gaussian
Φ the set of locations of EDs
ρE intensity or density of Φ
α path loss exponent
ρ normalized self-interference coefficient
PT transmission (signal plus AN) power from Alice
PJ transmission (jamming) power from Bob
ε fraction of transmission power at Alice for AN
Ev expectation over v

[x]+ max(0,x)

B(x, y) Beta function, where B(x, y) = Γ(x)Γ(y)
Γ(x+y)

Γ(x, y) upper incomplete Gamma function
γ(x, y) lower incomplete Gamma function
U(a, b, z) Confluent hypergeometric function of second kind

F(a, b, c; z) Gaussian hypergeometric function
L Laplace transform

E1(x) Exponential integral function
Pi transmission power from Alice during phase i ∈ {1, 2}
PA NA × n1 pilot matrix transmitted by Alice
PU (N − 1)× n1 pilot matrix transmitted by all N − 1 users

Kx,y the correlation matrix between two random vectors x and y
ε decoding error probability at Rx
δ the information leakage to Eve

Q−1(·) inverse of the Gaussian-Q function
Ts average secrecy throughput
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Chapter 2

Secrecy performance of TAB and

TAS scheme against Non-colluding

EDs

2.1 System Model

We consider a base station (BS or Alice) with multiple antennas located at the

center of a circle of radius R, which transmits secret information to a single-antenna (om-

nidirectional) user equipment (UE or Bob). Without loss of generality, we first assume

that Bob is located at a unit distance away from Alice. There are randomly located single-

antenna (omnidirectional) eavesdroppers (EDs) in the circle, and the random locations of

EDs (denoted by Φ) are modeled as a PPP with the intensity ρE .

The channel gain vector from Alice to Bob is denoted by h ∈ CM×1, which has
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been normalized to be a complex Gaussian random vector with zero mean and the identity

covariance matrix, i.e., CN (0, I). We assume Bob is equipped with full-duplex antenna

(full-duplex can be implemented with either one Tx and one Rx antenna or even with

single antenna via RF circulator [36]) where Bob can transmit and receive at the same time

in the same frequency band. The normalized residual instantaneous self-interference channel

gain at Bob is
√
ρgB with the distribution CN (0, ρ) where ρ corresponds to a normalized

gain factor (which is relative to the main/user channel gain and should be kept small in

application although it can be larger than one if the actual distance between Alice and Bob

is relatively large [29]). The channel vector from Alice to the eth ED is
√
aehAEe ∈ CM×1

and distributed as CN (0, aeI), and the channel gain from Bob to the eth ED is
√
behBEe and

distributed as CN (0, be). We also let ae = 1
dαAEe

with dAEe being the normalized distance

between Alice and the eth ED, and be = 1
dαBEe

with dBEe being the normalized distance

between Bob and the eth ED. Note that ae and be are the large-scale fading parameters as

they are dependent on the location of ED while h, gB, hAEe and hBEe are the small-scale

fading parameters. We assume that the channels are all quasi-static where the channel

coefficients stay constant during transmission of any given packet.

The secrecy rate of the downlink transmission from Alice to Bob is

SAB = [log2(1 + SNRAB)− log2(1 + SNRAE∗)]+, (2.1)

where SNRAE∗ = F(SNRAEe). The operator F(.) takes the location dependent Signal-to-

Noise Ratios (SNRs) of EDs as argument. The form of F(.) is dependent on whether EDs

are acting independently or colluding with each other. In the case of non-colluding EDs,
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the strongest ED channel is considered and the form of F(.) is defined as

F(.) = max
e∈Φ

(.). (2.2)

In the case of colluding EDs, we assume that all EDs can combine their own SNRs to jointly

decode the information bearing signal. We consider passive (distributed) EDs. Since they

do not have access to the full CSI between Alice and themselves, they are unable to form a

virtual antenna array for colluding. This assumption is the same as in [13]-[24] and [33]-[35].

Thus,

F(.) =
∑
e∈Φ

(.). (2.3)

For a target secrecy rate RS , the SOP is defined as

Pout
∆
= P (SAB ≤ RS) = P

[
1 + SNRAB
1 + SNRAE∗

≤ 2RS
]
, (2.4)

where P (·) denotes the probability. We will also use Pcon
∆
= 1− Pout.

2.1.1 Transmit Antenna Selection

In the TAS scheme, Alice only transmits via the antenna corresponding to the

element in h that has the largest amplitude. Let
√
PTxA(k) of power PT be the information

signal transmitted from Alice, and hi∗ be the element selected from h = [h1, · · · , hM ]T , i.e.,

|hi∗ | = max
i
|hi|. Thus, Bob and Eve receive the following signals respectively:

yB(k) = hi∗
√
PTxA(k) +

√
ρPJgBw̃B(k) + nB(k), (2.5)

yEe(k) =
√
aePThAi∗EexA(k) +

√
bePJhBEewB(k)

+nEe(k), (2.6)

where
√
PJwB(k) of power PJ is the jamming noise or Rx-AN from Bob, nB(k) and nE(k)

are the background Gaussian noises at Bob and Eve each with the unit variance, and the
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second term of (2.5) denotes the residual self-interference. Then, the SNR at Bob is

SNRTASAB =
|hi∗ |2PT

1 + ρ|gB |2PJ
, (2.7)

and the SNR at the eth Eve is

SNRTASAEe =
ae|hAi∗Ee |2PT

1 + be|hBEe |2PJ
. (2.8)

2.1.2 Transmit Antenna Beamforming

In the TAB scheme, Alice takes the advantage of the complete knowledge of h by

transmitting the following signal:

s(k) =
√

(1− ε)PT txA(k) +

√
εPT
M − 1

Wv(k), (2.9)

where xA(k) is the message signal of zero mean and unit variance, t = h∗

‖h‖ , W ∈ CM×(M−1)

has the orthonormal columns that span the left null space of t (hence ttH + WWH = I),

v ∈ C(M−1)×1 is the Tx-AN CN (0, I), and ε ∈ {0, 1} is the power fraction factor that splits

the total power PT between the Tx-AN term and the message term.

Consequently, the received signal at Bob and the eth Eve are:

yB(k) =
√

(1− ε)PT ‖h‖xA(k) +
√
ρPJgBw̃B(k) + nB(k),

yEe(k) =
√
ae(1− ε)PT

hTAEeh
∗

‖h‖
xA(k) +

√
bePJhBEewB(k)

+
√
ae

√
εPT
M − 1

hTAEeWv(k) + nEe(k),

respectively. Then the SNR at Bob is

SNRTABAB =
(1− ε)‖h‖2PT
1 + ρ|gB |2PJ

, (2.10)
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and the SNR at the eth Eve is

SNRTABAEe =
ae(1− ε)

|hTAEeh
∗|2

‖h‖2 PT

1 + be|hBEe |2PJ + ae
εPT
M−1Ev{|hTAEeWv|2}

=
ae(1− ε)

|hTAEeh
∗|2

‖h‖2 PT

1 + be|hBEe |2PJ + ae
εPT
M−1‖hAEe‖2(1− |hTAEeh

∗|2
‖hAEe‖2‖h‖2

)

=
(1− ε)X1ΘPT

dαAEe +
PJd

α
AEe

dαBEe
X2 + εPT

M−1X1(1−Θ)
, (2.11)

where Ev denotes the expectation over v and Ev{|hTAEeWv|2} = Ev{|hTAEeWvvTWThAEe |2} =

hTAEe(I− ttH)hAEe , X1 = ‖hAEe‖2, X2 = |hBEe |2 and Θ =
|hTAEeh

∗|2

‖hAEe‖2‖h‖2
. Note that X1, X2

and Θ are independent of each other.

Furthermore, X1 has a Chi-squared distribution with 2M degrees of freedom

(DoF), i.e., its probability density function (PDF) is fX1(x) = xM−1e−x

Γ(M) ; X2 has a Chi-

squared distribution with 2 DoF (also known as the exponential distribution of the unit

mean); and Θ is known to have the beta distribution [30] with parameters B(1,M −1), i.e.,

fΘ(x) = (M − 1)(1− x)M−2. Note that Beta(a, b) distributed random variable X the PDF

fX(x) = xa−1(1−x)b−1

B(a,b) .

In order to maintain a data rate RD from Alice to Bob, we must have log2(1 +

SNRTABAB ) > RD, i.e., 1− ε > 1+ρ|gB |2PJ
‖h‖2PT (2RD − 1) for the non-negative ε.

2.1.3 TAB with User Selection (TAB-US)

In the TAB-US scheme, we assume that Alice (BS) serves multiple single-antenna

HD Bobs (UEs) (where PJ = 0) based on the user’s distance from Alice. The locations

of Eves and Bobs are all modeled as spatial PPP, i.e., ΦE with intensity ρE and ΦU with

intensity ρU respectively.
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Let dABn be the distance from Alice to the nth (nearest) Bob. Similar to (2.10),

the SNR at the nth Bob is

SNRABn =
(1− ε)PT ‖hABn‖2

dαABn
, (2.12)

and, similar to (2.11), the SNR at the eth Eve is

SNRAEe =
ae(1− ε)‖hAEe‖2

‖hHAEehABn‖
2

‖hAEe‖2‖hABn‖2
PT

1 + ae
εPT
M−1‖hAEe ||2(1− ‖hHAEehABn‖

2

‖hAEe‖2‖hABn‖2
)
, (2.13)

where X2,n = ‖hABn‖2 is independent from X1 and both follow the Chi-squared distribution

with 2M degrees of freedom, i.e., fX2,n(x) = fX1(x) = xM−1e−x

Γ(M) . Also Θ =
‖hHAEehABn‖

2

‖hAEe‖2‖hABn‖2

follows the B(1,M − 1) distribution [30], and X4 = ΘX1 is exponentially distributed with

mean equal to one. Also, X4,4 = (1 − Θ)X1 follows Γ(M − 1, 1) distribution and most

importantly X2,n, X4 and X4,4 are independent.

Throughout this section, we study the secrecy performance of both the TAB and

TAS schemes against independently acting EDs. Furthermore, we analyze the secrecy per-

formance of the TAB scheme as a function of the ordering index of each Bob (among

randomly distributed Bobs) with respect to his distance to Alice.

2.2 Secrecy performance of the TAS Scheme

The performance of the TAS scheme was analyzed in [33] by assuming that the

noise at each node is dominated by the interference. A novelty of the following analysis is

an insight that there is generally a nonzero optimal PJ . Such an analytical insight would

not be possible if the noise is assumed to be negligible from the very beginning of the analy-

sis. Moreover, authors of [33] derived the SOP expression averaged over the distribution of
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legitimate channel. Such analysis does not provide useful insights for a given/common re-

alization of the legitimate channel. In this paper, we study the SOP expression conditioned

on the legitimate channel CSI. For a large coherence period of the legitimate channel, the

SOP averaged over EDs’ distribution can be minimized over the jamming power from FD

Bob. Thus, this study enables us to find the optimum allocation at Bob. We will also show

the overall averaged SOP considering the distribution of the legitimate channel.

We will use the following parameterizations: β
∆
= 2Rs , m

∆
= PJ

PT
(“a transmit power

ratio”), Y
∆
= SNRTASAB = |hi∗ |2

1
PT

+ρm|gB |2
and Y0

∆
= Y

β + 1
β−1. Note that for any given realization

of h and gB, Y is a given constant. Hence, P [STASAB > Rs|Φ,h, gB] = P [STASAB > Rs|Φ, Y ].

Proposition 1 Conditioned on h and gB, the probability of achieving a secrecy rate strictly

larger than Rs using the TAS scheme is given by

Pcon,Y = exp

[
− ρE

∫ R

0

∫ 2π

0
Ψ(Y, r, θ)rdθdr

]
, (2.14)

where

Ψ(Y, re, θe) =
exp(−d

α
AEe

PT
Y0)

1 +m(
dAEe
dBEe

)αY0

, (2.15)

and (re, θe) are the polar coordinates of the location of the eth Eve with the origin at the

location of Alice. Also dAEe = re and dBEe =
√
r2
e + d2 − 2re cos θ.

The proof is shown in Appendix .1.

Remark 1 It is obvious that Pcon,Y is a decreasing function of Ψ(Y, r, θ). One can verify

the following statements subject to PT > 0:
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Table 2.1: Effects of parameters on Ψ(Y, r, θ) & Pcon,Y when Rs = 0, where −, ↑ and ↓
denote invariance, increasing and decreasing, respectively.

PT PJ →∞(ρPJ = a)PJ ↑ (≤ PJ∗)PJ ↑ (≥ PJ∗)
Ψ(Y, r, θ) − → 0 ↓ ↑
Pcon,Y − → 1 ↑ ↓

• If Rs = 0, then Ψ(Y, r, θ) is invariant to PT .

• If Rs = 0 and the product ρPJ is a fixed constant, then as PJ increases to∞, Ψ(Y, r, θ)

decreases monotonically to zero and hence Pcon,Y increases monotonically to one.

• If ρ � 1, then in a region of small PJ , Y and hence Y0 are approximately invariant

to PJ . But in this case, Ψ(Y, r, θ) decreases as PJ increases (since Y0

(
dAE
dBE

)α
is not

small) and hence Pcon,Y increases as PJ increases.

The aforementioned statements are summarized in Table 2.1 where PJ
∗ is nonzero

optimal value of PJ and a is an arbitrary constant. Here PJ →∞ implies that the jamming

power from Bob is large or more precisely PJ � 1
ρ|gB |2 . The expression (2.14) provides the

relationship between the target secrecy rate Rs and different parameters in the network.

To obtain Pcon,Y numerically, the double integrals shown there need to be computed for a

given choice of the path loss exponent α. In general, experimentally estimated α results in

difficulty for simplification of the double integrals. But for Rs = 0 (i.e. Y0 = Y ) and α = 2,

a simplification can be shown to be

Pcon,Y = exp

[
− ρE

(
πPT
Y

(
1− exp(−Y R

2

PT
)
)
− πmY

×
∫ R2

0

exp(−Y r
PT

)r√(
(1 +mY )r + d2

)2 − 4rd2

dr

)]
(2.16)
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which is shown in Appendix .2.

Then, the unconditional Pcon = EY [Pcon,Y ] can be obtained by

Pcon = P [STASAB > Rs] =

∫ ∞
y=0

Pcon,yfY (y)dy, (2.17)

where the distribution of Y due to the random |hi∗ |2 and |gB|2 is given in the following

lemma:

Lemma 2 The cumulative distribution function (CDF) of Y is

FY (y) =

M∑
i=0

CMi (−1)i
e
− iy
PT

1 + iyρm
, (2.18)

where CMi = M !
(M−i)!i! . Hence the PDF of Y is

fY (y) =

M∑
i=0

CMi (−1)i+1ie
− iy
PT

( iyρmPT + 1
PT

+ ρm)

(1 + iyρm)2
. (2.19)

Next, we consider Pcon,Y in the two special cases: PJ = 0 and PJ →∞.

2.2.1 The Case of PJ = 0

Now we consider the case of PJ = 0 thus m = 0 and assume that PT � 1−β
|hi∗ |2

thus Y0 ≈ PT |hi∗ |2
β . It follows from (.2) that Ψ(Y ; r, θ) = exp(−dαAEe

PT
Y0) = exp

(
−rα |hi∗ |

2

β

)
.

Hence

lnPcon,Y
ρE

= −
∫ R

0

∫ 2π

0
Ψ(Y ; r, θ)rdθdr

= −2π

∫ R

0
exp

(
−rα |hi

∗ |2

β

)
rdr

= − 2πβ
2
α

α(|hi∗ |2)
2
α

∫ Rα(|hi∗ |
2

β

0
exp(−z)z

2
α
−1dz

= − 2πβ
2
α

α(|hi∗ |2)
2
α

γ

(
2

α
,
|hi∗ |2Rα

β

)
, (2.20)
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where z = rα |hi∗ |
2

β and γ(x, y) =
∫ y

0 z
x−1e−zdz is the lower incomplete gamma function

which increases monotonically with y. From (2.20), it is clear that Pcon,Y monotonically

decreases as R increases. In particular,

lim
R→∞

lnPcon,Y
ρE

= −π
(

β

|hi∗ |2

) 2
α 2

α
Γ

(
2

α

)
, (2.21)

where Γ(x) =
∫∞

0 zx−1e−zdz. It is known that xΓ(x) = Γ(x+ 1) for positive x and Γ(x+ 1)

decreases to one as x decreases to zero. Then, provided β
|hi∗ |2

> 1, the above limit increases

as α increases. The result (2.21) serves as a benchmark corresponding to a HD Bob.

2.2.2 The case of PJ =∞

We now consider the case of PJ =∞ and also assume Rs = 0 and α = 2. In this

case, Y0 = Y = 0 and mY = |hi∗ |2
ρ|gB |2 . Then, following a similar derivation as that in section

1 of the supplement, one can verify that

lnPcon,Y
ρE

= −2π

∫ R

r=0

(
1− 1√

1 + ρ |gB |
2

|hi∗ |2
(1 + d

r )2

× 1√
1 + ρ |gB |

2

|hi∗ |2
(1− d

r )2

)
rdr, (2.22)

where the integrant converges to

(
1− 1

1+ρ
|gB |2

|hi∗ |
2

)
r as r becomes large and the integral goes

to∞ as R→∞. Hence limR→∞ Pcon,Y = 0. This result suggests that PJ should not be too

large. Combining this with a previous result for small PJ implies that there is generally a

finite nonzero optimal PJ .
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2.3 Secrecy performance of the TAB Scheme

Unlike the TAS scheme, Alice will now use all transmit antennas via beamforming

to transmit each information symbol. We will assume that all the channel links from Alice

to Bob are independent and identically distributed.

In addition to m = PJ
PT

and β = 2Rs , we will use Z =
SNRTABAB

(1−ε) = ‖h‖2
1
PT

+ρm|gB |2
,

C = Z
βPT
−

(1− 1
β

)

(1−ε)PT , fe = (
dAEe
dBEe

)αm (“a large scale receive power ratio”) and G = 1
CPT

=

β(1+ρPJ |gB |2)
PT ‖h‖2 . The random variables Z, C and G are one-to-one related to each other.

We will use z, c and g for the realizations of Z, C and G respectively. Unlike fe, the

variables z, c and g are invariant to the locations of Eves but dependent on the small scale

fading parameters h and gB. For given realization of h and gB, z is given. For m = 0,

Z = PT ‖h‖2 has obviously a Chi-squared distribution with 2M DoF. For m > 0, one can

prove the following lemma:

Lemma 3 If m > 0, the legitimate channel’s SNRAB (which is Z) has the following PDF

(shown in Appendix .3)

fZ(z) =
Mρm(zρm)M−1

(1 + zρm)M+1
e

1
ρPJ . (2.23)

Proposition 2 Conditioned on h and gB, the probability of achieving a secrecy rate strictly

larger than Rs using the TAB scheme is given by

Pcon,h,gB = Pcon,z = exp

[
− ρE

∫ R

0
r

∫ 2π

0
Ω(

1

g
; r, θ)dθdr

]
, (2.24)

and hence Pcon =
∫∞

0 Pcon,zfZ(z)dz where

Ω(
1

g
; r, θ) =

e
dαBE
PJ

(1 + fe
g )(1 + ε

(M−1)g )M−1
(2.25)

and all other variables are defined before.
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The proof is shown in Appendix .4.

Remark 4 From (2.24) and (2.25), one can also verify the following subject to PT > 0:

• For ε > 0, Pcon,h,gB → 1 as PT → ∞. (1 + ε
(M−1)g )M−1 converges to eε/g as M

increases. For large PT ,
1− 1

β

(1−ε)PT ≈ 0 so, fe
g =

(
dAEe
dBEe

)α ‖h‖2
β( 1
PJ

+ρ|gB |2)
which is invariant

to PT and ε
g = εPT ‖h‖2

β(1+ρPJ |gB |2)
which goes to ∞ as PT →∞ .

• Pcon,h,gB increases as ρ decreases. As ρ decreases, Z and c increase, and hence g and

Ω(1
g ; r, θ) decrease, and hence Pcon,h,gB increases.

• If ρ→ 0, then Pcon,h,gB → 1 as PJ →∞.

• If ε = 0, the optimal PJ is ∞. If ε = 0 then it follows from (2.24) and (2.25) that

Pcon,h,gB = exp

[
− ρE

∫ R

0
r

∫ 2π

0

e
dαBEe
PJ

1 + fe
g

dθdr

]
, (2.26)

which is independent of PT and monotonically increases as PJ increases. Thus the

optimum PJ is ∞.

• For ε > 0 and PT > 0, the optimal PJ is a finite positive number. For ε > 0 and

PT > 0, fe
g monotonically increases to ‖h‖2

βρ|gB |2 as PJ →∞ and 1+
dαBEe
PJ

monotonically

decreases to 1 as PJ → ∞. So,
1+

dαBEe
PJ

1+ fe
g

monotonically decreases to 1

(1+
‖h‖2

βρ|gB |2
)

for

PJ → ∞. We can also observe that ε
g monotonically decreases to 0 for PJ → ∞, so

1
(1+ ε

(M−1)g
)M−1 monotonically increases to 1 as PJ → ∞. So, we can conclude that

there is a finite positive PJ at which Pcon,h,gB is maximized.
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Table 2.2: Effects of parameters on Ω(z, r, θ) & Pcon,z when Rs = 0

PT →∞ PJ →∞ PJ ↑ (≤ PJ∗) PJ ↑ (≥ PJ∗)
Ω(z, r, θ)|ε=0 − ↓→ const. ↓ −
Pcon,z, ε = 0 − ↑→ const. ↑ −
Ω(z, r, θ)|ε6=0 → 0 ↑→ const. ↓ ↑
Pcon,z, ε 6= 0 → 1 ↓→ const. ↑ ↓

• For Rs = 0, Ω(1
g ; r, θ) is a decreasing function of ε which makes the upper bound of ε

optimal. Furthermore, Ω(1
g ; r, θ) is rather flat around the optimal PJ , which makes it

easy to find a practically optimal PJ .

The aforementioned observations are summarized in Table 2.2.

As shown in Appendix .5, Ω(1
g ; r, θ) for any r and θ is a unimodal function with its

minimum at a finite positive value of PJ . Therefore,
∫ R

0 r
∫ 2π

0 Ω(1
g ; r, θ)dθdr must also have

its minimum at a finite positive value of PJ , or equivalently Pcon,z = exp(−ρE
∫ R

0 r
∫ 2π

0 Ω(1
g ; r, θ)dθdr)

has its peak at that value of PJ .

Next, we consider two special cases for which the double integral in (2.24) can be

simplified.

2.3.1 Bob in Full Duplex Mode with β = 1 and α = 2

For β = 1 and α = 2, it is shown in Appendix .6 that

∫ R

0

∫ 2π

0
Ω(z; r, θ)dθrdr =

2π

(1 + zε
M−1)M−1

×
∫ R

0

(
1− 1√

1 + (r+d)2

r2zm

√
1 + (r−d)2

r2zm

)
rdr. (2.27)
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And Pout = 1− Pcon versus PJ and ε will be illustrated in Fig. 2.3 from which we will see

that for a given ε there is an optimal PJ and the optimal PJ is not very sensitive to ε.

Furthermore, if PJ →∞, then z → 0, zm→ ‖h‖2
ρ|gB |2 and (2.27) yields

∫ R

0

∫ 2π

0
Ω(z; r, θ)dθrdr = 2π

∫ R

0

(
1−

1√
1 + ρ |gB |

2

‖h‖2 (1 + d
r )2
√

1 + ρ |gB |
2

‖h‖2 (1− d
r )2

)
rdr. (2.28)

Comparing (2.22) and (2.28), we see a similar structure of the two expressions. Since

‖h‖2 ≥ max
i∈M
|hi|2, the TAB scheme always yields a lower SOP than the TAS scheme.

Also note that if ε > 0 and PT →∞, then (2.27) implies that the SOP of the TAB

scheme becomes one (similar to the case for TAS).

2.3.2 Bob in Half-Duplex Mode

In this case, we have PJ = 0 and z = PT ‖h‖2. Also assuming a large PT , it is

shown in Appendix .7 that

∫ R

0

∫ 2π

0
Ω(z; r, θ)dθrdr

=
2πβ

2
α

α(‖h‖2)
2
α (1 + εPT

M−1
‖h‖2
β )M−1

γ
( 2

α
,
Rα‖h‖2

β

)
. (2.29)

Here γ( 2
α ,

Rα‖h‖2
β ) is the lower incomplete gamma function and increases mono-

tonically as R increases. (2.29) is similar to (2.20) and is independent of PT when ε = 0.

Since ‖h‖2 ≥ max
i∈M
|hi|2, the HD-TAB (even without using AN) results in a better secrecy

performance than the HD-TAS. Note that the secrecy performance of the HD-TAB depends

on PT when ε > 0. Furthermore, the term
∫ R

0

∫ 2π
0 Ω(z; r, θ)dθrdr is inversely proportional

26



to the factor
(

1 + εPT ‖h‖2
(M−1)g

)M−1
. Thus, the term

∫ R
0

∫ 2π
0 Ω(z; r, θ)dθrdr and hence SOP

decreases as the number of transmit antenna M increases.

2.4 Secrecy performance of the TAB-US Scheme

In [35], a TAS based downlink transmission scheme for multiple ordered half-duplex

receivers or “a TAS based User Selection (US) scheme” was considered. In this section, we

consider a TAB based counter part of the above scheme, which will be referred to as the

TAB-US scheme.

As shown in Appendix .8, we have

Proposition 3 For ε ≥ 0, the probability of achieving a secrecy rate strictly larger than Rs

conditional on the distance of a selected user is

P [SAB > Rs|dABn ] = exp

[
−2πρE
α

(βdαABn )MB(M− 2
α
, 2
α

)

(
εPT
M−1

)M−
2
α

× U(M − 2
α , 2−

2
α ,

(M−1)βdαABn
εPT

)

]
(2.30)

where dABn is the distance between Alice and the nth closest user, and U denotes the con-

fluent hypergeometric function of the second kind [42].

With P (SAB > Rs|dABn) and fdABn (x) from lemma 7 in Appendix .9, one can

readily compute the SOP P (SAB < Rs) =
∫∞

0 P (SAB > Rs|x)fdABn (x)dx for any ε. We

will show via simulation that the TAB-US scheme outperforms the TAS-US scheme.

As shown in Appendix .9, for the special case of ε = 0, P (SAB < Rs) can be
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simplified into:

P [SAB > Rs] =
1(

1 + ρE
ρU

2
αβ

2
αB(M − 2

α ,
2
α)

)n , (2.31)

where ρE
ρU

is the ratio of the density of EDs over that of the legitimate receivers.

Furthermore, for n = 1 (the nearest Bob), (2.31) reduces to

P [SAB < Rs] = 1− 1

1 + ρE
ρU

2
αβ

2
αB(M − 2

α ,
2
α)
. (2.32)

2.5 Simulations

In this section, we illustrate the secrecy outage probabilities (SOP) of the TAS

and TAB schemes against randomly located EDs. Most of our simulation results provide

comparisons between TAS and TAB schemes. Moreover, we present the secrecy performance

enhancement of the TAB scheme using AN.

Throughout the simulations, we will assume unit noise variance, α = 2, PT = 40

dB, RD = 4 b/s/Hz, ρE = 1, M = 5, d = 1 and R = 5. Unless otherwise specified, we let

PJ , ρ and ε be 40 dB, 0.01 and 0.01 respectively. Since Alice can estimate the legitimate

channel and know the self interference channel of Bob, therefore, we will first study the

SOP under conditional h and gB for the TAB scheme. Considering RD = 4, ε can be set

between 0 and 0.53 to maintain a nonzero desired data transmission for the above given ρ

and PJ .

In Fig. 2.1, the SOP of the TAS and TAB schemes for non-colluding EDs is

illustrated under different values of PJ and ρ. For the TAB scheme, ε = 0 is chosen.

We see that as ρ decreases, the optimum jamming power increases which results in lower
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Figure 2.1: Comparison of the TAS and TAB schemes in terms of Pout against non-colluding
EDs.

SOP for both TAS and TAB schemes. And the TAB scheme outperforms the TAS scheme

substantially.

In Fig. 2.2, we compare the Monte Carlo (MC) simulation results (using NR = 105

independent runs) with our theoretical results shown in (2.24) where R = 5 and ρE = 10.

We observe that the two results match each other very well. This consistency between

theory and simulation holds for all other results we have tested under a sufficiently large

NR.

Figure 2.2: Comparison of theoretical results (“TR”) and simulation results (“MC”) of the
TAB scheme in terms of Pout versus PJ .
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Figure 2.3: Illustration of Pout = 1− Pcon versus PJ and ε for the TAB scheme.

Fig. 2.3 shows the SOP of the TAB scheme with ε > 0. We see that the SOP

decreases as ε increases, the optimal value of PJ is dependent on ε but the dependence is

rather weak (or not very sensitive).

To illustrate the TAS and TAB schemes with user selection (i.e., TAS-US and

TAB-US), we consider PT = 50 dB, α = 2, β = 2, ε = 0.00001, ρU = 0.5 and ρE = 0.1

unless otherwise specified.

Fig. 2.4 shows the SOP of the TAS-US and TAB schemes for the nearest user. As

the number M of transmit antennas increases, the performance gap between TAB-US and

TAS-US increases rapidly for ε > 0. More importantly, we see that only a small fraction

(e.g., ε = 0.00001 or εPT = 0 dB which is at the same level as the noise variance) of the

transmit power used for AN makes a huge difference.

Fig. 2.5 illustrates the effects of ED’s density ρE on the SOP of TAS-US and

TAB-US for the nearest user. And Fig. 2.6 illustrates the effects of the users’ density ρU

on the SOP of TAS-US and TAB-US for the nearest user. We see that SOP increases as
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Figure 2.4: SOP of TAS-US and TAB-US for the nearest user vs the number of transmit
antennas against non-colluding EDs.

Figure 2.5: SOP vs intensity of eavesdroppers for ordered users against non-colluding EDs.

ρE increases but decreases as ρU increases. The performance gap between TAS-US and

TAB-US remains approximately the same as ρE increases but increases as ρU increases.

Fig. 2.7 shows the SOP of the TAS-US and TAB-US schemes as functions of the

order index (n) of users (from nearest to farthest). We see that the SOP increases as n

increases and the performance gap between TAB-US and TAS-US reduces as n increases.
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Figure 2.6: SOP vs intensity of users against non-colluding EDs.

Figure 2.7: SOP vs the order number of user against non-colluding EDs.
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Chapter 3

Secrecy Performance Against

Colluding Eavesdroppers

3.1 Introduction

In this section, we consider the situation that EDs can share all information to

decode the message. Since Alice knows the channel between Alice and Bob, the secrecy

performance conditional on h and gB is a useful measure. In one coherence period, h

and gB remains deterministic and study of closed form expression is important to find the

optimal resource allocation strategy (i.e., how to choose ε and PJ). Considering h and gB

as deterministic makes the study completely different from that in [33] as the Laplace trick

used there can not be directly applied to derive the SOP closed form expression.
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3.2 Full-Duplex Bob in the TAS scheme

The SOP against colluding EDs conditional on h and gB is

P [STASAB < Rs|h, gB] = P

 1 + SNRTASAB

1 +
∑
e∈Φ

SNRTASAEe

< 2RS |h, gB


= P

∑
e∈Φ

|hAi∗Ee |2
dαAEe
PT

+
dαAEe
dαBEe

mX2

> y0


=

∫ ∞
y0

fIe(x)dx (3.1)

where Ie =
∑
e∈Φ

SNRTASAEe
=
∑
e∈Φ

|hAi∗Ee |
2

dα
AEe
PT

+
dα
AEe
dα
BEe

mX2

which is the sum of SNRs at all EDs. It is

shown in Appendix .10 that the Laplace transform of the PDF of Ie is

LIe(s) = exp

[
− ρE

∫ R

0

∫ 2π

0

s

fe
E1(K(s))eK(s)dθrdr

]
(3.2)

where E1(a) =
∫∞

0
e−ax

1+x dx is the so called exponential integral function of a and K(s) =

s+
dαAEe
PT
fe

. Note that E1(a) is monotonically decreasing function of a, and K(s) is a strictly

positive quantity. Later, we will discuss the relationship between E1(K(s)) and SOP.

We know that

P [STASAB < Rs|h, gB] = P [
Ie
y0

> 1]

/ P [
Ie
y0

> l]

= E
[
1− exp(−aIe

y0
)
]N

= E

[
N∑
n=0

(
N

n

)
(−1)n exp(−an

y0
Ie)

]

=
N∑
n=0

(
N

n

)
(−1)nLIe

(an
y0

)
, (3.3)
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where / denotes “less than and asymptotically equal to”, and l is a normalized gamma

distributed random variable with the shape parameter N , and as N →∞, l approaches its

upper bound equal to 1 [39]-[41]. (Note that the left side of / is less than the right side if

N is finite, or equals to the right side if N → ∞.) Also a = N

(N !)
1
N

, and y0 is a realization

of Y .

From (3.2) and (3.3), we have

Proposition 4 For the TAS scheme,

P [STASAB < Rs|h, gB] /
N∑
n=0

(
N

n

)
(−1)n exp

[
− ρE

∫ R

0

∫ 2π

0

s

fe
E1(K(s))eK(s)dθrdr

]∣∣∣∣
s=an

y0

(3.4)

where s = an
y0

, K(s) = K(s)
∣∣
s=an

y0

= K(s)
∣∣
s= an

y
β
−1+ 1

β

=
dαBEe
PJ

+ s
fe

=
dαBEe
PJ

+ an
fey0

. If β = 1,

we have y0 = y and then K(s) =
dαBEe
PJ

+ an
dαBEe
dαAEe

1
PJ

+ρ|gB |2

max
i∈M
|hi|2 which is independent of PT .

Remark 5 The secrecy performance is dependent on PJ throughout the term Ξ(s, r, θ)|s=an
y0

=

s
fe

E1(K(s))eK(s)|s=an
y0

. One can verify that as PJ increases,

• s
fe
eK(s) decreases monotonically and saturates to a lower bound.

• E1(K(s)) increases monotonically and saturates to an upper bound.

These statements indicate that finding the optimal PJ to minimize Ξ(s, r, θ)|s=an
y0

is similar to that of Ψ(Y, r, θ) for the non-colluding TAS scheme. A comparison between

Ψ(Y, r, θ) and Ξ(s, r, θ)|s=an
y0

is shown in Table 3.1. Note that, optimum jamming power

PJ
∗ is not necessarily the same for Ψ(Y, r, θ) and Ξ(s, r, θ)|s=an

y0
. Finally, simulation result
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Table 3.1: Comparison between Ψ(Y, r, θ) and Ξ(s, r, θ)|s=an
y0

subject to Rs = 0. The column

for PJ →∞ is subject to a fixed ρPJ .

PT PJ →∞PJ ↑ (≤ PJ∗)PJ ↑ (≥ PJ∗)
Ψ(Y, r, θ) − → 0 ↓ ↑

Ξ(s, r, θ)|s=an
y0
−→ const. ↓ ↑

shows that as PJ increases, the conditional SOP in (3.4) achieves its minimum at a finite

nonzero PJ .

3.2.1 Half-Duplex Bob in TAS scheme

If Bob is in the HD mode, then the sum of ED’s SNR is IHDe =
∑
e∈Φ

X
′
1,ePT
dαAEe

, where

X
′
1,e is exponentially distributed with unit mean. One can verify that the Laplace transform

of the PDF of IHDe is

LIHDe (s) = EΦ

[∏
e∈Φ

1

1 + sPT
dαAEe

]

= exp

[
− ρEπR2F(1,

2

α
; 1 +

2

α
;− Rα

sPT
)

]
(3.5)

where F(1, 2
α ; 1 + 2

α ;− Rα

sPT
) is known as the Gaussian hypergeometric function. Note that

α is governed by the environment. So, only the last parameter Rα

sPT
in F(1, 2

α ; 1 + 2
α ;− Rα

sPT
)

is controllable via PT , which takes real value between 0 to ∞. One can verify that Rα

sPT
is

independent of PT for β = 1, which is similar as non-colluding HD TAS scheme.

Replacing LIe in (3.3) by LIHDe in (3.5) yields

P [STASAB < Rs|h, gB] /
N∑
n=0

(
N

n

)
(−1)n exp

[
− ρEπR2

F(1,
2

α
; 1 +

2

α
;− Rα

sPT
)

]∣∣∣∣
s=an

y0

(3.6)
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where s = an
y0

. The result in (3.6) is that in (3.4) with PJ = 0 but the former is a much

simplified form than the latter.

3.3 Full-Duplex Bob in TAB scheme without AN from Alice

Conditional on h and gB, the legitimate channel’s SNR is z as previously defined.

For ε = 0 (i.e., without AN from Alice), the SNR at the eth Eve is (from (2.11)):

SNRTABAEe =
X1Θ

dαAEe
PT

+m
dαAEe
dαBEe

X2

=
X4

dαAEe
PT

+m
dαAEe
dαBEe

X2

. (3.7)

Similar to the analysis leading to (3.4), the SOP now is still given by (3.4) but with s =

an
z
β
−1+ 1

β

. Hence, we have:

Proposition 5 For the TAB scheme with ε = 0,

P [STABAB < Rs|h, gB] /
N∑
n=0

(
N

n

)
(−1)n exp

[
− ρE

∫ R

0

∫ 2π

0

s

fe
E1(K(s))eK(s)dθrdr

]∣∣∣∣
s= an

z
β
−1+ 1

β

. (3.8)

Since ‖h‖2 ≥ max
i∈M
|hi|2, the TAB scheme always outperforms the TAS scheme.
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Bob in Half-Duplex Mode

In this case, we have PJ = 0 and z = PT ‖h‖2. The SOP expression is similar to

(3.6) and can be expressed as

P [STABAB < Rs|h, gB] /
N∑
n=0

(
N

n

)
(−1)n exp

[
− ρEπR2

F(1,
2

α
; 1 +

2

α
;− Rα

sPT
)

]∣∣∣∣
s= an

z
β
−1+ 1

β

. (3.9)

3.4 Full-Duplex Bob in TAB scheme with AN from Alice

For the TAB scheme with ε > 0, we have

P [STABAB < Rs|h, gB] = P [
1 + SNRTABAB

1 +
∑
e∈Φ

SNRTABAEe

< 2RS |h, gB]

(a)

/ P [
∑
e∈Φ

X4
ε

M−1X4,4 + feX2
>
z

β
+

1
β − 1

1− ε
]

(b)

/
N∑
n=0

(
N

n

)
(−1)nLĨe

( an

z
β +

1
β
−1

1−ε

)
(3.10)

where the parameters defined after (2.13) have been applied and Ĩe =
∑
e∈Φ

X4
ε

M−1
X4,4+feX2

.

Here, (a) is due to neglecting the background noise nA,Ee(k) at Eve (but not the noise

at Bob), and (b) is due to the application of the normalized gamma random variable as

discussed before. Similar to that in Appendix .10, one can verify

LĨe(s) = exp

[
− ρEs

∫ R

0

∫ 2π

0

∫ ∞
x=0

e−sx

(1 + fex)

× 1

(1 + ε
M−1x)M−1

dxdθrdr

]
. (3.11)
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3.5 Simulations

In this section, we consider the TAB and TAS schemes for colluding EDs. Through-

out the simulations, we will assume unit noise variance, α = 2, PT = 40 dB, RD = 4 b/s/Hz,

ρE = 1, M = 5, d = 1 and R = 5. Unless otherwise specified, we let PJ , ρ and ε be 40 dB,

0.01 and 0.01 respectively. Since Alice can estimate the legitimate channel and know the

self interference channel of Bob, therefore, we will first study the SOP under conditional h

and gB for the TAB scheme. We assume that there are two circles of radii Rg and R around

Alice, and EDs exist and collude within the two circles. In our experiment, we let Rg = 0.1

and R = 5. Although the closed form expressions of the SOP in this case are all in series

expansions, choosing N = 20 (e.g., see (3.4)) provided good approximations.

Figure 3.1: Comparison of the TAB and TAS schemes in terms of Pout against colluding
EDs.

Fig. 3.1 shows the SOP of TAS and TAB schemes for colluding EDs as functions

of the self-interference power gain ρ and the jamming power PJ from full-duplex Bob. We

see that the optimal PJ increases as the self-interference power gain ρ decreases, and the

optimized SOP reduces significantly as ρ decreases.

39



Figure 3.2: Comparison of the TAB and TAS schemes in terms of Pout against colluding
and non-colluding EDs.

Finally, Fig. 3.2 illustrates the differences of SOP for colluding and non-colluding

EDs. We see that the performance gap between colluding and non-colluding is large. But

the TAB scheme is consistently better than the TAS scheme in terms of SOP.

40



Chapter 4

Secrecy Throughput of ANECE

Assisted Transmission of

Information in Finite Blocklength

4.1 Introduction

This chapter presents a secure uplink communication system where multiple single

antenna users send information to a full-duplex multi-antenna access point (AP) under ul-

tra reliable and low-latency communication (uRLLC) system requirement. To meet uRLLC

requirement and provide secrecy against multi-antenna Eve, users adopt a special channel

training scheme called Anti-eavesdropping channel estimation (ANECE) during pilot trans-

mission phase and later transmit secret information in short blocklength regime. In this

ANECE scheme, one or more cooperative users along with one full-duplex AP obtain their
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receive channel state information (CSI) with respect to each other while preventing eaves-

dropper (Eve) from obtaining any consistent estimate of its receive CSI. The relatively im-

proved CSI estimation at legitimate nodes enhances the secrecy of subsequent transmission

of information between user and AP. In this paper, we propose an analytical framework to

derive the closed form expression of average secrecy throughput (AST) of ANECE assisted

transmission of information between users and AP against Eve with multiple antennas. Our

closed form expression of approximated AST in terms of blocklegth and various controllable

parameters provides useful insights to maximize AST under uRLLC requirement. Further-

more, we showed the performance of the proposed algorithms through extensive simulations

under various settings of transmit power budget, number of users, transmission time, num-

ber of transmit antennas at the BS and number of transmit antennas at the Eve. Finally,

we verify our theoretical results of approximated AST with Monte Carlo simulations and

illustrate the impact of the system parameters on the tradeoff between transmission latency

and reliability under a secrecy constraint.

4.2 System Model

We consider N single-antenna cooperative full-duplex devices/users subject to a

covert/passive eavesdropper (Eve) with NE antennas in unknown location. To combat

eavesdropping, all users apply anti-eavesdropping channel estimation (ANECE) [30] as fol-

lows. In phase 1, all users transmit ANECE pilots simultaneously, where the pilot trans-

mitted by user j over n1 slots is denoted by pj(k) with k = 1, · · · , n1 and n1 ≥ N − 1. The

pilots can be also represented by pj = [pj(1), .., pj(n1)]T for all j and P = [p1, ..,pN ]T . For
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ANECE, we need rank(P) = rank(P(i)) = N − 1 for all i where P(i) results from removing

the ith row of P. The reduced-rank condition of P and the full-rank condition of P(i) for all

i are the required properties of the ANECE pilots. An example of P is P = DQV where D

is a diagonal matrix for power control, Q is a N × (N − 1) submatrix of the N ×N discrete

Fourier transform (DFT) matrix and V is a (N − 1)× n1 matrix satisfying VVH = IN−1,

e.g., see [30], [48]. We will assume that each row of P has the squared norm equal to P1n1.

Then, in phase 1, the n1 × 1 signal vector received by user i is

yi =

N∑
j 6=i

hi,jpj + ni = PT
(i)h(i) + ni, (4.1)

where hi,j is the complex channel gain from user j to user i, P(i) is P without the row

pTi , h(i) is the vertical stack of hi,j for all j 6= i, and ni is the background noise (including

residual self-interference of the full-duplex user). We assume that hi,j equals hj,i (reciprocal

channels), hi,j is CN (0, σ2
i,j), and ni is CN (0, I). In phase 1, the NE × n1 signal matrix

received by Eve can be expressed as

YE =

N∑
i=1

hE,ip
T
i + NE = HEP + NE , (4.2)

where hE,i is the channel vector from user i to Eve, and HE (Eve’s receive channel matrix

or CSI) is the horizontal stack of hE,i for all i.

As shown next, the ANECE pilots allow every user to have a consistent estimation

of their channel gains but do not allow Eve to have a consistent estimation of Eve’s receive

channel matrix.
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4.2.1 Effect of the ANECE Pilots

We will consider minimum-mean-squared-error (MMSE) channel estimation at

users and Eve. Let Kx,y = E [xyH ] denote the correlation matrix between two random

vectors x and y, and Kx,x = Kx. Then the MMSE estimate of the channel vector h(i) at

user i is

ĥ(i) = Kh(i),yiK
−1
yi yi

= Σ2
(i)P

∗
(i)(In1 + PT

(i)Σ
2
(i)P

∗
(i))
−1yi

= Σ(i)

(
IN−1 + Σ(i)P

∗
(i)P

T
(i)Σ(i)

)−1
Σ(i)P

∗
(i)yi, (4.3)

where Σ2
(i) = diag{σ2

i,1, · · · , σ2
i,i−1, σ

2
i,i+1, · · · , σ2

i,N}. The (N−1)×(N−1) covariance matrix

of the MMSE error vector ∆h(i) = ĥ(i) − h(i) is

K∆h(i)
= Kh(i)

−Kh(i),yiK
−1
yi Kyi,h(i)

= Σ2
(i) −Σ2

(i)P
∗
(i)(In1 + PT

(i)Σ
2
(i)P

∗
(i))
−1PT

(i)Σ
2
(i)

= Σ(i)

(
IN−1 + Σ(i)P

∗
(i)P

T
(i)Σ(i)

)−1
Σ(i). (4.4)

Let βi,l = (K∆h(i)
)l,l be the l-th diagonal element of K∆h(i)

, which is the MMSE estimation

error variance of the channel between user i and a user j 6= i. In Appendix .11, we show

that as n1P1 →∞, then βi,l → 0 for all i and l.

Assume that Eve also applies MMSE for channel estimation. Let yE = vec(YE)

and hE = vec(HE). Then (5.4) becomes

yE = (PT ⊗ INE )hE + nE . (4.5)
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The MMSE estimate of hE (assuming P is also known to Eve) is

ĥE = KhE,i,yEK−1
yE

yE

= (Σ2
EP∗(In1 + PTΣ2

EP∗)−1 ⊗ INE
)
yE , (4.6)

where Σ2
E = diag{σ2

E,1, · · · , σ2
E,N}. The covariance matrix of ∆hE = ĥE − hE is

K∆hE = Σ2
E ⊗ INE −KhE ,yEK−1

yE
KyE ,hE

= Σ2
E(INE −P∗(In1 + PTΣ2

EP∗)−1PTΣ2
E)⊗ INE

= ΣE(IN + ΣEP∗PTΣE)−1ΣE ⊗ INE , (4.7)

where βE,i = (ΣE(IN +ΣEP∗PTΣE)−1ΣE)i,i being the variance of each elements of ∆hE,i.

It is shown in Appendix .11 that as n1P1 →∞, we have βE,i → ci > 0 where ci is invariant

to n1P1.

4.2.2 SNRs at Bob and Eve

In phase 1, ANECE is applied cooperatively by N users as shown previously. We

now consider phase 2 where we assume an information transmission between a pair of users.

Assume that user i (Alice) transmits the information symbols xi(k), k = 1, · · · , n2 to user

j (Bob) with transmit power P2. Then the received signal at Bob is

yj(k) = hj,ixi(k) + nj(k) = ĥj,ixi(k) + ∆hj,ixi(k) + nj(k). (4.8)

The SNR of yj(k) is γb =
(σ2
i,j−βi,lj )P2X2,b

1+βi,ljP2X1,b
where X1,b =

|∆hj,i|2
βi,lj

and X2,b =
|ĥj,i|2

σ2
i,j−βi,lj

are independent exponentially distributed random variables with unit means.

Similarly, in phase 2, Eve receives

yE,i(k) = ĥE,ixi(k) + ∆hE,ixi(k) + nE(k). (4.9)
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Since Eve knows ĥE,i, we assume that Eve applies the maximum ratio combining

to achieve a maximum SNR equal to

γe =
‖ĥE,i‖2P2

1 + ‖ ĥHE,i

|ĥE,i|
∆hE,i‖2P2

=
(σ2
E,i − βE,i)P2X2,e

1 + βE,iP2X1,e
, (4.10)

where X1,e = ‖ ĥHE,i

|ĥE,i|
∆hE,i√
βE,i
‖2 is exponentially distributed with unit mean and X2,e =

‖ĥE,i‖2
σ2
E,i−βE,i

follows Chi-squared distribution with 2NE degrees of freedom (DoF). We will

also assume that Eve applies a conventional method to detect the information transmitted

by Alice. In other words, Eve treats ĥE,i as the true channel vector with respect to user i.

4.2.3 Achievable Secrecy Rate under FBL

For a finite-block-length (FBL) transmission with n2 < ∞, there are decoding

errors at both Bob and Eve. The maximal achievable secrecy rate R(n2, ε, δ) with the de-

coding error probability ε at Bob and the information leakage δ to Eve can be approximated

(according to [56]-[57]) as follows

R(n2, ε, δ) = log

(
1 + γb
1 + γe

)
−
√
Vb
n2

Q−1(ε)

ln 2
−
√
Ve
n2

Q−1(δ)

ln 2
, (4.11)

where Vb and Ve are the channel dispersions at Bob and Eve respectively, which can be

expressed by Vx = 1 − (1 + γx)−2 with x ∈ {b, e}. It is typical to choose δ ∈ (0, 1/2). Let

the number of secret information bits transmitted by Alice in every n2 time slots be nb.

Then, R(n2, ε, δ) = nb
n2

, and (5.16) implies

ε = Q

(√
n2

Vb

(
ln(

1 + γb
1 + γe

)−
√
Ve
n2
Q−1(δ)− nb

n2
ln 2

))
, (4.12)

where the decoding error probability ε
∆
= ε(γb, γe) is a function of γb and γe.
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Similar to [55] and [58], we consider an averaged achievable secrecy throughput

(in bits per channel use) defined by

Ts
∆
= Eγb≥γe

[
nb
n2

(1− εγb,γe)
]

(4.13)

where we have excluded the contribution from γb < γe. Treating γb and γe as independent

random variables, it follows that

Ts =
nb
n2

∫ ∞
y=0

(∫ ∞
x=y

(
1− ε(x, y)

)
fγb(x)dx

)
fγe(y)dy

=
nb
n2

∫ ∞
y=0

Φ(y)fγe(y)dy, (4.14)

where

Φ(y) =

∫ ∞
x=y

(
1− ε(x, y)

)
fγb(x)dx. (4.15)

The rest of the paper focuses on the computational simplification of Ts and the

numerical investigation of the tradeoffs among n1, n2, nb, N , NE on Ts.

4.3 Averaged Secrecy Throughput

To compute the averaged secrecy throughput Ts, we need to compute (5.20) first

where ε(x, y) makes the integral an intractable task. Like [54]-[55], we will use the following

approximation of ε(x, y):

ε(x, y) ≈



1, x < x0 + 1
2k

1
2 + k(x− x0), x0 + 1

2k ≤ x ≤ x0 − 1
2k

0, x > x0 − 1
2k

(4.16)
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where x0 is such that ε(x0, y) = 0.5, i.e., x0 = exp
(√

Ve
n2
Q−1(δ) + nb

n2
ln 2
)

(1 + y)− 1, and

k = dε(x,y)
dx |x=x0 = −

√
n2

2πx0(x0+2) . This approximation holds well if |k| is large. Assuming a

large |k|, it follows from (5.21) and (5.20) that

Φ(y) ≈
∫ ∞
x0+ 1

2k

(1− ε(x, y))fγb(x)dx

= 1− Fγb
(
x0 +

1

2k

)
−
∫ x0− 1

2k

x0+ 1
2k

(
1

2
+ k(x− x0)

)

× fγb(x)dx

= 1 + k

∫ x0− 1
2k

x0+ 1
2k

Fγb(x)dx, (4.17)

where Fγb(x) is the CDF of γb. Since |k| is large, we have
∫ x0− 1

2k

x0+ 1
2k

Fγb(x)dx ≈ −1
k Fγb(x0)

and hence

Φ(y) ≈ 1− Fγb(x0). (4.18)

where x0
∆
= x0(y) is a function of y.

From Appendix .12, we have Fγb(x) = 1 − aj
aj+x

e
−
bj
aj
x

where aj =
σ2
j,i

βj,i
− 1 and

bj = 1
βj,iP2

. Thus, (5.22) becomes

Φ(y) ≈ aj
aj + x0(y)

e
−
bj
aj
x0(y)

. (4.19)

From (5.19), for any γ1 > 0, we have

Ts =
nb
n2

∫ γ1

y=0
Φ(y)fγe(y)dy︸ ︷︷ ︸
T1

+
nb
n2

∫ ∞
y=γ1

Φ(y)fγe(y)dy︸ ︷︷ ︸
T2

. (4.20)

To compute T1, we let g(y) = Φ(y)fγe(y). Then using the Gaussian-Chebyshev quadrature

method [59], it follows that

T1 ≈
nb
n2

γ1

2

M∑
n=1

( π
M
g
(γ1

2
(tn + 1)

)√
1− t2n

)
, (4.21)
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where tn
∆
= cos(2n−1

2M π) and the parameter M determines the complexity and accuracy

trade-off.

To compute T2, we simplify x0(y) by choosing γ1 sufficiently large such that Ve =

1 − (1 + y)−2 ≈ 1 for y ≥ γ1, which implies x0(y) ≈ α(1 + y) − 1 with constant α =

exp
(
Q−1(δ)√

n2
+ ln 2nbn2

)
. Then, it follows that

T2 ≈
nb
n2
e
−
bj
aj

(α−1)
∫ ∞
y=γ1

aje
−
bj
aj
αy

αy + α− 1 + aj
fγe(y)dy. (4.22)

To further simplify T2, we will consider two special cases: Case 1 is for βE,iP2 � 1, and

Case 2 is for βE,iP2 � 1. Case 1 applies when ANECE is not applied, and Case 2 applies

when ANECE is applied. In both cases, we will use γ = αγ1 + α− 1 to simplify equations.

4.3.1 Case 1

In this case, βE,iP2 � 1 and Eve mainly suffers from the channel background

noise. Using bx = be →∞ in Appendix .12, the PDF of γe is fγe(x) =
dFX2

( x

(σ2
E,i
−βE,i)P2

)

dx =

( beae )NE x
NE−1e

− beae x

Γ(NE) where ae =
σ2
E,i

βE,i
− 1 and be = 1

βE,iP2
. Then the integral in (4.22) can be

expressed in terms of Γ functions and, as shown in Appendix .13, (4.22) becomes

T2 ≈ aj
nb
n2

(
be
αae

)NEebj+
be
αae

(α−1+aj)
NE−1∑
n=0

(γ + aj)
n

Γ(NE − n)

× (αγ1)NE−1−nΓ
(
− n, ( bj

aj
+

be
αae

)(γ + aj)
)
. (4.23)

4.3.2 Case 2

In this case, βE,iP2 � 1 and hence we can ignore the channel background noise at

Eve. Thus,

γe =
(σ2
E,i − βE,i)P2X2,e

1 + βE,iP2X1,e
≈ ae

X2,e

X1,e
, (4.24)
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and hence fγe(x) = NEaex
NE−1

(ae+x)NE+1 (which also follows from Appendix .12). Then T2 in (4.22)

becomes

T2 ≈
nb
n2

ajae
α

NE

∫ ∞
y=γ1

e
−
bj
aj

(αy+α−1)
yNE−1

(y +
α−1+aj

α )(ae + y)NE+1
dy

=
nb
n2

ajaee
−
bj
aj

(α−1)

α− 1 + aj
NE

[ ∫ ∞
y=γ1

e
−
bj
aj
αy
yNE−1

(ae + y)NE+1
dy

−
∫ ∞
y=γ1

e
−
bj
aj
αy
yNE

(y +
α−1+aj

α )(ae + y)NE+1
dy

]
, (4.25)

after applying the change of variable x = 1
y in (4.25), we get

T2 =
nb
n2

ajaee
−
bj
aj

(α−1)

α− 1 + aj
NE

[ ∫ ∞
y=γ1

e
−
bj
aj
αy
yNE−1

(ae + y)NE+1
dy︸ ︷︷ ︸

Ω(γ1)

−
∫ 1

γ1

x=0

e
−
bj
aj

α
x

(1 +
α−1+aj

α x)(1 + aex)NE+1︸ ︷︷ ︸
h(x)

dx

]

≈ nb
n2

ajaee
−
bj
aj

(α−1)

α− 1 + aj
NEΩ(γ1)− nb

n2

ajaee
−
bj
aj

(α−1)

α− 1 + aj

× NE

2γ1

M∑
n=1

(
π

M
h
( 1

2γ1
(tn + 1)

)√
1− t2n

)
, (4.26)

where we applied Gaussian-Chebyshev quadrature method on the function denoted as h(x).

Furthermore, Ω(γ1) in (4.26) is shown in Appendix .14 to be

Ω(γ1) = e
−
bj
aj
αγ1

Γ(NE)

NE−1∑
n=0

1

Γ(NE − n)

γNE−1−n
1

(ae + γ1)NE−n

× U
(
n+ 1, n+ 1−NE ,

bj
aj
α(ae + γ1)

)
. (4.27)
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4.4 Numerical Results

In this section, we show numerical results of the averaged secrecy throughput Ts

of secret information transmission from user 1 to user 2 among N ≥ 2 cooperative single-

antenna full-duplex users for which σi,j = 1 for all i and j 6= i. Unless otherwise specified,

we use P1 = P2 = 25dB, δ = 0.001, NE = 4, σE = 1, n1 = 4, n2 = 300, and nb = 200.

To compute T1 and T2 in (4.20), we use γ1 = 10 and M = 16. To verify our theoretical

results (TR), we also conducted the 104-run Monte Carlo (MC) simulation to compute the

expectation in (5.18).

Figure 4.1: Ts versus n2 for NE = 1, 2, 4 and N = 4.

In Fig. 4.1, we show Ts versus n2 for different NE , which also compares the cases

of “with ANECE” (under ideal full-duplex) and “without ANECE”. The case of “with

ANECE” is based on N = 4 cooperative users in phase 1, but only user 1 transmits secret

information to user 2 in phase 2. For the case of “without ANECE”, only user 1 sends a

pilot in phase 1 which allows both user 2 and Eve to obtain consistent channel estimates.

We see a significant gap of Ts between the cases of “with ANECE” and “without ANECE”.

We also see that as n2 increases, Ts increases initially and then decreases.
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Figure 4.2: Ts versus n2 for NE = 2 and N = 2, 4, 8.

In Fig. 4.2, we show Ts versus n2 for NE = 2 and N = 2, 4, 8. We observe that

with ANECE, the averaged secrecy throughput Ts from user 1 to user 2 is maximum when

only users 1 and 2 (i.e., N = 2) perform ANECE cooperatively. However, we should note

that using N > 2 cooperative users for ANECE, multiple pairs of users can then transmit

secret information to each other without the need for additional phases of channel training.

The sum of pair-wise secrecy throughput of all users can scale up linearly with the number

of pairs if Eve only applies the conventional methods for channel estimation and information

detection.

Figure 4.3: η vs n2 for n1 = 4, 8, 16, NE = 2 and N = 4.

In Fig. 4.3, we present the ratio η
∆
= T

(withANECE)
s

T
(withoutANECE)
s

versus n2 for n1 = 4, 8, 16,

NE = 2 and N = 4. We observe that η is an increasing function of n1, and η > 1 for all n1
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and n2.

Figure 4.4: Ts vs n1 and n2 for the ANECE-assisted case.

In Fig. 4.4, we show Ts vs n1 and n2 for the ANECE-assisted case with N = 4,

P1 = P2 = 25dB and NE = 4. We see that Ts is an increasing function of n1. Fig. 5.4

depicts the ANECE-assisted Ts versus n2 and nb (the number of secret bits transmitted

per block). Here we also observe the quasi-concave nature of Ts with respect to n2 for

each fixed nb. Thus, the theoretical results can be used to accurately find the optimal n2.

Furthermore, the optimal n2 increases with nb.

Figure 4.5: Ts vs n2 and nb for N = 4 and NE = 4.
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Chapter 5

Secrecy Throughput Enhancement

with ANECE and Multi-Antenna

AP in Finite Blocklength

5.1 System Model and Preliminaries

We consider a downlink scenario where a transmitter (Alice) equipped with NA

(≥ 1) antennas needs to transmit secret information to N − 1 cooperative single-antenna

users subject to covert/passive eavesdroppers (Eve) each with NE antennas at unknown

locations. The N nodes (Alice and users) are all full-duplex and apply anti-eavesdropping

channel estimation (ANECE) [30] as follows. In phase 1, all nodes transmit ANECE pilots

simultaneously, where the pilot transmitted by user j ∈ (1, N − 1) over n1 slots is denoted

by pj(k) with k = 1, · · · , n1 and n1 ≥ NA +N − 1. The pilots transmitted by user j is also
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represented by pj = [pj(1), .., pj(n1)]T for all j, and PU = [p1, ..,pN−1]T denotes the pilot

matrix transmitted by all N − 1 users. The NA × n1 pilot matrix transmitted by Alice is

represented by PA. We use P =

PA

PU

 to represent pilot matrix jointly transmitted by

Alice and all users.

For ANECE pilots, there are special rank constraints. Let PU,(i) result from re-

moving the ith row of PU , and P(i) =

 PA

PU,(i)

. To ensure that each user can obtain a

consistent channel estimation, we need P(i) to have the full row rank NA + N − 2 for all

i ∈ (1, N − 1). To ensure that Alice can obtain a consistent channel estimation, we need

PU to have the full row rank N − 1. To ensure that no Eve is able to obtain a consistent

channel estimation, we need P to have a reduced rank NA + N − 2, i.e., the NA + N − 1

rows of P are linearly dependent on each other. An example of P is P = DQV where D

is a diagonal matrix for power control, Q is any (NA + N − 1) × (NA + N − 2) block of

the (NA + N − 1) × (NA + N − 1) discrete Fourier transform (DFT) matrix and V is a

(NA +N − 2)× n1 matrix satisfying VVH = INA+N−2, e.g., see [30], [48]. We will assume

that each row of P has the squared norm equal to P1n1.

In phase 1, the n1 × 1 signal vector received by user i is

yi = PT
Ahi,A +

N−1∑
j 6=i

hi,jpj + ni

=

 PA

PU,(i)


T  hi,A

hU,(i)

+ ni = PT
(i)h(i) + ni, (5.1)

where hi,j is the complex channel gain from user j to user i, hi,A is the complex channel

gain from Alice to user i, hU,(i) is the vertical stack of hi,j for all j 6= i, and ni is the
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background noise (including residual self-interference of the full-duplex user). We assume

that hi,j equals hj,i (reciprocal channels), hi,j is CN (0, σ2
i,j), and ni is CN (0, I). Also in

phase 1, the NA × n1 signal matrix received by Alice can be expressed as

YA =
N−1∑
i=1

hA,ip
T
i + NA = HAPU + NA, (5.2)

where HA is is the horizontal stack of hA,i for all i. Let yA = vec(YA) and hA = vec(HA).

Then (5.2) becomes

yA = (PT
U ⊗ INA)hA + nA. (5.3)

Furthermore, in phase 1, the NE × n1 signal matrix received by Eve can be ex-

pressed as

YE = HE,APA +
N−1∑
i=1

hE,ip
T
i + NE = HEP + NE , (5.4)

where hE,i is the channel vector from user i to Eve, HE,A is the NE ×NA channel matrix

from Alice to Eve, and HE is Eve’s total receive channel matrix (a horizontal stack of HE,A

and hE,i for all i). Let yE = vec(YE) and hE = vec(HE). Then (5.4) becomes

yE = (PT ⊗ INE )hE + nE . (5.5)

As shown next, the ANECE pilots allow every user to have a consistent estimation

of their channel gains but do not allow Eve to have a consistent estimation of Eve’s receive

channel matrix.

5.1.1 Effect of the ANECE Pilots

We will consider minimum-mean-squared-error (MMSE) channel estimation at Al-

ice, N − 1 users and Eve. Let Kx,y = E [xyH ] denote the correlation matrix between two
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random vectors x and y, and Kx = Kx,x. Then the MMSE estimate of the channel vector

hA at Alice is

ĥA = KhA,yAK−1
yA

yA

= (Σ2
UP∗U (In1 + PT

UΣ2
UP∗U )−1 ⊗ INA)yA, (5.6)

where Σ2
U = diag{σ2

A,1, · · · , σ2
A,N−1}.

The covariance matrix of the MMSE error vector ∆hA = ĥA − hA is

K∆hA = KhA −KhA,yAK−1
yA

KyA,hA

= Σ2
U (INA −P∗U (In1 + PT

UΣ2
UP∗U )−1PT

UΣ2
U )⊗ INA

= ΣU (IN−1 + ΣUP∗UPT
UΣU )−1ΣU ⊗ INA . (5.7)

Let βA,i = (ΣU (IN−1 + ΣUP∗UPT
UΣU )−1ΣU )i,i which is the MMSE estimation

error variance of the channel between Alice and user i. As n1P1 → ∞, then βA,i → 0 for

all i and l [62]. Similarly, user i also estimates ĥi,A.

The MMSE estimate of hE (assuming P is also known to Eve) is

ĥE = KhE,i,yEK−1
yE

yE

= (Σ2
EP∗(In1 + PTΣ2

EP∗)−1 ⊗ INE
)
yE , (5.8)

where Σ2
E =

σ2
E,AINA 0

0 Σ2
E,U

 and Σ2
E,U = diag{σ2

E,1, · · · , σ2
E,N−1}. The covariance
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matrix of ∆hE = ĥE − hE is

K∆hE = Σ2
E ⊗ INE −KhE ,yEK−1

yE
KyE ,hE

= Σ2
E(INE −P∗(In1 + PTΣ2

EP∗)−1PTΣ2
E)⊗ INE

= ΣE(INA+N−1 + ΣEP∗PTΣE)−1ΣE ⊗ INE . (5.9)

Let βE,i = (ΣE(INA+N−1 + ΣEP∗PTΣE)−1ΣE)i,i the variance of each element of ∆hE,i.

As n1P1 →∞, we have βE,i → ci > 0 where ci is invariant to n1P1 [62].

5.1.2 SNRs at User and Eve

In phase 2, Alice transmits the information symbols si(k), k = 1, · · · , n2 to one

of the users (i.e., user i and also referred to as Bob) with the transmit power P2. Here,

hA,i = ĥA,i+∆hA,i ∈ CNA×1 is the channel vector between Alice and i-th user. To maximize

the SNR for the legitimate channel, Alice adopts the maximum ratio transmission (MRT)

and transmits xi(k) =
ĥA,i

‖ĥA,i‖
si(k) where ĥA,i ∼ CN (0, (σ2

A,i − βA,i)INA) is the imperfect

CSI estimation available at Alice. Then the received signal at user i is

yi,A(k) = hHA,ixi(k) + ni(k)

= ‖ĥA,i‖si(k) +
∆hHA,iĥA,i

‖ĥA,j‖
si(k) + ni(k) (5.10)

and the SNR at the i-th user is

γb =
‖ĥA,i‖2P2

1 + ‖ ĥHA,i

|ĥA,i|
∆hA,i‖2P2

=
(σ2
A,i − βA,i)P2X2,b

1 + βA,iP2X1,b
(5.11)

where X1,b = ‖ ĥHA,i

|ĥA,i|
∆hA,i√
βA,i
‖2 is exponentially distributed with unit mean [63] and X2,b =

‖ĥA,i‖2
σ2
A,i−βA,i

follows the Chi-squared distribution with 2NA degrees of freedom (DoF). Note
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that X1,b and X2,b are statistically independent (the norm and direction of a white circular

complex Gaussian random vector are independent of each other).

Similarly, in phase 2, Eve receives

yE,A(k) = HE,Axi(k) + nE(k)

=
ĤE,AĥA,i

‖ĥA,i‖
si(k) +

∆HE,AĥA,i

‖ĥA,i‖
si(k) + nE(k)

= ĥE,Asi(k) + ∆hE,Asi(k) + nE(k), (5.12)

where ĥE,A =
ĤE,AĥA,i

‖ĥA,i‖
, ∆hE,A =

∆HE,AĥA,i

‖ĥA,i‖
and nE ∼ CN (0, INE ) is the background

noise at Eve. Each elements of ĥE,A follows ∼ CN (0, (σ2
E,A−βE,A)INE ) and ∆hE,A follows

∼ CN (0, βE,AINE ). Assume that Eve equipped with NE antennas applies MMSE estimation

of si(k). Then the received SINR at Eve is

γe = ĥHE,A(∆hE,A∆hHE,A +
1

P2
I)−1ĥE,A. (5.13)

We will also assume that Eve treats ĥE,A as the true channel vector with respect

to Alice. Now, the CDF of γe can be represented according to the results in [65] as

Fγe(z) = 1− e
− z

(σ2
E,A
−βE,A)P2

×
NE∑
m=1

Am(z)

(m− 1)!

(
z

(σ2
E,A − βE,A)P2

)m−1

= 1− e−
be
ae
z
NE∑
m=1

Am(z)

(m− 1)!

( be
ae
z
)m−1

, (5.14)

where ae =
σ2
E,A

βE,A
− 1, be = 1

βE,AP2
with σ2

E,A being the large scale fading between Alice and

Eve, and

Am(z) =


1, m ≤ NE − 1

1

1+
βE,A

σ2
E,A
−βE,A

z
= 1

1+ z
ae

, m = NE

(5.15)
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5.1.3 Achievable Secrecy Rate under FBL

In conventional communication system over a wiretap channel, maximal secure

transmission rate is achieved by mapping the data to sufficiently long codewords which

results in both small error probability at decoder and small information leakage at Eve.

However, the error probability at Bob is non-negligible in FBL information transmission.

The maximal achievable secrecy rate R(n2, ε, δ) with the decoding error probability ε at

Bob and the information leakage δ to Eve can be approximated (according to [56]-[57]) as

follows

R(n2, ε, δ) = log

(
1 + γb
1 + γe

)
−
√
Vb
n2

Q−1(ε)

ln 2
−
√
Ve
n2

Q−1(δ)

ln 2
, (5.16)

where the channel dispersions of the legitimate and eavesdropping channels are denoted by

Vb and Ve respectively, which can be expressed by Vx = 1− (1+γx)−2 with x ∈ {b, e}. Here,

Q(x) = 1√
2π

∫∞
x e−

t2

2 dt and Q−1(x) is the inverse function of Q(x).

Let the number of secret information bits transmitted by Alice in every n2 time

slots be nb. Then, subject to some ε and δ, R(n2, ε, δ) = nb
n2 [56]. In other words, given

R(n2, ε, δ) = nb
n2 along with random γb and γe, ε is also random as governed by (5.16), or

equivalently

ε = Q

(√
n2

Vb

(
ln(

1 + γb
1 + γe

)−
√
Ve
n2
Q−1(δ)− nb

n2
ln 2

))
, (5.17)

which is dependent on γb and γe. When γb < γe, secrecy outage occurs (regardless of n2

and δ). Even if ε < 1 in (5.17) for γb < γe, the decoded secret information at Bob is

compromised. To handle this trivial case, we set ε = 1. Therefore, the averaged achievable
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secrecy throughput (in bits per channel use) can be defined as follows

Ts
∆
= E

[
nb
n2

(1− εγb,γe)
]

= Eγb≥γe
[
nb
n2

(1− εγb,γe)
]
. (5.18)

5.2 Averaged Secrecy Throughput of Downlink Transmission

In this section, we discuss the framework to derive closed form expression of AST

and investigate the impact of NA, n2 and ANECE on the AST defined in (5.18). Here, γb

and γe are independent random variables and Ts in (5.18) can be rewritten as follows

Ts =
nb
n2

∫ ∞
y=0

(∫ ∞
x=y

(
1− ε(x, y)

)
fγb(x)dx

)
fγe(y)dy

=
nb
n2

∫ ∞
y=0

Φ(y)fγe(y)dy, (5.19)

where

Φ(y) =

∫ ∞
x=y

(
1− ε(x, y)

)
fγb(x)dx. (5.20)

To compute the averaged secrecy throughput Ts, we need to compute (5.20) first

where ε(x, y) makes the integral an intractable task. Similar to [55], we will use the following

approximation of ε(x, y):

ε(x, y) ≈



1, x < x0 + 1
2k

1
2 + k(x− x0), x0 + 1

2k ≤ x ≤ x0 − 1
2k

0, x > x0 − 1
2k

(5.21)

where x0 is such that ε(x0, y) = 1
2 , i.e., x0 = exp

(√
Ve
n2
Q−1(δ) + nb

n2
ln 2
)

(1 + y) − 1, and

k = dε(x,y)
dx |x=x0 = −

√
n2

2πx0(x0+2) . In moderate blocklength range where 10 ≤ n2 ≤ 1000, |k|
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becomes large and approximation holds fairly well under that scenario. Assuming a large

|k|, it follows from (5.21) and (5.20) that

Φ(y) ≈
∫ ∞
x0+ 1

2k

(1− ε(x, y))fγb(x)dx

= 1− Fγb
(
x0 +

1

2k

)
−
∫ x0− 1

2k

x0+ 1
2k

(
1

2
+ k(x− x0)

)

× fγb(x)dx

= 1 + k

∫ x0− 1
2k

x0+ 1
2k

Fγb(x)dx ≈ 1− Fγb(x0), (5.22)

where x0
∆
= x0(y) is a function of y and Fγb(x) is the CDF of γb. Now, from (5.19) and

(5.22), we define the average secrecy throughput between Alice and i-th user as follows

Ts =
nb
n2

∫ ∞
y=0

(1− Fγb(x0(y)))fγe(y)dy

=
nb
n2

∫ ∞
y=0

fγb(x0(y))Fγe(y)x′0(y)dy

=
nb
n2

∫ γ1

y=0
fγb(x0(y))Fγe(y)x′0(y)dy︸ ︷︷ ︸

T1

+
nb
n2

∫ ∞
y=γ1

fγb(x0(y))Fγe(y)x′0(y)dy︸ ︷︷ ︸
T2

, (5.23)

where x′0(y)
∆
= dx0(y)

dy
and γ1 is sufficiently large SNR such that Ve ≈ 1, i.e., x0(y) =

exp
(Q−1(δ)√

n2
+ ln 2nbn2

)
(1 + y) − 1 = α(1 + y) − 1 with constant α = exp

(
Q−1(δ)√

n2
+ ln 2nbn2

)
when y ≥ γ1.

To evaluate T1 and T2 in (5.23), we require the knowledge of the distribution of γb

and γe. The PDF of γb directly follows from [62] as

fγb(z) =
aae

ba

Γ(NA)

zNA−1

(z + aa)NA+1
Γ(NA + 1,

ba
aa
z + ba), (5.24)
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where aa =
σ2
A,i

βA,i
− 1 and ba = 1

βA,iP2
. Now, T1 from (5.23) can be written as

T1 =
nbaae

ba

n2Γ(NA)

∫ γ1

y=0

x0(y)NA−1

(x0(y) + aa)NA+1

× Γ(NA + 1,
ba
aa
x0(y) + ba)Fγe(y)x′0(y)dy. (5.25)

Here the integral representation of right hand side term in (5.25) doesn’t yield

any further simpler form. Thus, (5.25) is approximated by leveraging Gaussian-Chebyshev

quadrature [59] as follows

T1 ≈
nbaae

ba

n2Γ(NA)

γ1

2

M∑
n=1

( π
M
g
(γ1

2
(tn + 1)

)√
1− t2n

)
, (5.26)

where g(y)
∆
= x0(y)NA−1

(x0(y)+aa)NA+1 Γ(NA + 1, baaax0(y) + ba)Fγe(y)x′0(y) and tn
∆
= cos(2n−1

2M π). Here,

the parameter M determines the complexity and accuracy trade-off. Now, the second term

T2 can be written as follows

T2 = α
nbaae

ba

n2Γ(NA)

∫ ∞
y=γ1

x0(y)NA−1

(x0(y) + aa)NA+1
Γ
(
NA + 1,

ba
aa

× x0(y) + ba
)[

1− e−
be
ae
y
NE∑
m=1

Am(y)

(m− 1)!

( be
ae
y
)m−1

]
dy

= αaaNA
nb
n2

∫ ∞
y=γ1

x0(y)NA−1

(x0(y) + aa)NA+1
e−

ba
aa
x0(y)

NA∑
k=0

( baaax0(y) + ba)
k

k!

[
1− e−

be
ae
y
NE∑
m=1

Am(y)

(m− 1)!

( be
ae
y
)m−1

]
dy

= T2,1 − T2,2. (5.27)

The details steps are shown in Appendix .15 where we defined a constant term

γ = αγ1 + α− 1 to simplify equations. After combining the results from (5.26) and (5.27),

we obtain the approximated closed from expression of Ts which is shown in the top of the
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Ts ≈
nb
n2

aae
ba

Γ(NA)

γ1

2

M∑
n=1

( π
M
g
(γ1

2
(tn + 1)

)√
1− t2n

)
+ aaΓ(NA + 1)

nb
n2
e−

ba
aa
γ
NA∑
k=0

( baaa )k

k!

×
NA−1∑
l=0

1

Γ(NA − l)
γNA−1−l

(γ + aa)NA−k−l
Ξ(k, l, γ1, NE)− αaa

nb
n2

NA

Γ(NE)

1

2γ1

×
M∑
n=1

(
π

M
h
( 1

2γ1
(tn + 1)

)√
1− t2n

)
. (5.28)

where Ξ(k, l, γ1, NE)
∆
= U

(
l + 1, l + 1 + k − NA,

ba
aa

(γ + aa)
)
−

e−
be
ae
γ1
∑NE−1

m=1 ( beaeγ1)m−1
∑m−1

n=0

( γ+aa
αγ1

)n

Γ(m−n)
Γ(l+n+1)

Γ(l+1)Γ(n+1)U
(
l + n + 1, l + n + 1 + k − NA, (

ba
aa

+

1
α
be
ae

)(γ + aa)
)
.

next page. The closed form expression of Ts in (5.28) reveals the impact of n1, n2, NA and

NE on the AST.

5.3 Secrecy Enhancement with Multi-antenna Receiver

In this section, we study the average secrecy throughput of the uplink transmission

of information whereN−1 single antenna users send their secret information to AP equipped

with NA antenna against Eve equipped with NE antenna. We study two scenarios. In case

1, we consider N − 1 single antenna users transmit secret information to AP in orthogonal

resource blocks. In case 2, we consider non-orthogonal transmission from K(≤ N −1) users

forming virtual MIMO.
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5.3.1 case 1

In phase 2, all N − 1 users transmit their secret information in different resource

blocks. Without loss of generality, we refer user i as Bob and study the average uplink

secrecy throughput, T
(u)
s between AP and Bob. To evaluate T

(u)
s in (5.23), we require the

knowledge of the distribution of γa and γe.

Now, the CDF of γa and γe can be obtained from [65]. Then, by taking the

derivative, the PDF of γa can be represented as follows

fγa(z) =
e−

ba
aa
z

Γ(NA)

( baaa z)
NA−1

z + aa
(NA − 1 + ba +

aa
aa + z

), (5.29)

where aa =
σ2
A,i

βA,i
− 1 and ba = 1

βA,iP2
.

Now, the CDF of γe can be represented from [65] as follows

Fγe(z) = 1− e
− z

(σ2
E,i
−βE,i)P2

×
NE∑
m=1

Am(z)

(m− 1)!

(
z

(σ2
E,i − βE,i)P2

)m−1

= 1− e−
be
ae
z
NE∑
m=1

Am(z)

(m− 1)!

( be
ae
z
)m−1

, (5.30)

where ae =
σ2
E,i

βE,i
− 1, be = 1

βE,iP2
with σ2

E,i being the large scale fading between user i and

Eve, and

Am(z) =


1, m ≤ NE − 1

1

1+
βE,i

σ2
E,i
−βE,i

z
= 1

1+ z
ae

, m = NE

(5.31)

Given the PDF of γa and CDF of γe, we obtain the average uplink secrecy through-
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put, T
(u)
s as follows

T (u)
s =

nb
n2

∫ γ1

y=0
fγa(x0(y))Fγe(y)x′0(y)dy︸ ︷︷ ︸

T
(u)
1

+
nb
n2

∫ ∞
y=γ1

fγa(x0(y))Fγe(y)x′0(y)dy︸ ︷︷ ︸
T

(u)
2

, (5.32)

where

T
(u)
1 =

nb
n2

( baaa )NA−1

Γ(NA)

∫ γ1

y=0

e−
ba
aa
x0(y)x0(y)NA−1

(x0(y) + aa)
(NA − 1

+ ba +
aa

aa + x0(y)
)Fγe(y)x′0(y)dy. (5.33)

Here the integral representation of right hand side term in (5.33) doesn’t yield any

further simpler form. We apply Gaussian-Chebyshev quadrature method used in (5.34) to

approximate the integral of right hand side term in (5.33) and T
(u)
1 can be represented as

follows

T
(u)
1 ≈ nb

n2

( baaa )NA−1

Γ(NA)

γ1

2

M∑
n=1

( π
M
gu
(γ1

2
(tn + 1)

)√
1− t2n

)
, (5.34)

where gu(y)
∆
= e

− baaa x0(y)x0(y)NA−1

(x0(y)+aa) (NA − 1 + ba + aa
aa+x0(y))Fγe(y)x′0(y) and tn

∆
= cos(2n−1

2M π).

Here, the parameter M determines the complexity and accuracy trade-off. Now, the second

term T
(u)
2 can be written as follows

T
(u)
2 = α

nb
n2

( baaa )NA−1

Γ(NA)

∫ ∞
y=γ1

e−
ba
aa

(α+αy−1)(α+ αy − 1)NA−1

(α+ αy − 1 + aa)

× (NA − 1 + ba +
aa

aa + α+ αy − 1
)

[
1− e−

be
ae
y

×
NE−1∑
m=1

(
be
ae
y
)m−1

(m− 1)!
−
e−

be
ae
y( be

ae
y
)NE−1

Γ(NE)

ae
ae + y

]
dy

= T
(u)
2,1 − T

(u)
2,2 . (5.35)

66



T (u)
s ≈ nb

n2

( baaa )NA−1

Γ(NA)

γ1

2

M∑
n=1

( π
M
gu
(γ1

2
(tn + 1)

)√
1− t2n

)
+
nb
n2
e−

ba
aa
γ(
ba
aa
γ)NA−1

NA−1∑
l=0

(aa+γ
γ )l

Γ(NA − l)

×
[
Ψ1(l, γ1,

ba
aa

)− e−
be
ae
γ1
NE−1∑
m=1

(
be
ae
γ1)m−1

m−1∑
n=0

(aa+γ
αγ1

)n

Γ(m− n)

Γ(l + n+ 1)

Γ(l + 1)Γ(n+ 1)
Ψ1(l + n, γ1,

ba
aa

+
be
αae

)

]
− nb
n2

( baaa )NA−1( beaeγ1)NE−1

Γ(NA)

e−
ba
aa
γ− be

ae
γ1αae

α(ae − 1)− aa + 1

NE−1∑
l=0

(γ+aa
αγ1

)l

Γ(NE − l)
Ψ2(l, γ1)

(5.36)

where Ψ1(l, γ1, c)
∆
= (NA − 1 + ba)U

(
l + 1, l + 1, c(γ + aa)

)
+ aa

aa+γU
(
l + 1, l, c(γ + aa)

)
and

Ψ2(l, γ1)
∆
= (NA−1+ba− aa

α(ae−1)−aa+1)

(
U
(
l+1, l+1, ( baaa + be

αae
)(γ+aa)

)
+αl(ae+γ1γ+aa

)lU
(
l+

1, l + 1, ( baaa + be
αae

)α(ae + γ1)
))

+ aa
γ+aa

U
(
l + 1, l, ( baaa + be

αae
)(γ + aa)

)
.

The details steps to derive the analytical form of T
(u)
2,1 and T

(u)
2,2 are shown in

Appendix .16. Here, we have used a constant term γ = αγ1 + α− 1 to simplify equations.

After combining the results from (5.34) and (5.35), we obtain the approximated closed from

expression of T
(u)
s which is shown in the top of this page. The closed form expression of

T
(u)
s in (5.36) reveals the impact of the parameters i.e., n1, n2, NA, NE , N and P2 on AST.

Later in Section 5.5, we will present numerical results to illustrate the impact.

5.3.2 case 2

We consider K(≤ N − 1) number of users are located in same location, i.e., the

large scale channel gains between AP and the users are equal. Therefore, a group consists K

number of users can from virtual MIMO and transmits secret information simultaneously.
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The AP receives the following signal

yA(k) =
K∑
i=1

hA,isi(k) + nA(k)

=
K∑
i=1

ĥA,isi(k) +
K∑
i=1

∆hA,isi(k) + nA(k)︸ ︷︷ ︸
wA(k)

= ĥA,isi(k) +
K∑
j 6=i

ĥA,jsj(k) + wA(k), (5.37)

where
∑K

j 6=i hA,jsj(k) is interfering the i-th stream and wA(k) ∼ CN (0, (1+KβA,iP2)INA) is

the overall noise received at AP respectively. We assume, users apply MMSE for information

symbol detection. Then, the SINR at AP from i-th stream of information can be written

as follows

γa = ĥHA,i(
K∑
j 6=i

ĥA,jĥ
H
A,j +

1 +KβA,iP2

P2
INA)−1ĥA,i. (5.38)

The PDF of γa can be found in [66] (eqn.(30)) and written as follows

fγa(z) =
e
− z
ρa zNA−1

Γ(NA)(1 + z)KρNAa

[K−1∑
l=0

(
K − 1

l

)
NA!

(NA − l)!
ρla

+ z
K−1∑
l=0

(
K − 1

l

)
(NA − 1)!

(NA − l − 1)!
ρla

]
, (5.39)

where ρa =
(σ2
A,i−βA,i)P2

1+KβA,iP2
is the average SNR at AP from i-th stream of information.

Similarly, the CDF of γe can be written as follows

Fγe(z) = 1− e−
z
ρe

[NE−k+1∑
m=1

( zρe )m−1

(m− 1)!

+

NE∑
m=NE−K+2

( zρe )m−1

(m− 1)!

K−2∑
i=0

(
K − 2

i

)
zi

(1 + z)K−1
, (5.40)

where ρe =
(σ2
E,i−βE,i)P2

1+KβE,iP2
is the average SNR at Eve from i-th stream of information.
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5.4 Eve’s ability to combat ANECE

In this section, we consider Eve has an advantage of having prior knowledge about

few transmitted symbols. During information transmission in n2 blocklength, we assume

Eve knows l (< n2) number of information symbols. Therefore, Eve utilize this l number of

correctly guessed observation to further reduce the CSI estimation error. Furthermore, Eve

can substantially improve the SNR and decrease the average secrecy throughput (AST) of

the communication system. We aim to investigate the decrease of AST against Eve’s ability

to guess the information symbol. Thus, Eve stack the observations horizontally with (5.4)

as follows

YE,i = [YE , ỸE,i]

vec(YE,i) = yE,i =


∑N

i=1(PT
i ⊗ INE )

x∗i ⊗ INE

hE,i +

 nE

ñE,i

 (5.41)

where xi ∈ Cl×1 is the information symbol revealed to Eve. Now, the improved CSI es-

timation error variance of Eve is var(∆h̃E,i) = KhE,i,ȳE,iK
−1
ȳE,i

KȳE,i,hE,i , where KȳE,i = KyE,i KyE,i,ỹE,i

KỹE,i,yE,i KỹE,i

 =

P̄TΣEP̄∗ σ2
E,ipix

H
i

σ2
E,ixip

H
i σ2

E,ixix
H
i

⊗I+I and KhE,i,ȳE,i = σ2
E,i

[
sTi P̄∗ xHi

]
⊗

I.
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Now,

var(∆h̃E,i)

= σ2
E,iINE −KhE,i,ȳE,iK

−1
ȳE,i

KȳE,i,hE,i

= σ2
E,iI− σ4

E,i

[
sTi P̄∗ xHi

](P̄TΣEP̄∗ σ2
E,ipix

H
i

σ2
E,ixip

H
i σ2

E,ixix
H
i

+ I

)−1

×

P̄Tsi

xi

⊗ I

= σ2
E,i

I− σ2
E,i

[
B1 B2

](A11 A12

A21 A22

)−1

BH
1

BH
2


⊗ INE (5.42)

To invert

A11 A12

A21 A22

, we apply Schur complement [67] as follows

(A11 A12

A21 A22

)−1

=

 I 0

−A−1
22 A21 I



×

(A11 −A12A
−1
22 A21)−1 0

0 A−1
22


I −A12A

−1
22

0 I

 (5.43)
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We can rewrite (5.42) as follows

var(∆h̃E,i)

= σ2
E,iI− σ4

E,i

[
B1 B2

](A11 A12

A21 A22

)−1

BH
1

BH
2

⊗ I

= σ2
E,iI− σ4

E,i

(
(B1 −B2A

−1
22 A21)(A11 −A12A

−1
22 A21)−1

× (B1 −B2A
−1
22 A21)H +B2A

−1
22 B

H
2

)
⊗ I (5.44)

where one can easily verify that A−1
22 = I− xi(

1
σ2
E,i

+ xHi xi)
−1xHi , B2A

−1
22 B

H
2 =

xHi xi
1+σ2

E,ix
H
i xi

,

B1 −B2A
−1
22 A21 =

sTi P̄∗

1+σ2
E,ix

H
i xi

and A12A
−1
22 A21 = σ4

E,i
xHi xi

1+σ2
E,ix

H
i xi

pip
H
i . Therefore,

A11 −A12A
−1
22 A21 = I + P̄TΣEP̄∗ − σ4

E,i

xHi xi

1 + σ2
E,ix

H
i xi

pip
H
i = I + P̄TΣE,iP̄

∗. (5.45)

where ΣE,i = diag(σ2
E,1, · · · ,

σ2
E,i

1+σ2
E,ix

H
i xi

, · · · , σ2
E,M ) = ΣEΣ̃E,i

and Σ̃E,i = diag(1, · · · , 1
1+σ2

E,ix
H
i xi

, · · · , 1). Finally, (5.44) can be simplified as follows

var(∆h̃E,i)

=

(
σ2
E,i − σ4

E,is
T
i (ΣE + Σ̃−1

E,i(P̄
∗P̄T)−1)−1si

1 + σ2
E,ix

H
i xi

)
⊗ INE

= sTi
(
Σ−1
E,i + P̄∗P̄T

)−1
si ⊗ INE

= βE,i(l)(σ
2
E,i −∆βE,i(nt, l))⊗ INE = βE,i(nt, l)⊗ INE (5.46)

where βE,i(l) is decreasing with l and βE,i(nt, l) is increasing with l. Therefore, Eve improves

it’s CSI estimation by correctly guessing l number of transmitted information symbol from

AP as var(∆h̃E,i) decreases as l increases.
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5.5 Numerical Results

In this section, we present numerical results of the averaged secrecy throughput

Ts of secret information transmission from Alice equipped with NA to a single antenna

user after the application of ANECE participated by Alice and N − 1 collaborative single-

antenna users. Here, we set σA,i = 1 and σE,i = 1 for all i. Unless otherwise specified, we

use P1 = P2 = 25dB, δ = 0.001, N = 4, NA = 2, NE = 2, σE,A = 1, n1 = 6, n2 = 300,

and nb = 200. To compute T
(d)
s in (5.23), we use γ1 = 15 (here Ve(15) = 0.996 and for any

y ≥ 15, monotonically increasing function Ve(y) ≈ 1 holds fairly) and M = 16. We also

compare our theoretical results (TR) with 104-run Monte Carlo (MC) simulation results.

Figure 5.1: Ts versus n2 for NA = 2, 4, 6, NE = 2, M = 25 and N = 4.

Fig. 5.1 depicts the relation between Ts and the blocklength n2 for different NA.

We observe that Ts increases as the number of transmit antenna NA increases for the two

cases: “with ANECE” and “without ANECE”. Here, we see a significant gap of Ts between

the two cases, i.e., a significant AST enhancement “with ANECE”. Furthermore, we see

that as n2 increases, Ts increases initially and then decreases. The maximum point of Ts
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Figure 5.2: Ts versus n2 for NA = 2, NE = 2, 4 and N = 4.

Figure 5.3: Ts versus n2 for NA = NE = 2, 4, 6 and N = 4.

“with ANECE” is less sensitive to n2 for different NA.

In Fig. 5.2, we show Ts versus n2 for different NE , which also compares the cases of

“with ANECE” and “without ANECE”. As NE increases, Ts decreases significantly for all

n2. We also observe that the optimum n2 to maximize Ts is heavily dependent on NE . To

enhance the secrecy against multi-antenna Eve, Alice requires a larger number of antennas

(NA ≥ NE). In Fig. 5.3, we present the case when NA = NE = [2, 4, 6].

Fig. 5.4 depicts the ANECE-assisted Ts versus n2 and nb (the number of secret

bits transmitted per block). Here we also observe the quasi-concave nature of Ts with

respect to n2 for each fixed nb. Thus, the theoretical results can be used to accurately find
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Figure 5.4: Ts vs n2 and nb for NA = 2, NE = 2 and N = 4.

the optimal n2. Furthermore, the optimal n2 increases with nb.
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Chapter 6

Conclusions

In this work, we investigate the techniques that improve physical layer security in

wireless networks.

In chapter 2 and 3, we presented closed form expressions of secrecy outage prob-

abilities (SOP) of several schemes for multi-antenna downlink transmissions against ran-

domly located eavesdroppers (EDs). We considered both transmit antenna selection (TAS)

and transmit antenna beamforming (TAB) schemes, full-duplex (FD) and half-duplex (HD)

receivers/users, colluding and non-colluding EDs, the use of artificial noise (AN) from trans-

mitter, and user selection based on their distances to the transmitter. For all these schemes

and scenarios, we assume that EDs are distributed as the Poisson Point Process (PPP). For

user selection, we also assume the PPP model for users’ locations. The closed-form expres-

sions of SOP are useful for numerical computations needed for network design purposes.

We provided numerical examples to illustrate the usefulness of these expressions, which also

revealed important observations such as the optimal jamming power from FD users and the
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impacts of several other parameters on SOP.

In chapter 4, We have analysed AST of ANECE assisted transmission between

single-antenna full-duplex devices against Eve with multiple antennas. The resulting ex-

pressions of AST are easy to compute and consistent with the results from costly Monte

Carlo simulations. This analysis once again reveals a large gain of secrecy achievable from

ANECE. Furthermore, this analysis is done in the context of finite blocklength, which is

important for latency sensitive applications.

In chapter 5, we have analyzed the AST of ANECE assisted downlink transmission

with transmit antenna beamforming against Eve with multiple antennas. The resulting

expressions of AST are useful to analyze the impact of various parameters (i.e, block-length,

training sequence length, numbers of antennas at Alice and Eve) on the AST. The numerical

results are consistent with the results from costly Monte Carlo simulations. Furthermore,

this analysis reveals a large gain of secrecy achievable from ANECE and transmit antenna

beamforming under the reliability and latency constraints.
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Chapter 7

Appendix

.1 Proof of (2.14)

It follows from (2.1), (2.7) and (2.8) that

Pcon,Φ,Y
∆
= P [STASAB > Rs|Φ, Y ]

= P

 1 + SNRTASAB

1 + max
e∈Φ

SNRTASAEe

> 2RS

∣∣∣∣∣∣Φ, Y


= P

[
max
e∈Φ

SNRTASAEe < Y0

∣∣∣∣Φ, Y ]

=
∏
e∈Φ

P

 |hAi∗Ee |2
dαAEe
PT

+
dαAEe
dαBEe

m|hBEe |2
< Y0

∣∣∣∣∣∣Φ, Y


=
∏
e∈Φ

(
1−Ψ(Y, re, θe)

)
, (.1)

where (due to the lemma shown next)

Ψ(Y, re, θe) =
exp(−dαAEe

PT
Y0)

1 +m(
dAEe
dBEe

)αY0

We have applied the following lemma.
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Lemma 6 If A and B (like |hAi∗Ee |2 and |hBEe |2 ) are two independent random variables

with the exponential distribution of unit mean, then P ( A
a+bB < c) = 1− e−ac

1+bc .

Note that we are only interested in such Rs that log2(1 + SNRAB) ≥ Rs, which

implies Y0 ≥ 0.

Let Pcon,Y be Pcon conditional only on Y . Applying the Campbell’s theorem [38]

to (.1) yields:

Pcon,Y = EΦ{P [SNRTASAB > Rs|Φ, Y ]}

= exp

[
− ρE

∫ R

0

∫ 2π

0
Ψ(Y, r, θ)rdθdr

]
.

.2 A simplification of the double integral in (2.14)

Assume Rs = 0 and α = 2. Then, β = 1 and Y0 = Y . Let the distance between

Alice and Bob be d. Then,
dαAE
dαBE

=
d2AE
d2BE

= r2

r2+d2−2rd cos θ
, and furthermore

∫ R

0

∫ 2π

0
Ψ(Y, r, θ)rdθdr

=

∫ R

0

∫ 2π

0

exp(−Y r2

PT
)

1 +mY r2

r2+d2−2rd cos θ

rdθdr

=

∫ R

0

∫ 2π

0
exp(−Y r

2

PT
)

×
(
(1 +mY )r2 + d2 − 2rd cos θ

)
−mY r2

(1 +mY )r2 + d2 − 2rd cos θ
rdθdr

= 2π

∫ R

0
exp(−Y r

2

PT
)rdr

−
∫ R

0

∫ 2π

0

mY r3 exp(−Y r2

PT
)

(1 +mY )r2 + d2 − 2rd cos θ
dθdr, (.2)

where the first term can be obviously reduced. The second term in (.2), can be
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simplified by applying
∫ 2π

0
1

a−b cos θdθ = 2π√
a2−b2 identity. Then, (.2) yields

∫ R

0

∫ 2π

0
Ψ(Y, r, θ)rdθdr

=
πPT
Y

(
1− exp

(
−Y R

2

PT

))
− 2πmY

×
∫ R

0

r3 exp(−Y r2

PT
)√(

(1 +mY )r2 + d2
)2 − 4r2d2

dr

=
πPT
Y

(
1− exp

(
−Y R

2

PT

))
− πmY

×
∫ R2

0

exp
(
−Y r
PT

)
r√(

(1 +mY )r + d2
)2 − 4rd2

dr. (.3)

which is a much simplified expression of the double integral in (2.14).

.3 Proof of Lemma 3

Here, Z = ‖h‖2
1
PT

+ρm|gB |2
. Lets consider, Y3 = ‖h‖2, Y2 = 1

PT
+ ρm|gB|2 and Z = Y3

Y2
.

Note that fY3(x) = 1
Γ(M)x

M−1e−x and fY2(x) = 1
ρmexp(−

x− 1
PT

ρm ), x > 1
PT

.

FZ(z) = P [
Y3

Y1
< z]

= P [|gB|2 >
Y3 − z

PT

zρm
]

=

∫ ∞
y=0

fY3(y)dy

∫ ∞
x=

y− z
PT

zρm

e−xdx

=
1

Γ(M)

∫ ∞
y=0

yM−1e−ye
−
y− z

PT
zρm dy

=
e

1
ρPJ

Γ(M)(1 + 1
zρm)M

∫ ∞
y=0

(
y(1 +

1

zρm
)
)M−1

×e−y(1+ 1
zρm

)
d
(
y(1 +

1

zρm
)
)

=
e

1
ρPJ

(1 + 1
zρm)M

. (.4)
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If m > 0 then, fZ(z) = e
1

ρPJMρm zρmM−1

(1+zρm)M+1 . Ror m = 0, Z follows scaled CHI squared

distribution.

.4 Proof of (2.24)

The secrecy of the TAB scheme can be analyzed as follows.

Pcon,Φ,h,gB
∆
= P [SAB > RS |Φ,h, gB]

= P [SAB > RS |Φ, z]

= P

[
max
e∈Φ

SNRTABAEe <
SNRAB

β
− (1− 1

β
)

∣∣∣∣Φ, z]
= P

[
max
e∈Φ

X1Θ

dαAE +
PJd

α
AEe

dαBEe
X2 + εPT

M−1X1(1−Θ)

<
‖h‖2

β(1 + ρ|gB|2PJ)
−

1− 1
β

(1− ε)PT

∣∣∣∣∣Φ, z
]

=
∏
e∈Φ

P

[
X1Θ

PJd
α
AEe

dαBEe

(
X2 +

dαBE
PJ

)
+ εPT

M−1X1(1−Θ)

< c

∣∣∣∣Φ, z]
=

∏
e∈Φ

P

[
Θ <

ε
M−1 + fe

X3
X1

ε
M−1 + g

∣∣∣∣∣Φ, z
]
, (.5)

where X3 = X2 +
dαBE
PJ

, and X1, X2 and Θ are independent variables as defined previously

(after (2.11)). It is easy to verify that fX2
X1

(x) = M(1 + x)−(M+1), which is similar to the

F (2, 2M) distribution [37]. When large scale channel gain of jamming signal at ED is higher

than noise level, i.e., PJ
dαBE
� 1, the shift between X3 and X2 becomes smaller. Furthermore,

one can verify that fX3
X1

(x) ≈ e
dαBE
PJ M(1 + x)−(M+1). It follows from the PDF fΘ(x) shown

earlier that the CDF of Θ is FΘ(x) = 1− (1− x)M−1. Then, it is shown in Appendix .4.1

80



that

P

[
Θ >

ε
M−1 + fe

X3

X1

ε
M−1 + g

|Φ, z

]
=

e
dαBE
PJ

(1 + fe
g )(1 + ε

(M−1)g )M−1
, (.6)

where g is a function of Z as defined before. Averaging over the PPP distribution of the

locations of the Eves, one can verify (using the Campbell’s theorem) that

Pcon,h,gB = Pcon,z
∆
= EΦ{P [SAB > RS |Φ,h, gB]}

= EΦ

[∏
e∈Φ

(
1− P

[
Θ >

ε
M−1 + fe

X3
X1

ε
M−1 + g

|Φ, z

])]

= EΦ

∏
e∈Φ

(
1− e

dαBE
PJ

(1 + fe
g )(1 + ε

(M−1)g )M−1

)
= exp

[
− ρE

∫ R

0
r

∫ 2π

0
Ω(

1

g
; r, θ)dθdr

]
,

where z is a realization of Z, g is a function of z, and

Ω(
1

g
; r, θ) =

e
dαBE
PJ

(1 + fe
g )(1 + ε

(M−1)g )M−1
.

.4.1 Proof of (.6)

The complement of (.6) is

P [Θ <
ε

M−1 + fe
X3
X1

ε
M−1 + g

|Φ, z]

=

∫ ∞
0

FΘ

(
ε

M−1 + fex
ε

M−1 + g

)
fX3
X1

(x)dx

=

∫ g
fe

0
FΘ

(
ε

M−1 + fex
ε

M−1 + g

)
fX3
X1

(x)dx

+

∫ ∞
g
fe

FΘ

(
ε

M−1 + fex
ε

M−1 + g

)
fX3
X1

(x)dx. (.7)

Here, FΘ(y) = 1 for y ≥ 1, so FΘ

( ε
M−1

+fex
ε

M−1
+g

)
= 1 for x ≥ g

fe
. Then (.7) continues
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as follows:

∫ g
fe

0
FΘ

(
ε

M−1 + fex
ε

M−1 + g

)
fX3
X1

(x)dx+

∫ ∞
g
fe

fX3
X1

(x)dx

=

∫ g
fe

0

1−

(
1−

ε
M−1 + fex

ε
M−1 + g

)M−1
 fX3

X1

(x)dx

+ 1−
∫ g

fe

x=0
fX3
X1

(x)dx

= 1− Me
dαBEe
PJ gM−1

( ε
M−1 + g)M−1

∫ g
fe

0

(
1− fe

g x

1 + x

)M−1 dx

(1 + x)2
. (.8)

Let k = fe
g and z = 1

1+x . Then (1−kx
1+x )M−1 = kM−1

(
− 1 + z k+1

k

)M−1
. The above leads to

P [Θ <
ε

M−1 + fe
X3
X1

ε
M−1 + g

|Φ, z]

= 1− Me
dαBEe
PJ (gk)M−1

( ε
M−1 + g)M−1

∫ 1

k
k+1

(
− 1 + z(

k + 1

k
)
)M−1

dz. (.9)

Now, using y = z(k+1
k )− 1, we have

P [Θ <
ε

M−1 + fe
X3
X1

ε
M−1 + g

|Φ,h, gB]

= 1− Me
dαBEe
PJ kM

(1 + k)(1 + ε
(M−1)g )M−1

∫ y= 1
k

y=0
yM−1dy

= 1− e
dαBEe
PJ

(1 + fe
g )(1 + ε

(M−1)g )M−1
. (.10)

.5 Unimodality of Ω

From (2.25), we have

Ω(
1

g
; r, θ) =

e
dαBEe
PJ(

1 + fe
g

)
︸ ︷︷ ︸

Ω1(PJ )

1(
1 + ε

(M−1)g

)M−1

︸ ︷︷ ︸
Ω2(PJ )

, (.11)
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where Ω1(PJ) and Ω2(PJ) are shown below to be positive and strictly monotonically de-

creasing and increasing functions, respectively, w.r.t. PJ , i.e., Ω
′
1(PJ) < 0 and Ω

′
2(PJ) > 0

for any PJ ≥ 0. We will apply x = 1
PJ

where x ∈ (0,∞) as PJ ∈ (0,∞). Now, recall

fe = (
dAEe
dBEe

)α PJPT and g = β(1+ρPJ |gB |2)
PT ‖h‖2 . Then, it follows that

Ω1(x) = exd
α
BEe

(
1− ke

x+ ke + ρ|gB|2

)
Ω
′
1(x) = Ω1(x)

(
dαBEe +

ke
(x+ ke + ρ|gB|2)(x+ ρ|gB|2)

)
,

(.12)

where ke =
(
dAEe
dBEe

)α ‖h‖2
β , and Ω1(x) and Ω

′
1(x) are strictly positive. Also,

Ω2(x) =
1(

1 + kx
x+ρ|gB |2

)M−1

Ω
′
2(x) = −Ω2(x)

(M − 1)kρ|gB|2

(x+ kx+ ρ|gB|2)(x+ ρ|gB|2)
,

(.13)

where k = εPT ||h||2
(M−1)β , and Ω2(x) and Ω

′
2(x) are strictly positive and negative respectively.

Next, we will show that Ω(x) = Ω1(x)Ω2(x) is a unimodal function with minimum

at a finite nonzero x. Consider the following stationary condition on x Ω
′
(x) = Ω1(x)Ω

′
2(x)+

Ω2(x)Ω
′
1(x) = 0 or equivalently

Ω
′
2(x)

Ω2(x) = −Ω
′
1(x)

Ω1(x) which can be further reduced to

Ω
′
2(x)

Ω2(x)
= −Ω

′
1(x)

Ω1(x)

dαBEe +
M

x+ ρ|gB|2
=

1

x+ ke + ρ|gB|2
+

M − 1

x+ ρ|gB |2
k+1

. (.14)
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Using y = x+ ρ|gB|2 in (.14) and after some algebraic manipulations, we get

y3 +

(
ke −

kρ|gB|2

k + 1

)
y2 +

(
ke
dαBEe

− kρ|gB|2

k + 1
(ke

+
M − 1

dαBEe
)

)
y − Mkekρ|gB|2

dαBEe(k + 1)
= 0, (.15)

which is a cubic polynomial equation. Based on the characteristics of cubic polynomials,

(.15) has one, two or three roots and one inflection point [43]. Furthermore, a cubic function

is anti-symmetric around its inflection point. To show that (.15) has only one positive

solution, we just need to show that the inflection point is negative. The inflection point is

where the second-order derivative of the cubic function is zero, i.e., 6y−2(ke− kρ|gB |2
k+1 ) = 0,

or equivalently x = − 2k+3
3(k+1)ρ|gB|

2 − ke
3 , which in this case is indeed negative.

Finally, it is easy to verify that Ω(1
g ; r, θ) is a decreasing function of PJ at PJ = 0.

Therefore, we have shown that Ω(1
g ; r, θ) for any r and θ has its minimum at a positive

finite PJ .

.6 Proof of (2.27)

Assume α = 2 and β = 1. Then, g = 1/z, and

∫ R

0

∫ 2π

0
Ω(z; r, θ)dθrdr

=
1

(1 + zε
M−1)M−1

∫ R

0

∫ 2π

0

1

1 + zm r2

r2+d2−2rdcosθ

dθrdr

=
1

(1 + zε
M−1)M−1

∫ R

0

∫ 2π

0

(
1−

zmr2

(1 + zm)r2 + d2 − 2rdcosθ

)
dθrdr, (.16)
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where

∫ 2π

0

(
1− zmr2

(1 + zm)r2 + d2 − 2rdcosθ

)
dθ

= 2π

(
1− 1√

1 + (r+d)2

r2zm

√
1 + (r−d)2

r2zm

)
. (.17)

Combining (.16) and (.17) yields (27).

.7 Proof of (2.29)

Assuming PJ = 0 and a large PT , it follows that c = ‖h‖2
β −

1− 1
β

(1−ε)PT ≈
‖h‖2
β and

z = PT ‖h‖2. And from (.5), we have

P [SAB > RS |Φ,h, gB]

=
∏
e∈Φ

P
[ X1Θ

dαAEe + εPT
M−1X1(1−Θ)

< c|Φ,h, gB
]

=
∏
e∈Φ

P
[ X4

dαAEe + εPT
M−1X4,4

<
‖h‖2

β
|Φ,h, gB

]
, (.18)

where X4 = ΘX1 is exponentially distributed with mean =1 and X4,4 = (1 − Θ)X1 is

independent of X4 and has the Γ(M − 1, 1) distribution. Then,
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P
[ X4

dαAEe + εPT
M−1X4,4

<
‖h‖2

β
|Φ,h, gB

]
= P

[
X4 <

(
‖h‖2

β
dαAEe +

‖h‖2

β

εPT y

M − 1

)
|Φ,h, gB

]
=

∫ ∞
0

FX4

(
‖h‖2

β
dαAEe +

‖h‖2

β

εPT y

M − 1

)
fX4,4(y)dy

=

∫ ∞
0

[
1− exp

{
−
(
‖h‖2

β
dαAEe +

‖h‖2

β

εPT y

M − 1

)}]
× fX4,4(y)dy

= 1−
∫ ∞

0
exp

{
−
(
‖h‖2

β
dαAEe +

‖h‖2

β

εPT y

M − 1

)}
× yM−2e−y

Γ (M − 1)
dy

= 1− e
− ‖h‖

2

β
dαAEe

Γ(M − 1)

∫ ∞
0

e
−(1+

‖h‖2
β

εPT
M−1

)y
yM−2dy

= 1− e
− z
β

dαAEe
PT

(1 + z
β

ε
M−1)M−1

(.19)

= 1− Ω(z; r, θ), (.20)

And then

∫ R

0

∫ 2π

0
Ω(z; r, θ)dθrdr =

2π

(1 + εz
β(M−1))M−1

∫ R

0
e
− zrα

βPT rdr

=
2πβ

2
α

α(‖h‖2)
2
α (1 + εPT

M−1
‖h‖2
β )M−1

∫ Rα‖h‖2
β

0
e−yy

2
α
−1ydy

=
2πβ

2
α

α(‖h‖2)
2
α (1 + εPT

M−1
‖h‖2
β )M−1

γ
( 2

α
,
Rα‖h‖2

β

)
. (.21)

which is (2.29).
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.8 Proof of (2.30)

P [SABn > Rs|dABn ,ΦE ]

= P [max
e∈ΦE

SNRAEe <
SNRABn

β
+ (

1

β
− 1)]

= P [max
e∈ΦE

(1− ε)PTX4

dαAEe + εPT
M−1X4,4

<
(1− ε)PTX2,n

βdαABn
+ (

1

β
− 1)]

≈ P [max
e∈ΦE

X4

dαAEe + εPT
M−1X4,4

<
X2,n

βdαABn
] (for large PT )

And then

P [max
e∈ΦE

X4

dαAEe + εPT
M−1X4,4

<
X2,n

βdαABn
]

=
∏
e∈ΦE

P [
X4

X2,n
<
dαAEe + εPT

M−1X4,4

βdαABn
]

=
∏
e∈ΦE

∫ ∞
0

fX4,4(x)F X4
X2,n

(
dαAEe + εPT

M−1X4,4

βdαABn

)
dx

=
∏
e∈ΦE

∫ ∞
0

fX4,4(x)

1−

(
1 +

dαAEe + εPT
M−1X4,4

βdαABn

)−Mdx

=
∏
e∈ΦE

1−
∫ ∞

0
fX4,4(x)

(
1 +

dαAEe + εPT
M−1x

βdαABn

)−M
=
∏
e∈ΦE

(
1− 1

( εPT
(M−1)βdαABn

)M
U(M, 2,

(M − 1)βdαABn
εPT

+
(M − 1)dαAEe

εPT
)
)
, (.22)
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where U denotes the confluent hypergeometric function of the second kind [42]. After

applying Campbell’s theorem [38] and setting dAEe = r, we have

P [SAB > Rs|dABn ] = exp
(
− 2πρE(

(M − 1)βdαABn
εPT

)M

×
∫ ∞

0
U(M, 2,

(M − 1)βdαABn
εPT

+
(M − 1)rα

εPT
)rdr

)
. (.23)

Further simplification can be done by using proof as shown in subsection .8.1:(
(M − 1)βdαABn

εPT

)M ∫ ∞
0

U(M, 2,
(M − 1)βdαABn

εPT
+

(M − 1)rα

εPT
)rdr

=
1

α

(βdαABn)MB(M − 2
α ,

2
α)

( εPT
M−1)M−

2
α

U(M − 2

α
, 2− 2

α
,

(M − 1)βdαABn
εPT

). (.24)

.8.1 Proof of (.24)

Using the change of variables c =
(M−1)βdαABn

εPT
, we can write

(
(M − 1)βdαABn

εPT
)M
∫ ∞

0
U(M, 2,

(M − 1)βdαABn
εPT

+
(M − 1)rα

εPT
)rdr

=
cM

Γ(M)

∫ ∞
r=0

∫ ∞
t=0

e
−(c+

(M−1)rα

εPT
)t
tM−1(1 + t)2−M−1dtrdr

=
cM

Γ(M)

∫ ∞
t=0

(
e−cttM−1(1 + t)1−M

∫ ∞
r=0

e
− (M−1)rα

εPT
t
rdr

)
dt.
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Using another change of variables x = (M−1)rα

εPT
t, the above becomes

( εPT
M−1)

2
α cMΓ( 2

α)

αΓ(M)

∫ ∞
0

e−cttM−
2
α
−1

× (1 + t)2− 2
α
−M+ 2

α
−1dt

=
( εPT
M−1)

2
α cMΓ( 2

α)Γ(M − 2
α)

αΓ(M)

1

Γ(M − 2
α)

×
∫ ∞

0
e−cttM−

2
α
−1(1 + t)2− 2

α
−M+ 2

α
−1dt

=
( εPT
M−1)

2
α cMB(M − 2

α ,
2
α)

α

× U(M − 2

α
, 2− 2

α
,
(M − 1)βdαABn

εPT
). (.25)

.9 Proof of (2.31)

When ε = 0, we have

P [SABn > Rs|dABn ,ΦE ]

= P [max
e∈ΦE

PTX4

dαAEe
<
PTX2,n

βdαABn
+

1

β
− 1]

≈ P [max
e∈ΦE

X4

dαAEe
<

X2,n

βdαABn
] (for large PT )

=
∏
e∈ΦE

P [
X4

X2,n
<

dαAEe
βdαABn

], (.26)

where X4
X2,n

follows an F-distribution, i.e., f X4
X2,n

(x) = M(1 + x)−(M+1) and F X4
X2,n

(x) =

1− (1 + x)−M . Then,

P [SABn > Rs|dABn ,ΦE ] =
∏
e∈ΦE

(
1− (1 +

dαAEe
βdαABn

)−M
)
. (.27)
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After applying the Campbell’s theorem [38] and setting dAEe = r and dABn = x, we have

P [SABn > Rs|dABn ] = exp

(
− 2

α
πρEβ

2
αd2

ABn

×B(M − 2

α
,

2

α
)

)
. (.28)

The computation of averaged SOP requires the PDF of the distance of the nth nearest user.

The following lemma is known [35]:

Lemma 7 The PDF of dABn is

fdABn (x) = exp(−ρUπx2)
2ρnUπ

nx2n−1

Γ(n)
. (.29)

It now follows from this lemma and (.28) that

P [SAB > Rs] =

∫ ∞
0

exp

(
− 2

α
πρEβ

2
αx2B(M − 2

α
,

2

α
)

)
× exp(−ρUπx2)

2ρnUπ
nx2n−1

Γ(n)
dx

=
1(

1 + ρE
ρU

2
αβ

2
αB(M − 2

α ,
2
α)

)n .

.10 Proof of (3.2)

By definition, we have

LIe(s) = EΦEIe
[

exp(−s
∑
e∈Φ

|hAi∗Ee |2
dαAEe
PT

+
dαAEe
dαBEe

mX2

)
]

= EΦ

[∏
e∈Φ

E[exp(−sHe)]
]
, (.30)
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where He = 1
fe

|hAi∗Ee |
2

dα
BEe
PJ

+X2

= 1
fe
Xe. From Lemma 2 or (2.18) with M = 1, we know fXe(xe) =

e
−
dαBEe
PJ

xe

(
1

(1+xe)2
+

dαBEe
PJ

1+xe

)
. Then,

E[e−sHe ] =

∫ ∞
0

e−shefHe(he)dhe =

∫ ∞
0

e
−sxe

fe fXe(xe)dxe

=

∫ ∞
0

e
−

(s+
dαAEe
PT

)

fe
xe

(
1

(1 + xe)2
+
dαBEe
PJ

1

(1 + xe)

)
dxe

=

∫ ∞
0

e−K(s)xe

(
1

(1 + xe)2
+ (K(s)− s

fe
)

1

(1 + xe)

)
dxe

=

∫ ∞
0

e−K(s)xe

(1 + xe)2
dxe + (K(s)− s

fe
)

∫ ∞
0

e−K(s)xe

(1 + xe)
dxe

= 1− eK(s)K(s)E1(K(s)) + (K(s)− s

fe
)eK(s)E1(K(s))

= 1− s

fe
E1(K(s))eK(s), (.31)

where E1(a) =
∫∞

0
e−ax

1+x dx and K(s) =
s+

dαAEe
PT
fe

. So we get:

LIe(s) = EΦ

[∏
e∈Φ

E[exp(−sHe)]
]

= EΦ

[∏
e∈Φ

1− s

fe
E1(K(s))eK(s)

]
= exp

[
− ρE

∫ R

0

∫ 2π

0

s

fe
E1(K(s))eK(s)dθrdr

]
. (.32)

.11 Properties of βi,l and βE,i

Let the eigenvalue decomposition (EVD) of Σ(i)P
∗
(i)P

T
(i)Σ(i) with descending eigen-

values be
∑N−1

k=1 λi,kui,ku
H
i,k = UiΛiU

H
i . Also note that the N − 1 diagonal entries of

Σ(i)P
∗
(i)P

T
(i)Σ(i) are σ2

i,jk
n1P1 with k = 1, · · · , N − 1, jk ∈ {1, · · · , N} and jk 6= i. It follows
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from (5.7) that

K∆h(i)
= Σ(i)Ui(I + Σi)

−1UH
i Σ(i) =

N−1∑
k=1

vi,kv
H
i,k

1 + λi,k
, (.33)

where vi,k = Σ(i)ui,k. From (.33) we get

βi,l = (K∆h(i)
)l,l =

N−1∑
k=1

(vi,kv
H
i,k)l,l

1 + λi,k
. (.34)

Clearly, βi,l → 0 if mink λi,k = λi,N−1 →∞.

To show that λi,N−1 →∞ as n1P1 →∞, we first consider the case of n1 = N − 1.

Then P(i) =
√
P1Qi where Qi is an (N − 1) × (N − 1) submatrix of the N × N DFT

matrix (with unit amplitude for each element). By the interlacing property of eigenvalues,

we know that N − 2 of the N − 1 eigenvalues of QiQ
H
i are equal to N , and the smallest

eigenvalue ηi of QiQ
H
i is between zero andN . More specifically, ηi = min‖v‖=1 vHQiQ

H
i v =

N −max‖v‖=1 ‖vHqi‖2 = 1−‖qi‖2 = 1 where qi is an (N −1)×1 subcolumn of the N ×N

DFT matrix. For any n1 ≥ N − 1, we also know that ηi > 0 which is invariant to P1.

Therefore, as n1P1 →∞, we have λi,N−1 →∞ and hence βi,l → 0 for all i = 1, · · · , N and

l = 1, · · · , N − 1.

Similarly, let the EVD of the N ×N matrix ΣEP∗PTΣE with descending eigen-

values be
∑N

k=1 λE,kuE,ku
H
E,k = UEΛEUH

E where λE,N = 0. Let vE,k = ΣEuE,k. Then, it

follows from (5.9) that

K∆hE =

(
N−1∑
k=1

vE,kv
H
E,k

1 + λE,k
+ vE,NvHE,N

)
⊗ INE

≥ (vE,NvHE,N )⊗ INE , (.35)

where the lower bound is achieved when n1P1 →∞. Consequently, βE,i = (
∑N−1

j=1

vE,jv
H
E,j

1+λE,j
+

vE,NvHE,N )i,i ≥ (vE,NvHE,N )i,i
∆
= ci.
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.12 CDFs and PDFs of γe and γb

A generalized form of γe and γb can be written as

γx =
axX2

bx +X1
, (.36)

where X1 and X2 are independent, X1 is exponentially distributed with unit mean, and X2

is Chi-square distributed with DoF equal to 2Nx. For γe, we let Nx = NE and replace ax

and bx respectively by ae =
σ2
E,i

βE,i
− 1 and be = 1

βE,iP2
. For γb, we let Nx = 1 and replace ax

and bx respectively by aj =
σ2
j,i

βj,i
− 1 and bj = 1

βj,iP2
. Then the CDF of γx is

Fγx(z) = P
[
X1 >

axX2

z
− bx

]
= 1− P

[
X1 <

axX2

z
− bx

]
= 1−

∫ ∞
x= bx

ax
z

(
1− e−(ax

z
x−bx)

)
fX2(x)dx

= FX2(
bx
ax
z) +

ebx

Γ(Nx)

∫ ∞
x= bx

ax
z
e−x(ax

z
+1)xNx−1dx

= FX2(
bx
ax
z) +

ebx
∫∞
y= bx

ax
z+bx

e−yyNx−1dy

(axz + 1)NxΓ(Nx)

= FX2(
bx
ax
z) +

ebx
(
1− FX2( bxax z + bx)

)
(axz + 1)Nx

, (.37)

where FX2( bxax z) = 1−
Γ(Nx,

bx
ax
z)

Γ(Nx) , and the second term in the last expression of (.37) is zero

if bx →∞. Then the PDF of γx is

fγx(z) =
bx
ax
fX2(

bx
ax
z) +

ebx

Γ(Nx)

[
0− bx

ax
e−( bx

ax
z)(ax

z
+1)

× (
bx
ax
z)Nx−1 +

ax
z2

∫ ∞
x= bx

ax
z
e−x(ax

z
+1)xNxdx

]
=

axe
bx

Γ(Nx)

zNx−1

(z + ax)Nx+1
Γ(Nx + 1,

bx
ax
z + bx). (.38)
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.13 Proof of (4.23)

T2 = aj
nb
n2

( beae )NEe
−
bj
aj

(α−1)

Γ(NE)

∫ ∞
y=γ1

e
−
bj
aj
αy− be

ae
y
yNE−1

αy + α− 1 + aj
dy

(a)
= aj

nb
n2

( be
αae

)NEe
−
bj
aj
γ− be

ae
γ1

Γ(NE)

×
∫ ∞
z=0

(αγ1 + z)NE−1

z + γ + aj
e
−(

bj
aj

+ be
αae

)z
dz

= aj
nb
n2

( be
αae

)NEe
−
bj
aj
γ− be

ae
γ1

Γ(NE)

NE−1∑
n=0

(
NE − 1

n

)

× (αγ1)NE−1−n
∫ ∞
z=0

zn

z + γ + aj
e
−(

bj
aj

+ be
αae

)z
dz

(b)
= aj

nb
n2

( be
αae

)NEe
−
bj
aj
γ− be

ae
γ1

Γ(NE)

NE−1∑
n=0

(
NE − 1

n

)

× (αγ1)NE−1−n(γ + aj)
ne

(
bj
aj

+ be
αae

)(γ+aj)

× Γ(n+ 1)Γ
(
− n, ( bj

aj
+

be
αae

)(γ + aj)
)

= aj
nb
n2

(
be
αae

)NEebj+
be
αae

(α−1+aj)
NE−1∑
n=0

(γ + aj)
n

Γ(NE − n)

× (αγ1)NE−1−nΓ
(
− n, ( bj

aj
+

be
αae

)(γ + aj)
)
, (.39)

where step
(a)
= follows from the variable change z = α(y − γ1), and step

(b)
= follows from the

equation (3.383.10) in [64].
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.14 Proof of (4.27)

Ω(γ1) =

∫ ∞
y=γ1

e
−
bj
aj
αy
yNE−1

(ae + y)NE+1
dy

(a)
=

∫ ∞
x=0

e
−
bj
aj
α(γ1+x)

(γ1 + x)NE−1

(ae + γ1 + x)NE+1
dx

=
γNE−1

1 e
−
bj
aj
αγ1

(ae + γ1)NE+1

∫ ∞
x=0

e
−
bj
aj
αx

(1 + x
γ1

)NE−1

(1 + x
ae+γ1

)NE+1
dx

(b)
=
γNE−1

1 e
−
bj
aj
αγ1

(ae + γ1)NE

NE−1∑
n=0

(
NE − 1

n

)
(ae + γ1)n

γn1

×
∫ ∞
z=0

e
−
bj
aj
α(ae+γ1)z

zn

(1 + z)NE+1
dz, (.40)

where steps
(a)
= and

(b)
= follow from the changes of variables x = y − γ1 and z = x

ae+γ1

respectively. After applying
∫∞
z=0

ta−1e−zt

(1+t)a+1−bdt = Γ(a)U(a, b, z) from [64] in (.40), we get

Ω(γ1) = e
−
bj
aj
αγ1

Γ(NE)

NE−1∑
n=0

1

Γ(NE − n)

γNE−1−n
1

(ae + γ1)NE−n

× U(n+ 1, n+ 1−NE ,
bj
aj
α(ae + γ1)). (.41)
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.15 Proof of (5.27)

Using x0(y) = α(1 + y)− 1, T2,1 follows as

T2,1 = αaaNA
nb
n2

∫ ∞
y=γ1

(αy + α− 1)NA−1e−
ba
aa

(αy+α−1)

×
NA∑
k=0

( baaa )k

k!

[
1− e−

be
ae
y∑NE−1

m=1

( be
ae
y)m−1

Γ(m)

]
(αy + α− 1 + aa)NA+1−k dy

(a)
= αaaNA

nb
n2

∫ ∞
x=0

(αx+ γ)NA−1e−
ba
aa

(αx+γ)
NA∑
k=0

( baaa )k

k!

×

[
1− e−

be
ae

(γ1+x)∑NE−1
m=1

(
be
ae
γ1(1+ x

γ1
)
)m−1

Γ(m)

]
(αx+ γ + aa)NA+1−k dx, (.42)
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where step (a) follows from the variable change x = y − γ1 and defined a constant γ
∆
=

αγ1 + α− 1. Then, we apply z = αx
γ+aa

and (.42) follows as

T2,1 = aaNA
nb
n2
γNA−1e−

ba
aa
γ
NA∑
k=0

( baaa )k

k!(γ + aa)NA−k

×
∫ ∞
z=0

(1 + γ+aa
γ z)

NA−1
e−

ba
aa

(γ+aa)z

(1 + z)NA+1−k

[
1− e−

be
ae
γ1

× e−( 1
α
be
ae

)(γ+aa)z
NE−1∑
m=1

(
be
ae
γ1(1 + γ+aa

αγ1
z)
)m−1

Γ(m)

]
dz

= aaNA
nb
n2
e−

ba
aa
γ
NA∑
k=0

( baaa )k

k!

NA−1∑
l=0

(
NA − 1

l

)

× γNA−1−l

(γ + aa)NA−k−l

∫ ∞
z=0

zle−
ba
aa

(γ+aa)z

(1 + z)NA+1−k

[
1− e−

be
ae
γ1

× e−( 1
α
be
ae

)(γ+aa)z
NE−1∑
m=1

(
be
ae
γ1(1 + γ+aa

αγ1
z)
)m−1

Γ(m)

]
dz

= aa
nb
n2
e−

ba
aa
γ
NA∑
k=0

( baaa )k

k!

NA−1∑
l=0

Γ(NA + 1)

Γ(NA − l)Γ(l + 1)

× γNA−1−l

(γ + aa)NA−k−l

[ ∫ ∞
z=0

zle−
ba
aa

(γ+aa)z

(1 + z)NA+1−k dz − e−
be
ae
γ1

×
NE−1∑
m=1

( beaeγ1)m−1

Γ(m)

m−1∑
n=0

(
m− 1

n

)
(
γ + aa
αγ1

)n

×
∫ ∞
z=0

zl+ne−( ba
aa

+ 1
α
be
ae

)(γ+aa)z

(1 + z)NA+1−k dz

]
. (.43)

Finally, we apply
∫∞
z=0

ta−1e−zt

(1+t)a+1−bdt = Γ(a)U(a, b, z) from [64] to evaluate the inte-
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gral in (.42) and (.42) follows as

T2,1 = aa
nb
n2
e−

ba
aa
γ
NA∑
k=0

( baaa )k

k!

NA−1∑
l=0

Γ(NA + 1)

Γ(NA − l)Γ(l + 1)

× γNA−1−l

(γ + aa)NA−k−l

[
Γ(l + 1)U

(
l + 1, l + 1 + k −NA,

ba
aa

(γ + aa)
)
− e−

be
ae
γ1
NE−1∑
m=1

(
be
ae
γ1)m−1

m−1∑
n=0

(γ+aa
αγ1

)n

Γ(m− n)

× Γ(l + n+ 1)

Γ(n+ 1)
U
(
l + n+ 1, l + n+ 1 + k −NA,

(
ba
aa

+
1

α

be
ae

)(γ + aa)
)]

= aaΓ(NA + 1)
nb
n2
e−

ba
aa
γ
NA∑
k=0

( baaa )k

k!

NA−1∑
l=0

1

Γ(NA − l)

× γNA−1−l

(γ + aa)NA−k−l
Ξ(k, l, γ1, NE). (.44)

Here, the second term T2,2 does not yield any closed form expression. To evaluate

T2,2, we apply the change of variable x = 1
y and then approximate the function by leveraging

Gaussian-Chebyshev quadrature described earlier.

T2,2 = αaa
NA

Γ(NE)

nb
n2

∫ ∞
y=γ1

( beae y)NE−1(αy + α− 1)NA−1

1 + y
ae

× e−
ba
aa

(αy+α−1)− be
ae
y
NA∑
k=0

( baaa )k

k!(αy + α− 1 + aa)NA+1−k dy

≈ αaaNA

2γ1Γ(NE)

nb
n2

M∑
n=1

π

M
h
( 1

2γ1
(tn + 1)

)√
1− t2n, (.45)

where

h(x)
∆
=

be
ae

NE−1
(αx + α− 1)NA−1

xNE+1(1 + 1
xae

)
e−

ba
aa

(α
x

+α−1)− be
ae

1
x

×
NA∑
k=0

( baaa )k

k!(αx + α− 1 + aa)NA+1−k . (.46)
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.16 Proof of (5.35)

T
(u)
2,1 = α

nb
n2

( baaa )NA−1

Γ(NA)

∫ ∞
y=γ1

e−
ba
aa

(α+αy−1)(α+ αy − 1)NA−1

(α+ αy − 1 + aa)

× (NA − 1 + ba +
aa

aa + α+ αy − 1
)

[
1− e−

be
ae
y

×
NE−1∑
m=1

( beae y)m−1

(m− 1)!

]
dy

(a)
= α

nb
n2

e−
ba
aa
γ( baaa )NA−1

Γ(NA)

∫ ∞
x=0

e−
ba
aa
αx(γ + αx)NA−1

(aa + γ + αx)

× (NA − 1 + ba +
aa

aa + γ + αx
)

[
1− e−

be
ae

(x+γ1)

×
NE−1∑
m=1

( beae (x+ γ1))m−1

(m− 1)!

]
dx

(b)
=
nb
n2

e−
ba
aa
γ( baaaγ)NA−1

Γ(NA)

∫ ∞
z=0

e−
ba
aa

(aa+γ)z(1 + aa+γ
γ z)NA−1

(1 + z)

× (NA − 1 + ba +
aa

aa + γ

1

1 + z
)

[
1− e−

be
ae
γ1e−

be
αae

(aa+γ)z

×
NE−1∑
m=1

( beaeγ1)m−1

Γ(m)
(1 +

aa + γ

αγ1
z)m−1

]
dz, (.47)

where step (a) and step (b) follow from the variable change x = y − γ1 and z = αx
γ+aa

respectively. Now, (.47) follows as
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T
(u)
2,1 =

nb
n2
e−

ba
aa
γ(
ba
aa
γ)NA−1

NA−1∑
l=0

(aa+γ
γ )l

Γ(NA − l)Γ(l + 1)

∫ ∞
z=0

zl

1 + z

× e−
ba
aa

(aa+γ)z(NA − 1 + ba +
aa

aa + γ

1

1 + z
)

[
1− e−

be
ae
γ1

× e−
be
αae

(aa+γ)z
NE−1∑
m=1

( beaeγ1)m−1

Γ(m)
(1 +

aa + γ

αγ1
z)m−1

]
dz

=
nb
n2
e−

ba
aa
γ(
ba
aa
γ)NA−1

NA−1∑
l=0

(aa+γ
γ )l

Γ(NA − l)Γ(l + 1)

∫ ∞
z=0

zl

1 + z

× e−
ba
aa

(aa+γ)z(NA − 1 + ba +
aa

aa + γ

1

1 + z
)

[
1− e−

be
ae
γ1

× e−
be
αae

(aa+γ)z
NE−1∑
m=1

(
be
ae
γ1)m−1

m−1∑
n=0

(aa+γ
αγ1

)nzn

(m− n− 1)!n!

]
dz.

(.48)

Now, we apply
∫∞
z=0

ta−1e−zt

(1+t)a+1−bdt = Γ(a)U(a, b, z) to evaluate the integral in (.48)

and (.48) follows as

T
(u)
2,1 =

nb
n2
e−

ba
aa
γ(
ba
aa
γ)NA−1

NA−1∑
l=0

(aa+γ
γ )l

Γ(NA − l)

[
(NA − 1 + ba)

× U
(
l + 1, l + 1,

ba
aa

(γ + aa)
)

+
aa

aa + γ
U
(
l + 1, l,

ba
aa

× (γ + aa)
)
− e−

be
ae
γ1
NE−1∑
m=1

(
be
ae
γ1)m−1

m−1∑
n=0

(aa+γ
αγ1

)n

Γ(m− n)

× Γ(l + n+ 1)

Γ(l + 1)Γ(n+ 1)

(
(NA − 1 + ba)U

(
l + n+ 1, l + n

+ 1, (
ba
aa

+
be
αae

)(γ + aa)
)

+
aa

aa + γ
U
(
l + n+ 1, l + n,

(
ba
aa

+
be
αae

)(γ + aa)
))]

. (.49)

Now, using the similar arithmetic manipulation the second term can be written as
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follows

T
(u)
2,2 = α

nb
n2

( baaa )NA−1

Γ(NA)Γ(NE)

∫ ∞
y=γ1

(α+ αy − 1)NA−1

(α+ αy − 1 + aa)

× e−
ba
aa

(α+αy−1)− be
ae
y(NA − 1 + ba +

aa
aa + α+ αy − 1

)

× ae
ae + y

(
be
ae
y)NE−1dy

=
nb
n2

( baaa )NA−1( beaeγ1)NE−1

Γ(NA)

e−
ba
aa
γ− be

ae
γ1αae

α(ae − 1)− aa + 1

NE−1∑
l=0

×
(γ+aa
αγ1

)l

Γ(NE − l)

[
(NA − 1 + ba −

aa
α(ae − 1)− aa + 1

)

×
(
U
(
l + 1, l + 1, (

ba
aa

+
be
αae

)(γ + aa)
)

+ αl(
ae + γ1

γ + aa
)l

× U
(
l + 1, l + 1, (

ba
aa

+
be
αae

)α(ae + γ1)
))

+
aa

γ + aa

× U
(
l + 1, l, (

ba
aa

+
be
αae

)(γ + aa)
)]

(.50)
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