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Governing Emerging Solar Geoengineering: A Role for Risk-Risk Evaluation? 

Duncan McLaren, Emmett Institute, UCLA School of Law, mclaren@law.ucla.edu
ORCID: 0000-0002-2294-282X

Duncan McLaren is a Postdoctoral Climate Intervention Fellow in Environmental Law and 
Policy at UCLA School of Law. His research addresses climate politics and governance, 
especially with respect to geoengineering technologies and interventions. His 2017 PhD from
Lancaster University, UK, examined the justice implications of climate geoengineering. He 
previously worked for many years in environmental advocacy, most recently as Chief 
Executive of Friends of the Earth Scotland from 2003 to 2011. 

Introduction

For most of human history, emerging technologies have faced little or no regulation, with the 
strongest guidance emerging from religious sources, shaping the development of technologies
such as printing. Technology governance was shaped primarily by military and economic 
competition between imperial powers during and after the industrial revolution.1 Only in the 
last century has there been a shared realization that new technologies might cause more harm 
than benefit. Even then, most efforts at governance and regulation have been reactive, with 
actions on climate risk being an obvious example.2 

Recently, as the impacts of climate change have become more evident and harmful globally, 
and the scope for mitigation to reduce climate risk ebbs with depleting carbon budgets, there 
has been growing interest in ‘solar geoengineering,’ ways to reduce Earth temperatures by 
reflecting a small proportion of incoming sunlight.3 However, such technologies may also 
introduce new, unanticipated risks to the climate system, international relations, and climate 
negotiations. As a result, most governments, publics,4 and many scientists have so far resisted
calls for research and development of solar geoengineering.5 Both advocates and skeptics 
have suggested that the risks of solar geoengineering would be best assessed in the context of 
the threats from climate change, with some form of risk-risk analysis. This process 
consistently identifies and compares the risks of undertaking a particular intervention with 
those of not doing so.6 Thus, I will discuss whether established approaches to risk 
management could provide a solid basis for risk-risk analysis regarding solar geoengineering.

Below, I consider two established but contrasting approaches to risk management. In each 
case, I describe the background of the approach, review its key features, and discuss briefly 
how it might be (or is being) extended to solar geoengineering. First, I outline the 
technocratic model of risk management, dominant in scientific and corporate spaces, which 
seeks to quantify impacts and probabilities and balance risks using technical and market 
tools, such as insurance. From this perspective, one would treat solar geoengineering as an 
emerging climate technology and focus on the changing material climate risks involved. 
Then, I describe the securitized approach to risk management, which comes foremost in 
sovereign defense and international relations, oriented to defending against external threats. 
By contrast, in this mode of analysis, one would treat solar geoengineering as a security 
technology and examine possible political and material risks to determine whether to 
suppress or control the technology. 
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Ultimately, both approaches support using risk-risk analysis for different reasons, resulting in 
very different prescriptions. Here, I argue that neither has yet offered a sound foundation for a
risk-risk analysis of solar geoengineering. Still, by studying the differences in these two 
approaches, we can better understand the challenges involved in meaningful risk-risk analysis
for solar geoengineering. In particular, I conclude that undertaking such an analysis will 
require improved ways to address uncertainties through inclusive politics rather than leaving 
the issues to experts.

Domesticating Risk: The Technocratic Model 

In the twentieth century, propelled by labor interests and growing public concern, most large 
economies adopted health, safety, and environmental regulations to mitigate risks, including 
those from new technologies; these rules were often accompanied by new regulatory 
institutions that implemented risk assessment techniques, which aimed to balance the risks 
and benefits of governance measures.7 More recently, partially due to perceived regulatory 
overreach and industrial interests, risk displacement and other countervailing risks of 
regulation gained more attention, and techniques of risk trade-off analysis were promoted.8

Consequently, in this paradigm, risk management and trade-off analysis primarily focus on 
risks understood as quantifiable probabilities of particular impacts, measured using life 
expectancy or financial equivalents metrics, and draw on the well-established technique of 
cost-benefit analysis in economics.9 Technocratic risk trade-off analysis thus relies on making
risks quantifiable and fungible.10 The technocratic paradigm also draws heavily on 
management methods from the financial industry, notably actuarial accounting, and 
insurance.11

In some polities, technocratic risk governance has extended to include the prospect of 
anticipatory governance of emerging technology, but regulators face a dilemma. In the early 
stages, when the technology is most malleable, its impacts and risks are uncertain. Once the 
risks are demonstrated, however, development and deployment pathways may already be 
locked in.12 One possible response to this problem, adopted by the UN and EU, is the 
precautionary principle, which seeks to mitigate plausible but unproven environmental 
risks.13 However, even in jurisdictions where precaution has been ratified, it is typically 
contested or only partially implemented.14 Moreover, precaution involves a risk that 
beneficial technologies may be unnecessarily constrained for fears that might never 
materialize. On the other hand, regimes practicing precaution have tended to enable broader 
public engagement in the ‘upstream’ governance of technology, shaping research policies and
directions on topics such as nanotechnology by reference to public values and visions.15 

Reliance on expert-led risk assessment is sometimes defended because—based on past 
experience with nuclear power, for example—publics appear to overestimate the material 
risks involved in novel technologies.16 Although public perceptions may exaggerate technical 
harms, they do reflect real experiences and legitimate concerns surrounding the potential 
mismanagement of risks by corporate and political interests.17 They also reflect a sense that 
the risks generated by technological society (e.g., nuclear war) are now much greater than 
those arising from natural hazards (e.g., earthquakes).18 In addition, in the contemporary 
world, risks from novel technologies are also potentially exacerbated by planetary 
interconnectedness. For example, the potential for harm from artificial intelligence (AI) is 
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much greater in a world connected by the internet. Therefore, public fears of catastrophic 
impacts may be entirely plausible, even if technically improbable, and merit serious 
attention.19 Increasingly, many also see catastrophic impacts as a plausible, if improbable, 
result of climate change caused by the continued use of fossil fuels. A better understanding of
such extreme ‘tail risks’20 is one reason some researchers advocate for consideration of 
‘exceptional measures’ on climate change, such as solar geoengineering, even though these 
techniques would only mask some of the impacts of climate change, not eliminate all the 
risks.21 

Assessing emerging technology risks within a risk-benefit or risk-risk framework would seem
essential in this context, even for technologies mooted to alleviate otherwise catastrophic 
risks, including solar geoengineering. However, those recently advocating for a risk-risk 
appraisal of solar geoengineering appear to be doing so out of concern that the risks involved 
with the technology are exaggerated compared to climate change.22 Such a view would seem 
to be supported by the findings of cognitive science on risk perception, which suggests that 
people tend to overestimate the impacts of acute and novel risks and generally underestimate 
those from more familiar and chronic risks, such as dispersed climate impacts.23 Thus, within 
the technocratic paradigm of risk assessment, expert assessments of geoengineering have 
tended to question the value of the precautionary principle and constrain any role for public 
engagement.24 

In addition, few assessments have explicitly adopted a risk-risk approach. A 2022 report for 
the Carnegie Climate Governance Initiative offers the most developed example of an attempt 
at risk-risk analysis.25 However, this study was still preliminary, focusing on the utilitarian 
assessment of modeled projections of physical impacts, with disproportionately little 
attention to ethical and political risks. All technocratic assessments of solar geoengineering 
have acknowledged significant uncertainties, but these are often sidelined as unquantifiable or
even dismissed based on ideological presuppositions. For example, the prospect that some 
countries or major corporations might reduce their commitments to emissions reductions if 
solar geoengineering is promised tends to be treated as unlikely.26 By contrast, physical 
climate risks—such as termination shock from an abrupt halt of solar geoengineering or 
negative effects on monsoon weather from uneven deployment shifting the inter-tropical 
convergence zone—are noted in these assessments.

Moreover, the scenarios of solar geoengineering explored are almost universally well 
governed, based on modeling with an implied single global decision maker, and often 
intentionally optimized to minimize distributional side effects. While assessments based on 
these scenarios often emphasize potential climate benefits, including unquantifiable 
reductions in the probability of exceeding critical climate tipping points,27 these benefits may 
not be practically deliverable for technical and political reasons.28 Moreover, whatever 
benefits solar geoengineering can offer, it is technically incapable of removing all climate 
risk. Even its most ardent advocates acknowledge that it should not substitute for emissions 
reduction.29

Securitizing Risk: The Model of Sovereign Defense

Contrasting with the rationalist, probabilistic, fungibility-based technocratic approach, the 
security sector—attuned to dealing with threats from actors able to learn and adapt—
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approaches risks with worst-case thinking, recognizing unpredictability and 
incommensurability.30 Securitized approaches to risk are understood to be applied in cases 
where a threat creates an existential risk to a valued referent object, typically the nation-
state.31 Securitizing a risk takes the threat out of the domain of politics as usual and justifies 
exceptional measures to defend against it. Such security analysis often uses scenarios and 
wargames with competing actors, includes cascading, interacting, compounding, and 
systemic risks, and examines plausible (not only probable) pathways, in contrast to the 
technocratic approach.32

 
Many would argue that the risks of climate change are existential, or at least catastrophic, 
which has led various actors, including states, international organizations, and activists, to 
call for securitization.33 Specifically, there is a growing security sector consensus that climate 
change is a threat multiplier that intensifies geopolitical and conflict risks.34 However, while 
climate securitization has enhanced military attention to adaptation and resilience and caused 
some ‘greening’ of military spaces, there have not yet been exceptional national or 
international responses. Moreover, exceptional measures to counter global warming, like 
cyber-interventions to close polluting facilities, enforced migration, carbon rationing, or solar
geoengineering, may create additional political and security risks. Once again, there is a 
logical argument for a risk-risk evaluation of such interventions.

Although the security implications of the impacts of climate change have received 
considerably more attention than those of responses, security scholars have begun looking at 
issues like the geopolitics of a shift to renewable energy, possible responses from fossil-
producing and fossil-dependent countries, and potential conflicts over control of key mineral 
resources.35 Concerning solar geoengineering, attention has begun shifting towards non-ideal 
deployments of the technology: undertaken in the interests of particular states or regions or 
even competitively between states seeking to maximize national interest, as opposed to 
cooperatively optimized geoengineering.36 

Security experts are interested not only in the climatic effects of the aforementioned potential 
termination shock or the risk from hemispherically imbalanced solar geoengineering but also 
in the distribution of risks and relative advantages and disadvantages that might arise at a 
regional level.37 Analysts also worry about threats of military conflict, including nuclear 
exchanges, triggered by the additional disruption to international relations generated by solar 
geoengineering. They recognize solar geoengineering as a hybrid security technology, a 
critical asset potentially destabilizing globally significant relations like those between the 
U.S. and China or India and Pakistan. They also see disinformation about the effects of 
geoengineering interventions spread by “enemy states” as inevitable, which will disrupt 
security.38 Furthermore, extremist insurgent groups such as ISIS or Boko Haram are also 
foreseen as likely to use disinformation about climate impacts of geoengineering to recruit 
supporters or incite conflict, by, for instance, blaming droughts on ‘climate weapons.’39 

Based on such considerations, it is essential to understand the potential climatic benefits as 
well as the risks involved in both well-governed and non-ideal deployments of solar 
geoengineering, making an even stronger case for risk-risk analysis. Furthermore, the security
perspective also suggests a need to approach such analysis armed with the understanding that 
policy has never rested purely on ‘objective’ scientific truth and that evidential and normative
uncertainties should always be addressed.40 However, this argument does not conclude that 
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solar geoengineering itself should be securitized, as this would risk research and development
being treated as a matter of national security, undertaken in secret with limited public 
involvement and scrutiny.

Lessons for Policy Making
 
The foregoing suggests that whether we treat it as a climate technology or a security 
technology, there are sound reasons to assess the risks of developing solar geoengineering 
and consider them in comparison with the dangers of not doing so. However, neither the 
technocratic nor securitized approaches to risk management address all the potential risks 
comprehensively and consistently; moreover, both approaches distance risk management 
from democratic politics: the technocratic by delegating to technical experts and markets, and
the securitized by reserving authority to generals and presidents. 

Furthermore, these distinctive risk analysis methods reveal distinct conceptions of risk: 
technocratic risks are probabilistic and predictable, while security risks are possibilistic and 
adaptive. As a result, we might expect a technocratic analysis to underestimate the 
countervailing risks of solar geoengineering in comparison to the residual risks of climate 
change that it might help abate. In contrast, a securitized analysis might well overestimate the
countervailing risks and inappropriately preclude open scientific exploration of 
geoengineering.

These differences serve as a valuable reminder that risk is socially constructed both 
conceptually and materially: the technocratic and securitized models are distinctive social 
constructions. Individuals construct risks differently through cognitive and psychological 
processes, and groups and societies determine what constitutes risk and which measures can 
potentially mediate exposure and vulnerability to risks.41 Thus, recognizing this feature is a 
precondition to policy, which requires being explicit about how ‘risk’ is constructed and 
which groups are involved. From a normative perspective, this suggests a need for an open 
political process rather than one dominated by any particular expert category. Recognizing 
the social construction of risk would also help policymakers stay alert to framing effects and 
risk distribution. Risk has different meanings to different groups, who will therefore have 
different appetites for risk: for elites and those with power and agency, risk is manageable or 
even valuable, but for precarious workers, risk is a threat and a problem to be avoided. 
Consequently, policymakers must be aware of their own positionality in this respect if 
policies are to be fair and just.

What else can be learned from this review of existing risk management approaches for how 
we might undertake a productive and fair risk-risk analysis of solar geoengineering? Here I 
suggest five critical lessons.

First, definitions vary, so we should carefully establish the task and parameters. The crux of 
the analysis should be to compare (a) the residual risks from climate change that might be 
abated by solar geoengineering—which is not all the risk that might arise from ‘unmitigated 
climate change’ nor even all that remains after anticipated emissions reduction—with (b) the 
additional risks arising from developing and deploying solar geoengineering, including the 
effects of any consequential reduction in mitigation action.42 Including such rebound risks is 
critical in the case of failure or termination of geoengineering intervention.43 Additionally, we
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should beware of framing the task in ways that imply that only solar geoengineering can 
further reduce climate risk: other valuable policy tools, each with their own potential co-
benefits and countervailing risks, should also be incorporated into the analysis.

Second, there are diverse pathways to risk, so we should take a broad scope, including not 
only the direct material or physical risks associated with climatic factors but also the social or
political risks. This focus should encompass both chronic risks, like sustained international 
tension and the rise of sea level, and acute risks, like the outbreak of war and extreme 
weather events. Moreover, the scope should encompass both the calculable risks, for which 
probabilities and impacts can be quantified and modeled, and the incalculable risks, such as 
international conflict or terrorist disinformation. Importantly, it is critical not to artificially 
subject risks to arbitrary quantification but rather to enable deliberative discussion and 
political judgment of their significance.

Third, risks vary with the scenarios envisaged, so we must use appropriate metrics and 
scenarios in a symmetric fashion: well-governed geoengineering scenarios should not be 
compared with failing mitigation.44 Especially, extreme but unlikely tail risks of inadequate 
mitigation, such as tipping points, should be compared with the extreme tail risks of 
geoengineering, such as termination shock. Alternatively, suppose the scenario involves 
reflexive action to decrease the potential risks of geoengineering. In that case, it should be 
compared with scenarios in which the risks of elevated mitigation, ranging from failure to 
geopolitical conflict, are also reflexively addressed.45 Also, this must include considering an 
appropriate diversity of scenarios, including non-ideal as well as optimized options.

Fourth, as risks might be triggered or even locked in at an early stage of development or 
research, our analysis should identify critical decision points and the associated risks and be 
iterated as often as necessary. In addition to deployment trials and actual deployments, key 
decision points should also include scaling up research into solar geoengineering and 
authorizing large-scale experimentation, as they could affect rebound risks as much as actual 
deployments.

Finally, risks are unevenly distributed, and their impacts are strongly conditioned by 
variegated vulnerability and exposure.46 As a result, we should develop inclusive processes 
that expand the debate to encompass diverse cultural and epistemological viewpoints. Those 
whose health, security, or cultures are most threatened by climate change and 
geoengineering, such as indigenous peoples, impoverished communities, or even young 
people, should be particularly engaged in the discussion. Yet, we must also remember that 
participatory processes themselves can construct publics in misleading ways and take care to 
enable participants to help define the terms of participation.47 More generally, in considering 
the distribution of risks and vulnerability, our assessment must be attentive to the fact that 
vulnerability is not simply a pre-existing natural state but something arising in environmental,
social, and economic factors. Indeed, much vulnerability to climate impacts or conflict is 
sustained and reconstructed through the global extractive economy and how it distributes 
resources and dependencies. A complete risk-risk analysis would consider whether and how 
solar geoengineering might sustain or help dismantle those global power and economic 
relations. 

Conclusions and Reflections
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In the preceding section, I mapped out some ways in which a risk-risk assessment might be 
developed and refined. Finally, I want to note some outstanding challenges. 

Both technocratic and securitized modes of risk management tend to depoliticize, taking the 
issues away from democratic politics into the realms of experts. However, principles of 
justice seem to demand democratic and deliberative public involvement, especially where 
uncertainties pervade the decision space. New technologies might help address climate 
change, but we should recall that a lack of anticipatory governance was also a major 
contributor to the problem. The above suggestions imply a need to shift the issues arising 
from uncertainty and indeterminacy back into the political realm. Instead of generating a 
sweeping rejection of new technologies, precautionary measures might be employed to abate 
or avoid the identified risks. However, the institutions and mechanisms needed to conduct 
such risk management—for research as well as deployment—do not yet exist. Building them 
is an urgent task.

Re-politicizing the issues involved might also help with the second outstanding problem that 
a risk-risk analysis can too easily construe the problem as a false binary: “do solar 
geoengineering, or face these residual climate risks.” However, there might be “risk-superior”
approaches that find alternative pathways in which the risk trade-off implicit in this binary 
does not arise, and climate, political, and conflict risks can be reduced simultaneously.48 This 
essay is not the place to construct the possible risk-superior pathways which might be found 
in strategies of degrowth and resilience building or enhanced adaptation and localized cooling
techniques, for example, that is the territory of inclusive political negotiation around climate 
change and global justice. Finding the optimal pathways for managing the fast-growing 
climate risks faced by societies worldwide will inevitably involve political trade-offs and the 
development of compromise policy packages, not just risk trade-offs.49 Sound risk-risk 
analysis might inform such political decisions but cannot replace them.
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