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ABSTRACT
Hydrodynamics control the movement of water 
and material within and among habitats, where 
time-scales of mixing can exert bottom-up 
regulatory effects on aquatic ecosystems through 
their influence on primary production. The San 
Francisco Estuary (estuary) is a low-productivity 
ecosystem, which is in part responsible for 
constraining higher trophic levels, including 
fishes. Many research and habitat-restoration 
efforts trying to increase primary production 
have been conducted, including, as described 
here, a whole-ecosystem nutrient addition 
experiment where calcium nitrate was applied in 
the Sacramento River Deep Water Ship Channel 
(DWSC) to see if phytoplankton production could 
be increased and exported out of the DWSC. As an 

integral part of this experiment, we investigated 
the physical mechanisms that control mixing, 
and how these mechanisms affect the strength 
and duration of thermal stratification, which we 
revealed as critical for controlling phytoplankton 
dynamics in the relatively turbid upper DWSC. 
Analysis of a suite of mixing mechanisms and 
time-scales show that both tidal currents and 
wind control mixing rates and stratification 
dynamics in the DWSC. Longitudinal and vertical 
dispersion increased during periods of high wind, 
during which wind speed influenced dispersion 
more than tidal currents. Thermal stratification 
developed most days, which slowed vertical 
mixing but was rapidly broken down by wind-
induced mixing. Stratification rarely persisted 
for longer than 24 hours, limiting phytoplankton 
production in the study area. The interaction 
between physical mechanisms that control 
mixing rates, mediate stratification dynamics, 
and ultimately limit primary production in 
the DWSC may be useful in informing habitat 
restoration elsewhere in the Delta and in other 
turbid aquatic environments.
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INTRODUCTION
Hydrodynamics dictate the movement of water 
and material within and among all aquatic 
ecosystems. At the nexus of tidal influence 
and freshwater inflow, estuaries are complex 
systems that can maintain a high degree of 
complex channel morphology that drives habitat 
heterogeneity, contributing to spatiotemporal 
variability in habitat connectivity, transport, and 
mixing rates. Rates of mixing and transport in 
estuaries also vary with tidal current magnitude, 
wind, net advection, density stratification, 
and residual currents (Fischer et al. 1979). 
Tidal processes generally dominate horizontal 
dispersion, but dispersion rates can change 
based on a number of factors, including spring-
neap cycle variability in tidal current strength 
(Fischer et al. 1979), incomplete vertical or lateral 
mixing (Geyer et al. 2008), and the interaction 
between tidal processes and channel morphology 

(Stumpner et al. 2020). Stratification can greatly 
reduce vertical mixing rates and, depending on 
the strength of stratification and time-scales of 
vertical mixing, can enhance horizontal transport 
through gravitational circulation in brackish 
water systems (Monismith et al. 1996) or increase 
horizontal dispersion rates as a result of increased 
vertical shear in systems without a horizontal 
density gradient (Geyer et al. 2008).

Time-scales of mixing can also exert a strong 
bottom-up regulatory effect on aquatic ecosystem 
functions. For example, mixing time-scales 
regulate exposure to both bottom-up (i.e., 
nutrients and light) and top-down (i.e., exposure to 
benthic filter feeders) factors that affect ecosystem 
metabolic rates and primary production (Cloern 
et al. 2014). The Sacramento–San Joaquin Delta 
(Delta) in the San Francisco Estuary (estuary) 
(Figure 1) is a low-productivity yet nutrient-rich 

Figure 1 Study area (indicated by yellow box) in the Sacramento River Deep Water Ship Channel in the Sacramento–San Joaquin Delta
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ecosystem, with phytoplankton production 
ranking in the lowest 15% of the world’s estuaries 
(Cloern et al. 2014) and declining overall in recent 
decades (Robinson et al. 2016). The population 
decline of many fish species in the estuary is 
believed to be a response, in part, to the decrease 
in phytoplankton abundance through cascading 
effects in the rest of the food web (Sommer et al. 
2007). Recent habitat-restoration efforts in the 
estuary have specifically focused on increasing 
primary production to support fish populations, 
several of which are listed as threatened or 
endangered species under Federal and California 
Endangered Species Acts (CDFW 2019).

Spatiotemporal variability in hydrodynamic 
processes can make it difficult to identify and 
then quantify the principal forcing mechanisms 
on phytoplankton dynamics and primary 
production. For example, physical processes such 
as wind and tidal currents that control mixing 
time-scales interact with nutrient concentrations, 
water temperature, and turbidity (affecting 
ambient light levels, heat fluxes, and thermal 
stratification), which together control spatial and 
temporal patterns of productivity in estuaries 
(Cloern 2001; Robinson et al. 2016; Wurtsbaugh et 
al. 2019). To develop viable management strategies 
to promote robust, resilient food webs and to 
support fish populations, a better understanding 
of how hydrodynamic processes regulate primary 
production is needed.

This paper focuses on understanding mixing 
driven by tidal currents and wind, and their 
effect on the strength and duration of thermal 
stratification in the upper Sacramento River Deep 
Water Ship Channel (DWSC) (Figure 1) as a control 
on phytoplankton production. Our study from 
July 2 to September 18, 2019 was conducted as part 
of a whole-ecosystem experiment that tested the 
extent to which nitrogen amendments made to the 
DWSC during a period of seasonally low nitrate 
concentration might stimulate increased rates of 
primary and secondary production (USBR 2018, 
2019).

METHODS
Study Area
Situated in the freshwater tidal portion of the 
Delta, the DWSC provides seagoing vessels access 
to the Port of West Sacramento (Figure 1). The 
DWSC is tidally forced (tidal currents range from 
– 0.62 to + 0.50 m s– 1) at its southern end where it 
connects to Cache Slough. At the northern end, 
a set of inoperable gates separates the DWSC 
from the Sacramento River. Although some water 
flows through these gates (< 1 m3 s– 1 measured 
on August 22, 2019, which may be greater when 
water levels in the Sacramento River are elevated 
during high flow), the DWSC generally functions 
as a terminal slough with negligible stream 
inflow. These conditions result in progressively 
dampened tidal currents moving landward 
and, for practical purposes, little to no net flow. 
The central half of the channel cross-section is 
dredged to ~ 10 m, with wide, shallow benches 
on each shoreline. The benches are < 1 m deep at 
mean tide, and together make up one-third of the 
total channel width (Figure 2).

Although the DWSC is a completely human-
made, engineered channel with straight and 
homogenous channel form, it exhibits unexpected 
habitat heterogeneity along its length (Young et 
al. 2021) that supports the endemic, endangered 
Delta Smelt (Sommer and Mejia 2013; Moyle et 
al. 2016). The DWSC has physical and biological 
characteristics typical of terminal sloughs 
that were common in the historic Delta before 
agricultural reclamation (Whipple et al. 2012). 
These characteristics include long residence 
times (Downing et al. 2016), episodic thermal 
stratification (Robinson et al. 2016), and a flood-
dominant tidal current asymmetry that leads 
to a turbidity maximum (Morgan-King and 
Schoellhamer 2013) and increased abundance 
of pelagic organisms (Feyrer et al. 2017) in the 
middle reaches compared to elsewhere along the 
length of the DWSC.

Data Collection
Continuous Monitoring
An RDI Channel Master (600-kHz) side-looking 
acoustic Doppler current profiler (SL-ADCP) was 
deployed near CM73 (USGS 383019121350701) at 

https://doi.org/10.15447/sfews.2021v19iss4art5
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2 m mean tidal depth to continuously measure 
water velocity and water level at 15-min intervals, 
and to compute discharge using the index velocity 
method (Ruhl and Simpson 2005) (Figure 2). We 
computed tidally averaged (or net) discharge using 
a Godin low-pass filter to remove tidal period 
variability (Godin 1972). Velocity and discharge 
records from long-term USGS monitoring stations 
near the study area—CM72 (USGS 11455095), CM54 
near the mouth of the DWSC (USGS 11455335), 
and CM41 on Cache Slough (USGS 11455385) 
(USGS 2021)—are also used in this analysis and 
were similarly processed, following procedures 
detailed in Levesque and Oberg (2012) (Figure 1).

We deployed a network of instrument strings with 
sensors at multiple depths to monitor vertical 
stratification dynamics. Sensors were connected 
to cables held vertically on spar buoys at five 
locations longitudinally spaced throughout the 
study area (Figure 2). Each instrument string had 
three HOBO temperature probes, three HOBO 
conductivity/temperature probes, and three 
PME minidot dissolved oxygen/temperature 

probes located at 0.5-m increments below the 
water surface to 4.5 m deep. We deployed the 
instrument strings ~ 30 m from the right bank 
where water depth is ~ 5 m, so the instrument 
strings measure the equivalent of the top half of 
the total water column of the central channel. 
At CM73, we deployed an additional instrument 
buoy closer to shore that contained a YSI EXO2 
sonde that measured temperature, specific 
conductance, dissolved oxygen, pH, turbidity, and 
chlorophyll-a fluorescence near the surface (USGS 
383019121350701).

We deployed all instruments nearshore and 
tethered to land to avoid their destruction 
or removal from the study site by ships that 
traverse the DWSC an average of three times 
each week. Ships occupy most of the dredged 
width and depth of the channel, creating a large 
wake and significant prop wash that resuspends 
bed material. The signature of ship passage is 
apparent in the continuous turbidity data and 
confirmed by a camera placed at CM73 that 
collected an image every minute.

Figure 2 Monitoring network deployed in the study area and schematic of the channel cross-section, showing the deployment layout of sensors in the 
water column
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Synoptic Studies
We conducted short-term synoptic studies 
weekly for 4 weeks to evaluate the vertical and 
horizontal mixing dynamics. We collected four 
velocity transects each hour for 30 hours using 
an autonomous surface vessel (ASV) mounted 
with an RDI RiverPro (1200-kHz) down-looking 
ADCP (DL-ADCP) at the CM73 cross-section. We 
processed the transects with the Velocity Mapping 
Toolbox (VMT) (Parsons et al. 2013) in Matlab to 
remove erroneous values and produce average 
velocity profiles of along-channel and cross-
channel velocities for each hour.

We also collected vertical water quality profiles 
hourly at the CM73 cross-section with a SonTek 
CastAway conductivity-temperature-depth 
instrument (CTD). We collected CTD casts of the 
entire water column at three points in the deep 
central channel. These measurements were 
collected at the same locations in each synoptic 
study. We processed the CTD measurements with 
the CastAway software package from SonTek to 
remove erroneous data, average samples from the 
down- and up-cast, and compute water density as 
detailed in the software user’s manual (SonTek 
2017).

Analytical Approach
Estimating mixing processes from data can 
be challenging, so we used (1) a variety of 
approaches to estimate mixing time-scales at 
our study site, (2) two metrics to quantify the 
level of stratification, and (3) an energy balance 
to determine the primary physical forcing 
that controls stratification and to examine the 
frequency of stratification over an 11-year period 
from 2009 to 2019.

Mixing
We followed the approach outlined in Geyer et al. 
(2008) for estimating time-scales of longitudinal 
(Tx ), lateral (Ty ), and vertical (Tz ) mixing, where

  (1)

  (2)

  (3)

L is the longitudinal mixing length scale, which 
we defined as the median tidal excursion 
(2.09 km, computed from the continuous velocity 
data at CM73); B is the width of the channel (160 
m); and h is the average depth (7.5 m).

We computed estimates of lateral dispersion 
(Ky) and vertical dispersion (Kz) from direct 
measurements. Longitudinal dispersion (Kx) 
was estimated using three different approaches, 
including using direct measurements and 
from bulk hydraulic parameters. Even with a 
conservative tracer, estimating longitudinal 
dispersion is difficult (Carr and Rehmann 2007); 
therefore, several approaches were used to 
provide confidence in our estimates. We chose 
these specific approaches because they represent 
distinctly different time-scales and mixing 
mechanisms.

The first approach estimated Kx from DL-ADCP 
profile data collected during the synoptic studies; 
this approach is referred to as the triple integral 
method (Fischer et al. 1979). Each DL-ADCP 
profile represents a ~ 30-min snapshot; thus, 
estimates using this approach are considered 
instantaneous. The calculation of Kx1 is as 
follows:

 (4)

where A is the cross-sectional area, B is the 
channel width, y is the coordinate in the cross-
stream direction, h is the depth at location 
y in the cross-section, U′ is the deviation of 
depth- averaged velocity at point y from the 
mean channel velocity (U), and K y is the lateral 
dispersion coefficient. K y is calculated based on 
the formula from Shen et al. (2010) as:

 (5)

where U is the cross-sectionally integrated 
shear velocity (U = 0.1U), which is the water 
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column integrated value for each ensemble, 
which represents a narrow vertical slice of the 
cross-section.

The triple integral method is not without its 
limitations. Past studies have shown that 
estimates based on ADCP data are generally 
accurate within only several orders of magnitude 
at best (Carr and Rehmann 2007). Nevertheless, 
Shen et al. (2010) showed that dispersion estimates 
from ADCP data can be a good alternative to 
using estimates from tracer data when multiple 
transects are taken at a single cross-section, 
because median values over multiple cross-
sections yield closer agreement with tracer data. 
Furthermore, accuracy in Kx1 is sensitive to the 
accuracy of Ky , and Carr and Rehmann (2007) 
showed that errors in Kx 1 will be largest when the 
velocity profile is nearly uniform, likely because 
deviations from the mean (U′) are small.

The second approach estimated Kx from 
longitudinal nitrate transects, referred to here 
as the variance in the Gaussian fit method. 
After each of eight additions of calcium 
nitrate between July 22 and August 8, 2019, we 
produced longitudinal maps of surface nitrate 
concentrations using a boat-mounted, GPS-
referenced, flow-through system configured 
with a Satlantic SUNA V2 optical nitrate sensor 
(Crawford et al. 2015; Downing et al. 2016). We 
collected successive nitrate transects about 20 hr 
apart (Lenoch et al. 2021), so these estimates of Kx 
are considered an integrated estimate over that 
interval.

The calculation of Kx2 is as follows:

  (6)

where σx
2 is the variance in the Gaussian fit to the 

nitrate concentration along the channel, and the 
time of  the second and first profiles are t2 and 
t1 , respectively. This approach assumes that the 
constituent used is conservative (i.e., there are 
no sources or sinks). Nitrate is not a conservative 
constituent; however, over the 20-hr time interval 
we expect minimal uptake of nitrate. We expect 

the upper bound of total ecosystem nitrate uptake 
to be on the order of 0.02 mg N L– 1 d– 1, based 
on the maximum estimated nitrate uptake rate 
constant of 0.039 d– 1 from a greater Delta study 
(Downing et al. 2016) and the targeted nitrate 
fertilization concentration of 0.5 mg N L– 1. The 
ecosystem nitrate uptake rate is small compared 
to the observed change in nitrate in the center 
of the fertilized area on successive days (~0.5 mg 
N L– 1 d– 1) (Lenoch et al. 2021). In addition, 
dispersion is calculated using the shape (variance) 
of the spatial distribution, which makes it robust 
if non-conservative behavior is similar across the 
spatial domain.

Since the direct estimates of longitudinal 
dispersion given above were made over relatively 
short periods (0.5 to 20 hr) based on limited 
data, we also calculated dispersion estimates 
using bulk hydraulic parameters to determine if 
these estimates could be used for analysis over 
longer time-scales (tidal periods to years). The 
third approach is based on oscillatory tidal flows 
derived from depth, width, and mean velocity 
(Fischer et al. 1979), and, as such, is the easiest 
to obtain. This approach is referred to as the 
oscillatory tidal flow method. The calculation of 
Kx is as follows:

  (7)

where U is the mean cross-sectional velocity 
averaged over a tidal period (T ~ 12.4 hr) from 
the SL-ADCP and T′ is T/Tc where Tc  is the time 
required for cross-sectional mixing. Tc is equal 
to Ty and is estimated using the Ky based on 
Equation 5 and Ty in Equation 2. Tc is an averaged 
value since there was no clear correlation 
between Ky and water velocity. This method 
assumes complete vertical and lateral mixing 
and can be thought of as the overall estuarine 
dispersion rate based solely on the tidal currents, 
which may be different than the actual effective 
dispersion rate based on additional dispersion 
mechanisms that are incorporated within the Kx1 
and Kx2 estimates from direct measurements.
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We estimated vertical dispersion (Kz) based on 
a formula from Fischer et al. (1979) and depth-
integrated velocity shear from the DL-ADCP 
data. We used the following equation to initially 
estimate Kz:

  (8)

where h is the depth of the water and U is the 
mean over the tidal cycle of the mean cross-
sectional velocity. To get instantaneous estimates 
with the DL-ADCP data, we assume velocity shear 
(dU/dz) will change values of Kzi. Water column-
integrated velocity shear is calculated from cross-
sectionally averaged streamwise velocity (Ua) 
(Fischer et al. 1979) as follows:

  (9)

The final estimate of Kz is then the shear scaled 
by the ratio of the averaged Kzi (Kzl) and shear 
(shear) as follows:

  (10)

To investigate the influence of wind and tide 
on dispersion, we summarized instantaneous 
dispersion estimates in three dimensions. We 
categorized Kx1, Ky, and Kz by tidal phase (ebb 
tide defined as cross-sectionally averaged water 
velocity > 0.05 m s– 1, slack tide within 0 ± 0.05 m s–1, 
and flood tide < – 0.05 m s– 1) and by wind speed 
(high wind > 4 m s–1 and low wind ≤ 4 m s–1).

Stratification
We used two metrics to quantify density 
stratification and water column stability in the 
DWSC. The first is the potential energy anomaly 
(Φ; J m– 3) in the water column, or strength of 
stratification, relative to a vertically well-mixed 
condition (Simpson and Bowers 1981).

  (11)

  (12)

ρ(z) is the density profile of the water column, ρ̂ 
is the depth-integrated density of the entire water 
column to depth (h), and g is the acceleration from 
gravity. We calculated ρ based on temperature 
and salinity from the instrument string sensors, 
using the marelac package (version 2.1.10, Soetaert 
and Petzoldt 2020) in R 4.0.0 (R Core Team 2020). 
Equations 11 and 12 were used for both the in situ 
instrument strings (Φ) and the CTD casts (ΦC). 
The time-series of Φ for the duration of the study 
was corrected based on the regression with ΦC 
collected during the synoptic studies to account 
for underestimation of the potential energy 
anomaly computed from the instrument strings 
relative to the full water column. The instrument 
strings were located out of the navigational 
channel and measured the upper 4.5 m, while the 
CTD casts were collected in the central channel 
over the entire water column depth (~10 m). 
We defined the duration of stratification as the 
number of hours each day (5 am to 5 am) where 
the potential energy anomaly exceeded 1 J m– 3. 
Although this threshold is subjective, it provides a 
consistent baseline for defining the presence and 
absence of stratification.

The second metric is the dimensionless gradient 
Richardson number (Ri), used to assess water 
column stability as a result of vertical density 
stratification (Monin and Yaglom 1972). 
Ri is computed as the ratio of the buoyancy 
frequency squared (N2), a measure of the density 
stratification that stabilizes the water column—
to the vertical shear squared (Sh

2), a measure of 
turbulence that acts to vertically mix the water 
column (Gill 1982):

  (13)

  (14)

  (15)

https://doi.org/10.15447/sfews.2021v19iss4art5
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The components of Ri were calculated hourly at 
0.5-m depth intervals during the synoptic studies. 
The density gradients (dρ/dz) were computed from 
the average of the three CTD casts, and velocity 
gradients (du/dz) from the average along-channel 
velocity of the deep central channel from the 
four DL-ADCP transects collected each hour. Ri 
was integrated with respect to depth to represent 
an hourly value of water column stability. Early 
publications defined a theoretical critical Ri value 
of 0.25, below which the water column is unstable 
(Miles 1961; Howard 1961), while subsequent 
researchers have argued for a critical Ri of up 
to 1, or that no critical value exists, considering 
the reality of turbulent, three-dimensional 
flow (Abarbanel et al. 1984; Galperin et al. 
2007; Yamamoto 1975, Lettau 1979). Given the 
uncertainty of a critical value in the literature, we 
used an Ri threshold of 1 to interpret the relative 
importance of buoyancy versus shear in the water 
column.

Energy Balance
We computed expected changes in potential 
energy anomaly (ΦM) by considering the forces 
that promote stratification (i.e., buoyancy from 
heating) and those mechanisms that cause the 
water column to mix vertically (i.e., tidal currents 
and wind). Equation 16 computes the change in 
potential energy anomaly in the water column 
over time as a function of heating and stirring 
(Simpson and Bowers 1981).

  (16)

The first term on the right side of Equation 16 
is surface heating from the net heat flux Q̇ 
(W m– 2). The second and third terms are a result 
of stirring of the water column of depth h—10 m 
in this study—by a tidal current of amplitude u1 
and wind of speed W, respectively. ε and δ are 
the corresponding efficiencies of mixing, k and 
ks are the effective drag coefficients for bottom 
and surface stresses, α is the thermal expansion 
coefficient, cp is the specific heat of freshwater, 
and ρs is the density of air.

Heat flux at the air-water interface is a result of 
shortwave radiation (Q̇W ), net longwave radiation 
(Q̇LW ), latent heat (Q̇LH), and sensible heat (Q̇SH).

  (17)

Q̇W  is a direct measurement. Heat fluxes from 
Q̇LW,  Q̇LH, and  Q̇SH are calculated with Matlab 
routines described in Pawlowicz et al. (2001) 
using air temperature, barometric pressure, 
relative humidity, wind speed, and surface 
water temperature. Meteorological data were 
acquired from California Irrigation Management 
Information System (CIMIS) weather station 121 
in Dixon, located 20 km from the study area.

The modeled potential energy anomaly (ΦM) 
and each term in Equation 16 were integrated for 
time, starting from the onset of stratification. 
Integrated values below zero were set to zero, 
since additional mixing after the water column is 
well mixed is not important. The energy balance 
was also modeled using velocity and temperature 
data from CM54, which has a long-term record 
dating back to 2009. These data were scaled 
to represent conditions at CM73 and provide 
an estimate of the frequency and duration of 
stratification over a longer time-period.

RESULTS
The main drivers of transport and mixing in 
estuaries include the tidal currents, net advection, 
wind, gravitational circulation as a result of 
horizontal density gradients, and vertical density 
stratification (Fischer et al. 1979). Not all these 
processes are relevant in the DWSC. For example, 
net advection in the DWSC is negligible—below 
the noise threshold of what we can detect 
using boat-mounted DL-ADCP transects and 
time-series data from long-term flow stations. 
Similarly, the DWSC is located well upstream of 
salinity intrusion and does not exhibit two-layer 
gravitational circulation exchange flow, a physical 
process present in the brackish portions of the 
estuary where the horizontal salinity gradient can 
be much steeper (Monismith et al. 1996). There is 
a weak horizontal specific conductance gradient 
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in the DWSC primarily due to evaporation, from 
a minimum of ~100 µS cm– 1 (0.05 psu) at CM54 to 
a maximum of ~900 µS cm– 1 (0.45 psu) at CM72 
(Feyrer et al. 2017), and specific conductance 
throughout the DWSC is well below the defined 
lower limit of 2 psu of the practical salinity scale 
(UNESCO 1981). Vertical density stratification in 
the estuary is dominated by salinity gradients 
and varies seasonally depending on Delta outflow 
(Vroom et al. 2017; Cloern 1996) and because 
of tidal current differences on spring and neap 
tide (Monismith et al. 1996), whereas salinity 
stratification in the Delta is generally absent, 
except in the confluence region where the 
Sacramento and San Joaquin rivers meet. Vroom 
et al. (2017) found that thermal stratification is 
present throughout San Francisco Bay and far less 
so in the Delta generally, though it is present at 
times in deep channels (Schladow and Monismith 
2009) and in areas with low flow velocities, such 
as our study area. Thus, after the scaling analysis 
given above, the wind, tidal currents, and vertical 
temperature stratification remain as possible 
significant drivers of transport and mixing in the 
DWSC.

Atmospheric Forcing
Wind
Strong winds develop across the Delta during 
late afternoon and evening in the summer—the 
so-called “Delta breeze”—because of differential 
warming of air over the Pacific Ocean and in the 
California Central Valley (Frenzel 1962; Zaremba 
and Carroll 1999). During the study, the wind 
speed typically increased around 16:00 PST each 
day, a statistically significant increase over the 
mean wind speed of the previous hour, and wind 
speeds remained elevated through the evening. 
Since we are most interested in how wind 
influences on stratification, we selected 16:00 
until sunset as the analytical period of interest for 
wind effects because the solar radiation that acts 
to build thermal stratification ceases at sunset.

Wind speeds in the late afternoon and evening 
are significantly higher than other times of 
day, with a mean wind speed of 4.16 m s– 1 in the 
evening compared to 2.94 m s–1 at other times of 
the day (Welch Two Sample t-test; p-value < 0.001). 

Lower-magnitude winds occur about 25% of the 
time in both periods, but wind speeds greater 
than 4 m s–1 occur more frequently during later 
afternoon and evening (Figure 3A), about 50% 
of the time, compared to other times of day 
(Figure 3B). Wind direction during the study 
period (July to September) was consistently from 
the south-southwest, aligning predominantly 
with the channel orientation and coinciding with 
the current direction on flood tide, with slightly 
more variability in wind direction outside of late 
afternoon and evening.

Heat Flux
The components of the heat flux—water 
temperature and air temperature, atmospheric 
pressure, and wind speed (Figure 4A-C)—show 
variability of atmospheric conditions throughout 
the study and their effect on the net heat flux at 
the air-water interface (Figure 4D). There is strong 
correlation between high air temperature, low 
wind speed, and elevated net heat flux.

Tidal Currents
The magnitude of tidal currents varies along the 
length of the DWSC (Figure 5), with velocities 
reduced by about a factor of 2.75 in our study area 
on average, ranging from – 0.39 to + 0.30 m s–1 
at CM73, compared to currents of – 0.62 to 
+ 0.50 m s–1 at CM54. Tidal currents are even 
stronger outside of the DWSC, ranging from – 0.75 
to + 0.76 m s– 1 in Cache Slough near Rio Vista at 
CM41 over the duration of our study.

Tidal currents in the DWSC are flood dominant, 
with peak flood velocities nearly double the 
maximum ebb on any given cycle—a tidal 
asymmetry observed in many estuaries where the 
currents become more flood dominant farther 
upstream (Dronkers 1986; Woodroffe 2002). Flood 
dominance occurs in the DWSC as the tide wave 
transitions from progressive wave in the seaward 
Delta to standing wave farther landward as a 
result of reflection off the end of the terminal 
channel, with high and low tide occurring near 
slack water (Walters et al. 1985; Hoitink and 
Jay 2016). Conservation of mass (the net flow is 
zero in our study area) requires shorter, faster 
flood tides compared to longer, slower ebb tides 
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Figure 3 Wind rose summarizing hourly wind speed (m s–1) and frequency of counts (%) by meteorological wind direction during (A) late afternoon and 
evening (16:00 to sunset) compared to (B) all other times of day over the experiment (7/2/19 to 9/18/19) from the Dixon weather station (CIMIS ID 121)

Figure 4 Components of the heat flux calculation (Equation 17): (A) water temperature (blue), air temperature (black), (B) atmospheric pressure, (C) wind 
speed, and (D) net heat flux. Meteorological data are from CIMIS station 121 in Dixon, CA.
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because the depth—and consequently cross-
sectional area—is less during floods over ebb tides 
(e.g., CM73 in Figure 5).

The strength of the tidal currents in the DWSC 
dominate both longitudinal mixing (tidal 
excursions on the order of 2 to 4 km at CM73 
and 6 to 10 km at CM54 near the mouth of the 
DWSC) and transverse dispersive mixing, 
driven by significant sidewall boundary layers 
that extend from each bank across the shallow 
benches. Vertical mixing is similarly driven 
by tidal mixing, with wind-enhanced mixing 
occurring at the surface balanced against thermal 
stratification that tends to stabilize the water 
column.

We used hourly velocity profiles collected during 
the synoptic studies to investigate longitudinal, 
lateral, and vertical dispersion estimates, time-
scales of mixing, and how wind shear and 
thermal stratification affect vertical dynamics. 
The along-channel velocity (U) profiles illustrate 
that vertical gradients in along-channel velocity, 
or shear (dU/dz), penetrated from the surface with 
the onset of wind in the afternoons: near-surface 
shear was generally weak outside of afternoon 
and evening hours, independent of current 
direction. For example, the velocity profiles in 
Figure 6 were collected during the late afternoon/

evening period when wind speeds were elevated 
(average wind speed of 4.2 m s–1 during the 
measurement in Figure 6A and 4.6 m s– 1 during 
the measurement in Figure 6B). The near-surface 
velocity was accentuated on the flood tide when 
the tidal current and wind were in the same 
direction (Figure 6A), whereas the near-surface 
velocity was slowed or stalled because of wind-
generated shear at the surface in opposition to the 
ebb tidal current direction (Figure 6B).

Dispersion Estimates
Instantaneous rates of longitudinal, lateral, and 
vertical dispersion were influenced by tides and 
wind (Figure 7). Ebb tide and high wind produced 
the highest estimates of Kx1 (Figure 7A). During 
slack and flood tides, Kx1 was similar during both 
low and high wind conditions. Ky was highest 
on the flood tide and slightly higher during high 
winds (Figure 7B). During ebb and slack tides, Ky 
was similar during low and high wind conditions. 
Kz was highest during high wind conditions for all 
three tidal phases (Figure 7C). An example of this 
is shown in Figure 6: when the wind opposes the 
ebb tide there is higher shear in the water column 
(as opposed to the condition with the same water 
speed but less wind; not shown), which increases 
vertical (Kz) and longitudinal (Kx1) dispersion. 
The observed increase in shear was caused by 
the wind interacting with the vertical density 

Figure 5 Comparison of tidal currents in the study area (CM73), at the southern end of the DWSC (CM54), and in Cache Slough (CM41). Flood tidal 
currents are negative; ebbs positive.
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SAN FRANCISCO ESTUARY & WATERSHED SCIENCE

12

VOLUME 19, ISSUE 4, ARTICLE 5

Figure 6 Examples of velocity profiles during (A) flood tide with the wind (wind speed 4.2 m s–1) and (B) ebb tide opposing the wind (wind speed 
4.6 m s–1), showing the effect of elevated wind in the late afternoon and evening on near-surface velocities

Figure 7 Estimates of longitudinal, 
lateral, and vertical dispersion (A-C) 
and time-scales of mixing (D-F) over 
the synoptic study periods
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profile, compared to periods of low wind (further 
explanation included in the analysis below). Most 
of the higher values of vertical shear occurred 
in the afternoon when the top layer of water 
(~3 m) is lighter (warmer) and the water column 
is stratified. Thermal stratification decouples 
the surface layer from the balance of the water 
column so the wind can independently move the 
surface layer because it does not have to overcome 
the inertia of the entire water column.

Longitudinal dispersion estimates from all three 
methods—triple integral (Kx1), Gaussian fit (Kx2) 
and oscillatory tidal flow (Kx3)—are compared in 
Table 1. Estimates of Kx3 were computed over a 
tidal cycle (~12.5 hr), and Kx2 was computed over 
an interval of ~20 hr; therefore, the median values 
of Kx1 were computed over these time intervals. 
Generally, estimates of Kx1 and Kx2 were higher 
than Kx3, suggesting that mechanisms other than 
oscillatory tidal flow (Kx3) aid in longitudinal 

dispersion. There are some periods when Kx1 and 
Kx3 are in close agreement and the wind speed for 
these intervals was low, but this correlation was 
weak. Other mechanisms such as tidal pumping 
and tidal trapping on the shallow benches are 
difficult to constrain, but either one may account 
for additional dispersion not captured in the 
formula for Kx3. The two intervals (14 and 17) for 
which both Kx1 and Kx2 existed showed that these 
estimates were similar (Kx1 = 18 and 14 m2 s– 1; 
Kx2 = 13 and 18 m2 s– 1). The overall average 
estimates of Kx1 and Kx2 from Table 1 are also 
similar: 20 and 17 m2 s– 1, respectively.

In summary, Kx1 and Kx2 appear to more 
accurately estimate longitudinal dispersion than 
Kx3. Kx2 is based on direct measurements of 
nitrate (tracer method) dispersed at the study site, 
assuming the rate of dispersion is much greater 
than the uptake rate. Taking the reciprocal of the 
upper bound NO3–N uptake rate 0.039 d– 1 (from 

Table 1 Comparison of longitudinal dispersion estimates (m2 s–1), with average wind speed (m s–1) of the interval included for reference. Kx2 was 
estimated when the nitrate maps were available (intervals 13-19).

Interval Start Time End Time Duration (hours) Kx1
a Kx2 Kx3

b Wind Speedb

1 07/16/2019 03:40 07/16/2019 17:14 13.57 10 — 10 2.51

2 07/16/2019 17:14 07/17/2019 04:16 11.03 18 — 3 4.17

3 07/17/2019 04:16 07/17/2019 18:09 13.88 7 — 8 1.81

4 07/23/2019 03:48 07/23/2019 15:51 12.05 58 3 3.14

5 07/23/2019 15:51 07/24/2019 05:11 13.33 10 — 5 3.24

6 07/24/2019 05:11 07/24/2019 16:26 11.25 9 — 2 2.05

7 07/29/2019 21:03 07/30/2019 12:00 14.95 20 — 7 5.41

8 07/30/2019 12:00 07/30/2019 21:48 9.8 43 — 5 3.83

9 07/30/2019 21:48 07/31/2019 12:40 14.87 6 — 7 2.44

10 08/06/2019 04:22 08/06/2019 16:47 12.41 17 — 8 2.26

11 08/06/2019 16:47 08/07/2019 05:42 12.92 17 — 4 4.22

12 08/07/2019 05:42 08/07/2019 16:33 10.85 32 — 4 4.45

13 07/22/2019 01:31 07/23/2019 07:01 19.49 — 19 6 2.53

14 07/23/2019 11:12 07/24/2019 06:55 19.72 18 13 4 3.34

15 07/24/2019 11:02 07/25/2019 07:27 20.42 — 15 3 1.77

16 07/25/2019 11:30 07/26/2019 07:16 19.77 — 30 7 3.57

17 08/06/2019 11:37 08/07/2019 07:28 19.86 14 18 6 3.82

18 08/07/2019 11:46 08/08/2019 07:34 19.79 — 15 4 5.75

19 08/08/2019 11:19 08/09/2019 07:29 20.16 — 12 3 4.79

a. Median value over interval period
b. Average value over interval period
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Downing et al. 2016) implies the time-scale of NO3 
uptake is ~ 25 days, which is at least an order of 
magnitude slower than the average time-scale of 
dispersion over the tidal excursion length (~0.5 d, 
see below). The ADCP estimate of dispersion (Kx1) 
is considered accurate if it is in close agreement 
with a tracer-based method (Kx2) (Shen et al. 
2010), which is the case at our study site. There is 
evidence that longitudinal dispersion increased 
on ebb tides when higher wind opposed the 
current direction, creating more vertical shear in 
the water column. Additional mechanisms, such 
as tidal trapping along the shallow benches, may 
also increase longitudinal dispersion.

Time-Scales of Mixing
Time-scales of mixing enable insight because 
they can uncover the effect of tidal phase and 
wind on mixing, and how fast constituents—
in particular nutrients—disperse at our study 
site. We estimated mixing time-scales from the 
instantaneous estimates of dispersion based on 
DL-ADCP-derived calculations (Kx1, Ky, and Kz).

Time-scales of longitudinal mixing (Tx) had 
a median duration of 8.4 hr where variability 
was driven by the correlation between the 
current tidal phase and wind speed (Figure 7D). 
In general, Tx was higher when there was low 
wind for every phase of the tide, and the lowest 
Tx occurred during ebb tide with high wind. 
Time-scales of lateral mixing (Ty) had a median 
duration of 34.4 hr, and also reflected the 
correlation between the tidal currents and wind; 
however, Ty was actually higher during high wind 
on ebb and slack tides (Figure 7E). Overall, Ty 
was lower during flood tides, suggesting that the 
fastest lateral mixing occurred during flood tide 
periods. The time-scales of vertical mixing (Tz) 
had a median duration of 1.1 hr and were lower 
than both Tx and Ty, suggesting vertical mixing 
happens faster than horizontal mixing. Similar 
to longitudinal mixing, Tz was lower during high 
wind for every phase of the tide (Figure 7F). There 
were minimal differences in Tz among tidal 
phases, suggesting that time-scales of vertical 
mixing were primarily driven by wind speed.

Vertical Dynamics
The interaction of wind and tidal currents that 
act to mix the water column control vertical 
dynamics, while heat flux at the water surface 
creates stratification that reduces vertical 
mixing. These opposing mechanisms alternate 
in dominance, depending on the tidal current 
phase, wind speed, and the stability of the 
water column. Vertical stratification varied in 
magnitude and duration throughout the study 
(Figure 8). The different types of instruments 
that measured temperature throughout the water 
column had subtle intercalibration differences, so 
the vertical temperature profiles were smoothed 
(Figure 8A). However, the integration of Φ for the 
water column makes the stratification results 
resilient to these relatively minor instrumentation 
differences. Results from the central CM73 
instrument string are presented; the vertical and 
temporal dynamics of stratification at all five 
instrument strings were comparable.

Surface water temperature increased daily as a 
result of heat flux from elevated air temperature 
and solar radiation. Generally, the daily heat 
flux was constrained to the upper 2 m of the 
water column, because of large light extinction 
coefficients, which averaged 1.75 m–1 (Loken 
et al. 2021; Lenoch et al. 2021). Deeper sensors 
did not exhibit much diurnal variability, but 
rather recorded higher temperatures when 
warmer water from the surface mixed downward 
(Figure 8A). The magnitude of temperature 
difference from the surface sensor to the 
sensor at 4.5 m depth was 0.97 °C on average 
(SD = 0.78 °C), with a maximum top-to-bottom 
difference of 4.43 °C measured during a period of 
strong stratification. Specific conductance values 
fluctuated semidiurnally with the tidal currents 
as a result of a longitudinal specific conductance 
gradient in the DWSC, but vertical variability in 
the water column was minimal (8 ± 22 µS cm–1 
from surface to 4.5 m depth).

Changes in water temperature were the dominant 
control on vertical variability in density. 
Temperature and salinity influence density at 
different rates: a change in water temperature of 
1 °C results in the same change in density as 0.2 
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psu change in salinity, equivalent to a specific 
conductance change of ~ 414 µS cm–1 (Geyer and 
Ralston 2011). Given the vertical gradients of 
temperature and specific conductance measured 
at CM73, vertical dynamics in temperature had 
a 14 to 50 times greater effect on density than 
changes in conductivity.

Temperature-driven stratification generally 
started around 10:30 PST each day and broke 
down each evening. Occasionally, stratification 
persisted overnight, and one event lasted 
multiple days in mid-August (August 13-16, 
2019) (Figure 8B). Of the 78 days of record, there 
were only 5 days when stratification persisted 
overnight. There was no significant thermal 
stratification (defined as duration > 2 hr) on 14 
days. Thus, on most days (n = 60), stratification 
developed and broke down, with average duration 
of 11.8 hr (SD = 5.9 hr) over the study period. 
Chlorophyll-a concentration increased daily, and 
greater increases tended to occur on days with 
strong or sustained stratification (Figure 8C).

Concurrent calculations of potential energy 
anomaly from the instrument string (Φ) and the 
hourly CTD casts from the synoptic studies (ΦC) 
were well correlated (Figure 9A). We corrected the 
potential energy anomaly from the instrument 
string based on the regression formula (Figure 9A) 
to account for underestimation, and based on this 
correction Φ trended well with ΦC and reasonably 
captured the peaks in stratification (Figure 9C-F). 
In general, the instrument string captured the 
vertical variability of the water column, but at 
times still underestimated the magnitude of 
stratification. ΦC, and therefore Φ, does not go 
completely to zero because the water column 
does not perfectly mix to a uniform temperature, 
given the accuracy of the thermistors measuring 
to 0.01 °C. Values below 1 J m–3 can be considered 
well mixed.

The Ri analysis shows the development and 
evolution of stratification and shear in the water 
column (Figure 10). High values of Ri represent 
a stable water column, either from strong 
stratification or from very low to zero shear, often 
occurring near periods of slack water. In synoptic 

Figure 8 (A) Water temperature, (B) potential energy anomaly (Φ) from water surface to 4.5 m depth, and (C) chlorophyll-a concentration at CM73. 
Missing chlorophyll-a data resulted from sensor fouling.
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study 1, density stratification developed in the 
top 2 m early in the day, reaching ~5 m in the 
late afternoon, and the velocity profile showed 
little variability (Figure 10A). The buoyancy 
from stratification (N2) far surpassed shear (Sh

2) 
throughout the depth in the late morning and 
early afternoon, elevating values (Figure 10B and 
10C). However, shear began to develop at the 
surface with the onset of higher winds exceeding 
4 m s–1 around 15:00, with Ri  decreasing rapidly 
over the next few hours as the shear overtook 
buoyancy. The increased shear from the wind 
combined with the decreased heat flux in the 
evening to vertically mix the water column from 
the surface in ~5 hr. In contrast, in synoptic 
study 2, shear was higher throughout the day as a 
result of sustained wind speeds of at least 3 m s–1. 
The resulting shear component exceeded the 
buoyancy, maintaining low Ri  values throughout 
the afternoon (Figure 10E and 10F), and preventing 
the development of strong stratification 
(Figure 10D).

Comparing synoptic studies 1 and 2 highlights 
the effects of wind and currents on stratification. 

During synoptic study 1, shear began to increase 
when the wind was ~4 m s–1 (Figure 10B); in 
synoptic study 2, shear increased at a lower wind 
speed of ~3 m s–1 (Figure 10E). This difference 
in response is attributed to the earlier onset of 
higher wind and weaker overall stratification 
during synoptic study 2. Additionally, the early 
afternoon increase in wind speed started during 
an ebb tide when the current was in opposition 
to the wind, which appears to enhance vertical 
mixing at similar values of vertical shear. 
Stronger stratification developed during synoptic 
study 1 even during flood tide, with flood 
velocities roughly double the ebb current velocity, 
showing that the correlation between the wind 
speed and current direction can more strongly 
influence the breakdown of stratification than 
tidal current magnitude alone.

Energy Balance
We used an energy balance to explicitly 
understand the effect of mixing from wind and 
tides in breaking down stratification relative to 
the creation of stratification through surface 
heating. This approach allowed us to compare 

Figure 9 Comparison of potential energy anomaly from CTD casts (ΦC), from the instrument string (Φ), and from the energy balance model (ΦM).  
(A) Regression plot between Φ and ΦC, and (B) between ΦM and ΦC , (C-F) time series plots from the synoptic studies.  
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the field measurement-derived calculations of 
potential energy anomaly from the instrument 
string (Φ) and CTD casts (ΦC ) in Equation 11 to 
the modeled potential energy anomaly of the 
water column based on atmospheric conditions 
and tidal mixing from Equation 16. Comparing 
and allowed us to refine the model to ensure 
it accurately represented the magnitude and 
duration of stratification measured during 
the synoptic studies. Mixing efficiencies for 
water velocity (ε) and wind (δ) were initially set 

to values from Simpson and Bowers (1981) of 
ε = 0.0037 and δ = 0.023. Tuning these efficiencies 
based on regression between ΦM and ΦC 
(Figure 9B) resulted in values of ε = 0.0111 and 
δ = 0.069. Overall, ΦM performed well at ΦC 
predicting (R2 = 0.78, root mean squared error 
[RMSE] = 0.55). During synoptic studies 1 and 4, 
ΦM underpredicted the peak in ΦC (Figure 9C 
and 9F), during study 2, ΦM overpredicted ΦC 
during the late afternoon and evening (Figure 9D), 

Figure 10 Vertical profiles of density and velocity (A,D), the components of (B,E), and depth-integrated values of (C,F) from synoptic studies 1 (Jul 16-17, 
2019) and 2 (Jul 23-24, 2019). Ebb velocities are positive; flood velocities are negative. The gray diamonds on the top panels indicate wind speed (m s–1) at 
each measurement time included in panels A-F.

A D

B E

C F
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and during synoptic study 3, ΦM  well predicted 
ΦC (Figure 9E).

We sequentially added each term to the energy 
balance model to better understand how each 
mechanism affected the overall energy balance, 
and to compare to the time-series of Φ measured 
throughout the study (Figure 11). Potential energy 
anomaly in the water column is driven mainly 
by the heat flux and wind because these terms 
predicted the general trend of Φ, but stratification 
could not be sustained during most periods of low 
wind because of the tidal currents. Incorporating 
all terms (heat flux, wind, and water velocity), 
was well predicted by ΦM (R2 = 0.69, RMSE = 1.17), 
but during some periods of low wind (end of July 
and mid- to late-August) ΦM overpredicted Φ. 
Increasing the mixing efficiency for water velocity 
(ε) provided a better prediction during these 
periods, but regression statistics of ΦM to  ΦC 
decreased R2 and increased the RMSE. Since ΦC 
is our best estimate of potential energy anomaly 
because it measures the full water column, and 

there is evidence that Φ underpredicts peaks 
of ΦC (see Figure 9C and 9F), we kept ε = 0.0111. 
On average, the difference in the duration of 
stratification between ΦM and Φ was 0.32 hr 
(SD = 3.78 hr). It may be possible to improve 
upon the energy balance by incorporating more 
sophisticated time-variable mixing efficiencies 
(Burchard and Hofmeister 2008), but overall the 
model successfully predicted the general trends 
in stratification during our study period and was 
useful in examining the longer-term trends.

Analysis of Long-Term Record
To put our study period in context, we calculated 
the energy balance from an 11-year data record 
based on water temperature and velocity data 
from CM54, adjusted to represent conditions at 
CM73. Water velocity was on average about 2.75 
times higher at CM54, and was scaled by 0.36 to 
reflect conditions at CM73. We did not correct 
water temperature because of poor correlation; 
rather, we calculated heat flux (Q̇54) with water 
temperature at CM54, which produced a bias 

Figure 11 Comparison of potential energy anomalies: modeled from heat flux (dashed orange), modeled from heat flux and wind (dashed black), ΦM 
modeled from all energy balance components (red), and measured Φ (blue)

Figure 12 Potential energy anomaly calculated from instrument string (Φ, blue), energy balance model based on data from study period (ΦM, red), and 
energy balance model based on long-term record (ΦL, black) at CM73
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of 78 W m–2, on average, compared to heat 
flux (Q̇73) calculated with water temperature 
at CM73. Therefore,  Q̇54 was adjusted with a 
regression: Q̇54  = 1.027 *  ̇Q73 – 79.08 (R2 = 0.99, 
RMSE = 25.4 W m–2).

The modeled potential energy anomaly from 
the long-term record (ΦL ) closely matched the 
modeled ΦM during our study period (Figure 12). 
To accurately match the peaks in stratification 
between ΦL and ΦM during periods of low wind 
(i.e., mid-August), ε had to be increased from 
0.0111 to 0.0185, likely as a result of differences 
in the input parameters (water velocity and heat 
flux) compared with the original model. Longer 
periods of stratification accumulate errors even 
with small discrepancies in the input parameters, 
because the modeled potential energy anomaly is 
computed by integrating over the entire period of 
stratification. ΦL is also well correlated with  ΦC 
from the CTD casts (R2 = 0.83, RMSE = 0.50) and Φ 
from the instrument string (R2 = 0.71, RMSE = 0.89). 
On average, the difference in the duration of 
stratification between ΦL and Φ was 0.003 hr 
(SD = 2.24 hr). We expect the long-term model to 

predict the general trends of stratification but 
expect some amount of uncertainty in the period 
of record outside of our study as a result of the 
adjustments in input parameters, tuning of ε, and 
lack of validation data.

Nevertheless, ΦL was computed over the duration 
of the 11-year record, and we analyzed the 
yearly and monthly trends for the probability of 
daily and overnight stratification. We analyzed 
the period from March 1 to November 1 each 
year because the probability of stratification in 
other months was negligible. We defined daily 
stratification as daily integrated ΦL exceeding 
1 J m–3, because this condition corresponded to 
periods of noticeable stratification (Figure 8B). We 
defined overnight stratification as stratification 
above 1 J m–3 that occurred through the night into 
the next day for at least 24 hr, since persistent 
stratification may be important in maintaining 
phytoplankton concentrations in the upper water 
column that can enhance production the next day 
(Cloern 1987).

Figure 13 Probability of daily stratification on a (A) yearly basis and (B) monthly basis, and probability of overnight stratification on a (C) yearly basis and 
(D) monthly basis
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The probability of March through November 
daily stratification varied on a yearly basis, with 
2015 having the lowest probability and 2019 
having the highest probability (Figure 13A). The 
probability of overnight stratification followed 
similar interannual patterns, with overnight 
stratification occurring most often in 2009 
(Figure 13C). Averaging among years, we expect 
daily stratification on 102 days (41.6% of the 
time between March 1 and November 1) and 11 
occurrences of overnight stratification (4.5% of 
the time), although recent years (2017–2019) have 
been above average. The interannual variability 
might be the result of longer time-scale climate 
fluctuations, which would require a record longer 
than 11 years to capture the variability in these 
relationships. The probability of stratification 
also varied on a monthly basis. In general, 
March and October had the fewest occurrences 
of daily and overnight stratification, while both 
stratification metrics were more frequent in June 
and July (Figure 13B and 13D). Variable patterns 
between the daily and overnight stratification 
on a yearly (Figure 13A and 13C) and monthly 
(Figure 13B and 13D) basis are likely because daily 
stratification depends primarily on the heat flux 
(a sufficiently hot day), while longer periods of 
stratification require persistent low wind speed to 
sustain overnight stratification for multiple days.

The monthly variability in daily integrated ΦL 
magnitude was influenced by heat flux and wind, 
while water velocity was consistent from month 
to month (Figure 14), as expected. Thus, seasonal 
changes in potential energy anomaly were a 
function of heat flux and wind. The magnitude 
of daily integrated ΦL also followed the daily 
stratification frequency by month. Overall, the 
month of June had the highest frequency of 
stratification (daily and overnight) and the highest 
potential energy magnitude based on the 11-year 
data set, which we attribute to the slightly higher 
level of heat flux and lower wind speed compared 
to other months, because stratification in our 
study area is at a delicate balance between these 
competing mechanisms.

DISCUSSION
Mixing Time-Scales and Mechanisms
The results of our study provide a detailed 
understanding of hydrodynamic processes 
in the upper DWSC, where tidal currents and 
wind together control mixing and stratification 
dynamics. Wind is important in increasing the 
occurrence of complete vertical mixing of the 
water column after the water column stratifies, 
and therefore can enhance transport by 
increasing shear at the surface and as a result of 
mixing from wind-wave action in the shallow and 
open water areas of the Delta (Lucas et al. 2006; 
Jones et al. 2008) and on the shallow benches 
within the DWSC (Morgan-King and Schoellhamer 
2013). In our study, periods of sustained high 
winds increased vertical mixing, which increased 
dispersion, and therefore decreased both the 
longitudinal and vertical mixing time-scales. 
Considering tidal currents alone, longitudinal 
dispersion would be expected to be highest on 
flood tides as a result of stronger currents and an 
increase in shear in the water column; however, 
longitudinal dispersion was highest on windy 
ebbs as a result of increased shear near the 
surface. While the tidal currents are generally 
weak enough to allow stratification daily at 
our study site, the presence or absence of wind 
controls the duration of thermal stratification, 
especially stratification that continues overnight. 
In the absence of wind, the strongest stratification 
would be expected during neap tides when tidal 
current magnitudes are lowest; however, the 
longest period of stratification occurred from 
August 13 through 16 during a spring tide. Very 
weak wind speeds during this period did not 
provide the energy necessary to break down 
stratification, and the heat flux was sufficient 
to sustain stratification even under the stronger 
spring tide currents. However, stratification is 
unlikely in the southern end of the DWSC because 
the tidal currents are ~2.75 times higher than in 
our northern study area, making the effect of 
tidal currents (2.75)3 or ~20 times higher in the 
energy balance. Tidal currents in our study area 
in the upper DWSC are sufficiently muted to allow 
periodic stratification events to last multiple days.
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Our study supported a nutrient-addition 
experiment designed to assess whether 
phytoplankton production could be increased 
within the DWSC (USBR 2018). We examined 
the mixing time-scales to better understand 
the biological implications of stratification and 
mixing from wind, assuming sustained increases 
in phytoplankton biomass can occur when 
nutrients are not limiting and phytoplankton 
growth exceeds consumption and mixing time-
scales (Lucas et al. 2009). The median time-scale 
for complete vertical mixing (1.1 hr) was shorter 
than either longitudinal (8.4 hr) or lateral (34.4 hr) 
mixing time-scales. In relation to diel patterns 

in chlorophyll-a (Figure 8C), the time-scales 
indicate that vertical and horizontal mixing is an 
important limitation on phytoplankton growth. 
Because mixing in the vertical dimension was 
consistently the fastest, and because it influences 
phytoplankton access to light and isolation 
from benthic grazers, stratification may be an 
important driver of the growth and accumulation 
of phytoplankton.

A stratified water column can isolate 
phytoplankton in the upper surface layer, 
providing enhanced light exposure in the photic 
zone, isolation from benthic grazers (Cloern 

Figure 14 Monthly daily integrated median (50th; black), 25th and 75th (dashed gray) percentiles in (A) potential energy anomaly, (B) heat flux, (C) wind 
speed, and (D) water velocity from the 11-year energy balance calculation.
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1991; Koseff et al. 1993), and reduced vertical 
dispersion. Studies throughout the estuary and 
Delta have observed increases in phytoplankton 
during stratification events (Cloern 1996; Lucas 
et al. 2016). While stratification developed most 
days during our study and is expected about 50% 
of summer days considering the long-term record, 
periods of sub-daily stratification appear to be too 
short to initiate a prolonged phytoplankton bloom 
(Lucas et al. 1998, 2016). During unstratified 
conditions, vertical mixing occurs on the order 
of 1 to 2 hr, and daily increases in chlorophyll-a 
rarely exceeded 3 μg L–1, implying a net doubling 
growth rate of less than 1 day–1. Interestingly, 
during stratification, the time-scale of vertical 
mixing slows to ~11 hr—the average duration of 
stratification—and the chlorophyll-a in the photic 
zone increased upwards of 13 μg L–1 within a day 
(Figure 8C). This increase implies a faster growth 
rate when scaled only to the photic-zone growth 
rate (~1 to 2 day–1), which allows phytoplankton 
to double or triple in concentration over the day. 
Thus, vertical dispersion may limit phytoplankton 
growth, which is temporarily lifted during 
stratification. These temporary blooms rarely 
persist overnight, because multi-day stratification 
events were infrequent during our study and over 
the long-term record. The persistence of overnight 
stratification may lead to increased productivity 
on the subsequent day if phytoplankton continue 
to remain isolated in the photic zone (Cloern 
1987) and increased nutrient demands are 
satisfied. In this system—in addition to nutrients, 
light, and top-down grazing—stratification 
should be considered an important control on 
phytoplankton production.

Habitat Connectivity Along the DWSC
Connectivity between the DWSC and downstream 
channels, as well as exchange along the DWSC, 
is a function of both transport (advection by 
the tides) and mixing (dispersion). Spatial 
heterogeneity in transport and mixing along the 
DWSC determines how different habitats are 
formed along the channel, and ultimately the 
connectivity between these habitats, including 
the opportunity to provide subsidies from 
resource-abundant to resource-limited habitats 
(Cloern 2007).

Changes in both the tidal asymmetry and tidal 
current magnitude along the axis of the DWSC 
change the magnitude of advection and dispersion 
along the channel. Tidal wave propagation in 
most Delta channels is progressive in character, 
where stage and velocity are nearly in phase, 
and the magnitude of tidal currents on flood and 
ebb is similar. However, the DWSC is a terminal 
channel; therefore, the tidal wave changes from 
progressive to standing (where stage and velocity 
are out of phase), creating an increasingly flood-
dominant tidal asymmetry along the axis of the 
channel. While the magnitude of tidal currents 
decreases moving landward in the DWSC—leading 
one to assume that both advection and mixing 
would similarly decrease—this is complicated 
by the tidal asymmetry, which becomes more 
pronounced in the upper DWSC. The tidal 
asymmetry associated with the standing wave 
character in the DWSC creates a flood tide bias 
that can increase net Lagrangian advection 
landward, the so-called Stokes Drift (Monismith 
2020), even when the Eulerian net flows are zero. 
The influence of tidal asymmetry on dispersion 
is more difficult to determine because the 
tidal currents are not the only mechanism that 
contribute to dispersion.

The presence and timing of the wind also plays 
an important role in dispersion, increasing it over 
what would be predicted by tidal currents alone. 
For example, tracer-based longitudinal dispersion 
estimates averaged 17.4 m2 s–1, with a range from 
12 to 30 m2 s–1, and were within range of other 
tracer-based estimates of dispersion in the Delta: 
10 to 100 m2 s–1 (Bailey 1966) and 32.7 ± 3.6 m2 s–1 
(Schmieder et al. 2008). ADCP-based estimates 
were similar, at 20.0 m2 s–1 on average, but had 
a larger range (5 to 125 m2 s–1), likely because 
they were instantaneous estimates. Dispersion 
from oscillating tidal currents was 5.2 m2 s–1 on 
average, similar to what is predicted by tidal 
currents in other parts of the Delta (< 10 m2 s–1; 
Sridharan et al. 2018). On average, tracer-based 
and ADCP-based estimates of longitudinal 
dispersion were 3 to 4 times greater than what 
would be predicted by tidal currents alone. We 
have observed that windy conditions on the ebb 
created the highest dispersion estimates in our 
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study area because the wind and currents act in 
opposing directions, which increased vertical 
shear.

The spatial heterogeneity in transport and 
mixing, described above, differentiates the 
pelagic zone along the length of the DWSC 
into different habitats. To first order, pelagic 
habitats in terminal channel systems like the 
DWSC differ based on their location relative to 
the tidal excursion length from the mouth of 
the channel, which also corresponds well with 
differences in water residence time, and can be 
defined as high-, low-, and no-exchange zones 
along the channel with respect to exchange with 
downstream habitats (Stumpner et al. 2020). 
Young et al. (2021) further showed that variability 
in pelagic habitats along the DWSC corresponds 
to changes in tidal forcing and exchange along the 
length of the channel, which influences turbidity, 
nutrient availability, primary and secondary 
production, and the abundance of pelagic 
organisms. For example, elevated zooplankton 
and phytoplankton concentrations have been 
measured in the no-exchange zone landward 
of our study area compared to elsewhere along 
the DWSC (Young et al. 2021), while the highest 
abundance of pelagic organisms—specifically 
shrimp and pelagic fishes—was observed 
seaward of our study area in the low-exchange 
zone (Feyrer et al. 2017; Young et al. 2021), where 
elevated turbidity may limit phytoplankton 
growth, suggesting a detrital food web (Young et 
al. 2021). We anticipate that dispersion rates are 
higher and stratification less likely in the low- and 
high-exchange zones of the DWSC seaward of 
our study area, given that tidal currents increase 
by a factor of ~2.75 from our study area to the 
mouth of the DWSC. Increases in dispersion and 
decreases in the mixing time-scales are expected 
to be an order of magnitude greater in the DWSC’s 
low- and high-exchange zones because dispersion 
scales by the square of the velocity. Along the 
DWSC longitudinal axis, the decrease in tidally 
driven dispersion leads to a compression of 
habitats moving landward toward the channel 
terminus. Reduced mixing among adjacent water 
parcels and the associated increase in habitat 

isolation may lead to spatial heterogeneity in a 
number of ecologically important properties.

CONCLUSION
While tidal currents typically dominate the 
hydrodynamics in estuaries in general and in the 
San Francisco Estuary in particular, our detailed 
analysis of hydrodynamics revealed they are 
less dominant in the upper portion of the DWSC, 
a terminal channel where tidal currents are 
muted. Some of the relatively weaker physical 
processes that typically have little influence on 
transport elsewhere in the Delta—such as thermal 
stratification and its interaction with wind— can 
control mixing dynamics in the upper DWSC. 
Wind was a key mechanism in both breaking 
down stratification and increasing dispersion in 
our study, providing a source of variability that 
changed the mixing dynamics from a purely tidal 
current-driven system. Longitudinal dispersion 
rates were comparable to other studies in the 
Delta and were enhanced during periods of high 
wind. Wind mixing drove the breakdown of 
thermal stratification, but the development and 
strength of stratification was also influenced by 
the alignment of the tidal current phase with the 
heat flux and wind.

Transport and mixing in the upper DWSC will be 
altered by climatological changes in the system, 
specifically those that alter thermal stratification 
dynamics. Summers in the California Central 
Valley are characterized by warm, dry days 
and breezy, cool nights. However, with climate 
change, the Delta is experiencing both higher 
daytime and nighttime temperatures, with more 
frequent humid, nighttime heat waves (Mera et 
al. 2015; Gershunov and Guirguis 2012). Average 
summer wind speeds in the north Delta have 
decreased significantly in recent decades (Bever 
et al. 2018), reducing the cooling associated with 
the Delta breeze, which readily breaks down 
stratification in the DWSC most days in the 
summer. Summer conditions once commonplace 
in the Delta—breezy evenings and cool nights—
are becoming less common (Mera et al. 2015; 
Bever et al. 2018) and may support stronger, 
more frequent, and longer-duration stratification 
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episodes in the DWSC. The balance between the 
magnitude of the physical processes that control 
stratification (wind, heat flux, and tidal currents), 
as well as the alignment of these processes 
(diurnal, semidiurnal, biweekly, and seasonally), 
could have a large influence on phytoplankton 
production in the DWSC in the future, as has been 
observed in other areas of the Delta (Lucas et al. 
2006).

Management actions to encourage greater 
primary production in the DWSC are under 
consideration that would reconnect the DWSC to 
the Sacramento River and provide opportunity for 
riparian and channel margin habitat restoration 
(USBR 2018, 2019; Thomas et al. 2020). These 
proposed actions could take into account the 
physical processes for a given landscape, tidal, 
and meteorological forcing that limit thermal 
stratification, and consequently primary 
production, in order to improve management 
outcomes. For example, management actions that 
maintain or increase the presence of thermal 
stratification in the upper DWSC could effectively 
lengthen the vertical mixing time-scale to more 
consistently exceed phytoplankton growth time-
scales. Given that time-scales of mixing and 
dispersion at our study site were likely shorter 
or very near the time-scales of phytoplankton 
growth, any increase in dispersion (i.e., faster 
mixing time-scales) or slowing of phytoplankton 
growth rates from higher current speeds and 
higher turbidity within the DWSC seaward of 
our study area may make it difficult to sustain 
phytoplankton growth as phytoplankton biomass 
is transported down the channel. Nevertheless, 
water inputs from the Sacramento River through 
the gates at the terminus of the DWSC could 
provide nitrogen to the upper DWSC when and 
where it is limiting, which could also support 
phytoplankton productivity. Restoration of tidal 
marsh habitat along the banks of the DWSC 
could increase the differences in tidal current 
magnitude between spring and neap tides, 
thereby increasing the range of longitudinal 
dispersion, exchanges between the DWSC and 
Cache Slough, and the physical footprint of the 
turbidity and associated biological maxima in the 
DWSC (Feyrer et al. 2017). Restoring hydrologic 

connectivity with the Sacramento River would 
introduce a net flow to the DWSC, likely altering 
the tidal asymmetry (depending on how it is 
operated), increasing tidal current magnitude, 
and increasing the rate of longitudinal dispersion, 
as was found by Monismith et al. (2009) in a 
similar setting. Further research and modeling 
is needed to determine the magnitude and 
extent of the potential operational changes on 
the existing mixing and stratification dynamics 
discussed in this paper. For example, introducing 
a low-to-modest net flow may not hinder the 
formation of stratification, since tidal currents 
were less important than wind speed in breaking 
down stratification. Additionally, we expect that 
increasing the connectivity of the DWSC with the 
Sacramento River, and allowing periodic higher 
flows, would increase the longitudinal dispersion 
rates and the connectivity of the various habitats 
within the DWSC, providing the potential to 
transport phytoplankton seaward in the DWSC 
when the mechanisms to support phytoplankton 
production are appropriately aligned. More 
modeling could be done to determine the level of 
phytoplankton production that could be reached 
in the DWSC, and to investigate the effect and 
timing of intermittent net flows on export from 
the DWSC. 

The characteristics of the DWSC that support 
increased phytoplankton production in the 
summer—a terminal channel with long residence 
times and episodic thermal stratification—could 
be used understand the interactions between the 
primary physical forcing mechanisms at play and 
inform habitat restoration efforts elsewhere in the 
Delta. Finally, the energy balance analysis may 
be valuable in evaluating proposed changes to 
landscapes based on their ability to concurrently 
allow for longer residence times (dendritic 
channel systems, less flow-through/conveyance 
channels) and greater frequency of occurrence 
and duration of thermal stratification as a means 
of increasing phytoplankton production in the 
Delta.
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