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Abstract

Here, we provide an algorithm that introduces excited states into the molecular dynamics 

prediction of the 70 eV electron ionization mass spectra. To decide the contributions of different 

electronic states, the ionization cross section associated with relevant molecular orbitals was 

calculated by the binary–encounter–Bethe (BEB) model. We used a fast orthogonalization model/

single and double state configuration interaction (OM2/CISD) method to implement excited 
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states calculations and combined this with the GFN1-xTB semiempirical model. Demonstrated 

by predicting the mass spectrum of urocanic acid, we showed better accuracies to experimental 

spectra using excited-state molecular dynamics than calculations that only used the ground-state 

occupation. For several histidine pathway intermediates, we found that excited-state corrections 

yielded an average of 73% more true positive ions compared to the OM2 method when 

matching to experimental spectra and 16% more true positive ions compared to the GFN method. 

Importantly, the exited state models also correctly predict several fragmentation reactions that 

were missing from both ground-state methods. Overall, for 48 calculated molecules, we found the 

best average mass spectral similarity scores for the mixed excited-state method compared to the 

ground-state methods using either cosine, weighted dot score, or entropy similarity calculations. 

Therefore, we recommend adding excited-state calculations for predicting the electron ionization 

mass spectra of small molecules in metabolomics.

Graphical Abstract

INTRODUCTION

Using quantum chemical methods along with statistical methods to predict electron 

ionization (EI) mass spectra (MS)1,2 has been explored for many types of molecules, 

including organic molecules, inorganic molecules,3 and heavy-metal-containing molecules.4 

The QCEIMS software based on quantum chemistry1,3–6 can provide reasonable results and 

detailed reaction pathways. In a recent publication, the QCxMS software was introduced, 

combining electron ionization and collision-induced dissociation modeling into a single 

software package.7 However, a shortcoming of these methods is the ground-state potential 

energy surface (PES) may have inaccurate results even with density functional theory (DFT) 

methods,6,8 which can cause missing fragment ions. For example, Wang et al. showed that 

only 50% of the observed ions were generally captured in 681 trimethylsilylated molecules, 

which compromised the accuracy of QCxMS simulations. To improve predictions of relative 

energies of structures on PESs, alternative theoretical methods (e.g., post-Hartree–Fock 

methods9) can be utilized. In addition, the inclusion of the excited states might improve 

predictions by accounting for fragmentation reactions that are not accessible on the ground-

state PES.10 The focus of the current study was to examine the impact of including excited 

states in the semiempirical molecular dynamics method for the prediction of 70 eV EI mass 

spectra.

The EI ionization process can be described as a (1e, 2e) gas phase reaction
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M + e− AB + ⋅ + 2e−

In this process, the analyte molecule M is impacted by e−, which is scattered and causes 

the loss of another e−, resulting in the reaction complex AB + • , which can undergo further 

reactions.11 Ionization cross sections play an important role in providing information about 

the EI process and the binary–encounter–Bethe (BEB) model12 provides an ab initio means 

of calculating ionization cross sections without any fitting parameters. The 70 eV electron 

can traverse the molecule in a few femtoseconds, a much shorter time than the bond 

vibration period. Therefore, the transition from the v = 0 vibrational state of the ground 

electronic state to an excited state generally obeys the Frank–Condon principle and can be 

modeled as “vertical ionization”:13 one electron is removed from the neutral molecule with 

the molecular structure unchanged.

The impact energy can be divided into ionization energy and impact excess energy. 

According to the vertical ionization model, upon ionization, the impact excess energy 

is saved in highly excited vibrational modes, and this is the driving force of future 

fragmentation. With the increase in molecular size, energy must be distributed to more 

degrees of freedom (DOF), and thus more energy is needed for redistribution.14 QCxMS 

assumes that the excited ion state goes through an internal conversion to the vibrationally hot 

ion ground state.1 This model introduces the impact of excess energy (IEE) on the nuclear 

DOF in a continuous time by increasing the velocity of each atom. QCxMS has been tested 

successfully in many cases,3–9 and it has been shown that the IEE distribution model1 has a 

small effect on the simulated spectra.

We hypothesized that simulations including excited states could reveal reactions not 

encountered in ground-state simulations. Because we focused on finding more reactions, 

nonadiabatic coupling between excited states15 was not considered in this project. Instead, 

in the excited-state molecular dynamics, the molecule starts at different states but jumps 

back to the ground state once the fragmentation is detected. In addition, one must determine 

which methods are the most appropriate to describe relevant excited state PESs in terms of 

both accuracy and computing resource feasibility. We found that the orthogonal-corrected 

semiempirical quantum chemical methods OMx16 can be used for ground-state mass 

spectral predictions.8 To include the dynamic and static electron-correlation effects for 

excited states, configuration interaction (CI) and multireference (MR) methods are needed.17 

A graphical unitary-group approach (GUGA)18 can be combined with OMx models. In 

this way, we can capture the excited-state correlation effects with state-based semiempirical 

treatments.19,20 In this paper, we provide a prototype of a mass spectra prediction model 

and discuss additional method improvements for large-scale MS predictions. This model 

combines ground-state and excited-state molecular dynamics based on the BEB model.
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METHODS

Ionization Cross Section by the BEB Model.

The BEB model is simplified from the binary–encounter–dipole model12 and has wide 

applications, including mass spectrometer normalization, plasma modeling, and material 

radiation effect calculation.21 The electron impact ionization cross section for molecular 

orbital i (MOi) is calculated by

σi = Si
ti + ui + 1

ln ti
2 1 − 1

ti
2 + 1 − 1

ti
− ln ti

ti + 1

u = U
B , t = T

B , S = 4πa0
2NR2

B2

a0 = 0.592 Å, R = 13.61 eV

where T  is the energy of the impact electrons, B is the electron-binding energy of MOi, and 

U is the kinetic energy of MOi. The occupation number N of MOi is 2 for ground-state 

molecules. The GAMESS22 package is used to calculate the molecular orbital properties 

under the Hartree–Fock method with a 6–31G basis set. The GAUSSIAN program23 is 

used to optimize the structure and calculate the molecular orbital contours. The Avogadro 

v1.2 software24 was used to visualize the molecular orbitals. A python script package 

(https://github.com/Shunyang2018/EXMD) was developed to calculate the electron impact 

ionization cross section and the relative ratio of each electronic state after ionization.

Modified QCEIMS Algorithm.

The QCEIMS v4.01,3–6 code was used with several modifications to perform excited-state 

molecular dynamics. Default settings were applied for the ground-state calculations at the 

GFN2-xTB level.25 For the excited state, uniform velocity scaling was enforced during 

the internal conversion step. The MNDO99 program26 was used for the semiempirical 

OM216,27 level gradient calculations for excited-state molecular dynamics (MD).18,20,28 

The active space is decided by the following rule set. Each π bond provides a pair of 

occupied/unoccupied orbitals, and each oxygen or nitrogen atom provides a lone pair orbital. 

Because the radical cation system is an open shell, only one reference occupation is used. 

Restricted Open-shell Hartree–Fock (ROHF) is used, while single and double excitations 

are allowed for the reference configurations for simplicity. Different parameter settings of 

the excited-state molecular dynamics are tested in Figures S8–S10. Once fragmentation is 

detected, the ionization potential (IP) of each fragment is calculated and the partial charge 

is assigned by the Boltzmann distribution. Another MD simulation is performed on the 

fragment with the largest partial charge for secondary fragmentations. This MD simulation 

is for the ion ground state, where the fractional orbital occupations29 in unrestricted 

OM2/SCF calculations are used. Ions larger than 15 Da are counted and used to generate 

Wang et al. Page 4

J Chem Inf Model. Author manuscript; available in PMC 2024 October 21.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://github.com/Shunyang2018/EXMD


in silico spectra of the ground state and excited state separately. Then, the excited-state 

(D1, D2···) spectra are used as corrections to the ground-state (D0) spectrum per their 

relative ratios obtained from the BEB model, assuming that the D0 state is ionized from the 

highest occupied molecular orbital (HOMO) with an ionization cross section σ0, D1 is from 

HOMO – 1 with σ1 and so on. Theoretically, D2 and higher excited states can contribute 

to fragmentation reactions; however, we found that D1 state calculations already predicted 

most of the experimentally observed reactions. Importantly, we did not aim to theoretically 

or comprehensively compare all different methods but to give practical applications of 

molecules that are typically encountered in metabolomics research. The OM2/CISD method 

had an average failure rate of 0.64 across all trajectories of all 48 molecules due to 

self-consistent field convergence problems (Supporting S8). For simplicity, only the two 

lowest electronic states (D0, D1) are taken as reference states and nonadiabatic crossing is 

neglected. Because excited-state calculations are used as corrections, this approach can be 

extended to other higher excited states in the future.

RESULTS

Urocanic Acid as a Demonstration Case.

Urocanic acid is an intermediate of histidine catabolism.30 We chose urocanic acid as an 

example because it contains both nitrogen and oxygen elements, an imidazole aromatic 

system, and a carboxylic acid functional group and features typical of many organic 

molecules of biological interest. The MOs of urocanic acid are shown in Table S1 and 

visualizations of the MO contours are shown in Figure S2. The HOMO, HOMO – 1, HOMO 

– 3, and HOMO – 5 orbitals are π orbitals, and the HOMO – 2, HOMO – 4, HOMO – 

6, HOMO – 7, HOMO – 8, and HOMO – 9 are n orbitals associated with lone pairs on 

oxygen and nitrogen. Consequently, an active space of 11 electrons and 10 orbitals (11, 10) 

should be sufficient for modeling the first excited state of the urocanic acid radical cation. 

The MO ionization cross section according to electron kinetic energy of the four highest 

occupied MOs is shown in Figure 1. Vertical ionization from the HOMO generates the D0 

state (remove one electron from HOMO), while that from HOMO – 1 generates the D1 

state. According to the ratio of σ at 70 eV, the ground state is significantly more likely than 

other states, thus the spectrum from ground-state MD contributes most to the final corrected 

spectrum. The apex of the ionization cross section curve is slightly lower than 70 eV and 

shifts to 70 eV with lower energy MOs, which is consistent with the region of the highest 

ionization efficiency. That is the basic reason why 70 eV is the classic experimental energy 

for electron ionization in gas chromatography–mass spectrometry.

Different quantum chemistry methods, including GFN1-xTB, GFN2-xTB, OM2, and 

PBE031-D332/SV(P)33 (density functional theory) were tested on urocanic acid in the ground 

electronic state (Figure 2). OM2 (Figure 2c) is one of the fastest methods available in the 

QCEIMS program, but it is only parameterized for five elements: C, H, O, N, and F. The 

default GFN1-xTB method and its advanced GFN2-xTB version (Figure 2a) yielded only 

minute differences in predicted mass spectra when applied to the chemical urocanic acid. 

More GFN2-xTB calculations can be found in Supporting File S13. Interestingly, neither 

the PBE0/SV(P) method (Figure 2b) nor GFN1-xTB or GFN2-xTB correctly predicted the 
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experimental m/z 45 fragment ion. The PBE0/SV(P) method requires larger computing 

resources. This disadvantage is amplified if hundreds of trajectories need to be calculated. In 

comparison to the GFN1-xTB method, the prediction of relative intensities of other fragment 

ions (m/z 138, 93, 39) did not improve with PBE0/SV(P) method; more false positive ions 

(m/z 98, 44) were captured and ions missing in simulations with the semiempirical methods 

were still not found. The comparison between these three different methods showed that 

optimizing the potential energy surface did not solve all of the problems in mass spectral 

predictions.

The spectrum calculated from the first excited-state MD and the mixed spectrum after 

correction of the first excited state are compared in Figure 2c,d. When moving from the 

ground state to the excited state, the molecular ion intensity decreased dramatically, and 

more fragment ions and higher intensities of these ions were found in the low-mass range. 

This change can be explained by a higher reactivity of the excited state. We used the 

weighted dot-product score8 to evaluate the similarity between in silico spectra and the 

experimental reference spectra given in the NIST17 mass spectral library. Although the 

dot-product score slightly decreased from 907 to 894 with the excited-state correction, the 

details of the in silico spectrum improved. For example, the group of fragment ions around 

m/z 28, 39, and 67 were better captured, giving higher confidence when comparing the 

spectra. The m/z 39 fragment ion was identified as C2HN by Mass Spectrum Interpreter34 

software, a product that was missing in all ground-state simulations. In the first excited-state 

simulation, the m/z 39 ion was found in 30 out of 400 trajectories, arising from C2HN+ and 

C3H3
+. Overall, the mixed spectra predicted 62 instead of only 44 fragment ions from the D0 

spectrum. The number of true positives, i.e., predicted ions that were found in experimental 

spectra, increased from 31 to 37. Some problems remained unsolved even when including 

the D1 excited state, however. For example, the excited-state MD overestimated the intensity 

of the low-mass ions, especially m/z 28 and 40. This problem might be solved by including 

more electronic states.

When we compared the experimental spectrum of urocanic acid with all in silico generated 

spectra by all molecular dynamic methods, we found that three significant fragment ions 

were missed or underestimated, especially evident when removing isotope ions (Figure 

S12). Here, m/z 68 was missing from all simulations, whereas m/z 120 and m/z 94 were 

represented much found at much lower intensity in the predicted spectra compared to 

experimental spectra (Figure 2). All three ions shared a similar pattern: while the exact 

fragment ion product is missing or has a very low abundance, there was an abundant ion 

within 1 Da of its expected location (m/z ± 1). This observation implied that hydrogen 

rearrangements were not described correctly in the simulations. For example, the m/z 94 

fragment ion results from a loss of CO2, which is a product of a three-membered ring 

rearrangement reaction of hydrogen that is transferred to a double bond. We found that the 

other two fragment ions m/z 120 and 68 were also generated by hydrogen rearrangements, 

as discussed later in more detail.
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Rearrangement Reaction in the Unimolecular Dissociation.

To validate the overall performance of excited-state corrections and to investigate the 

rearrangement reactions, we selected several molecules from the histidine biosynthetic 

pathway.35 Seven of the 10 major pathway intermediates had 70 eV EI mass spectra 

included in the NIST17 database. Table 1 shows the parameters used in the calculation. 

On average, the ground-state simulation contributed around 60% to the final mixed spectra, 

while the first excited state contributed around 40%. If we added the second excited state 

with a similar weight as the D1 state, the contribution of the ground state would be decreased 

to around 40%. The mass spectral prediction with the OM2 method had an average running 

time of 1.55 h per molecule, while GFN1-xTB required 7.2 h per molecule, both on 16 

CPU threads. The OM2/CISD simulation took about twice as long as the OM2 ground-state 

calculation. MD on the first excited state required a similar amount of simulation time as 

the ground-state simulation. GFN1-xTB did not allow for computations of excited-state MD 

trajectories. The OM2 method had its own disadvantage because it was only parameterized 

for limited elements, C, H, N, O, and F, while GFN1-xTB included 86 elements.

As shown in Figure 3, most ion fragments derived from alanine were correctly predicted. 

The in silico spectra predicted the loss of two or three hydrogen fragments ([M – 1]+, 

[M – 2]+• ions) from the molecular ion m/z 89. Such hydrogen losses were not verified 

by the experimental spectrum and originated from the OM2 method parametrization.8 The 

prediction of the histamine mass spectrum benefited from the additional ions predicted 

by including the D1 excited state. However, the base ion intensity for m/z 82 was 

underestimated in both the D0 and D1 simulations. As in the urocanic acid example 

described above, this problem is a result of hydrogen rearrangement reactions.

Head-to-tail plots for the other molecules from Table 1 can be found in Figures S4–S7. 

For four of the seven molecules examined, the base ions were missing (m/z 94 of urocanic 

acid, m/z 82 of histidine and histamine, m/z 96 of 1-methylhistidine). The rule-based Mass 

Frontier software (Thermo Fisher Scientific Inc.) predicted that these ions were generated 

by hydrogen rearrangement reactions or a mobile proton mechanism.36 The MD trajectories 

in our calculations also supported this model; however, we observed very few occurrences 

of these specific hydrogen rearrangement reactions. As an example, we plotted the energy 

vs time for two trajectories at ground-state simulations of the fragmentation of the urocanic 

acid radical cation (Figure 4). Trajectory #13 generated m/z 93 (C5N2 H5
+), with a neutral 

loss of CO2H•, while trajectory #318 generated m/z 94 (C5H2H6
+•), with a neutral loss 

of carbon dioxide. The difference was caused by a hydrogen rearrangement between two 

fragments in the latter trajectory. Although there was mobile hydrogen in trajectory #13, 

it was only intramolecular rearrangement of the C5N2H5
+ fragment. To better visualize 

the electronic energy change, we plotted the moving average trend line per 100 fs. This 

trend line showed that energies stayed unchanged once the fragments were generated 

in trajectory #13. In trajectory #318, the energy decreased after an energy barrier was 

surmounted. Because unimolecular reactions did not include collision and energy exchange, 

the electronic energy of the system did not change for most homolytic bond cleavages. 

In other words, energy curves stayed at the same level after passing through transition 

states. However, rearrangement fragmentations face different conditions because forming 
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new bonds during a rearrangement reaction decreased the system’s total electronic energy 

level. Therefore, rearrangement reactions were usually exothermic. After the transition state 

was passed, products were found at energetically lower states, and this extra energy was 

converted to kinetic energy (translational energy of fragments). This was the so-called 

kinetic energy release (KER) process.37 In the QCxMS simulation, all molecular dynamics 

steps were under the constant total energy (NVE ensemble), except the heating process. 

These two different energy change types (Figure 4) were consistent with our observations 

that the electronic energy converted to translational energy of fragments and caused them 

to depart while the total energy was conserved. This observation proved that the model 

captured the hydrogen rearrangement reactions as an exit channel on the ground-/excited-

state potential energy surface (PES). Yet, relative intensities of fragment ions (selectivity of 

the reactions) were still underestimated.

One possible reason is the simulation time scale (on the level of a picosecond) is 

limited when compared to the total time that mass spectrometers use (on the level of a 

microsecond38). The reaction time scale of unimolecular rearrangement reaction in a mass 

spectrometer is 10−11–10−6 s, while a simple bond dissociation fragmentation proceeds 

much faster at 10−12 s.39 The typical ion flight time in a quadrupole or time-of-flight mass 

spectrometer is around 50 μs.40 Our parameter settings simulated molecular dynamics for 

up to 5,000 femtoseconds, which reproduced most reactions well but failed to account for 

the frequency of rearrangement reactions. However, even for simple fragmentation reactions, 

5 ps might not be sufficient time as we found 42/400 trajectories that did not yield any 

fragmentations within the maximum simulation time. For the PBE0/SV(P) method, we 

found even 115 trajectories that did not yield any fragmentation, increasing the prediction 

of the relative abundance of the unfragmented molecular ion and thereby lowering the 

weighted dot similarity score by 230 units, a decrease of 15% in prediction scores. Another 

explanation why rearrangement reactions were missed is that such reactions might need 

a specific starting conformation to overcome positional barriers.41 More comprehensive 

conformer sampling might overcome this problem. Yet, when we tested conformer-rotamer 

sampling and Wigner distribution sampling, we did not improve results for the lacking 

rearrangement reactions. Hence, for correctly predicting hydrogen rearrangements, the 

limitation of simulation time might remain the main obstacle.

Method Test on Small Molecules.

The examples discussed before do not provide a theoretical validation of the value of 

adding an excited-state method to the ground-state method. Unfortunately, more accurate ab 

initio techniques are prohibited by the size of metabolites tested here. Instead, to compare 

QCxMS-based ground-state simulations to the new excited-state method, we randomly 

selected 48 molecules from our previously published study.8 We used both weighted dot-

score similarity and the Jaccard index that calculated the number of true positive predicted 

ions divided by the number of all ions observed in the combination of the in silico and 

experimental spectra. For 48 calculated molecules, we found an improvement from an 

average dot product similarity score of 681 in the OM2 method to 724 for the GFN1-xTB 

method and 726 using the mixed method, adding the excited states to supplemented 

ground-state simulations (Supporting S8). We have recently introduced the concept of 
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entropy similarity scores that outperformed dot-product similarities and improved False 

Discovery Rates.42 Comparing spectral entropy similarities indeed showed a significant 

improvement for the mixed method: the two ground-state methods resulted in an average 

entropy similarity score of 600, whereas the mixed method gave an average score of 680 

and a narrower Kernel density distribution (Figure 5). The OM2 method showed a much 

lower average Jaccard index of 0.34 than the default GFN1-xTB or the mixed method. 

While the average Jaccard index of these two methods was not statistically significantly 

different, the mixed method clearly showed less variance and a higher maximum density of 

the Jaccard indices of the modeled in silico spectra in comparison to the GFN1-xTB method. 

On average, the mixed method yielded 16 and 73% more true positive ions in pairwise 

comparisons than GFN1-xTB and OM2 ground-state methods, respectively. We found that 

the mixed method avoided extremely poor simulations that were observed for the OM2 

methods with a dot score of <200 with a true positive rate of <0.4 (Supporting File S13).

CONCLUSIONS

We here show for the first time that molecular dynamics can be utilized with excited-

state calculations using the BEB model to scale contributions based on ionization cross 

sections. We provided and tested this excited-state correction method for quantum chemistry 

molecular dynamics prediction of standard 70 eV mass spectra and showed that it improved 

the existing GFNn-xTB method by generating about 16% more correctly predicted fragment 

ions. For example, the mixed method presented here added hydrogen shift reactions that 

were missed by the classic methods. When comparing this mixed method with other 

tools such as DFT and semiempirical methods like OM2, we found clear improvements 

in accuracy that came with only 20% increased computational times. Although our OM2/

CISD excited-state simulations discovered more fragmentation reactions than the standard 

model, improvement in spectra similarities to experimental spectra were limited because the 

GFNn-xTB method generally already yielded a high number of excellent predictions, as 

shown in detail for the molecule urocanic acid. However, predicting rearrangement reactions 

is the bottleneck of QCxMS. Because much longer simulation times might be prohibitively 

expensive with respect to computational costs, we propose that machine learning methods 

are needed to recognize rearrangement reactions. We recommend this mixed model to 

generate in silico electron ionization mass spectral libraries for small molecules.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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ABBREVIATIONS

BEB binary–encounter–Bethe model

QCEIMS quantum chemistry electron ionization mass spectrometry

PES potential energy surface

DFT density functional theory

IEE impact excess energy

OMx orthogonal-corrected semiempirical quantum chemical methods

CI configuration interaction

MR multireference methods

MO molecular orbital

MD molecular dynamics

IP ionization potential
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Figure 1. 
Ionization cross section of four highest molecular orbitals of urocanic acid. Dashed line 

denotes the 70 eV kinetic energy used in EI. Blue line denotes the highest occupied 

molecular orbital, which has the largest ionization cross section.
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Figure 2. 
In silico spectra of urocanic acid using different simulation methods. (a) Semiempirical 

level GFN2-xTB vs GFN1-xTB. (b) DFT level PBE0/SV(P) vs the experimental spectrum 

from the NIST17 library. (c) Semiempirical level OM2 at ground state vs the semiempirical 

configuration interaction level OM2/CISD (first excited state). (d) Mixed spectrum of D0 

(OM2) and D1 (OM2/CISD) simulations vs the NIST17 experimental spectrum.
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Figure 3. 
Head-to-tail spectra of alanine and histamine. Top: mixed spectra obtained by GFN1-

xTB/OM2/CISD. Bottom: experimental spectra from the NIST17 library.
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Figure 4. 
Electronic energy change of the whole system according to the simulation time of urocanic 

acid: (1) blue, trajectory 13: C5N2H5
+ and neutral CO2H•; (2) orange, trajectory 318: 

C5H2H6
+• and neutral CO2; (3) all trend lines are moving average per 100 fs; and (4) inset: 

the structures at around 780 fs.
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Figure 5. 
Kernel density estimate plot of (a) Jaccard index and (b) entropy similarity score of 48 

small molecules. Blue: ground-state spectra predicted by GFN1-xTB. Orange: ground-state 

spectra simulated by the OM2 method. Green: mixed spectra of D0 and D1 using the 

GFN1-xTB/OM2/CISD method.
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Table 1.

Parameters Used for Simulating Ground State/Excited State Ratiosa

name fraction D0 fraction D1 unoccupied MO occupied MO active electron

alanine 0.58 0.42 2 4 7

glutamic acid 0.58 0.42 2 7 13

histidine 0.60 0.40 3 6 11

histamine 0.60 0.40 2 5 9

carnosine 0.59 0.41 4 11 21

1-methyl-histidine 0.59 0.41 3 8 15

urocanic acid 0.62 0.38 4 6 11

a
The fraction of D0 and D1 was decided by the ionization cross section. The sum of unoccupied and occupied molecular orbital is the size of active 

space. The number of active electrons is calculated as the product of electrons in the molecular orbitals −1.
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