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Abstract
Limit shapes in two-dimensional lattice models arising from physics and combinatorics
by
David A Keating
Doctor of Philosophy in Mathematics
University of California, Berkeley

Professor Nicolai Reshetikhin, Chair

In this thesis we study aspects of the limit shape phenomenon for two-dimensional lattice
models. The three models that will be of greatest interest to us are the six vertex model,
the dimer model on the hexagonal lattice, and bounded lecture hall tableaux. Chapter 1
presents a brief overview of the these objects and their relations to one another, as well as the
techniques we will use to study them. In Chapter 2, we give a more detailed description of the
six vertex model, and describe the Bethe ansatz method for computing the free energy in the
thermodynamic limit. We show that there is an infinite family of commuting Hamiltonians
governing the evolution of the limiting height function of the inhomogeneous six vertex
model on a cylinder. In Chapter 3, we describe the Kasteleyn theory for dimer models
on the hexagonal lattice. This dimer model can be seen as a degeneration of the six vertex
model from the previous chapter. We study the asymptotic behavior of the dimer correlation
functions. In Chapter 4, we turn to the study of an object arising from combinatorics known
as bounded lecture hall tableaux. We show that these can be seen as a lattice model of non-
intersecting paths on a certain graph. Equivalently, we show how they can be described as
a dimer model. We study limit shape formation in the non-intersecting lattice path setting
and conjecture formula for the arising Arctic curves. Throughout this thesis many numerical
simulations of lattice models are presented. In Chapter 5, we describe an algorithm for
numerically simulating lattice models utilizing the parallel processing capabilities of graphical
processing units. This method of simulation applies to the previous models studied in this
thesis, as well as to many other two-dimensional lattice models. Several examples are given.
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Chapter 1

Introduction

1.1 Preface

This thesis presents some new results on the statistical mechanics of certain two-dimensional
lattice models. In particular, we focus on the limit shape phenomenon. We will discuss
the classical integrability of partial differential equations governing limit shape formation
(Chapter 2), correlations between fluctuations about the limit shape (Chapter 3), and the
computation of Arctic curves separating phase boundaries within the limit shape (Chapter
4). We are most interested in the six vertex model and dimer models (particularly, dimers on
the hexagonal lattice). We will also discuss bounded lecture hall tableaux, a combinatorial
object that can be expresses as a dimer model or as a collection of non-intersecting paths.
Chapter 5 concentrates on technical aspects of numerically simulating lattice models.
Below we briefly describe some aspects of the various models and techniques that will be
used in this thesis. We then outline the rest of the thesis and highlight the main results.

1.2 The six vertex model

The six vertex model is a prototypical example of a two-dimensional lattice model. It was first
introduced by Pauling [77] as a way to model ice in two dimensions. Early results describing
the free energy in the thermodynamic limit were obtained by E. Lieb [67]. Given a domain
of the square lattice, assign an arrow to each edge such that for any vertex the number of
incoming and outgoing arrows are equal. This condition leaves six possible configurations of
arrows around each vertex, giving the model its name. To each of these local configurations
we assign a weight. Fixing an orientation of the arrows, these configurations can be drawn
as a collection of paths, shown in bold in Figure 1.1. Here we choose our orientation so
that up and right pointing arrows are drawn as paths, and down and left pointing arrows
are not. It is well-known that, on a simply connected domain of the square lattice with
fixed boundary conditions, the set of possible path configurations is in bijection with integer
valued functions on the faces of the domain. These functions are known as height functions.



The height functions can be defined so that given a six vertex configuration with height
function h, the paths correspond to the boundaries between level sets of h.

wq W2 w3 Wy Ws We

Figure 1.1: Local six vertex configurations as arrows and paths.

Integrability

The six vertex model on a cylinder was shown by Baxter [5] to be quantum integrable in the
sense that there exist an infinite family of commuting row-to-row transfer matrices. The root
of this commutativity was the fact that the transfer matrix could be constructed as a tensor
product of solutions to the Yang-Baxter equation (YBE) known as quantum R-matrices. A
representation theoretic origin of the the YBE and its solutions came in the form of quantum
groups [47]. In the case of the six vertex model, one is concerned with tensor products of the
spin—% representation of the quantum group U, (5AI2) Baxter was able to diagonalize the row-
to-row transfer matrix using the coordinate Bethe ansatz. Later an algebraic formulation of
the ansatz was developed in [38].

Using these techniques Nicolai Reshetikhin and Ananth Sridhar [83] were able to relate
the quantum integrability of the transfer matrices of the homogenous six vertex model to
the classical notion of Liouville integrability in Hamiltonian systems. They were able to
construct, in the thermodynamic limit, an infinite family of Poisson commuting Hamiltonians
that describe the evolution of the height function of the model from one end of a cylinder to
the other.

Limit shape phenomena and Arctic curves

The six vertex model also exhibits what is known as the limit shape phenomenon. As an
example, consider the six vertex model on an N x N square domain with domain wall
boundary conditions (DWBC). With these boundary conditions a path enters the domain
at every edge along the top boundary and a path exits the domain at every edge along the
right boundary. In the limit N — oo, the height function as a random variable converges
to a deterministic function known as the limit shape. The limit shape for the DWBC six



Figure 1.2: A randomly sample configuration of the DWBC six vertex model.

vertex model possesses striking geometric features. This limiting height function exhibits
phase separation: the corners of the domain contain certain frozen phases while the interior
is in a disordered ‘liquid’ phase. See Figure 1.2 for an example configuration. These phases
are separated by a deterministic boundary known as the Arctic curve. Phase separation also
occurs in the Ising model [35] and in dimer models [20]. In both of these cases it was shown
that the limiting height function solves a variational problem. A version of the variational
principle for the limit shape is believed to hold for the six vertex model as well. For the six
vertex model with DWBC the full limit shape is not known except for some very specific
choices of vertex weights. However, in [22, 24] the authors were able to calculate an explicit
expression for the Arctic curve.

1.3 Dimer models

Another class of lattice models are the dimer models. Given graph G = (V, E), a dimer
cover D is a subset of edges in which each vertex is adjacent to exactly one edge. This is also
known as a perfect matching. The collection of all dimer covers D defines the configuration
space of the model. Commonly one considers bipartite graphs in which we can color the
vertices black and white in such a way that each edge connects a black vertex to a white
vertex.

Often one is interested in adding weights to the edges. The partition function is defined

Z = ZHw(e)

DeDeeD
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Figure 1.3: A dimer cover of a portion of the square lattice.

where w : E — R is the weight function. The Gibbs distribution for the dimer model
is defined such that the probability of a dimer cover D € D occurring is given by P(D) =
w(D)/Z where w(D) = [],.pw(e).

See Figure 1.3 for an example of a dimer cover of a portion of the square lattice. Dimer
covers of the square lattice are equivalent to domino tilings of a checkerboard.

Kasteleyn theory

In [50] Kasteleyn proved that the partition function of the planar bipartite dimer model
could be written as a determinant of a matrix K known as the Kasteleyn matrix, a signed
weighted adjacency matrix for the underlying graph of the dimer model. Similar results for
dimer models on surfaces can be found in [18].

The inverse of the Kasteleyn matrix gives information on the statistics of the model
[58]. For example, the probability of a particular edge occurring in a dimer cover (sampled
according to the Gibbs distribution) depends only on a single entry of the inverse

P(ewibj) = |Kz;b]|

where the edge connects white vertex w; with black vertex b;. Similar results hold for the
probability of a collection of edges occurring as well.

Understanding the asymptotic behavior of the inverse Kasteleyn matrix allows one to
understand the asymptotic density of dimers in the model and is important in understanding
the limit shape phenomena and phase separation in dimer models. For example, see [61]
where the authors classify the possible phases for bipartite dimer modes and [87, 20] where
the authors use the asymptotic behavior of the inverse Kasteleyn matrix on a torus in order
to prove that the limit shape of a planar bipartite dimer model solves a variational problem.

Relation to the six vertex model

Dimer models and the six vertex model share many avenues of research. The study of limit
shapes and the fluctuation around these limiting configuration is an active area of research
for both systems. In many ways the six vertex model can be seen as a generalization of
bipartite dimer models. In fact, at the free fermionic point (wjws + wswy — wswg = 0), the
six vertex model is equivalent to a certain bipartite dimer model, see Figure 1.4. Certain
limits of the six vertex model result in dimer models as well. For example, setting w; = 0



Figure 1.4: Six vertex configurations and the corresponding dimer configuration of the dimer
fundamental domain.

results in the five vertex model, which is related to dimers on a hexagonal lattice (Figure

1.5).
Figure 1.5: Five vertex configurations and the corresponding dimer configuration of the
hexagonal lattice fundamental domain.

Many of the results which are known to be true for bipartite dimer models are believed
to carry over to the six vertex model as well. In particular, the limit shape for the six vertex
model is believed to solve a variational problem, as is the case for planar bipartite dimer
models. Further, many results on the structure of the spectrum of the six vertex model



transfer matrix are only proven to be true in the free-fermionic case. For recent progress in
generalizing some of these results see [42].

1.4 The tangent method

In [21] the authors described a new way to study Arctic curves. Known as the tangent
method, it provides a heuristic that can be used to describe the Arctic curve for any system
that can be modeled as a collection of non-intersecting paths. By computing certain one-
point boundary correlation functions, one is able to obtain a parametrization of the Arctic
curve. This new method sacrifices power, one cannot compute the full limit shape, but gains
an ease of use and generally applicability. Since its inception the tangent method has been
used to calculate Arctic curves for many models, including the six vertex model and dimer
models (for example, see [1, 29, 30]). In every case for which the Arctic curve is known by
other means, the Arctic curve given by the tangent method is in agreement.

Heuristic argument

This method relies on two assumption. First, that a portion of the Arctic curve is described
in the thermodynamic limit by the trajectory of one of the outermost paths of the model.
Second, the tangency assumption: if we vary the endpoint of this path, its new trajectory
will follow the arctic curve until it is able to move in a straight line tangent to the arctic
curve towards its new endpoint. (There are models in which the path follows a geodesic
rather than a straight line [31].) These assumption have been proven in a certain case of the
six vertex model [1].

Boundary correlation function

In practice, using the tangent method requires computing a certain boundary correlation
function. This is easiest to explain in picture, see Figure 1.6. Given a DWBC six vertex
model, we move the left most paths endpoint to the right by s and down by z. We consider
the point at which the path crosses the original right boundary of the domain, calling the
distance from this point to the paths original endpoint r. We then calculate the critical
value r = rx that maximizes the probability of finding a configuration in which the path
crosses the right boundary of the domain at r, fixing z and s. The critical point (0, —r*)
and the point (s, —z) define a line which by assumption is tangent to the Arctic curve in the
thermodynamic limit. Varying z allows one to find a family of lines which form an envelope
of a portion of the Arctic curve. This can then be turned into a parametric description of
this portion of the curve. Usually one can use various symmetries of the model at hand in
order to obtain the other portions of the Arctic curve.

Adapting this method we were able to describe the Arctic curves in combinatorial objects
know as bounded lecture hall tableaux [27].



Figure 1.6: Extending the last path in the tangent method. In the thermodynamic limit,
one assumes that the path will travel in a straight line tangent to the Arctic curve.

1.5 Lecture hall tableaux

Bounded lecture hall tableaux

Lecture hall tableaux were first introduced [26] in a combinatorial context, where the authors
were interested in studying multivariate little ¢g-Jacobi polynomials. The authors later in-
troduced bounded lecture hall tableaux (BLHT') [25]. These tableaux are fillings of a Young
diagram satisfying certain inequalities depending on two parameters (n,t). In particular,
given a Young diagram with filling 7" one must have

r@j) o TGj+1) TG  TG+17) T(i,j)

n—i+j7 n—i+j5+1 n—i+j3 n—i—147 n—i+j

where T'(4, j) is the filling of the cell in row ¢ and column j and j — ¢ is the content of the
cell (,7). As an example see Figure 1.7.

In [25] the authors showed that, fixing the shape of the Young diagram, the number of
BLHT is closely related to the more well-known standard and semi-standard Young tableaux.
For example, consider the following expansion of Schur polynomials

sa(t+z,. .t x,) =Y [LHTy (0 t)]su(z1, .. 20),

HCA
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Figure 1.7: On the left is a possible filling 7" of a bounded lecture hall tableau with n = 5,
t=4,and A = (4,3,1,0,0). The diagram on the right shows the numbers 7'(z, j)/(n —i+j).

where |[LHT)/,(n,t)| is the number of BLHT of shape A/u. When g is the empty partition,
the enumeration is particularly simple and takes the form

Ai—i— X+
j—i

ILHTy(n,t)| =t* ]

1<i<j<n

where A = (A1,..., \n).

Lattice paths

In [25] the authors also described a bijection between the set of BHLT of fixed shape and a
collection of non-intersecting paths on a certain irregular graph G;. The vertices of the G,
are

o (i,j/(i+1)) fori>0and 0 <j <t(i+1).

and the directed edges are
e from (i,k+r/(i+1)) to (i+1,k+(r+1)/(i+1))fori >0and 0 <r <iand 0 < k < t.
e from (i,k+ (r+1)/(i+1)) to (i,k+r/(i+1))fori>Tand 0 <r <iand 0 <k <t.

Each path represents a row of the diagram. The path corresponding to the i** row begins at
(n—i,t—1/(n—i+1)) and ends at (n+ A; —4,0). The number of cells under the horizontal
step of the i path in column n — i + j is given by Tj;.

In the example given in Figure 1.7, the corresponding collection of non-intersecting paths
is given in Figure 1.8. Numerical simulations with large n,t (for example, see Figure 1.9)
indicate the presence of a limit shape.

The simplicity of the enumeration, as well as the formulation as a collection of non-
intersecting paths make it possible to compute the Arctic curve using the tangent method.

Relation to dimer models

It is an interesting to note that bounded lecture hall tableaux can be seen as a bipartite
dimer model on a non-regular graph. See Figure 1.10. When ¢ = 1 this simplifies and one
can see bounded lecture hall tableaux as lozenge covering of a trapezoid, equivalently dimers
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Figure 1.9: Randomly generated configuration for a bounded lecture hall tableaux of shape
A=(n,n—1,...,2,1), with t = n = 120.

IS
>
Y
e
<
e
v & %

Figure 1.10: The bipartite graph for the dimer model describing bounded lecture hall
tableaux for t = 3. Here A = (2,2) and u = (0,0).

on a domain of the hexagonal lattice, Figure 1.11. We see that bounded lecture hall tableaux
are closely related to the other models we have discussed. In Chapter 4 we focus on their
formulation as non-intersecting paths.
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Figure 1.11: Bounded lecture hall tableaux of shape A/u with ¢ = 1 are equivalent to lozenge
tilings of a trapezoid. Above is an example of a possible filling of a bounded lecture hall
tableaux with A = (2,2,1), = (1,0,0), n = 3 and ¢t = 1, along with the corresponding
tiling and dimer cover.

1.6 Numerical methods

Numerical experiment and numerical evidence has a long history [70, 44] of aiding the study
of statistical mechanical systems. Limit shapes for DWBC six vertex model were studied in
[4, 64]. For dimer models, and more generally Schur processes, an exact sampling algorithm
was given in [8]. As limit shape formation occurs in the thermodynamic limit, it is necessary
to have numeric simulations on large domains. Because of this it is useful to have fast
sampling algorithms.

The Metropolis-Hastings algorithm

For lattice models, it is generally the case that on a simply connected domain with fixed
boundary conditions the space of possible configurations is connected by a set of local moves.
By randomly executing these local moves from a starting configuration one can sample from
the space of configurations. As an example consider the Metropolis-Hastings algorithm
[70, 44]. This is a Markov chain Monte Carlo method used to randomly generate configuration
of some statistical mechanical model. For such a model there is a natural probability measure
on the set of configuration, known as the Gibbs distribution. To any configuration C' associate
the probability P(C) = W(C')/Z, where W (C) is the weight of the configuration and Z is a
normalization constant known as the partition function.

Given a starting configuration Cj, a single step in the Markov chain is given by first
proposing a new configuration C) according to some distribution p(C}|Cy) and then choos-
ing to accept the proposal according to some distribution a(C,Cy). For the cases we are
interested in, for which the set of configurations is connected under local moves (see Fig-
ure 1.12), the proposal step consists of proposing to execute a particular local move chosen
uniformly at random from all possible local moves. The acceptance probability is given by

W(C’l)p(C’o|Cl)>
W(Co)p(C1|Co) '

a(Cy,Cy) = min <1,
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Figure 1.12: The local move for the six vertex model is given by a flipping a single corner.

Note that if the proposal distribution is symmetric this algorithm always accepts a move
to a higher weight state. It can be shown that as the number of step goes to infinity, this
algorithm samples uniformly from the Gibbs distribution of the model.

1.7 Outline of thesis

This section outlines the remaining chapters of this thesis and summarizes the main results
within each chapter.

Chapter 2

In Chapter 2 we give a more detailed overview of the six vertex model on a cylinder with
inhomogenieties. We describe the transfer matrix and its use in constructing the partition
function of the model, the Bethe ansatz construction of the spectrum of the transfer matrix,
the thermodynamic limit of the Bethe ansatz eigenvalues, and the free energy of the six
vertex model on the cylinder and on the torus.

The main results of this chapter is the construction of an infinite family of Poisson com-
muting Hamiltonians for the inhomogeneous six vertex model on a cylinder [52]. This gen-
eralizes the result of [83] which held for the homogeneous six vertex model.

Theorem 1.7.1. Let H,(m,h) be the Hamiltonian describing the evolution of height function
of the sixz vertex model form one end of a cylinder to the other. Suppose the position dependent
inhomogeneities u(y) are sufficiently small and smooth. Then

{H.,,H,} =0.

This requires a detailed analysis of the properties of the integral kernels coming from the
limit of the Bethe equations. We show that the free energy of the inhomogeneous six vertex
model satisfies some surprising identities.

Chapter 3

In Chapter 3 we first recall basic facts about dimer models on the hexagonal lattice. We
study the Kasteleyn operator and its description in terms of Kasteleyn fermions. We also
study its inverse. The main result of this chapter is a formula for the asymptotic of the
inverse to the Kasteleyn operator computed in two different ways: from the integral formula
and from its definition in terms of a difference equation.
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Theorem 1.7.2. As the lattice spacing € — 0 the inverse Kasteleyn operator has the follow-
1mg asymptotic

Ozg O

0z Owo

Owqg Ozg owo
S(zg)=S(wg) Ox1 Ox2 S(z0)—S(wgp) Ix1 Ox2
_— —|— 6 € _—

R(h,tW') = ("= (1.7.1)

Zp — Wy Zp — Wy

20 Owg 0Zg Owo

0Oz Owg 0%z 0wg

S(zq)—S(wq) IOx1 Ox2 S(20)—S(wg) Ox1 Ox2
+e € — +Fe € _—
20 — Wo 20 — Wo

Chapter 4

In Chapter 4 we first define lecture hall tableaux, focussing on bounded lecture hall tableaux.
We detail their enumeration, their formulation in terms of lattice paths, as well as numerical
experiments indicating the existence of a limit shape. We then give an in depth overview of
tangent method. We apply this method to compute Arctic curves in the case of bounded
lecture hall tableaux. A large emphasis is given to computing explicit examples.

The main result of this chapter is a parametrization of the Arctic curves arising from
bounded lecture hall tableaux. Using the tangent method we are able to prove

Theorem 1.7.3. For bounded LHT of shape X the arctic curve can be parametrized by

ZI/
X = TG ar
o 1“’ o (1.7.2)
Y(z)=T—"———
&) =T I T @)
for an appropriate range of x. Here I(x) = e_fol du m—im, T =nt, n = 00, and a(u),

u € [0,1], is a piecewise differentiable function describing the limiting profile of \.

This work is very much in the spirit of [29, 30].

Chapter 5

In Chapter 5 we discuss numeric simulations for several different lattice models using both
a simple Metropolis-Hastings algorithm as well as coupling-from-the-past. Both of these
algorithms rely on the fact that on a simply connected domain, the configuration space of
each of these lattice models is connected under certain sets of local moves which we will
define. This locality makes it possible to decompose the domain into subsets such that
within each subset all the local moves are independent of one another. Such a division
makes numerical simulations of lattice models perfect for parallelization.

The main results of this chapter are algorithms for numeric simulations of several lattice
models which make use of the parallel capabilities provided by graphical processing units.
As examples we show simulations for a variety of different models.
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Chapter 2

Integrability of the inhomogeneous six
vertex model

2.1 Introduction

In the thermodynamic limit, the height function of the homogeneous six vertex model de-
velops a limit shape [96, 4, 22, 76]. Moreover, the limit shape height function can be derived
from a variational principle similar to the one proven for bipartite dimer models [20]. For
the homogeneous six vertex model on a cylinder the limit shape height function can also be
interpreted as a Hamiltonian flow in Euclidean time along the cylinder. The Euler-Lagrange
equations for this variational principle considered as an evolution equation in Euclidean time
admit infinitely many conserved quantities [83]. The conservation laws are obtained by [83]
in the Hamiltonian framework. The authors are able construct a Poisson commutative family
of functionals, from this it is natural to expect that this Hamiltonian system is integrable.

In this chapter we extend the results of [83] to the case of the six vertex model with
integrable inhomogeneities. We prove that Euler-Lagrange equations for critical points of
the large deviation functional for this model on a cylinder also have infinitely many conserved
quantities. As in the homogeneous case we use the Hamiltonian framework. These results
are presented in [52].

One can argue that the existence of infinite number of conservation laws for the PDE
defining the limit shape is related to the commutativity of transfer matrices of the six vertex
model, and that the conservation laws are a semi-classical version of this property. The
integrable inhomogeneities that we consider here correspond to shifts of the spectral param-
eters. As such, they do not change the commutativity of the transfer matrices. The ability
to add inhomogeneities to the spectral parameters while preserving the commutativity of
the transfer matrices was first observed by Baxter, see [5], and has been used many times in
literature, for example [36].

Theorem 2.5.1 states the main result on the Poisson commutativity of an infinite family
of integrals of motion. The theorem follows from analysis of bilinear differential identities for
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the semi-canonical free energy function. These identities are proven in Theorem 2.5.3. The
proof is based on properties of integral equations coming from the Bethe ansatz description
of the ground state of the model. These properties are presented in Section 2.4. The analysis
largely follows [72, 46]. The description of the free energy uses standard conjectures about
the ground state of the six vertex model which are confirmed numerically in numerous cases
and in some cases, such as a free-fermionic point, are proven.

The organization of the chapter is as follows: In Section 2.2, we briefly describe the
transfer matrix and partition function of the six vertex model, including a review of the
Bethe ansatz for determining the spectrum of the transfer matrix. In Section 2.3, we review
the structure of the maximal eigenvalue in the thermodynamic limit. Integral equations
describing the density of the free energy on a torus in the thermodynamic limit are analyzed
in Section 2.4. In Section 2.5, we outline the variational principle and the Hamiltonian
framework for the limit shape and prove the main theorem. In the last Section 2.6, we give
concluding remarks and present some open problems.

2.2 The six vertex model on a cylinder

The six vertex model

Here we recall some basic facts about the six vertex model (see [5], survey [82] and section
1 of [83] and references therein). Recall that the ice rule implies that the six vertex model
can be seen as a set of path which do not cross, but may touch at vertex. Figure 2.1 show
the possible states for a single vertex, note that we orient the path up and right.

w1 Wao w3 Wy Ws Weg

Figure 2.1: Six vertex configurations.

An important parameter of the six vertex model is
W1W2 + W3Wy4 — WsWeg
2« /W1 WoW3Wy

Baxter gave the following important parameterizations of the weights for the symmetric six
vertex model when w; = wy = a, w3 = wy = b, and ws = wg = c.

A:
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1. When A > 1:

a) If a > b+ ¢, let (a,b,¢) = (rsinh(u + n), rsinh u, rsinhn), with n > 0.
b) If b > a + ¢, let (a,b,c) = (rsinh(u — n), rsinhu, rsinhn), with 0 < n < u.
Here A = coshn.

2. When A < —1: let (a,b,¢) = (rsinh(n — u),rsinhw, rsinhn) with 0 < v < 7. Here
A = —coshn.

3. When -1 < A < 1:

a) If a >b+c let (a,b,c) = (rsin(u —7),rsinu,rsiny), with 0 <y <u < 7. Here
A = cos"y.
b) If b > a+c, let (a,b,c) = (rsin(y — u),rsinu,rsinvy), with 0 <u <~y < 7. Here
A = —cos".
where u is called the spectral parameter.
In the non-symmetric case the weights can be naturally parametrized as
wy = ae™V wy = be 7V, W5 = CA (22.1)
we = ae TV wy =be TV wg =Xt o

where H and V' can be viewed as magnetic (or electric, depending on the interpretation)
field. The magnetic fields can be introduced as edge weights in the symmetric model if we
. . . . H . H ..
assign each occupied horizontal edge a weight of ez and each unoccupied e~2. Similarly,
. . . v . \%
each occupied vertical edge gets a weight of e> and each unoccupied e~z
Note that on the cylinder and torus the number of vertices with weight ws is equal to
those with weight wg, so we may set A = 1 without loss of generality. As we are primarily
concerned with these cases, we set A\ = 1 for what follows.

The Yang-Baxter equation

Let e, = ((1)) and ey = (?) be the standard basis of C2. To each edge we assign a vector in

C?, with e; corresponding to an occupied edge, and e, to an unoccupied edge. Then, in the
tensor product basis e; ® e1,e1 ® €3, €5 @ €1, €3 ® €9, we can arrange the six vertex weights
into the 4 x 4 matrix

0
0 0
0 c  be TV 0 (2:2.2)
0 ae H=V
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Here we explicitly write the dependence on the spectral parameter and magnetic fields. Let

R(u) = R(u,0,0). We can write R(u, H,V) as
R(u,H,V) = (D" @ DY) R(u) (D" @ DV) (2.2.3)

T 0

where D = (e u ) The ice rules imply the identity
2

0 e
(D® D)R(u,H,V) = R(u,H,V) (D ® D) (2.2.4)

for any diagonal matrix D.
In [5] Baxter showed that the R-matrix satisfies the Yang-Baxter equation

Rio(u)Ryz(u 4+ v)Rag(v) = Ras(v)Riz(u + v) Rya(u) (2.2.5)

in C?> ® C?®C?, where the subscripts indicate which factors of the tensor product the matrix
acts on and R(u) = R(u,0,0). This along with equations (2.2.3) and (2.2.4) imply that

ng(U)ng(U + v, H, 0)R23<U, H, 0) = R23<U, H, O)ng(u + v, H, O)ng(u) (226)

The transfer matrix and partition function

Using the R-matrix above, we can construct the partition function for the six vertex model
on a cylinder.

Consider the inhomogeneous 6-vertex model on a cylinder with inhomogeneity parameters
v,k =1,---, N corresponding to vertical lines of the lattice. That is, for a single row the
spectral parameter at site k is given by u — v,. Construct that quantum monodromy matrix
To(u,{vg}, H,0) : C? @ (C*)®N — C? @ (C?)®N by

To(u, {vp}, H,0) = D Ry, (v — v1) D> Ry (u — v3) - - - D2 Ry (u — vy)

_ (g% ggzg) . (2.2.7)

Here, the first factor is enumerated by a, others by 1,--- N. The matrix elements of
T.(u, H,0) can be thought of as weight of the configuration on a single row with given
boundary conditions. Taking the trace over the first factor and adding a vertical magnetic
field we have the row-to-row transfer matrix t(u, {v.}, H,V) : (C*)®N — (C%)®N

t(u, {vp}, H,V) = (D?V - - DX Tr, Ty (u, {vi}, H,0). (2.2.8)

The elements of this can be seen as the weight of a configuration of a single row on the
cylinder with specified boundary conditions and magnetic fields H and V. Finally, we can
construct the partition function on a cylinder with M row with free boundary conditions
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and inhomogeneity parameters u;,i = 1,--- , M corresponding to the horizontal lines of the
lattice

Zyin{uid {on}, H,V) = tu, {on} H V)t (ug, {on}, H V) - tluar, {o, H V).

The partition function with boundary states & and & is
ZﬁlN,gl,@({ui}v {Uk}v H, V) = (gla t(ula {Uk}a H, V) (U27 {Uk} H, V) (UM, {Uk} H, V)gg)

where (,y) is the natural scalar product on (C?)®". Note that equations (2.2.4) and (2.2.8)
imply that in the case of the cylinder the vertical magnetic field only contributes an overall
factor of eM(N=21)V {4 the partition function, where n is number of vertical edges occupied
by paths in each row. Because of this we will focus on the partition function of a cylinder
with V' = 0.

If we then take the trace over (C?)®V we get the partition function for the M x N torus

Zige (uh vk, V) = Tr (Z5i({wd, (uh, B, V)
Note that

tO’I‘uS({uZ} {Uk} H, V :ZQMN 2n)V torusn({uz} {Uk} H)

According to the terminology in statistical mechanics, it is natural to call Z473*(u, H, V') the
grand canonical partition function, where we sum over all possible topological configurations
of paths on the torus. The partition function Zi/\*"(u, H) in this sense should be called
the semigrand canonical partition function, where the number of paths crossing a horizontal
cycle is fixed by n.

The spectrum of transfer-matrices for finite NV

(a2+b270

2 . . . . .
Here we assume A = ——— ) < —1. In this region Baxter’s parametrization is

a = sinh(n —u), b=sinhu, c¢=sinhn.

In this parametrization A = — coshn and 0 < u < 7. Later we will comment on other values
of A.

The following construction is known as an algebraic Bethe ansatz'. It states that if {«;}
satisfy the Bethe equations

l_N[ sinh(Z + i — vy,) (RHN H sinh(i(a; — au) + 1)

sinh(3 —ia; + vy,) smh i(a; — au) — 1) (229)

! The idea of using a superposition of plane waves as an elgenfunctlon for the Heisenberg spin Hamiltonian
(which is the the logarithmic derivative of the transfer-matrix of the homogeneous 6-vertex model at v = 0)
goes back to H. Bethe [9]. It was first applied to the 6-vertex model by E. Lieb in [67] for zero magnetic
fields. Shorty after C.P. Yang [94] applied it to the asymmetric 6-vertex model (with magnetic fields). The
algebraic form we use is due to L. Faddeev and L. Takhtajan [38].
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then the vector
Blar).. Blan)Q, Q- G) %@ ((1)) (2.2.10)

is an eigenvector of the transfer-matrix (2.2.8) with the eigenvalue

N
A H,0) = M| | sinh(n —
(oo 1.0) = e | Lsinhton =00 TR =505

“rosinh(2 + u — ia;)
(2.2.11)
)

il sinh(2 — u + i
e NH H sinh(u — vg) H 2 :

- sinh(u — 2 —ia;)

This is the description of the spectrum of the transfer-matrix for the model in the horizontal
magnetic field H with inhomogeneities {vy} for A < —1.
Define functions p and © defined by,
+2icx

eip(@) — e" —1

en — eZia

sinh(Z + ior)
(
(

b

sinh(2 —ia

i9(a—pA) 1+ eZp( a)+ip(B) _ 2A6ip(a) (2212)
’ T 1+ e+ — 9Aeir(B)
sinh(icc — if8 4+ 1)
sinh(iac — i —n)
The following identities can be checked directly:
pla’) =p(a)  p(=a) = —p(a) (2.213)

O(a") =0(a)" O(—a)=-0(a)

Here a* is the complex conjugate of a. In terms of these functions, the Bethe equations can
be conveniently written as

N

H eplagtivy) _ 2HN ﬁ (_ei@(aram)> )

k=1 m=1,m#j

Remark 2.2.1. The spectrum of the transfer-matix for other values of A can be obtained sim-
ilarly, using the analytical continuation. In terms of functions a(u),b(u), ¢(u) parametrizing
weights of the model, the eigenvalues of the transfer matrix for all values of A can be written
as

n

al a(N; —u _NH alu— N
A(u, {vp}, H,0) = &V H U — U Hbé)\z Hbu—vk Hbé )\l))
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encompassing any choice of parametrization, where the A; solve the Bethe equations

N n
/\ — Uk (l z)

kil i=1,i#j]
Equations (2.2.11) and (2.2.9) follow from choosing the parametrization for A < —1 and
letting \; = ia; + 2. For details, see, for example, [63].

Introduce notation

et — ¥ sinh( +u —ia)
en—2ie — 2 sinh(2 — u + ia)
emrdio _ gumn sinh(2 — u + i)

e — ent2ia sinh(u — 2 —ia)

e+ (atiu)

(2.2.14)

- (akiu) _

Then the formula for eigenvalues of in terms of solutions to Bethe equations can be written
as

N n
A(U, {Uk}, H, 0) = H sinh(n —u+ Uk) H e+ (aj+iu)
. ~ (2.2.15)

2.3 The thermodynamic limit

In this section we will describe the asymptotic of the partition function when N, M — oo
using the analysis of the Bethe equations in the limit N — oco. We will first describe the
case of homogeneous weights.

The ground state for finite NV
Recall the Bethe equations are

n

N
Heip(afrivk) = 2HN(_1)n1 H 1O —am)

k=1 m=1,m#j

Choosing branches of logarithms in the definition of p(«) and ©(a — ) we can write them
as

Al ol "
Zﬁp(@j"i_ivk): ' N]+ Z N@(&j—am)

k=1 m=1,m#j
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where I; are integers for odd n and half-integers for even n.
The first basic conjecture in the Bethe ansatz description of the largest eigenvalue of the
transfer matrix, in the subspace with fixed n, states that

Conjecture 2.3.1. When the inhomogeneities and H are sufficiently small, or when the
system is homogeneous, the mazimal eigenvalue corresponds to solutions of Bethe equations
with
I = n+ 12— 2j |
This conjecture has a long history. Perhaps, the first detailed study of this conjecture,
applied to the Heisenberg XXZ spin chain was done in [95] where the authors also give an
account of prior results. It was used to characterize the ground state when N — oo and to
compute the free energy in this limit in [94][89]. An account of this and other works on the
6-vertex model can be found in a survey [68] and in [5]. Among more recent results are: a
detailed exposition of results from [94][89] was done in [73], for a rather detailed study of
analytic properties of solutions to Bethe equations for SOS model with twisted boundary
conditions see [7], an explicit description of the ground state energy and the free energy for
the b-vertex model was found in [42].

jzla"'7n

The ground state in the limit N — oo, homogeneous case

The following conjecture describes the behavior of the solution to the Bethe equations cor-
responding to the maximal eigenvalue of the transfer-matrix in the limit when N — oo and
the ration n/N is fixed.

Conjecture 2.3.2. Fur the ratio 5;. As N — oo, the roots of Bethe equations corresponding
to I; from conjecture 2.5.1 become distributed along a contour C which is described below.

To describe C, let us we introduce

I q q
_opt Ly <l 3.
2t = 21 5 St <3 (2.3.1)

where ¢ = n/N. We will write a(t;) for o;.
As N — oo with ¢ fixed, according to the conjecture 2.3.2, the roots a(t;) of Bethe

equations form a complex-valued function a(t), t € [—%, %} The Bethe equations become
the non-linear integral equation for «(t)
q/2
ot = p(a(t)) + 2Hi — / Oa(t) — als)) ds. (2.3.2)
—q/2

The image of the function « is the contour C'. This contour connects the endpoints A =
a(—q/2) and B = a(q/2). Note that A = A(q, H) depends on both the density and the
magnetic field (and similarly for B).
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Conversely, denote by t(a) : C — [—%, 4] the inverse of a(t). The function ¢ can be
analytically continued off the contour, yielding a complex valued function ¢(«) which analytic
away from singularities and branch cuts. Define p to be the density of roots of Bethe

equations along C'. We have

(2.3.3)
Note that Im(p(z) dz|c) = 0 and

/ pla) da = q. (2.3.4)

A
From the Bethe equations we obtain the equation for ¢(«) given by

2t(a) = pla) + 2iH — /A O — B)(B)dB. (2.3.5)

Here a € C' and the integral is taken along C'.
Note that |[Re(t(a))| < 4 and t(B) = 2,t(A) = -1
Suppose « is on the contour so that ¢(«) is real. Conjugating equation (2.3.5), we have

2t ()* = — 2H —|—/ O« () dvy*
= p(a*) — 2iH +/ O(a” —y)t'(v")dy"
C
— —p(—a*) — 2iH + /C O(a” — )t (7)dy
= —p(—a*) — 2iH — /C@(oz* + N (=7)dy

——plea’) =2l + [ B(=a” =) (=

= —2mt(—a”)
where we used the the fact that we extended t analytically so that ¢'(y)* = ¢/(y*). Thus
we see that —a* lies on the contour and t(a) = —t(—a*). It follows that the roots are

distributed symmetrically with respect to reflecting across the imaginary axis. In particular,
B=-—A*
Differentiating equation (2.3.5) we obtain an integral equation for p(«) given by

27p(a /K a—p)p(B)ds (2.3.6)

where K = ©'. Note that the kernel in the integral equation (2.3.6) is a meromorphic
function of a. This means that the contour can be deformed as long as it does not cross a
pole of K(a — ). The condition (2.3.3) selects a representative of the equivalence class of
continuous deformations of the contour, such that p(a) da is a positive density.

Given the solution to (2.3.6), the equation (2.3.5) defines #(«).
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Maximal eigenvalue in the thermodynamic limit

Recall the form of the eigenvalues (2.2.15) of the homogeneous transfer matrix
A(u, H,0) = Ay (u, H,0) + A_(u, H,0)

where
n

A (u, H,0) = sinh(n — )V H ¥+ (ayFiu)
j=1
and )

A_(u, H,0) =e " sinh(u)" H e¥-(agtiu),

j=1

For generic values of H, only one of A4 contributes in the thermodynamic limit.
Define

VF) (a) = Yy (a +iu)
where 1 are defined by equation (2.2.14). These functions satisfy
O (@) =9 (=),

Define as well
Iy =Insinh(n —u), [- =Insinhu, (2.3.7)

where we recall that in our parametrization 0 < u < 7.
Fix H and the ratio ¢ = 5. As N — o0, one of the two terms, A, or A_ dominates and
for the largest eigenvalue of the transfer matrix is

Amasx(u, ¢, H) = M@ (14 0(1)),
where the function H,(q, H) is the semigrand canonical free energy of the six vertex model
Hu(q, H) = max HE(q, H) (2.3.8)
where

HE(q, H) = +H + I+ +/ YE(a)p(a)da (2.3.9)
c

is the limit of + In(A4 (u, g, H)) when ¢ is fixed, and p(«) is the density of Bethe roots along
the contour C' where they concentrate in the limit N — oo.
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The free energy of the six vertex model on a torus

Recall that grand canonical partition function of the six vertex model on a torus can be
written as

N
3 (u, H, V) =) - eMN=2mV 7008 (u, H) (2.3.10)
n=0

where Zﬁ?ﬁs’"(u, H) is the semigrand canonical partition function. The semigrand canonical
partition function itself may be written as

Zn M (u, H) = Z(A{ai}(u, H)H)M
{ai}

where the sum is over all collections {oy, ..., a,} that solve the Bethe equations, and A,y
is the eigenvalue of the transfer matrix t(u, H,0) corresponding to these Bethe roots.

Thus, when N, M — oo with ¢ = & fixed, and M >> N, one expects the asymptotic of
Z0h* ™ (u, H) is determined by the contribution from the maximum eigenvalue. From this
we have

Zﬁ%&n(U,H) _ eNMHu(QvH)(l + O(l)) (2311)

with J#,(q, H) the semigrand free energy defined in (2.3.8). One can argue that this asymp-

totic is uniform in % and is given by the same formula when N, M — oo and the ratio %
is finite. Combining this asymptotic with (2.3.10) we obtain the following asymptotic of the

grant canonical partition function as N, M — oo
zterus(y, H) V) = eNMVNMAMHV) (1 1 (1)), (2.3.12)

Here the grand canonical free energy is the Legendre transform of the semigrand canonical
free energy with the vertical magnetic field V' conjugate to ¢:

fu(H,V) = mgxx(%ﬁ(q, H) —2qV). (2.3.13)

2.4 Analysis of density integrals and integral
equations

In this section we will study integral equations that appear from Bethe equations in the
thermodynamic limit and prove the properties that we use in the proof of the Poisson com-
mutativity of Hamiltonians. In Table 2.1, below, we summarize multiple notations that we
use.
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Function Definition Location
O(a — B) ei®loh) = _SIMo-n Def. (2.2.12)
K(a—p) K(a—B) = 20(a—p) Eqn. (2.3.6)
p(«) (@) = % Def. (2.2.12)
Yoo+ iu) et (artiv) — % Def. (2.2.14)
HE(q,H) | HE(q,H)==+H +In sinh( + (4 —u)) + [, v+(a+iu)p(e)da | Eqn. (2.3.9)
F(a,7) (I+5+K)*xF=30 Eqn. (2.4.1)
(a,7) R(a,y) = &F(a,7) Eqn. (2.4.2)
Dy(a) (I+5%K)xDi(a) = & (0(a — B) + O(a — A)) Eqn. (2.4.9)
D_(«) (I+5K)*«D_(a) =5 Eqn. (2.4.9)
13 ¢ =2mi (f'(B) + [, ['(a)R(c, B)d) Eqn. (2.4.13)
3 £ = 2mi (f"(A) + Jo f'(@)R(a, A)daxr) Eqn. (2.4.13)

Table 2.1: The definitions of various important functions used in the chapter.

Integrals kernels and integral equations

The integral equation (2.3.6) for p can be written as

1 1
— K - 4
p+<27r *p) ol
or
I+ K _
2 N 27Tp

where * is convolution, I is the convolution identity, and we recall K («)

Define F' by
+or [ Kla-pF ~O(a—7)
— o — —O(a — 7).
2 C "

) df = o

= 0/(«a).

(2.4.

)
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Let R(a,y) = 2 F(a,7). It satisfies

Oy

Ra7) + 5 [ Ko = AR(3.9)48 = ~5-K(a =), 2.4.2)

In other words,

1 1
—K =——K
E+ 2T R 2

1 1
I+ —K =——K
= ( +27T )*R 2

1 1
= (I+—K)*R+(I+—K)=1
I+ K)* R+ (I +5_K)

1
= [+—K)«x(I+R)=1
2T

or as operators

1 -1
]+R:(I+—K) .
2

We see that F' and R satisfy

(I + iK) * F = i@ (2.4.3)
21 2

(1 + %K) «(I+R)=1 (2.4.4)

Lemma 2.4.1. The functions satisfy the following symmetries:
1. K(o*) = K(«)
2. F(=ar, =) = —F(a, B)"
3. pla) = p(—a”)
4. B, 9)" = R(—a”, =)
Lemma 2.4.2.

OF (v, 7)

5o~ = —R(a,7) = R(a, B)F(B,7) + R(o, A)F(A,7)
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Proof. Starting with the definition (2.4.1) of F' and taking the « derivative, we have

1 oF 1 0
%K(a—ﬁ) =20 T or . 2o - K(a—B)F(B,7v)ds
oF 1 0
%0 2 ). G_BK(Q — B)F(B,7)dp
oF 1
=50~ 5. Ble—B)F(B,7) — K(a— A)F(4,7))
1 OF(B,7)
+ % K(a—pg)———= a5 dgs.
Equivalently
i(K(a— )+ K(a— B)F(B,~) — K(a — A)F(A )) - (1+ ! K) + 0
o Y Y " o o )
Multiplying by (I + R) and using
((1 +R)s %K) (0, B) = —R(a, B) (2.4.5)
we have the lemma. O

Analysis of density integrals

In the next section we will study integrals of the form

- [ s i

for arbitrary functions f, where p and C' are determined by Bethe integral equation (2.3.6),
as well as conditions (2.3.3) and (2.3.4). We will also call these density integrals. Integrals of
this type describe largest eigenvalue in the thermodynamic limit (see equations (2.3.8) and
(2.3.9)). This section is a survey of [46] and [72].

Lemma 2.4.3. g(q, H) is real if f(a)* = f(—a%).
Proof. Since —C* =C

g f(@)” p(e)” da”
o

= / () p(v) dy
/f V) dy=g

We will assume f(a)* = f(—a*) since the functions ¢ (o) satisfy this assumption.
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First derivatives of g(q, H)

Here we will compute first derivatives of ¢ in ¢ and H. Recall that the endpoints of the
contour also depend on ¢ and H. Let dg(q, H) = 89 dq + 89 7dH be the total derivative with
respect to ¢ and H.

For the total derivative of g(¢, H) we have

dgla. H) =d [~ f(@)pla)da
A (2.4.6)
— 4B [(B) p(B) — dA f(A /f ) dp(a

Recall from equation (2.3.3) that p(«) is the partial derivative of ¢(«) along the contour C.
We can use this in the above and integrate by parts to obtain

dg(q. H) = dB f(B) p(B) — dA (A / (o) 20
— dB [(B) p(B) — dA f(A) o( 0t(B) - f(A)dt(A) (247)

0f(a)
—/A %G dt(a) da

We know that at the endpoints we have

t(A) = 54

(see equation (2.3.5)). Varying these equations in A and B we obtain

1
dt(B) + p(B) dB = 7dg

1
dt(A) + p(A) dA = —Zdg

(2.4.8)

Lemma 2.4.4. The variation of t(«) satisfies the following integral equation

U+%ﬂ%%Wﬂ=%M—£ﬂ&a—m+@m—An@

Proof. Starting from equation (2.3.5) and using the previous calculation (2.4.7) with f(a) =
O(a — ), we have

27 dt(a)) =2i dH — dB ©(a — B) p(B) + dA O(a — A)p(A)
_O(a— B) dH(B)+O(a— A /Ka— ) dt(8) dB.
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Then substituting equations (2.4.8) for p(A)dA and p(B)dB gives

1 i 1 1
—K =—dH — — - B - — —A
dt(o) + 5 dt(«) 7rd 47T@(04 ) dq 47T@(04 ) dq
which can be rearranged to give the desired result. O]

Define functions D, () as solutions to integral equations

1 1
I+ —K|*D_(a) = —
< N 2T ) *D-{a) 2m

(1 + %K) «D.(a) = %(@(a —B)+0(a— A)).

™

(2.4.9)

Lemma 2.4.5. The functions DL satisfy
1. D_(a) = 5 (1+ F(o, B) — F(a, A))
2. Di(a) =F(a,B)+ F(a, A).

Proof.

1. By definition of R we have
T+ LRk )s(T+R) =1, (I+R)+(I+-2K)=1I
_— *k fry % _— = .
2 ’ 2
Inverting I + %K in the definition of D_ we obtain

D_(a) =((I + B)* o) ()
+ L [ a5 as

1
o2 27 A

1 1 [POF(a,B)
o

+% A—aﬁ dp

Z% (1+ F(a, B) — F(a, A)).

2. Similarly for Dy we obtain

Dy(a) = (I+ R) 2i (O(a— B) + O(a — A))

™

= (I +R)* ((I+ %K) « F(a, B) + (I + QLK) *F(a,A))

™

= F(a,B) + F(o, A).
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O
It is easy to see now that the variation of ¢(a) can be written as
Lemma 2.4.6. )
dt(o) =2i D_(a) dH — 5 D, («) dq. (2.4.10)

Note the following properties of the functions Dy

1. When we vary ¢ and H, t(«) remains real which implies that dt(«) is real. It follows
then that

2. The functions D4 («) have the following symmetries with respect to the complex con-
jugation
D ()" =1+ F(—a",—p") 4+ F(—a*,—A*) = D_(—a")
Di(a)"=—-F(-a",A) — F(—a*,B) = —D,(—a").

In particular,
D_(B)=D_(A)

D, (B) = —D.(A). (2.4.11)
Lemma 2.4.7.
8D8;(5¢) = —R(a, B)(1+ Dy(B)) — R(a, A)(1 — D (A))
8Daofa) = R(a, A)D_(A) — R(e, B)D_(B)
Proof. This follows from a simple computation using Lemmas 2.4.5 and 2.4.2. H

Now, using the variation of ¢(«), let us complete the first variation of g(q, H).

Proposition 2.4.8. Partial derivatives of g(q, H) can be written as

3H —2i Cf'(a)D_(a) d

1 1 /
= U+ A+ [ FDie) do.
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Proof. Using equation (2.4.8) and Lemma 2.4.6, we have

dg(g, H) = dB f(B) p(B) — dA f(A /f (@) do
— (dB p(B) + dt(B)) f(B) — (dA p(A) + di(A / f(a) di(a
— 5B+ () da ~ [ fla)(2i D )dﬂ_%m(a)dq)da

= (@) + 1) + [ F@)D-(ayda) ~2di [ fie)D-

from which the proposition follows. m

Second derivatives of g(q, H)

Next we turn to calculating the second derivatives of g(q, H). To begin we prove several
lemmas that will be useful for later computations.

Lemma 2.4.9.
dF(a,7) = R(a, B) F(B, ) dB — R(a, A) F(4,7) dA
Proof. Starting with the definition (2.4.1) and taking the total derivative we have
1 (B
dF(a)+ 5 [ K@= 5) dF(E.) ds
TJa

4L (K(a — B)F(B,) dB — K(a — A)F(A,~) dA) ~0

2m
So
<I + 21K> « dF(a,~) = —21 (K(a — B)F(B,~) dB — K(a — A)F(A,fy)dA) (2.4.12)
™ i
Acting with I + R on both sides and using equation (2.4.5) gives the lemma. O]

Lemma 2.4.10. For the total derivative of D_(«) we have
dD_(a) = R(a, B) D_(B) dB — R(a, A) D_(A) dA.

Proof. From the formula for D_(«)in Lemma 2.4.5 we get

! (dF(a B) — dF(a, 4) + 22 B) Mm) .

dD(o) = o OB oA
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Substituting the result from Lemma 2.4.9 into the variation of D_(«) we have

dD_(a) = (R(a, B) F(B, B) dB — R(a, A) F(A, B) dA

:27r
—R(a, B) F(B, A) dB + R(a, A) F(A, A) dA + 5’Fgg B) g aF((?CZ A) dA)

1 (R(e, B)(F(B,B) — F(B,A) + 1) dB — R(a, A)(F(A,B) — F(A,A) + 1) dA)

27
=R(a,B) D_(B) dB — R(a,A) D_(A) dA

as desired. O
Lemma 2.4.11. For the total derivative of D, () we have
dD.(a) = R(a, B) (1+ Dy(B)) dB + R(a, A) (1 — D4(A)) dA
Proof. By straightforward computation starting from Lemma 2.4.5 we obtain
B OF(a, B) OF (a, A)
dD, (a) =dF (o, B) + dF (o, A) +dB 55 +dA oA
=dF(a,B) + dF(a, A) +dB R(a, B) + dA R(a, A)
= R(a, B) dB + R(a, A)dA+ R(a, B)F(B,B) dB — R(a, A)F (A, B) dA
+ R(a, B)F(B, A) dB — R(a, A)F(A, B) dA
= R(o, B)(1 4+ F(B, B) + F(B, A)) dB + R(a, A)(1 — F(A, B) — F(A, A)) dA.
O

Using Lemma 2.4.5 again gives the desired result.

Lemma 2.4.12.

1

1+D.(B)) D_(B)=—

(1+D+(B)) D_(B) = o

Proof. Let J = (1+ D, (B)) D_(B). It could be that D, D_ depend on A = —a +ib, B =
a+1ib. Note, however, that F'(«,y) is invariant under a pure imaginary shift in «, v, and the
contour, so D (B), D_(B) can only depend on a. When a = 0, we have F(a, ) = =0(a—7)
and it follows J = % It is left to show that the full derivative of J with respect to a is zero.

Taking derivatives we have

d _ 9D_(a) 0B 0D_(«a) 0A  0D_(«) 0B
PP =50 | sda T T OA lesda T OB lasda
%DJF(B) T Oa  le=p da + OA  la=p Oa + OB lo=p 0a
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Using Lemmas 2.4.7, 2.4.10, and 2.4.11 for the derivatives and recalling D4 (A) = FD.(B) =
FD., these become

d%D(B) _R(B,A)D_(A) — R(B, B)D_(B) + R(B, A\D_(A) + R(B, B)D_(B)
_9R(B, A)D_(B)
LD (B) = = R(B.B)(1 = Dy (4)) ~ R(B, AY(1+ D (B))

— R(B, A)(1 — D4(A)) + R(B, B)(1 + D+ (B))
= —9R(B, A)(1+ D,(B)).

From which it follows

d d d
=~ J=D_(B)— 1 iy
7.J = D-(B)7-D+(B) + (1 + D+(B))--D-(B)
— 2D (B)R(B, A)(1 + Dy (B)) +2(1 + D, (B))R(B, A)D_(B)
= 0.
We see that (14 D4 (B))D_(B) = 5=, independent of the endpoints of the contour. O

Introduce

g:2m(f’(3)+ /C f'(a)R(c, B) da),

_ (2.4.13)
§=omi(f/(4) + /C (@) R(a, 4) do).
Note that since f(a)* = f(—a*) we have £ = £*.
Proposition 2.4.13. The following hold
i 99 _ —lD_(B) £dB + 1 D_(A) £ dA (2.4.14)
0H T ™
3 : : N
da—‘;] - —ﬁ(l + D, (B))¢dB — ﬁ@ — D, (A))E dA. (2.4.15)
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Proof. We first prove (2.4.14). Starting from Prop. 2.4.8 we have

ag_ . '

_ 9 (dB f(B) D_(B) —dA f'(A / fe)dD )
=2 <dB f'(B) D_(B) —dA f'(A)D_(A)

/ o (B) dB ~ R(a, A) D_(A) dA) da)
:—2z<dBD /f R(a, B)da)

—dAD_ /f R(a, A) da

where we use Lemma 2.4.10. Now let us prove equation (2.4.15). From Prop. 2.4.8 we have

i’ —%(f’(B) AB + ['(4) dA) + %(f’(B)D+(B) 4B — f(A)D, (A) dA)
/ fla 1+ D, (B)) dB + R(a, A) (1 — D_(A)) dA) da

:§<f( )(1+D+( +(1+D(B /f aBda

1

+§(f’(A)(1—D (4) (4) [ 1@, A)a)

where we use Lemma 2.4.11. O

Now let us express dA, dB in terms of dH, dgq. Substituting the formula (2.4.10) for dt(«)
into equation (2.4.8) we obtain

1 1
2 D_(B) dH — 3 D+(B) dg + p(B)dB = 7dg

2% D_(A) dH — % Dy (A) dg + p(A)dA = —%dq

- () (55,0
(

= (S ) ()

or

(2.4.16)
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Proposition 2.4.14. The second derivatives of g(q, H) are given by

P9 _ 2 (D(B)?, D_(A)?;
OH* W( /B) © T o(A) f)
8?9—31 - _% <%§)<B) D_(B) &+ %/B(A) D_(A) §>
Tg_ 1 ((1 T D:(B))? (1= Di(A)? 5)
dg° 87 p(B) (A)

Proof. Combining (2.4.16) with formulas for the second variation, (2.4.14) and (2.4.15), we

obtain

+%((%§“)d;f—
_'(Dp( K- p<(j>) ¢)an
(S rm e = b )

+D.(B)

e dq) D_(B)¢
_D.(4) -
20(A) dQ) D_(A)¢

and

Recall that the quantity we are interested in is equation (2.3.9) in which the role of f(«)
is played by ¥ (). The functions 1= (a) depend on the spectral parameter u as ¥ (a +iu).
We will assume then that f depends on the spectral parameter in the same way. In particular,

of _ 1
%—Zf.
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Proposition 2.4.15.

aijgu = _% (D-(B) — D-(4)¢)
o2~ L (0 D) e+ - Do) )

Proof. Starting with Proposition 2.4.8

R

= —21( (B)D—(B) — f(A)D-(4) —/

C

f(a)D" () da)

- —2i(f(B)D_(B) — f(A)D_(A) +/Cf(a)(R(a,B)D_(B) — R(a, A)D_(A)) da).

Differentiating with respect to u gives

0%g , /
S —2(f (B)D_(B) — f'(A)D_ (A)+/Cf(a)(R(a B)D_(B) — R(a, A)D_(A)) da)
/ e ) —20-) (1 + [
:—;<D-<B> v,
Similarly
dg 1 1 ,
D1 A>>+2/Cf<a>D+<a>d
= S/B)1+ Dy(B) + (A1 = D-(4) ~ 5 [ fl@)D (@) d
— S HB1+ Dy(B) + 311~ D-() + 5 [ f@)R(a BY1+ D (B))da
C

/f Rla, A)(1 = D (A))da.

Differentiating with respect to u gives

= (14 DBy €+ (1= Dy ).
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2.5 The limit shape and its integrability

The variational principle

Using the same arguments as in the case of dimer models [20], and in the homogeneous six
vertex model [96, 76, 83], one can formulate the variational principle for the six vertex model
with inhomogeneous weights.

Introduce the height function for the six vertex model in the usual way, see for example
[83]. It is an integer valued function 6, ,, defined on faces of the square grid. Its value on
a face is determined by local rules shown in Fig. 2.2. After choosing the value 6,; at a
single face, the local rules give a bijection between possible height functions and six vertex
configurations on a planar simply connected domain.

However, local rules do not define a height function on a cylinder. In this case, the local
definition of the height function may lead to a discontinuity along a non-contractible path.
This simply means that the global object defined by these local rules is not a function but
a section of the corresponding line bundle.

To have a height function be a true function we cut the cylinder at column n = 0 and fix
its value at a face with the condition 6y = 0. Thus, the height function for us is a function
Opm withn =0,1,...,N,m =0,1,..., M. If a six vertex configuration has ny paths entering
from the bottom and exiting from the top, the height function has monodromy

9N,m - 90,m = Ny.

9+1|9—|—2 0 0 0+1160+1 0 |9+1 9+1| 0 0 0

9|9—|—1 0 | 0 0 | 0 9|9+1 6 | 0 9|9+1
Figure 2.2: Local rules for the height function of the six vertex model.

Let us describe the thermodynamic limit for a torus and the formation of the limit shape.

Fix a sequence {e;}7°, such that ¢, — 0 as k — oo and ¢, > 0. One should think of
it as a sequence of mesh lengths. Consider a sequence of cylinders of size Ny x M} such
that Nyep, — L and Myep, — T as k — oo. Fix two functions ¢1, ¢ : [0, L] — R satisfying
conditions

|0i(x) = ¢i(a)| < |z — 2|

assuming that ¢;(L) = ¢;(0) + ¢ for some 0 < ¢ < 1.
Fix a sequence of non-negative integers nf such that e,nk — ¢ as k — oo. For each k fix
functions 651, 0%2 : {0,1,..., Ny} — Z such that

o = 051 < I, 05— 0" —
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Assume that as & — oo, normalized boundary height functions €,0%?, regarded as a piece-
wise linear function on [0, L], converges to ¢; in L., topology. Also, assume that u; = u(exi)
and v; = v(egi) where u(x) and v(y) are smooth functions.

Define the space Hf}f‘fs; of asymptotic height functions as the space of mappings h :

[0, L] x [0, T] — R with the properties
|h(z,y) = k(2 y)| < |z —2'|, [h(z,y) = Pz, y)] < |y —¥|

WML,y) =h0,y) +q, Wz, 0) =¢1(x), h(z,T) = da(x)

where 0 < ¢ < 1.

Applying the same arguments as [20] we expect that the sequence of random variables 9,’37m
(height functions for the six vertex model on Ny x M} cylinders with boundary conditions
6% and 6%?2) have the following asymptotic:

6ken,m — ho(l’, y) + €k¢(x7y) +...

Here we assume that ¢n — z,epm — y. The deterministic functions ho(x,y) is the limit
shape and the random variable ¢(x,y) describes Gaussian fluctuations around the limit
shape. The convergence is in probability, with respect to to the six vertex probability
measures on N X M cylinders.

The limit shape hg in the inhomogeneous six vertex model is the minimizer of the func-
tional

L T
S[hl = / / Tuly) (@) (Deh, Byh)dyda (2.5.1)
0 0

in the space Hfli’f;.

Hamiltonian formulation

As was done in the homogeneous case [83] let us reformulate the variational principle in the
Hamiltonian framework. For the time being we will assume that the six vertex model is
homogeneous in the vertical direction, i.e. u(y) = u.

Define the space of asymptotic height functions H , in one horizontal layer as the space
of mappings h : [0, L] — R satisfying the Lipschitz and periodicity conditions

[h(z) = h(z') < |z —2'[, h(L,y) = h(0,y) +q,

where 0 < ¢ < 1 is fixed. Elements of the cotangent space T*Hy , can be identified with
pairs of functions (7(z), h(z)) where h(z) is as above and 7(x) is a function periodic in z.
It is an infinite dimensional symplectic manifold with symplectic form

w— / " 5(e) A Sh(x)de. (2.5.2)
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Now let us formulate the Hamiltonian version of the variational principal. It is an easy
exercise to check that if (w(x,y), h(z,y)) is a flow line of the Hamiltonian vector field on
T*Hr, 4 generated by the Hamiltonian function

H,(, h):/o Hou—v(z)(Ozh(x), T(x))d. (2.5.3)

then h(x,y) is a solution to the Euler-Lagrange equations. Here the function H, (g, H) is the
semigrand canonical free energy (2.3.8).

Moreover, there is unique flow line (7o, ho) of this Hamiltonian vector field which connects
Lagrangian subspaces T} H, 1 and T} H, 1 in Euclidian time 7. And the component hy is

the minimizer of 2.5.1. Also, the pair (m, ho) is the unique critical point in T*Hf}‘f); of the
Hamilton-Jacobi functional

Sua(m,h) = / / (2, 9)0 (2, y) — i @, ) () dyde (2.5.4)

Indeed, first minimizing in m and evaluating this functional at the unique critical point we
will arrive to the minimization problem for (2.5.1). The existence and uniqueness of the
critical point follows from the convexity of H,(s,t) in ¢.

Poisson commutativity of the Hamiltonians

The main result of this chapter is the Poisson commutativity of the family H, (7, h) where
v(z) is an arbitrary smooth functions as described in 2.5. The first step is the following
proposition that characterizes the commutativity of the Hamiltonians H, in terms of differ-
ential identities for the densities H,_y ().

Theorem 2.5.1. The Hamiltonians 2.5.3 form Poisson commutative family
{H,,H,} =0

for any u and w if the following identities hold for H = H(mw, h,u—v(x)) and H = H(m, h,w—
v(z)): L
Hi1Hao — Hi1Hae =0

7'[11ﬁ23 + Huﬁm — H137:Z12 — H23ﬁ11 =0 (2.5.5)
HioHos + HooHiz — HizsHor — HosHia =0

where f; means the derivative of f with respect to the i-th argument.

Remark 2.5.2. The assumption that v(z) is smooth can be relaxed; for example, the com-

putations are almost identical when v(z) is piecewise smooth, but with some subtleties that
we will not discuss here.



39

Proof. Straightforward computation gives
L
{H,,H,} = / (Ad,m+ B 02h+ C 0,(u—v(z))) dy (2.5.6)
0

where _ B

A=HuHy — HiuHo

B = HigHy — HisHs (2.5.7)

C = HizHs — HizHo.

The integrand in (2.5.6) will be a total derivative if all the mixed derivatives are zero (a
closed one form), that is

0y A—01B=0
A —0,C =0 (2.5.8)
a‘gB - 820 =0.

]

In section 2.5 , we will prove that the identities (2.5.5) hold for the 6-vertex model.

Proof of Commuting Hamiltonians

Let us apply the analysis of integral equations in the previous section to the case of interest
eqn. (2.3.9), reproduced here

He o0 H) = £H + 1o+ [ v (a)p(a)da
C

where [+ depend only on the spectral parameter. Note that when we take second derivatives,
only the contributions from the integral above will remain. This integral is precisely of the
form of g(q, H). Using Prop. 2.4.14 and 2.4.15 and Lemma 2.4.12, we have

2
Hi = —4173 Im(f/q)
Hip = —2 Re(¢/q)
Hao = Dl% Im(&/q)
ng = 2,% Im(f)
Haos = % Re(¢)

where we write Dy for D (B). As these identities hold for both H* and H~, they hold the
max as well. Note that all these quantities depend on the spectral parameter.
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Theorem 2.5.3. The identities (2.5.5) hold for the G-vertex model.

Proof. Start with the second equation of (2.5.5). Substituting the above expressions for H
give

7-[117:223 + 7_[123‘:\213 - H13ﬁ12 - H23ﬁ11

- _ % (Im(f/q) Re(€) + Re(&/q) Im(€) — (T4 - )>

=22 (1m(g€fa) ~ m(E/g)) = 0

Here we used the fact that ¢ and H are fixed (the same for H and ﬁ), and that the roots
of the Bethe equations do not depend on the spectral parameter u (so that D_ does not
depend on u).

Similarly, for the third equation

H12j—223 + 7—[2271213 - H13ﬁ22 - H23ﬁ12

= 7 (Re(€/q) Re(§) ~ Tm(&/q) Im(@) — (T ¢+ -))
= (Rel(€€/q) ~ RelcE/a)) =

The first equation follows from commutativity of homogeneous Hamiltonians. Reproduc-
ing this for completeness, we have

H11ﬁ22 — ﬁ117{22
= D (/o) oy Ea) + — I a) Ly T )

_ —4Im(§/q)1m(f/q) + 4Im(¢/q)Im(¢/q)
— 0.

2.6 Concluding remarks

We proved the Poisson commutativity of the family of Hamiltonians (2.5.3). It implies that
the Euler-Lagrange equations, regarded as an evolution equation in Euclidean time, have
infinitely many conservation laws. Thus, we can conjecture that the equations describing
the 6-vertex model with integrable inhomogeneities in the horizontal direction, and which is
homogeneous in the vertical direction, is integrable.
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When the model is inhomogeneous in the vertical direction, i.e. when u(y) is not a con-
stant function of y, we have the same conservation laws for the time dependent Hamiltonian

L
Hyy)(m, h) = /0 Hu(y)—o(x)(O:h(x), 7(7))dx.

This fact has a simple illustration in the finite dimensional case.
Assume (M, w) is a symplectic manifold and and Hj, ..., H, are Poisson commuting
functions on M. Consider a time dependent Hamiltonian

Hy(z) = f(H\(z),. .., Hy(z),1)

where f is a smooth function. It is easy to check that functions Hy,..., H, remain constant
along Hamiltonian flow lines generated by H;, i.e. along solutions to differential equations

da'(t) ) i OH,
0 S @ @ 2w

J

where this is written in local coordinates ' on M and w™!(z) is the inverse matrix to the
tensor w;;(x) representing w(z) = 3=, wij(w)dx’ A dx?, Y7 w (@) wj(z) = 4.

We were focusing on the case A < —1 and small inhomogeneities. Extending these
results to —1 < A <1 and to A > 1 is straightforward. In the describing the Hamiltonian
framework we were assuming smoothness of H,(q, H) in ¢ and H which is not alway true.
However, this assumption is valid when the values of (9,h, d,h) are in the disordered region.
This can always be achieved by choosing appropriate initial and target values of the height
function.
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Chapter 3

Correlation for dimer models on the
hexagonal lattice

3.1 Introduction

Dimer models on the hexagonal lattice can be seen as a five vertex limit of the six model
studied in the previous chapter. Like the six vertex model, dimers on the hexagonal lattice
develop a limit shape; that is, in the thermodynamic limit the height function as a random
variable converges to a deterministic function. In this chapter we study the asymptotic
of local correlation functions of this limiting height function for dimer models on special
domains of the hexagonal lattices. These results are presented in [51].

Asymptotical formulae for local correlation functions of height functions in dimer models
were computed in a number of papers for various regions and lattices, see for example [56, 17,
79]. Here we emphasize the relation to Dirac fermions, rather than to a Gaussian field. Dirac
fermions can be written in terms of Gaussian field due to the Bose-Fermi correspondence in
space one dimension, but the resulting expression is non-local. However, in many ways it is
preferable to think that Dirac fermions are more fundamental objects.

In the first section we recall basic facts about dimer models on the hexagonal lattice.
We compute the asymptotic of correlation functions using the integral representation in the
second section. In Section 3 we compute the same asymptotic using the definition in terms
of the difference equation.

3.2 Dimers on the hexagonal lattice and the
Kasteleyn operator

Dimer models on the hexagonal lattice

Let H be the hexagonal lattice with the bipartite structure shown on Fig. 3.1 and I' C
H be a finite subgraph which is a connected, simply-connected domain in H without 1-
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valent vertices. In other words I' is a connected, simply-connected domain assembled from
elementary hexagons.

Figure 3.1: Hexagonal lattice with bipartite structure.

A dimer configuration on D is a perfect matching on vertices connected by edges. In other
words, it is a partition of edges into two groups, occupied by a dimer and not occupied, such
that each vertex should be occupied by a dimer and two dimers never share a common vertex.
The Boltzmann weight of a dimer configuration is

w(D) = [J wle)

eeD

where the product is taken over edges occupied in the dimer configuration D, and w(e) > 0
are weights of edges which should be fixed in order to define the model.
Boltzmann weights define the probability distribution on dimer configurations on I' with

w(D)

Prob(D) = 7

where Z is the partition function

Z =Y w(D)
Dcr
The characteristic function of an edge e on the space of dimer configurations is the function
0. which has value on D of 1 when the e is occupied and 0 when e is not occupied. Local
correlation functions for dimer models are expectation values of products of characteristic
functions

E(er,...,en) = Z Prob(D) H e,
DcT i=1

It is clear that the dimer probability distribution and therefore local correlation functions
are invariant with respect to transformations w(e) — s(e;)w(e)s(e_) where s is any function
on vertices with positive values and ey are endpoints of e.

For the hexagonal lattice (our terminology will match Fig. 3.1) this means that we can
choose weights of tilted NW-SE edges and of the horizontal edges to be 1. And we will
denote remaining weights of SW-NE edges by x(e).
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The Kasteleyn operator

As it was discovered in the 1960’s the partition function and correlation functions of dimer
models can be computed in terms of determinants. For details see original references [50][39]
and an expository part of [18].

To define such determinantal solution we should choose a special orientation of edges, a
Kasteleyn orientation. On the hexagonal lattice it can be chosen as it is shown on Fig. 3.2.
In order to have determinants, not Pfaffians, one should choose an identification of black
and white vertices. We assume that they are identified by horizontal edges.

Figure 3.2: Hexagonal lattice with the Kasteleyn orientation which we use and with coordi-
nates of horizontal edges which are identified with adjacent vertices.

Choose an embedding of the hexagonal lattice in a square grid as is shown on Fig. 3.2.
We will denote coordinates of centers of horizontal edges as (h,t). Here h € %Z and t € Z.
Let D C %Z denote the embedded hexagonal lattice.

The Kasteleyn operator is a linear operator (a difference operator) acting on vertices of the
graph. After the identification of black and white vertices by horizontal dimers it becomes
a difference operator on a domain in a square grid with coordinates (h,t) € D acting as

(K F)(ht) = f(t.h) — f(t—1,h + %) +alht— %)f(t - %) (3.2.1)

It is convenient to think about such functions as functions on an extended domain D where
we add edges with 1-valent vertices to boundary vertices and define f(v) = 0 for each 1-valet

vertex v. According to the Kasteleyn theorem, the partition function Z is the absolute value
of the determinant of K.
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Local correlation functions can be computed in terms the inverse to K. We let R(t, h|t', i)
be kernel of the inverse to the Kasteleyn operator on D C %Z x Z. That is if

Kf=g

then
f(h,t) = R(h,t|h' ") g(h 1)

(h' t")eD

We have
1 1 1
R(t, h|i§/7 h’) —R(t—1,h+ i‘t,’ h/) + x(t — §)R<t —1,h— §|t/, h’) = 4(t, t')5(h, h') (3.2.2)

with boundary conditions R(¢, h|t', ') = 0 when (h,t) correspond to a 1-valent vertex. When
the domain D is non-compact one should impose boundary conditions when (¢, h) — oo but
we will not focus on this here.

Consider horizontal edges with coordinates z = (hg,t;). Then for the local correlation
function we have the following formula

E(l’l, c. ,l’n) = d@t(R(tk, hk|tl, hl))z,lzl (323)

Note that Kasteleyn operators can be defined for non-compact domains as well, but that
should be supplemented by appropriate boundary conditions.

Kasteleyn fermions

The Kasteleyn solution of dimer models (the determinant formulae above) can be written in
terms of Grassman integral. Let Vp be the real vector space where the basis is enumerated
by vertices in the region D. Choose an element I € ANVp. It defines the Grassman integral

over A*Vp as
[r=n

where f € A*Vp and f; is its component in the basis I € AMVp. Let 9(h,t) be elements of
A*Vp corresponding to the basis vectors in Vp. Typically I is chosen as a monomial in
(longest ordered product with no repetitions). There are two choices of such integral I and
—1I.

Elements 1 are generators of the Grassman algebra A*Vp. In physics they are called
fermions since

w(hl7 t/>¢(ha t) = _Q/J(ha t)?/)(h/, t/)
In terms of generators we will write
[ = [sav
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Similarly the Grassman integral can be defined for the dual vector space V3. We will
denote corresponding fermions as ¥*(h, t).

The Grassman algebra A®(Vp @ V3) is naturally isomorphic to A*Vp @ A*VE. The integral
on this algebra can be identifies with the tensor product of integrals. We will write

/ F= / Fdy*dy

for such integral where F' is a polynomial in anticommuting variables ¢, 1*, generators of
N (Vp & Vp).

Define

A= Z W(f% t)(Kl/})(h? t)
(h,t)eD

where K1) is defined as in (3.2.1).

Note that our Grassman algebra has a natural anti-involution * : ¢; — 7,1 — 1); and
A* = A.

The determinant formulae for the partition function and for correlation functions can be
written in terms of fermions as

2| [ etaau
and N
_ f € ¢<h17 t1)¢*(h17 tl) s ¢(hn7 tn)¢*(hn7 tn)d¢*d¢
[ eAdyrdy
Note that neither the formula for the partition function, nor the formula for local correlation

functions depends on the choice of monomials defining the integrals.
Also, note that the inverse to the Kasteleyn matrix can be written as

A (h, O* (R, ) dy*d
R, hit' by = L i L

E(zq,...,2,)

We will call 9, 1¢* Kasteleyn fermions.

3.3 Continuum limit from the integrals representation

Continuum limit

Denote by ¢, : 37 x Z — R? the embedding of the square grid into R? such that (h,t) —
(et,eh). We are interested in the asymptotic of local correlation functions in the limit ¢ —
0 when the lattice domain D expands such that the image o (D) fills an R? domain D.
Because of the determinantal formulae (3.2.3) it is enough to find the asymptotic of the
kernel R((t1, hy), (t2, hs)) of the inverse Kasteleyn matrix.

We assume that as € — 0 and the lattice region is expanding accordingly to fill the
Euclidean domain D, the coordinates ¢; and h; behaving as t; = 7;/¢,h; = x;/e¢ where
(T i Xl) e D.
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The integral formula for inverse to the Kasteleyn operator

For special lattice domains D € Z X %Z the kernel of R = K~! has a convenient integral
representation. For a semi-infinite domain shown on Fig. 3.3 such representation was found
in [75]. Boundary conditions at infinity are determined by asymptotical configuration of
dimers as it is shown on Fig. 3.3.

h=-8(Y)

U, V., v, Ve, Uy

Figure 3.3: The lattice domain D with asymptotical boundary configuration of dimers. The
function B(t) is defined in (3.3.2). For details see [75].

Assume that the edge weights z(t — 3, h) in (3.2.1) are x(m, h) = ¢™ when V; < m < Uj
and z(m, h) = ¢~ when U; < m < V4. Define D, to be the set of m such that V; < m < U;
for some i, and D_ to be the set of m such that U; < m < V;;; for some 7. Then formulae

from [75] give the following integral representation of the inverse Kasteleyn operator:

1\? D _(z,t1)P, (w,ty) _, _
R((t1, ), (t2, ho)) = (%) /C /C (I)+EZ ti; + 2)2’ h1=B(t1),he+B(t2)

o (U), t?)
VA dzdu

Z—W z W

(3.3.1)

where

<I)+(Z, t) = H (1 - qu)> (I)*<Z>t) = H (1 - Zﬁlqim>

m>t,meDy m<tmeD_
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1 N 1 N-—1
B(t) =5 [t=Vil =5 [t - Ui (3.3.2)
=1 =1

for m € Z+% and t € Z. We assume Zij\ilVi = Zf\;l U; and Uy + Uy = 0.
From our set up we see that for the case when t € D, V; <t < U;, we have:

Ui—% Uit1—3 Uiy2—3
di(zt)= [ 0—2¢ J[ @-=¢m ]I
m=t+3 m=Vit1+3 m=Viy2+3
Vi—3 Vici—3
d_(2,t) = 1-="¢™ ]
m=Ui_1+3 m=U;_o+%

and for the case when t €e D_, U; <t < Vji1:

Ui+1*% Uprgfé
Dy(z,t) = H (1 —2z¢™) H
m:‘/i+1+% m:\/i+2+%
t_% Vi_% Vi—l_%
o= 10— T 0-=n ]
m:U’—’—% m:Ui—l“l‘% m:Ui_Q—i-%

Continuum limit

Now assume that g = exp(—e¢), € — 0 and that u; = Use, v; = Vie, 7, = tu€, Xo = hqee€ are
kept finite in this limit.

Lemma on g-dilogarithms.

The following lemma is known. We present it anyway for completeness .

Lemma 3.3.1.
tg—%
ze Tl In(1—t
[T (1—2qm) = et fm 2514 0(e))

m:t1+%

Proof. Recall the g-Pochhammer symbol (g-dilogarithm) defined by (2; ¢)oo = [[heo(1—24¢").
Suppose (z;¢)s can be expanded as:

S(z)

(z:9)ec = €< f(2)(1+O(e))

as € — 0. Then we have:
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as well as: ston
(2¢; Q)0 = € = f(2q)(1 + O(e))

We now write ¢ = ¢™¢ and expand the above in orders of e:

[\

62

S(z — ze+ ZE) = S5(2) + z(—e+

€ €
)S'(2) + 2255’”(2) + ...

€
2

[\

= 5(2) — e25'(2) + = (25'(2) + 225"(2)) + O(€®)

Equating the two expressions for (2¢; )~ we have:

eSO+ £(25(2) + 257(2)) + ) (f(2) — €2 () + ) = = [(2)

Now let’s look at terms order-by-order. For the 0-order terms we have:

In(l—=z)

S'(z) =

If S is chosen such that S(0) = 0 then

S(z) = /0 =),

t

For the e-order terms we have:
S(8(2) + 28" () f(2) — 2f'(2) = 52(=8'(2)) F(2) — 2f(2) =0

Using what we know about S(z) this becomes :

giving
fle)=vz—1

Putting this all together we have:

(2,q)00 = €xp (1 /OZ Mdt) Vz—1(1+ 0(e))

€ t
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Now we write our finite product as a ratio of infinite products and use the above result:

H (1 _ qu) _ (th1+§;q)oo

(20%2; ¢)
B 1 /zqt1+% ln(l o t) i@t qun _ 1(1 . O( ))
- e € Jogt2td t zqg~™ — 1 ¢
1 7073 In(1 —1) 27 — 1
=exp| — ——=dt ——(14+O(e
(6 a0og) L R
2qg ™ —1 1 > M in(l—t

Similarly we have:

t27% tQ*% tQ*%
[Ta=z"gm™ =" I ™[] -2
t1+% m:t1+% t1+%
So as € — 0 we have:
tQ_% T9-m TE3-T( 1 ze ln(l — t)
H (1 _ Z—lq—m> — (_1)t2—t1z— < e 2 exrp (E / B fdt> (1 + O(E))
t1+% e

Note that this asymptotic expansion is a meromorphic function of z on the complex plane
with branch cuts along [e™, €™].

Functions &, in the continuum limit

Now we can use computations from the previous section to find the asymptotic of &L (z,1).
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Indeed for t € Dy, ie V; <t < U; we have

Ui—3 Uiy1—3 Uiyo—3
Py (2,1) = (1-z¢™ I -z ]I
m=t+1 m=Viy1+3 m=Vi1o+4
1> In(l—t 1= " in(1 -t
€ Jyie—ui t € Joe %itl t

1 ze  Vit2 l o
erp (/ Tl(lt)dt)
€ Jze Hit2 t

Lo gt s gy
=exp / —i—/ —i—/ ——=dt + ...
€ Jz € Jze Wit1 € Jze Uit2 t

Vi—% Vz‘—1—%
d_(z,t) = 1-z"¢m™ ]
m=Ui—1+% m:Ui—2+%

2 2 U2
ViU Vi1 T 1 ze l 1 - t
(—2) e e eap (/ 1 =) )dt>
€ Jre vi—1 t

e

1ozt e (1 —t
exp </ —|—/ L)dt—i- >
€/, € Jyevi-1 t

1 1 2_.2
(—Z)_E ngivj_“j—leg o< Uy TUuG g

e Vi

Similarly, for t € D_, i.e. U; <t < V; 41 we obtain:

1o e T (11—t
b, (2,t) = exp (—/ +—/ Mdt—i—...
€ Jzemit1 € Jre mit2 t

i)

T 1 e L2 2 2_
<2 j<iVi "3—1626(7' U+ i VUG

O (z,t) =(—2)" =

1= 1 = n(1—t
exp (—/ +—/ n(—)dt + )
€ Joe—r € Joevi t

1 N 1N—1
B(t) :§Z|t—Vi\ —QZ“—U@W
i=1 i=1

Recall:
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Now define:

(t) _ Z]Sz‘/] - Uj—la for ¢ - D+7‘/; <t < Uz
t_Ui+Zj<iV}_Uj—lv fOI’tED_,UZ’<t<V;+1

ForteD,, V,<t<U;:

B(t Z|t—V|—*Z|t_U|+ZV Ui_1)

1<t
1 7 N i— N N-1 i—1
=3 Zt—ZHZt—Zt—ZVJJFZV] SUHY U+
j=1 j=i+1 =i j=i+1 j=i j=1

~

i i1 N _
1 t
A vj—ZUj+U0=5 2(21@ ZUj)UO2Uo
7j=1 7j=1 7j=1
where we use that Zjvzl Vi = Zj\;l U,;. A similar calculation can be done for ¢ € D_,
U, <t < V.
Now for the ratio of the ®’s:

P_(z, t)z—h—B(t)
CI)+(Z7 t)

S(z)

€

= Cexp ( ) (14 0(e))

where C' is a constant. Its value is not important as it will cancel in the asymptotic of the
integral. The function S(z) is

N N
2) =Y Lis(ze™) = Y Lig(") = Lis(ze™) = (5 o +x) Inz
=0 =1

and Liy(z) = [ i 11, ) dz is the dilogarithm.

Combining result from above we have the following asymptotical integral representation

for R.
S(z,71,x1)— S(sz x2)
R((H,Xl) (7-27X2 (2m) / /
z v Lw (3.3.3)
\/ dz d
M 10

Z—W 2 w

where the function S(z) as above. The integration contours are shown on Fig. 3.4.

The asymptotic of the integral (3.3.3).

We will be computing the asymptotic using the method of steepest descent, so first we should
study critical points of the function S(z).
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Figure 3.4: The integration contours in (3.3.3) are circles with |z| < |w| when 7, < 75 and
|lw| > |z| when 71 > 7» centered at the origin. They the contour C, intersect the positive
part of the real line as it is shown above with 7 = 7. The contour C, intersect the positive
part of the real line similarly with 7 = 7.

Lemma 3.3.2. The following identity holds
020\
25" (%) = <—0)
0 ( 0) aX

where 2z is a critical point of S(2).

Proof. For the first derivative of S in z we have:

95(2) & al
z P :;ln(l—ze 1)—;ln(1—ze N —In(l—zeT)—

(G-me) = (Hplimzed L)

(o) () - G
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N g
where f(z) = Licol==¢"") puo,

[T, (1=zev1)
From this we see that if z is a critical point of S, i.e. S’(z9) = 0 we have:

eXtE = _fl=)
1 —zpe ™

This defines zy as an implicit function of y and 7. Taking a derivative we have:

- (22)

For the second derivative of S(z) we have

() s+ (0 (55))

Taking into account the equation for the derivative of the critical point in x and that

o\?2
(z—) S(z) = 25'(2) + 229" (2)
0z
we obtain the value of the second derivative of S(z) at the critical point 2y and the desired
identity. O
Before we will compute the asymptotic of (3.3.3), we need one more lemma.

Lemma 3.3.3. The following identities hold:

-5, \/Z_O -3Sy _ \/Z_O

= — e 2
1— zpe 7

Indeed, we have the following identities which imply the lemma.

d . 820 ’ oS . 1 _r
%S(zo) = ES (20) + 5 |20 = —2ln(zo) +1In(1 — ze™ ")
d o 820 , oS .

ES(ZO) = o S'(z0) + (9X|ZO = —In(zo)

Theorem 3.3.4. The integral (3.3.3) has the following asymptotic when ¢ — 0 and all
parameters are scaling as before

0z Owo 9%y dwg
S(zq)=S(wq) Ox1 Ox2 S(29)=S(wq) Ox1 Ox2
R(h,t|Wt) = ("0 N a0 | stassta) § 9 9 (3.3.4)

Zp — Wo Zp — Wo

Dz Owo 0Zy Owo

S(20)—S(wg) Ox1 Ox2 S(z9)—S(wg) ox1 Ox2

e € — +e € I —
<20 — Wo 20 — Wo



55

Proof. As it is shown in [75] for (7, x) inside the discriminant curve there are two complex
conjugate critical points of S(z). The discriminant curve also know as the arctic circle is

S'(z) =5"(z)=0

Deforming integration contours to the contours which pass critical points in the steepest
descent direction and computing corresponding Gaussian integrals we arrive at (3.3.4). O

3.4 Asymptotical solutions to Kasteleyn difference
equation

Formal asymptotical solutions to the Kasteleyn equations

Here we will study the difference equation

PR — f(E—1.h+ %) . %,h)f(t - %) — 0 (3.4.1)

in the continuum limit when € — 0 and 7 = €t, x = €h are fixed. It is convenient to change
of coordinates:

T T
€+ =X+ 57 5— - 2
1
0y = 0- + §8X, 0_=—0.+ §8X
Let us look for asymptotic solutions to the difference equation (3.4.1) of the form f (¢, h) =
eeSEE)p(€, €.). The equation (3.4.1) gives:

eeSCEHEI (e, £) — eSEETIg(e, € o)t
v(és 5_——> SEr—etlpe, —e 6 ) =

Taking the limit ¢ — 0, we get the following non-linear differential equation for S at 0-th
order in e:

1—e?% e 99 =0 (3.4.2)
The first order terms 1-order terms give linear differential equation for ¢:
1 0_ 0 1
583568*‘9 ¢¢ 9-5 4 v82 Se~9+5 — v%e‘aﬁ - Ev'e_ms =0 (3.4.3)

The function S

Taking into account equation (3.4.2) we can write:

for some function zy(&,,& ).
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Lemma 3.4.1. The function zo(&y, &) satisfies differential equation

0—20(&4,€-) + 20(&4, E)v(&r — €)0120(4+,€) = 0

Proof. Indeed, differentiating (3.4.2) we obtain:

04 (0_5) = —0,In(1 — 2v) = ?+_(ng3
0_(045) = 0_(In(1 — zpv) — In(2)) = — (iijiz)f)zov N 8UU

These two identities imply
0_(20v) + (20v) 04 (20v) = (1 — zgv)200_v
Because v = v(&y — £_) we can rewrite this as:
(0_20)v — 290" + 200(0y 20)v + 2500 = — 20" + 250V
this gives the desired identity. O]

Note that when v is constant the equation for zy is exactly the complex Burgers equation
from [60].

The function ¢

Here we will describe general solution to the differential equation for ¢.

Theorem 3.4.2. Let zy(&4,&-) be as above, define the function

(8+ + 87)20

Zp — Wo

¢=1 (3.4.4)

where wy does not depend on £. ¢ is a solution to (3.4.3) if and only if 1 satisfies the
equation

(a, + 20"03+)17D = O
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Proof. First, let us now look at the the terms in equation (3.4.3) not containing ¢. We have:

10-In(1 —2zv) 1
ke Sl A —In(1 —
51 2 + 21)6+(ln(z0) In(1 — zv)) a0 5V T 0

1 0_(20) 1U (8+zo 0+(z0v)) 20 , 20

1
2 2 20 1— zyv 1—201}_5 1— zyv

20 1 ’ 20

2(1—2zv)? 2
~10_(20v) + v200+(20v) 1 Oy 1, =z

2 (1 — zgv)? 2 1—2zv 2 1— 2z
~ 1w(0-(20) + v2004(20)) + 20(0-v +v2004v) 1 Oyz 1 vz
T2 (1 — 2zov)? _Evl—zov_ﬁl—zov
1z 1 v0yz 1 vz
—51—201) _51—201) —51—202]
1T wdiz
21— 2oV

where in the fourth line we use the lemma from above.
Now the terms containing ¢ after the substitution (3.4.4) can be transformed as

1 0_¢ n vzg Oy
1—2zv ¢ 1—2v ¢
O+ 2udip | 1(0- +v2004) (0520 + 9-20) (0— + zvdy )z

(1 — zv) 2 (0420 + 0-20)(1 — zpv) (1 — 2zgv)(20 — o)
_ O+ 2udi (0= +v2004) (0120 + 0-20)
(1 — zv) 2 (0420 + 0-20)(1 — zpv)

where we again use the lemma from above. The denominator of the second term we can
write as

(0— + 2pv04 ) (0420 + 0-2p)

= (04 + 0_)(0- + 20v04) 20 + (04 + 0-)(20v)0+ 20
= (04 + 0-)(20v)0+ 29

= v(04 + 0-)(20)0+20

Here we use the lemma and the fact that (0, + 0_)v = 0. Combining expressions above, we
have the following expression for terms in (3.4.3)

1 0_¢ vzg 040  O0_Y+ 2v04 1 v0iz
1—2v ¢ L—zv ¢ (1 — z) 21— zv
Putting everything together, the equation for ¢ becomes
1 wdizg | O-¢p+ 200049 1 wdizg  O_th + 2gu0i¢
21— zv (1 — zv) 21 —zv (1 — z)

The theorem follows. O]
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The asymptotical behavior of the inverse to the Kasteleyn
operator in the continuum limit

Now let us find the asymptotic of the inverse to the Kasteleyn operator from the difference
equation.

Let zo(7.x) be a complex critical point of S(z, x,7) and wy(7’, x’) be a complex critical
point of S(z,x’,7"). Combining the previous results of this section we arrive to the following
asymptotic of R(h,t|h't'):

Dzg O

Ozp Owo Jwo
S(z0)—S(wq) Ox1 Ox2 S(29)—S(wg) Ox1 Ox2
_— —|— [ € _—

R(h, t|h't) = (e= %

0zZg O

(3.4.5)

Zp — Wy Zp — Wy

20 Owg 0Zg Owo

9z
S(z0)—S(wg) Ox1 Ox2 S(20)—S(wg) ox1 Ox2
€ — +te € _—
20 — Wo 20 — Wo
Which agrees with (3.3.4) when v(z) = e™".

3.5 Conformal correlation functions

Note that the asymptotical formula for the inverse to the Kasteleyn operator can be inter-
preted in terms of Kasteleyn fermions in the following way. In the appropriate sense one can
say that as e — 0

S(z0(:x)) S(z(7,x))

b(t, h) = alzo(7,x))e +a(z0(7, x))e

S(z0(7:x)) —, Szo(mx)

(L, h) = bzo(T, x))e™ < 4 b(z0(7, x))e

where a(z) and b(z) are components of the Dirac fermionic field with correlation functions

1

Z—w

< a(2)b(w) >=

The square roots in the formulae (3.4.5) appear from the spinor nature of conformal fields a

and b.

3.6 Conclusion

In this chapter, we compute the dimer correlation functions for dimers on certain domains of
the hexagonal lattice. We compute these correlation functions using two different methods.
First, from the asymptotic analysis of the contour integral formula for the inverse Kasteleyn
matrix and, second, from the definition of the Kasteleyn matrix as a difference equation. We
relate our results to description of the dimer model in terms of Kasteleyn fermions and the
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Dirac field. It would be interesting to generalize these results to more boundary conditions
and to study how the effects of the boundary conditions affect the formulation in terms of
the difference equation.
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Chapter 4

Arctic curves for bounded lecture hall
tableaux

4.1 Introduction

In this chapter, we study limit shape formation in a model known as bounded lecture hall
tableaux. Unlike the six vertex and dimer models which were originally motivated by physical
phenomenon, the lecture hall tableaux are combinatorial object arising from the study of
symmetric polynomials. We will show that in fact these tableaux can also be seen as a
collection of non-intersecting lattice paths. Moreover, they can be seen as a dimer model
that is very closely related to the hexagonal lattice dimers studied in the previous chapter.
We will show numerical evidence that the bounded lecture hall tableaux, like the six vertex
model and Z2-periodic dimer models, exhibit the limit shape phenomenon. Then, assuming
that this is the case, we study the resulting Arctic curves. These results are presented in
[27].

Sylvie Corteel and Jang Soo Kim introduced lecture hall tableaux in their study of multi-
variate little g-Jacobi polynomials [26]. They then enumerated bounded lecture hall tableaux
and showed that their enumeration is closely related to standard and semistandard Young
tableaux [25].

Figure 4.1: Tableau, non-intersecting paths, and dimers
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Given a positive integer ¢ and a partition A = (Ay,...,\,) with Ay > ... > X\, > 0, the
bounded lecture hall tableaux are fillings of the diagram of A with integers 7T; ; such that

L Ty < t(n—i+ )
2. Tij/(n—i+35) > Tijua/(n—i+j+1)
3. Tij/(n—i+j) > Tiy1;/(n—i—1+7)

We call them bounded lecture hall tableaux (BLHT) of shape A, bounded by t. On the
left of Figure 4.1, we give an example of such a tableau for t = 2 and A\ = (2,2). In this
chapter we study the asymptotic behavior of these bounded tableaux thanks by mapping
them to collections of non-intersecting lattice paths. An example of the path model is given
on the middle of Figure 4.1. The right on Figure 4.1 shows how it is also possible to map the
bounded lecture hall tableaux to a dimer model in which the faces of the underlying graph
consist of hexagons and octogons. While we will we not need this mapping in what follows,
we include its description as it shows how the BLHT an interesting class of dimer models
distinct form the well-studied Z? invariant dimer models. Detailed definitions will be given
in Section 4.2.

The first special quality of this model is that the number of configurations is easy to
compute [25]. Given t,n and A = (Ay,..., \,), the number of bounded lecture hall tableaux
of shape A and bounded by ¢ is

No—i— At
Z)\(t> :t|/\\ H i Z' .j ‘I‘]’
] —1

1<i<j<n

where [A\| =X\ + ...+ A\,

Our main interest here is to compute their asymptotic behavior. Given n > 0 and
a piecewise differentiable function a : [0,1] — [0,k] with £ € R and 7 € R, our main
question is to understand the asymptotic behavior of bounded lecture hall tableaux of shape
A= (A1,...,\y) with \; +n — ¢ = |na(i/n)| bounded by ¢t = 7n. The function « describes
the limiting profile of .

In this chapter, we will detail two examples

e The staircase: A = (n,n —1,...,2,1). In this case a(u) = 2 — 2u.
e The square: A = (n,n,...,n). In this case a(u) = 2 — u.

We will also present a general result that computes a parametrization of the Arctic curve in
the general case.
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Theorem 4.1.1. As n — oo, lecture hall tableauz of shape X = (A1, ..., \,) bounded by ™n
exhibit the Arctic curve phenomena. The Arctic curve can be parametrized by

) — 220 (x)
X () I(x) —l—lxl’(x) (4.1.1)
Y(z)=r1

I(x) +2I'(x)

1
for an appropriate range of x. Here I(x) = e ot s gnd Ai+n—i=|na(i/n)].

Even though this model seems more complicated than the typical systems coming from
the square grid graphs [30], we will discover that they have some surprising properties and
many of similarities with non-intersecting paths on the grid (or equivalently dimer mod-
els on the hexagonal lattice, semistandard Young tableaux or lozenge tilings). Numerous
asymptotic results exists for non-intersecting paths, or equivalently tilings models or dimer
models on graphs that are regular and Z? invariant [58]. The Arctic curve phenomenon was
named about twenty years ago when Cohn, Elkies and Propp studied the tilings of a large
Aztec diamond with dominoes [19, 48]. Indeed the "typical” tiling of the Aztec diamond
with dominoes is known to display an Arctic circle separating frozen phases in the corners
which are regularly tiled from a liquid phase in the center which is disordered. Many tiling
problems of finite plane domains of large size are known to exhibit the same phenomenon.
Typically, one studies the asymptotics of tilings of scaled domains whose limits can be nicely
characterized. Dimer models on regular graphs, which are the dual version of tiling prob-
lems, exhibit the same phenomenon [59, 60]. The general method to obtain the Arctic curve
location is the asymptotic study of bulk expectation values, which requires the computation
of the inverse of the Kasteleyn matrix or at least its asymptotics. Other rigorous methods
use, for example, the machinery of cluster integrable systems of dimers [34, 62, 78]. Recently
several papers use the recent method of Colomo and Sportiello [21, 23] called the tangent
method to compute (non-rigorously) the Arctic curves [30, 31, 32, 33, 29]. A very recent
preprint of Aggarwal builds a method to make this heuristic rigorous in the case of the
6-vertex model [1].

As our model is not Z? invariant we can not apply directly all the methods elaborated for
the Z? invariant models. In Section 4.2 we will define the path model, the dimer model and
explain the connections between these models and bounded lecture hall tableaux. In Section
4.3 we explain how we randomly generate the tableaux and present some simulations. In
Section 4.4 we use the tangent method to compute the Arctic curve for any function . We
end this chapter in Section 4.5 with open questions and concluding remarks.

4.2 Combinatorics and counting

In this section , we give definitions and basic properties of our three combinatorial models:
the tableaux, the path model and the dimer model.
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Figure 4.2: On the left is a lecture hall tableau T for n = 5 and A = (4,3,1,0,0). The
diagram on the right shows the number 7°(i, j)/(n — i + j).

Lecture hall tableaux

Lecture hall partitions were studied by Bousquet-Mélou and Eriksson [13, 14, 15] in the

context of the combinatorics of affine Coxeter groups. They are sequences (77, ..., T,) such
that T T T

1> 22 > > >0

n _ n—17" -1

They have been studied extensively in the last two decades. See the recent survey written by
Savage [85]. In [26] the first author and Jang Soo Kim showed that these objects are closely
related to the little g-Jacobi polynomials. Thanks to this approach they defined lecture hall
tableaux related to the multivariate little g-Jacobi polynomials.

Given a partition A = (Aq, ..., \,) such that Ay > ... > A, > 0, the Young diagram of A
is a left justified union of cells such that the i*" row contains \; cells. The cell in row i and
column j is denoted by (3, j).

Definition 4.2.1. [26] For an integer n and a partition A = (Ay, ..., A,) with n non-negative
parts, a lecture hall tableau of shape A is a filling T" of the cells in the Young diagram of A
with non-negative integers satisfying the following conditions:

T@j) o T@j+1) T(i, J) - T(i+1,7)
n—i+j n—i+j+1 n—i+j n—i—1+j

where T'(, j) is the filling of the cell in row ¢ and column j.

See Figure 4.2 for an example of a lecture hall tableau on the left of the Figure. On the
right of the Figure, we show that this tableau is “lecture hall” by exhibiting 7} ;/(n —i + j)
for all 7, j.

In this chapter we study lecture hall tableaux with an extra condition. We impose that
each entry T'(i, j) is striclty less then t(n + 7 — ). We say that the tableau are bounded by
t. These tableaux are called bounded lecture hall tableaux and were enumerated in [25].

Proposition 4.2.2. [25] Given t,n and X\, the number of bounded lecture hall tableaux is

N—i— Nt
Zyty =N [ AL (4.2.1)
] —1

1<i<j<n

where | A\| = A + ...+ A\
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0 1 2 3 4 5 6 7 8
Figure 4.3: The graph G; for t = 3

Paths on the lecture hall graph and the dual graph

In this Section we give a bijection between bounded lecture hall tableaux and non-intersecting
paths on a graph. Let us give a detailed definition of our graph.

Definition 4.2.3. Given a positive integer t, the lecture hall graph is a graph G, = (V;, Ey).
This graph is conveniently described through an embedding in the plane, in which the vertices
are:

o (i,j/(i+ 1)) fori>0and 0 <j <t(i+1).
and the directed edges are
e from (i,k+7r/(i+1))to(i+1,k+r/(i+2))fori>0and0<r<iand 0<Fk<t.

e from (i,k+(r+1)/(i+1)) to (i,k+r/(i+1))fori >0and 0 <r <iand 0 < k <t—1
orfori>0and 0<r<idand k=¢-—1.

This graph was defined in [25]. An example of the graph G5 is given on Figure 4.3.

Given a positive integer t and a partition A = (Ay,...,A,) with Ay > ... > X\, > 0, the
non-intersecting path system is a system of n paths on the graph G,. The ** path starts at
(n—i,t—1/(n—1i41)) and ends at (A\; +n —1,0). The paths are said to be not intersecting
if they do not share a vertex. On Figure 4.4 we give an example of non-intersecting paths
on Gy forn=>5and A = (4,3,1,0,0). Note that the paths are on a finite portion of G, and
we can delete all the vertices (z,y) with > A\ +n — 1.

We give a sketch of the proof of their enumeration:

Theorem 4.2.4. [25] Given t,n and X\, the number Z\(t) of non-intersecting path config-
urations that start at (n —i,t —1/(n — i+ 1)) and end at (A\; +n —14,0) fori=1,...,n
18

Ne—i— N+
Y i j
I

)
1<i<j<n

where |A| = A 4+ ...+ Ay
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0 1 2 3 4 ) 6 7 8

Figure 4.4: non-intersecting lattice paths on G4 for n =5 and A = (4, 3,1,0,0).

Proof. Using the Lindstrom-Gessel-Viennot Lemma [40], we know that the number of con-
figurations is equal to
det(P(us, v5) hi<ij<n

where P(u;,v;) is the number of paths from (n —i,t —1/(n —i+1)) (A\; +n —4,0). It is

easy to prove that if ¢ = 1 the number of paths is (AJZZ_J) Using induction on ¢ one can
easily check that
i +n—1 o
P(Ui,Uj) — < J + . j)t)\j]+l'
n—i

The result follows. Indeed computing the determinant can be done using induction on n and
the fact that

it <>‘j +n —j) NI+ =) ()\j +n—J-— 1)

n—1 t=H(n —1) n—i—1
Details and generalizations can be found in [25]. O

In the case t = 1, we get back a very classical result [88, Chapter 7]. The Schur polynomial

sx(x1,...,x,) specialized at x; = 1 for all i is equal to
ANi—i—Aj+]
sx(1,...,1) = H i
1<i<j<n

Now let us present the link between the paths and the tableaux:

Theorem 4.2.5. [25] There exists a bijection between the bounded lecture tableauz of shape
A and bounded by t and non-intersecting paths on G, starting at (n —i,t —1/(n—i+1) and
ending at (n — i+ \;,0) fori=1,... ,n.

Proof. The i'" path starts at (n —i,t —1/(n — i+ 1) and ends at (\; +n —i,0). It is in
bijection with the i row of the tableau. The number of cells under the j** horizontal step
of the i'" path is exactly T; ;. O
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Figure 4.5: The graph D, for t = 3

The tableau on the left of Figure 4.2 is in bijection with the paths on Figure 4.4.

The graph G; has a dual graph that we denote by D,. The duality here is not the duality
of planar graphs but the duality of paths on these graphs. The concept of dual paths is an
idea due to Gessel and Viennot [41, Section 4] which we generalize to our context.

Definition 4.2.6. Given a positive integer t, the dual lecture hall graph is a graph D; =
(Vi, E;). The vertices of the D, are:

e (i,j/(i+ 1)) fori >0and 0 <j < t(i+1).
and the directed edges are
o from (i,k+r/(i+1)) to (i+1,k+(r+1)/(i+2)) fori >0and 0 <r <iand 0 < k < t.

e from (i,k+7/(i4+1)) to (i, k+(r+1)/(i+1))fori >0and 0 <r <iand 0 < k <t—1
orfori>0and0<r<jand k=t— 1.

Note that the vertices of G; and D, are embedded in the plane in the same way. The only
difference is that the edges (i,k +7/(i + 1)) to (i + 1,k + r/(i + 2)) in G; are replaced by
(t,k+r/(i+1))to(i+1,k+ (r+1)/(: +2)) in D, and the direction of the vertical edges
is reversed.

An example of the graph Dj is given on Figure 4.5.

Let us now explain why the paths on the graphs D; and G, are dual. Given A = (Ay,..., \,)
with Ay <m, let N = (\],...Al) be such that

Xo=##{j | A =i}
We call X' the conjugate of .

Proposition 4.2.7. There exists a bijection between

o Systems of n non-intersecting paths on G; that start at (n —i,t —1/(n —i+ 1)) and
end at (\; +n—14,0) fori=1,...,n. and
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0 1 2 3 4 ) 6 7 8

4

0 1 2

Figure 4.7: Horizontal steps of the dual graph

e Systems of m non-intersecting paths on Dy that start at (n+1i—1— A,,0) and end at
(n+i—1,t—1/(n+1)) fori=1,...,m.

Proof. Starting from a system of n non-intersecting paths on G; (see Figure 4.4), we delete
all the vertical steps on G;. See Figure 4.6. We then replace each horizontal step of the form
(t,k+7r/(i+1)) to (i+1,k+r/(i+2)) on G by astep (i,k+71/(i+1)) to (i+ 1,k+ (r+
1)/(i +2)) on Dy. See Figure 4.7. We add the vertical steps on D; so that the paths start
at (A\y +i+ 1 —\},0) and ending at (A +i+ 1,t — 1/(\; + i+ 2)). See Figure 4.8. This is
easily reversible. O]

An example is given on Figures 4.6 and 4.7. We start from the paths from Figure 4.4 for
A= (4,3,1,0,0) and n = 5 and end with the paths on Figure 4.8 for ' = (3,2,2,1) and
m = 4. We draw the horizontal edges in blue and the vertical edges in red to illustrate the
construction.
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Figure 4.8: Non-intersecting lattice paths on D, for m =4 and N = (3,2,2,1).
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Figure 4.9: The lecture hall lattice Hs

Dimer models

In this section we give a bijection between lecture hall tableaux of shape A bounded by t and
the dimer model on an embedded bipartite graph whose faces are hexagons and octagons.
To do so we first replace each vertex (i,k+r/(i+ 1)) of the lecture Hall graph G; by a white
vertex w(i, k +7/(i + 1)) and a black vertex b(i, k + /(i + 1)) joined by an edge. Then we
replace

e the edge from (i,k+7r/(i+ 1)) to i+ 1,k+7r/(i+2)) fori >0and 0 <r < i and
0 < k < t; by the edge from the black vertex b(i + 1,k + /(i + 2)) to the white vertex
w(i,k+r/(i+1)).

e the edge from (i, k+ (r+1)/(i+1)) to (i,k+7r/(i+ 1)) fori > 1 and 0 <r < i and
0 < k < t; by the edge from the weight vertex w(i,k + (r + 1)/(i + 1)) to the black
vertex b(i, k+ /(i + 1)).

We call this new graph the lecture hall lattice and denote it by H;. An example for t = 3 is
given on Figure 4.9. To simplify the notation, we now write the black vertex (i,k+r(i+1))
for the black vertex b(i, k + (i + 1)).

Now to build a bijection from lecture Hall tableaux of shape A bounded by ¢ and dimer
models on H;, we look at dimer configurations where
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Figure 4.10: The decorated lecture hall lattice H3(2, 2)

3

0 1 2 3

Figure 4.11: From paths on the lecture hall graph G3 to dimers on the lecture hall lattice
Hs(2,2)

e we add a white vertex (n — i,t) and an edge from this vertex to the black vertex
(n—i,t—1/(n—i+7j);

e we add a black vertex (n — i+ A, —1/(n —i+ \; + 1)) and an edge from the white
vertex (n — i+ A;,0) to this vertex;

for 1 <i < mn. We call this graph the decorated lecture hall lattice H;(A). On Figure 4.10
we give an example of H3(2,2).

We now give the bijection from the non-intersecting paths to the dimer model. The
bijection is a specialization to our graphs of a classical technique in non-intersecting lattice
paths and dimer models. Whenever a path uses an edge from vertex (z,y) to vertex (w, z)
on the lecture hall graph, we put a dimer on the edge from the white vertex (x,y) to the
black vertex (w,z) on the lecture hall lattice. Whenever a vertex (x,y) is not used by
any path, we put a dimer on the edge from the black vertex (z,y) to the white vertex
(,y). Then we add dimers on the edge from the white vertex (n — i,t) to the black vertex
(n—1i,t —1/(n —1i+ j) and on the edge from the white vertex (n — i + \;,0) to the black
vertex (n —i+ A, —1/(n —i+ A+ 1)) for 1 <4 < n. An example is given on Figure 4.11.
Here n =2 and A = (2,2).
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4.3 Simulations

In order to validate numerically our findings on the Arctic Curve of the model, we have
performed the uniform sampling of large bounded lecture hall tableaux. In this section we
explain the algorithm by which we randomly generated the bounded lecture hall tableaux.
We use an algorithm called “coupling from the past” [81]. We adapted a parallel imple-
mentation of coupling from the past due to the second author and Sridhar that generates
random tilings using GPU [53].

Given a partition A\ = (Aq,...,,) and an integer ¢ we define a partial order on the
bounded lecture hall tableaux of shape A.

Definition 4.3.1. Given two lecture hall tableau 7" and U of shape A bounded by ¢ then
T < U if and only if
T(i,j) <U(i,j) for alli,j.

This partial order has a unique minimum 7,,,;, and maximum 7},,, where

Toin(i,J) = n—1;
Toaz(1,7) = tin—1i+j)—7; foralli,j.

We build the Markov chain M LH'T on the set of lecture hall tableaux of shape A bounded
by t. The vertices of the chain are all the tableaux counted by Z,(t) and there is a transition
from a tableau T to a tableau U with transition probability #(7,U) = 1/|\| with || =
AL+ A if

T<U; and1+ Y T(i,j)=>» U(i,j);
i\j irj
or
UST; and 1+ U(i,j)=> T(i5j).
i\j i\j
Then we add the transitions m(7,T) =1 — 3o 7(T,U) for all tableaux T'. This Markov
chain is reversible and symmetric. Thus its stationary distribution is uniform.

To sample a random bounded lecture hall tableau, we would like to perform a random
walk on M LHT. Nevertheless we do not know the mixing time of this Markov chain. So
we use a celebrated technique due to Propp and Wilson [81] called coupling from the past.
The coupling-from-the-past algorithm effectively simulates running the Markov chain for an
infinite time. It works as follows: we will run two backward walks one starting at T,,;, and
the other one at T},,,. Let T and T be the tableaux after m steps. These walks will

min max

be such that for each m, T < T™ . The algorithm stops when 77" =T

Let us now explain how one step of the algorithm is performed. We change slightly the
Markov chain to speed up the generation. We number the cells of A\ from 1 to |[A|. Given
two tableaux 7). and T . We pick two numbers uniformly in the interval [0,1]. Let

min mazx*

us call then k& and ¢. Then we pick the cell |k|A|] of the diagram of A. Let us call this
cell (z,y). If the cell (z,y) of T could contain the integers {a,a + 1,...,b} without

man
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Figure 4.12: Simulation for A = (n,n —1,...,2,1), t =n =120

violating the condition for 77 to be lecture hall then we change the cell (z,y) to the value
la+ (b—a-+1)¢]. If the cell (z,y) of T could contain the integers {c,c+1,...,d} without

max

violating the condition for 7}" to be lecture hall then we change the cell (x,y) to the value
lc+ (d —c+ 1)¢]. We do not change the value of the other cells. The result is a pair of
tableaux T/ T+ and we denote this by (17 Tty = Ry (T, T ). As a < ¢ and
b<d,thena+ (b—a+ 1)l <c+(d—c+1)f and T/ < Tm+l,

To get to 7). and 1" . from T,,;, and T},,, we need to pick ky,...,k, and ¢1,..., ¢,

and as we run the walks backwards, then

(T::ma TnTax) = Rkl,&(sz,@z(' . (ka!m (Tmim Tmam) .- )

In practice we stop when 7" ~and T)" =~ are “close”. This is very similar to what was done
for lozenge and domino tilings. See [53] for example.

Here we present the simulations for our two running examples. We will always present
the non-intersecting paths on the lecture hall graph starting at (n —i,t — 1/(n — i + 1))
and ending at (A\; +n — 4,0) or on the dual lecture hall graph. We give the example for
A= (n,n—1,...,2,1) on Figure 4.12 and for A = (n,...,n) on Figure 4.13. Here we set
t = n. As we can see on these figures, we have several types of behavior: some regions are
frozen, i.e. are empty or are filled with vertical paths and some regions are [iquid, i.e. seem
random. Some other things that we can see is that the separation from the liquid to the
the frozen region is always sharp and the shape of this separation is always given by the
trajectory of one of the paths on the lecture hall graph or on the dual lecture hall graph.
We will use this observation to compute the curves separating the regions in Section 4.4.
On Figures 4.12 and 4.13 we draw the conjectural curve that separates the frozen and liquid
regions. As one can guess, these seem to be a semicircle and an ellipse. In Sections 4.4 we
will explain how to compute these curves.

4.4 Tangent Method

Developed in [21] the tangent method provides a simple way to compute Arctic curves for
models that can be described as a configuration of non-intersecting paths. Rather than
computing bulk correlation functions to determine the boundary between the ordered and
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Figure 4.13: Simulation for A = (n,n,...,n,n), t =n =120

disordered phases, the tangent method requires only the computation of a boundary one-
point function.

We will explain the procedure in the framework of lecture hall tableaux. Consider a
lecture hall tableaux configuration drawn as a set of non-intersecting paths. Suppose that
the boundary between the frozen and liquid regions is given by the trajectory of one of the
paths. That is, in the thermodynamic limit a portion of the Arctic curve follows the expected
value of the position of this boundary path. Call the endpoint of this path along the bottom
boundary py. The assumption behind the tangent method states that as we vary pg, the
path will follow its original trajectory, along the Arctic curve, until it can travel in a straight
line to its endpoint. Moreover, this line will be tangent to the Arctic curve. Together these
are known as the tangency assumption of the tangent method.

In practice, we extend our domain to allow our path to end at a new point shifted
horizontally by ¢ and lowered by s from its original endpoint. We then calculate the expected
location at which the path exited the original domain. Between these two points (the end
point and the exit location) the path travels in a region empty of all other paths and its
most probable free trajectory (or “geodesic”) is determined by the underlying graph. If
the underlying graph is translationally invariant, the geodesics are straight lines. As a
potentially surprising further analogy between lecture-hall tableaux and ordinary SSY'T,
and a justification a posteriori of our choice of embedding of the graph, it turns out that
the geodesics are straight lines also in our setting. The tangency assumption then states
that the path will continue along this geodesic until meeting the Arctic curve, and that the
geodesic will in fact be tangent to the Arctic curve.

If the tangent method holds (that is, the tangency assumption is true), then as we vary
g we obtain a family of lines forming an envelope of the Arctic curve. From this envelope
one can obtain a parameterization of the Arctic curve itself. In what follows, we will employ
this method to derive parameterizations for the Arctic curve for BLHT.

In this section, we first compute the asymptotic shape of a single path as a warm-up
(and justification of the claim above). We then compute a parameterization the Arctic curve
determined by the outer most paths. Finally, we consider the Arctic curve at a so called
“freezing boundary”. The main result of this section is equation (4.1.1).
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Single Path

Suppose we have a single path starting at (n — 1,¢ — %) and ending at (n + k — 1,0),
corresponding to a single lecture hall partition. Recall that Z, (t) = (”H,;_l)tk gives the
number of paths with the given starting point and ending point. We want to know where
the path crosses a horizontal slice at height s. To this end we divide the full path into two
paths, one starting at (n — 1,t — %) and ending at (n + [ — 1, s) and the other one starting
at (n+1—1,5— ) and ending at (n + k —1,0). We rewrite the partition function for the
full path as the product of the partition functions for the two partial paths, summing over

all possible intermediate points [. We have

k
Znk(t) = Z Zna(t = 8) Znyip-1(5)
=0 (4.4.1)

n+l—1 (n+k—=1\ .,
t— .
> (e ()

As an exercise in the type of calculations that will follow we prove the following:

> |l

Proposition 4.4.1. Consider the limit N — oo, for parameters scaling asn = Nv, k = Nk,
t = N1, s = No, l = NX, in which all Greek letters are O(1). Asymptotically the single
path travels in a straight line between its starting and ending points.

Proof. Recall Stirling’s approximation for the factorial gives
1

x! =V 2mxxte™ (1 +0 (—))
x

as ¢ — 0o. We can use this to approximate the binomial coefficients in equation (4.4.1) in
the large NV limit. Doing so, we have asymptotically

V+ K

me (4.4.2)

Znvne(NT) ~ %eN“ () / Ca
where
SN =AIn(tr—0)+(k—A)In(0)+ (v+r) In(r+ k) — A In(\) —v In(r) — (k= X)) In(k — \).

This integral can be approximated via Laplace’s method. Note that S has its only critical
point at

(1 —0)(k—A%) _q
oN*
or, rearranging,
No=k <1 - g) . (4.4.3)
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It is easy to check that this is a maximum.

Let X, Y be coordinates on the rescaled domain [0, v + k] x [0, 7]. Since the integrand is
exponentially suppressed away from \*, the most likely position at which our path crosses
the slice Y = o is at X = v+ A*. Equation (4.4.3) then says that most likely path connecting
the points (v,7) to (v + &, 0), follows the straight line

Y = —ZX+Z(V+I{).
K K

Outer Boundary

Here let us consider the outer boundary of the Arctic curve; that is, a section where the
boundary between the frozen and disordered region is given by the trajectory of the first or
the last path (in either path description). The following analysis is very similar to that of
[30].

Let A = (A1,...,A,), and consider the bounded lecture hall tableaux of shape A and
height t. Recall that there is a bijection between the number of BLHT and configurations of
non-intersecting, down-right paths with starting points (n —i,t — ~ +11_i) and ending points

In what follows, by the k' path we mean the path starting at (n — k,t — ﬁ) and
ending at (n + \x — k,0). Equivalently, this is the path corresponding to k* row of .
Recall
ANi— AN +7—1
Zit) =t ] itIr (4.4.4)

j—i

1<i<j<n

To shorten the notation we write Z = Z,(t).

First Path

In order to use the tangent method we consider the possible configurations of paths in which
the first path ends at the point (n+ A1 + ¢, —s). Let the partition function for this model be
called Z,;. Define Z, to be the partition function for BLHT of shape pt = (A1 +7, A2, ..., An).
In terms of non-intersecting paths, Z, is the partition function for configurations in which we
have shifted the end point of the first path to the right by r. See Figure 4.14 for a diagram.
With this Z,; can be written as the sum over r of Z, times the partition function of a single

path starting at (n+ A\ +7r — 1, _n++1+r) and ending at (n+ A1 +¢ — 1, —s). We normalize
by Z (see eqn. (4.4.4)) to get
Zys  ~~Zr gofn+i—14g
= —s7" . 4.4.5
Z Z° ( q—r ( )

r=0
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Figure 4.14: A configuration of paths corresponding to a BLHT of shape A\ =
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).

The blue curve schematically shows the extended first path ending at (n + X\ +¢ — 1, —s)

and passing through (n 4+ X\ +7 —1,0).

From the product formula (4.4.4), the ratio of Z, and Z takes the simple form

Z—tlul A H i —py+J
Ai—Aj+7g—1i

1<i<j<n

MMt 1 NN+
:t'l‘ J J
I [ A

M-Ntj—1

2<i<j<n

:trﬁ)\1+r_)\j+j_1.

q—rT

q
A+ = +]—1 n+A—14+¢q
— tT’qT
|

q n
a;—a;+rfa +
:ngq—rnl—z<1 Q)
a1 — aj

q—7r

(4.4.6)

(4.4.7)
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where a; = n + \; — 1.

Note that what we have done is write Z,s as a sum over the possible ways the first path
can cross the horizontal slice y = 0. The following lemma describes the most likely location
the path will cross this slice as a function of the limiting ratios of ¢ and s to n.

Lemma 4.4.2. Consider the limit n — oo, for parameters scaling as t = n1, s = no,
r=mnp, ¢ =nz, and a; = |na (%)J In this limit, the first path passes through the point
((0) + p,0), where p is related to z by
z= z(04(0) + ple” Jo 4 S=atares + p.
T

Proof. Taking the above limit in equation (4.4.7), the binomial coefficient can be approxi-
mated using Stirling’s approximation giving

(al + q + Z on((@(0)+2) In(@(0)+)~(a(0)+0) n(a(0) ) ~(—p) In(z—p))
q—r x/_ + p)(z—p)

while the product term can be written

n 1 n (al—aj+'r>) _
a1 — Qs r 1 1 1 a(0)—a(u)+p
H 1 j + _ en(n i=2 | —ar=a; ~ enfo du ln(7a<0)7a(u> )

a1 — aj

Jj=2

All together equation (4.4.7) becomes

e In(n dp nS(p) 4.4.8
\/ / + -0 (4.48)

S(0) = p () + (= — p) (o) — ((0) + p) In(a(0) + p) — (= — p) In(z — p)
1 J—
+/ du In (a(()) a(u) +p> .
0 a(0) — a(u)
As in Section (4.4), the integral is dominated by the contributions from the maximum of
S(p). This critical point occurs when

where

Mefo1 du et T — 1
o(a(0) + p)

or rearranging
1 1
2= Z(a(0) + p)e” b M o=t 4.
-
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Asymptotically the first path passes through the points («(0) 4 p,0) and («(0) + 2z, —0),
where we know p in terms of z (and vice versa) from Lemma 4.4.2. By varying z (or more
conveniently p), we obtain a family of lines which, according to the tangent method, form
an envelope of the Arctic curve. From these lines we will construct a parameterization of the
curve. Let X and Y be continuum coordinates on the domain [0, a(0)] x [0, 7] into which we
embed our collection of paths. We show

Theorem 4.4.3. Assuming the tangent method holds, the portion of the Arctic curve fol-
lowing the first path can be parameterized by

2[/
@“f v (4.4.9)
Y@)=r———
@) =T T e @
with x € [a(0), 00).
Proof. From the two points («(0) + p,0) and («(0) + z, —0) we have the line
o
Y =— X — a(0) — p).
(X —a0) =)
Using Lemma 4.4.2 to eliminate z, this becomes
T Yay — L
Y _ fO a(0)+p—a(u) X — 0 —
Rearranging, and letting z = «(0) 4 p, we have
@)Y + X —2=0 (4.4.10)
-

where I(z) = e~ Jo 4 5= | Note that p € [0,00) implies = a(0) + p € [«(0), 0).
Taking the derivative of equation (4.4.10) with respect to x gives the system of equations
for (X,Y)

TI@)Y + X —2=0

-
1
~(I(z) 4+ 2l'(z))Y =1=0
-

which can be solved to yield the desired parameterization. O

In what follows, we reuse much of the notation from the preceding section.
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Last Path

We can consider the same calculation as above on a portion of the Arctic curve which follows
the last path in the thermodynamic limit. For such a section of the Arctic curve to exist,
we must have that ), is of size proportional to n. This means that the limiting profile must
satisfy a(1) > 0.

Suppose A is such a partition. We first consider the case when the endpoint of the last
path is shifted to the left by r, that is, the path ends at (A, — r,0), with » € [0, A,]. In the
same manner as the previous section we have

n—1 .
e Azt (4.4.11)
Z i1 /\z — >\n +n—1

1=

Now suppose the last path ends at a point (A, + ¢, —s), for ¢ > —\,. Write the total
number of configurations as Z,;. As in the previous section, using equation (4.4.11), we write
this partition function as

—z Zer ()
q-+r
_ T a4 —a,— 71 (a, +q
= st _ . 4.4.12
Z H a; — Gy (q—i—r) ( )

=1

See Figure 4.15.

Lemma 4.4.4. Consider the limit n — oo, for parameters scaling as t = N7, s = no,
r=mnp, ¢ =nz, and a; = |n«a (%)J In this limit, the last path passes through the point
(a(1) = p,0), where p is related to z by

2= Z(a(1) — p)e” b Wam=mam — ), (4.4.13)
T

Proof. In the above limit, we have

qs ez In(n) / el S(p)
\/ (2 +p)

S(p) =—p In(7) + (2 + p) In(0) — (a(1) — p) In(a(1) — p) —

The critical point occurs when
T EYP fydu
oa(l)—p
Rearranging gives the desired result. O]

e — 1.
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Figure 4.15: A configuration of paths corresponding to a BLHT of shape A = (n,...,n).
The blue curve schematically shows the trajectory of the extended last path which ends at
(A + ¢, —s) and passes through (A, —r,0).

Using this we get a parameterization of this section of the Arctic curve.

Theorem 4.4.5. Assuming the tangent method holds, the portion of the Arctic curve fol-
lowing the last path is parameterized by

2 I'(x)
M=) +1““ (@) (4.4.14)
Y(z)=

"T(x) + 2I'(z)
with © € [0, a(1)].

Remark 4.4.6. Note this is the same parameterization as Theorem 4.4.3 for a different range
of parameter, as is normally the case for dimer models (and not the case for models which
are not free-fermionic). For Z? invariant graphs, this is a theorem of Kenyon and Okounkov
[59]. We will see that we the same parameterization works for all portions of the Arctic
curve of the BLHT, despite the fact that the lecture hall graph is not Z? invariant.
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Proof. From the points («(1) + z, —0), (a(1) — p,0), and equation (4.4.13) we have a family
of lines
r ()Y +X —2=0
with z = a(1) — p and I(z) = 2e~ Jo =z Taking the derivative with respect to x, we get
the system of equations
2l(z)Y + X —2=0
(I(zx)+2I'(x))Y —1=0

which can be solved to yield the desired parameterization. Note that since p € [0, «(1)], the
range of z is [0, «(1)] as well. O

Before moving on, we prove the following proposition. Recall the quantities T;;/(n+j —1)
in the definition of a lecture hall tableaux depend on n, so apriori the lecture hall tableaux
of shape (A1,...,A\,) and (Aq,..., Ay, 0,...,0) are not the same.

Proposition 4.4.7. Assuming the tangent method holds, the Arctic curve is unchanged when
we extend the partition X\ = (A1,...,\n) to (A1,...,A\n,0,...,0), where we add m parts of
size zero and m scales as m = nM in the thermodynamic limit.

Proof. We’ll show this for the portion of the Arctic curve following the first path. After
extending A, equation (4.4.6) becomes

n+m

é:trn/\l_/\j+j__1+r
A e )\1—)\j+j—1
n+ma a; +r
r 1Y%
=t - J 4.4.15
11 e (4.4.15)

where now the products range from 2 to n + m. With this equation (4.4.5) becomes

ZLgs K , 7Tn+ma1—aj—|—r m—+a;+q
== > st [] S , (4.4.16)
r=0 =2

= ="

In the thermodynamic limit (with m = nM, and the rest as before), this is dominated by
the maximum of

S(p) = p n(r) + (= — p) I(0) — (= — p) In(z — p) — (M + a(0) + p) In(M + (0) + p)
! a(0) 4+ p — a(u) 1+M a(0)+p+u—1
+/od“1“< 2(0) — a(u) >+/ d““( a(0) +u—1 )

) ot M 00) 40
o(M + «a(0) + p) a(0) +p
Letting © = «(0) + p, this results in the same parameterization.
The other portion can be done similarly. See Figure 4.16. O]

This is given when
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Figure 4.16: On the left, a configuration of paths for A = (n,n —1,...,1,0,...,0), where
there are n/2 parts of size 0. On the right, the corresponding dual paths.

Dual Path Formulation

Let’s consider the analogous calculation in the dual path formulation. In the case, the paths
begin at u; = (n — 1 +1i — X, —m) and end at v; = (n+j — 1, — n+§e1)' See Figure
4.16. Recall that vertical edges that were previously empty now have a path, while vertical
edges that previously had a path are now empty. This means that switching to the dual
path formulations swaps frozen regions of no paths and frozen regions of vertical paths. In
particular, the Arctic curve remains the same. From this perspective, portions of the Arctic
curve on the boundary between an area of frozen vertical paths and a disordered region in
the original formulation now follow the trajectory of one of the dual paths. For what follows

below we assume A has n parts all greater than zero. In particular, \| = n.

By the k™ dual path we mean the path beginning at (n — 1+ k — A}, —W) and
ending at (n +k — 1, — ~ +11€_1). Equivalently, this is the path corresponding to k*" column

of \.

First Dual Path

To calculate a parameterization for the portion of the Arctic curve following the first dual
path we must first extend A to (A1,...,A\,,0,...,0) where we've added m parts of length
ZEro.

Let the number of BLHT with this shape be Z. In the dual paths picture, moving the
start point of the first dual path to the left by r corresponds to changing the first of the r
zeros in the extension of our partition to ones; that is, the partition becomes

o= (A, A, 1., 1,0,...,0).

We call this partition p and the corresponding partition function Z,. Using the product
formula for the partition function of the BLHT, we have

Zy H pi —py+J—1

S .
7 N— A +j—i

1<i<j<n+m
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Note that the only terms in the product that are not one come from 1 <i<n,n<j<n+r
andn<i<n+nrn+r<j<n+m, and the product can be simplified to

Z, No—1+4j—i 1+j—i
A M — -4 -
Z 11 N+j—i 11 J—i

1<i<n<g<n+r n<i<n+r<j<n+m

Fixing ¢, both products are telescoping, giving

N+ji—1i N+n+r—i

n<j<n+r
ntr < ndm j—1 n+r+1—1

from which we have

n

Ni+n—1 ﬁ n+m-+1—1

1)\ +n+r—1 vt n+r+1—1

(4.4.17)

Now consider the possible configuration with the first dual path starting at (—¢, —s —

m), for some ¢ and s such that m > ¢ > 0 and s > 0. See Figure 4.17. Call the
partition function Z,;. Summing over the possible ways the path can cross the y = 0 slice,
we have
q
m _ Zy (m—r g
A — Z \m—q
:zq:t“sq_rﬁ ANi+n—1 - ﬁ n+m+1—i/m-—r
Ni+n+r—i. n+r+1—i\m-—gq
r=0 i=1 i=n-+1
d = a; = a+m{m-—r
— Ztrsq—r : H : ( ) (4.4.18)
r=0 i G T Sy Gt T M g
where ( ") s77" counts the number of configurations of a single path from (—g, —s—m)
to (—r, —ml_r).

Lemma 4.4.8. Consider the limit n — oo, for parameters scaling as t = n1, s = no,
r=mnp, ¢ =nz, m=nM, and a; = |n« (%)J In this limit, the first dual path passes
through the point (—p,0), where p is related to z by

L pgef& W T 4o (4.4.19)
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Figure 4.17: A configuration of dual paths corresponding to a BLHT of shape A = (n,n —
1,...,1,0,...,0) with n/2 parts of size 0. The blue curve represents the trajectory of the

extended first dual path, which starts at (—q, —s — m) and passes through (—7,0).

Proof. Taking the limit n — oo, the sum in equation (4.4.18) above becomes an integral
which is dominated by the maximum of

S(p) = p In(7) + (z — p)In(o) + (M — p) In(M — p) — (z — p)In(z — p)
! a(u) +p w In a(u) + M
e (Gits) [ e (G
Note that for u € (1,1 + p], a(u) = 1 — u. Using this, we compute
+e a(u)+ MY [P  Tn l—u+M
/1 dUIn(a(u)+p>_/l ! (1—U+p)
=M (M) — (M — p)In(M — p) — p In(p)

The maximum of S occurs when

M(;I&dum -1
op

Rearranging gives the desired result. O]



84

Finally we have

Theorem 4.4.9. Assuming the tangent method holds, the portion of the Arctic curve fol-
lowing the first dual path is parameterized by

220 (x)
X(r) = T
I(x) —1—1;1:[ (x) (4.4.20)
Y(z)=r1

I(z) + xl'(z)
with x € (—o0,0].

Proof. In the large n limit, the shifted first path passes through the point (—z,—o) and
(—p,0). These define the family of lines

g
z=p

Using equation (4.4.19), and rearranging the above, we have

Yy —

(X +p)

@)Y + X —2=0
-

where x = —p € (—00,0]. Taking the derivative with respect to z, we get the system of
equations for (X,Y)

@)Y + X —2=0
.

%(I(x) +al(2)Y —1=0

which can be solved to yield the desired parameterization. O

Last Dual Path

In the case that ), is of size proportional to n, then this last dual path will be the boundary
of a frozen region. In terms of the original partition, A/, being macroscopically large means
that the first A/, parts of A are equal to A;. Here, for simplicity, we assume A\; = n, so that
a(0) =lim, 4o 1+ 2 — 1 =2,

We can repeat the above process varying the starting point of the last dual path instead
of the first. We extend A to (Ai,...,A,,0,...,0). Call the partition function Z. Next we
decrease X, by r < X . This varies the starting point of the n'* dual path to the right by
r. Call the partition function Z,. In terms of the original partition, this means taking \; to
Ai —1foreach i =X, ..., A, —r+ 1. Call this new partition p. From the product formula
(4.4.4) we have

Z _ fi — i +J —1
Zr — glul=IAl t J 4.4.91
o ]ttt aan

1<i<j<n+m
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The product can be simplified giving

=t (X> H (Mg, =1) =N +7— X\,
g ") s Sigaem it — A T = (A —r+1)

Now extend the first path to start at (2n—1— X, — o )\, ), with ¢ € (—=\],, 00).
See Figure 4.18 for a diagram. Call the resulting partmon funct1on ZZ,S This can be written

Zgs _ i: Zs‘“’" m+2n—1—-X +r
A Z m+2n—-1—-MN, —q

x(0,q)
, r—a; — 1 I —1— )\/
—rgetr ( ) H W, — % =2 (m +2n " + r) (4.4.22)
") a1 jenm bl T @\ 2n—1—-XN, —q

-
g

0)

Figure 4.18: A configuration of dual paths corresponding to a BLHT of shape A = (n,...,n).
The blue curve represents the trajectory of the extended last dual path, which starts at
2n—XN,+q¢—1,—s5— M) and passes through (2n — X, + 7 —1,0).
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Lemma 4.4.10. Consider the limit n — oo, for parameters scaling as t = nr, s = no,
r=mnp, ¢ =mnz, m=nM, N, =nA, and a; = |na(*)|. In this limit, the last dual path

z
n

passes through the point (a(A) + p,0) where p is related to z by
2= Z(a(A) + p)e o ™ awm=m 4 p (4.4.23)
T

Proof. Taking the limit n — oo, the sum (4.4.22) is dominated at the maximum of
Sp)=—p In(t)+(z+p)ln(c) + M +2—A+p)In(M+2—-A+p)—(z+p)In(z+ p)

1+M a — alu
— (A= p)In(A — p) — p In(p) + /A du In (a(A(/i)p) —(a()u))

(4.4.24)

where we have neglected the terms not depending on p as they do not effect the location of

the critical point.

We note that a(u) = 2 — u when u € [0,A] and a(u) =1 — u for u € [1, M]. It follows
that a(A) =2 — A and a(A — p) = a(A) + p for p > 0. Using these observations we can
simplify (4.4.24). The portion of the integral in equation (4.4.24) over u € [1,1+ M] can be
expressed as

1+ ad) —a(w) N _ M Adu—A
J d"1n<a(A—p)—a(u)>*/1 el (1+u—A+p>
=@-A+M)In@2-A+M)+2-A+p)In@—A+p)— (M+2—A+p)In(M+2—A+p)—(2—A)In2 - A).
With this equation (4.4.24) becomes
S(p)=—p In(t)+(z+p)In(o)+ 2—A+p)In(M+2—-A+p)— (24 p)In(z + p)

—(A=p)In(A — p) — p In(p) -|-/A du 1In (a((j\(/i)p;f(ggu))

(4.4.25)

where we have again dropped terms not depending on p. Note we are left with only the
integral over u € [A,1]. The critical point of (4.4.25) is given by

ga(M)+pA—p i
T Z+0p P

1
s Fr—alw) = 1.

Rearranging this gives

A—p _p 1
pe fA du a(B)+p—alu) | p-

2= Z(a(d) +p)

Finally we note that

_rA 1 A 1 p=A
e fD du a(M)+p—a(u) = ¢ fO du u—A+p — eln( P )



87

Recall that p < A. Choosing the branch of the logarithm along the positive real axis we are
left with A
A —
e Io s = 2T P

p
All together we have

1
z = _E(OZ<A> + p)ei f() du a(A)+;1)7o¢(u) _|_ p
i
as desired. ]

Theorem 4.4.11. Assuming the tangent method holds, the portion of the Arctic curve fol-
lowing the last dual path is parameterized by

220’ (x)
X)) = <7
I(z) +1:1:I (z) (4.4.26)
Y(x) =

"T(x) + 2I'(x)
with © € [a(A),2].

Proof. In the large n limit, the last dual path passes through (a(A)—z, —¢) and («(A)+p, 0).

This defines the line o

Y —

Z+p(X—Oé(A)—p)-

Using equation (4.4.23) and letting x = «(A) + p, the above simplifies to
TI@)Y + X —z =0.
-

As p € [0, A] we see x € [a(A),2]. Taking the derivative with respect to z, we get the system
of equations

X

—I(2)Y+X —-2=0

-

1

—(I(x)+2'(x))Y =1=0

-
which can be solved to yield the desired parameterization. O
Examples
A=(n,...,n)

As an example of computing the outer boundary Arctic curve consider the case of A\ =
(n,...,n), where A has n parts. In this case, a(u) =2 —u, u € [0, 1]. We have

Tz —2

1 1
[ = _fO dux—Q u =
() =e =
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Figure 4.19: A uniformly sampled configuration of paths corresponding to a BLHT of shape
A= (n,...,n), with n =t = 120. In black is the computed Arctic curve.

and
1

(z—1)*

Plugging this into our parameterization (equation (4.1.1)) we have

I'(z) =

2

x
X()= —5——7——
Y(z) = T(x — 1) o
a2 —20+2
for € R. Eliminating the parameter we get a formula for the Arctic curve
9 2y —7\°
(X -1+ = 1.
T
See Figures 4.19 and 4.20 for 7 = 1 and 7 = 4 respectively.
A=(nn—1,...,1)
As a second example consider A = (n,n—1,...,1). Here a(u) = 2 — 2u, u € [0,1]. We have

Tr— 2
T

I(z) = e~ ot —
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Figure 4.20: A uniformly sampled configuration of paths corresponding to a BLHT of shape

A= (n,...,n), with n =120 and ¢ = 480. In black is the computed Arctic curve.

and

This results in the parameterization

Y(z) = T—Vx('r_Q)

|z — 1]

for x € (—00,0] U [2,00). This results in the Arctic curve

(X—1)2+(X)2:1, Y > 0.

T

See Figure 4.21.

A=((p—1Dn,....,(p—1)n)

(4.4.28)

As a generalization of the first example above, we consider A of the form A = ((p —
Dn,...,(p — 1)n) where p € N, p > 1, is fixed. The limiting profile is a(u) = p — u.
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Figure 4.21: A uniformly sampled configuration of paths corresponding to a BLHT of shape
A=(nn—1,..., 1), with n = ¢ = 120. In black is the computed Arctic curve.

i
1§

We see that ) c—p
_[ = _‘fo du$*1+u = _
(x) =e 2 p——
and ]
I'z)= ———
@)= Gprip
with € R. This gives the parameterization
2
T
X(x) =
@)= 2p— Dz +plp—-1)
(z + )2 (4.4.29)
x J—
Y(z)=r1 i

a2 =20p— N +plp—1)
which gives the Arctic curve
2 2p—4
(X —p+1)2+ (§Y—p+1) + XY = el
See Figure 4.22.

A=(p-Dn,(p—1n—-1),...,p—1)

As a generalization of the second example above, we consider A of the form A = ((p —
Dn,(p—1)(n—1),..., p— 1) where p € N, p > 1, is fixed. In this case, the limiting profile
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Figure 4.22: A uniformly sampled configuration of paths corresponding to a BLHT of shape
A=((p—1)n,...,(p—1)n), with p =4, n = 60, t = 120. In black is the computed Arctic
curve.

is a(u) = p(1 — u). Computing the parameterization we have

[(-T) = e_fol du@—plﬂm = (.I _p>

X

3=

with 2 € (—00,0] U [p, 00). This gives
B x
Cr—p+1

Y(z)=r1 i ( ’ )
r—p+1\z—p

Eliminating the parameter leaves us with the Arctic curve

Y:Tx—p(@—nx>i

Il-p \ X—p

X(x)
(4.4.30)

B =

or

Note that this example can provide algebraic curves of degree higher than 2. See Figure
4.23.
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Figure 4.23: A uniformly sampled configuration of paths corresponding to a BLHT of shape
A=((p—Dn,(p—1)(n—-1),...,p—1), with p = 4, n = 60, t = 120. In black is the
computed Arctic curve.

Freezing Boundaries

Besides the outer boundary, other portions of the Arctic curve can exist at the so called
“freezing boundaries”. These occur when the choice of partition freezes a section of paths
near the bottom boundary of the domain. When this occurs there will be a new portion
of Arctic curve separating this frozen region from the disordered region in the bulk. For
example, taking A = (2n,...,2n,n,n —1,...,1) where X has 2n parts with n having value
2n, we see a frozen region of no paths resulting in an Arctic curve taking the form of a cusp.
See Figure 4.24. In general, these frozen regions will come from a macroscopic jump in either
the description of the partition A, or of the conjugate partition \. That is, either A\, — Api1
or A\j, — A, are linear in n, for some row or column of A\. The following analysis is very
similar to that of [29].

Remark 4.4.12. In the analogous problem on the square grid, there are three possible types of
frozen region: empty (no paths), horizontal paths, and vertical paths. The parameterization
of these freezing boundaries was worked out in [29]. In our case, the lecture hall tableaux
do not appear to develop frozen regions of horizontal paths.

Boundary of an empty region

Consider a BLHT of shape A such that A induces a frozen region of no paths along the
bottom boundary of the domain. This means, for some k, we must have that \y_; — A\g is
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Figure 4.24: A configuration of paths corresponding to a BLHT of shape A =
(2n,...,2n,n,...,1). The blue curve represents the trajectory of the extended k' path,
which ends at (n + Ay — k + ¢, —s) and passes through (n + A\, — k + r,0).

linear in n. In terms of the paths this means that the endpoints of the (k — 1)** and k"
path satisfy ax_; — ai being linear in n. As the region is empty in the thermodynamic limit,
the left-most portion of the Arctic curve will follow the path ending at (n + Ay — k,0). By
varying the endpoint of this path we will be able to parameterize the Arctic curve bounding
this frozen region. See Figure 4.24 for a diagram.

To implement the tangent method, we follow the same procedure as for the outer bound-
ary. Let the total number of configurations be Z. Define A through a;_1 — ar ~ nA. It is
the asymptotic size of the jump between the endpoints of the (k—1)% and k" path. Suppose
we move the ending point of the ™ path to (n + Ay, — k +r,0) where r € [0,nA). Call the
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new partition function Z,. The ratio of partition functions is

Zr r )\Z‘—/\k—’l“‘l'k’—i /\k+T—)\j+j—k’
Zor 11 II

7 L Mk TN+ —k
MedT— N +j—k
—v I ’“;”" NS +J - (4.4.31)
1<i<nger BTN

Now suppose the k" path is extended to end at (n + A\, — k + ¢, —s) with ¢ € [0,00). Call
the partition function Z,,. As before, we can write Z,; as

min(g,nA
qu_ (i )ésqfr n+)\k—k+q
Z —~ A q—r
min(gnd) ap —a; +r {ai+q
= s ] ’“—J( i ) (4.4.32)
— 11 ar — a; q—r
r=0 1<j<n,j#k

Lemma 4.4.13. Consider the limit n — oo, for pammeters scaling as t = n1, s = no,
r=mnp, ¢ =nz, a; = [na()], ap_1 —ap = nA, and £ = v . In this limit, the k'™ path
passes though the point (a(v ) + p,0), with p related to z by

z = (afv) + p) ~h e 4 p, (4.4.33)

Proof. In the n — oo limit, equation (4.4.32) takes the form
Zys n A a(v) + z

2~y [ ez ) / dp enS) (4.4.34)
Z 2m 0 (a(v) +p)(z = p)

S(p) = p () — (= — p) In(r) — (a(v) + p) In(a(v) + p) — (= — p) In(z — p)
—l—/ du In (a(v) TP a(u)) .

a(v) — afu)

where

The critical point occurs when

1
T z-r fo Yare—at = 1,
e’

z—
a(v) +
Rearranging we arrive at equation (4.4.33). [

Using Lemma 4.4.13, we get a parameterization of the desired portion of the Arctic curve.
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Theorem 4.4.14. Assuming the tangent method holds, the portion of the Arctic curve bound-
ing such a frozen region is parameterized by

2 I'(x)
X@) =1 —|—1xl’(x) (4.4.35)
Y(z)=1

I(z) 4+ zI'(x)
with © € [a(v), a(v) + Al.

Proof. From the points (a(v) + z, —0), (a(v) + p,0), and Lemma 4.4.13 we have a family
lines .

TI@)Y + X —2 =0

-

with = a(v) 4+ p. Taking the derivative with respect to x, we get the system of equations

@)Y + X —2=0
.

%(I(w) +al(2)Y —1=0

which can be solved to yield the desired parameterization. Note that since p € [0, A), the
range of x is [a(v), a(v) + Al. O

Boundary of a vertically frozen region

Now suppose we have a frozen region of vertical paths. In terms of the partition A, there
exists integers 1 < a < b < n such that A\, = A\,11 = ... =\, and b — a is proportional to n.
In terms of the dual partition, this means there exists k such that A, — A}, is proportional
to n.

In the path description we see a frozen region of vertical paths, which in the dual paths
description becomes an empty frozen region whose left boundary follows the k** dual path
in the large n limit. See Figure 4.25 for an example such a frozen region and Figure 4.26 for
a diagram.

Let A be a partition such that Aj, — X, ; ~ nA. First extend X to (A,...,\,,0,...,0)
by adding m parts of zero to the end of A. Call Z, the partition function with the starting
point of the k" dual path moved to the right by r. In terms of the original partition, moving
the starting point of the k** dual path to the right by r corresponds to changing \; to \; — 1
fore=0,b—1,...,b—1r+ 1. Call the resulting partition pu.

From the product formula we have

Z _ Mg — 5 +J — 1
e A | -

z 1<i<j<n+m Ai—Aj+j—d
e 11 A=\ —1)+5—i I N—1) =X\ +j—i
B Ni—Aj+j—i Ni—Aj+j—i

1<i<b—r b—r+1<i<b
b—r4+1<j<b b+1<j<ntm
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Figure 4.25: A configuration of paths with the corresponding dual paths for a BLHT of
shape A\ = (2n,2n —1,...,n+1,n,...,n).

Jf

.

r

Figure 4.26: A configuration of dual paths corresponding to a BLHT of shape A = (2n,2n —

1,...,n+1,n,...,n). The blue curve represents the trajectory of the extended k' dual path,

which starts at (2n — A\, +¢—1,—s — m) and passes through (2n — X\, +7 —1,0).
k
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where the other other terms in the product are one. Both remaining terms in the product
are telescoping and we have

Zr:t_r H )\)w;/\ber—i-l—z'. H )\b_>\j‘|-’j_(b+1) '
1<i<b—r 7 b+b_,r+1_Zb+1gj§n+m)\b_)\j+j—(b—T—|—1)

We can rewrite the above as follows
%, ST T R
Ni—X+b+1—14

Z 1<i<ntm )\i_)\b+b_r+1_ib—r+2§i§b
i1#b—r+1
A — A b+1—1
t—r(_1>r—1 H b+ 0+ ? y
N— N +b—r+1—1

1<i<n+m
i#b—r+1
Now extend the k' dual path to begin at (2n — 1 — N, + ¢, —s — m), with ¢ €
k
(—oo, A]. Call the corresponding partition function Z,. Note that A\, = k and A} = b. Z
can be written

A
Zgs _ Z ZTST_q(m—i—n—l—i—k:—)\;g—i—r)

_ _ )/
z r=max(q,0) Z m+n—1+Fk )\k +4q
A .
_ Z = (— 1yt H Ai—Xp+b+1—1i 'ST_q<m+n—1+)\b—b+'r)
r—man(,0) Leiomim N T A b=+ 1 =i m+n—14+XN—b+gq
' i2b—r i1
A
—ap+ 1 —1
= Y st ] _Gi—aptl <m tast T), (4.4.36)
r=max(q,0) I<i<mim ¥ T @ =T L\m—-1+ap+q
' i#b—r+1

Lemma 4.4.15. Consider the limit n — oo, for parameters scaling as t = nt, s = no,
r=mnp, q=nz, m=nM, N, =N, =nA, b=nfB, and a; = [na(:)]. In this limit, the kth
dual path passes through the point (a(8) + p,0), with p related to z by

2= (@(B) + p) Ze P B Mm@ 4 p, (44.37)

Proof. Taking the limit n — oo

A
qu -~ Ee—nz In(n) / dp\/ M + Oé(ﬁ) +p enS(p)

Z 27 (M +a(B)+2)(p—2)

max(z,0)
where

S(p) = (p = 2)In(0) = p In(7) + (M + a(B) + p) In(M + () + p) = (M + () + 2) In(M + a(f) + 2)
—(p—z)ln(p—z)+ip7r+foﬁ_ “du In ( (u) o(8) )—I—f;i‘fr du In (%)
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with € = % tending to 0.
The sole critical point of S occurs when

_oMtaB)tp i
T p—z

du+f1+]%

1 1
a@—a@® -t s pre sw—am M — 1.

This can be simplified to
= (O‘(ﬁ) + p)—e_p-v-fo1 dum p
’7’

where we use that

S L du a(f) +p

I st — o et = TP
M+ a(B) + p

]

Theorem 4.4.16. Assuming the tangent method holds, the portion of the Arctic curve bound-
ing such a frozen region is parameterized by

o) = 221 (z)
Y(z) =

I(z) + xI'(x)

where I(x) = eV o My gnd ¢ € [a(B), (B) + A]. Recall \j, = b ~nf and X, — X4 ~
nA.

Proof. From the points (a(8) + z, —0), (a(5) + p,0), and Lemma 4.4.15 we have a family of
lines

TI@)Y + X —2=0
-

with = «(B) + p. Taking the derivative with respect to x, we get the system of equations

@)Y + X —2=0
.
1

~(I(x) +l'(@))Y =1=0

which can be solved to yield the desired parameterization. Note that since p € [0, A], the
range of x = o) + p is [a(B), a(B) + Al O
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Examples
A=(2n,....2n,n,...,1)

As an example of a BLHT whose Arctic curve contains a freezing boundary, consider the
partition A = (2n,...,2n,n,...,1). The limiting profile is

4—2u l<u<?2
alu) = .
4—u 0<u<l

From this we have
r—4 [x—2

z—3 T

202 — 9z 4 12 x
I'(z) = (z—3)22 \ 2z -2

Plugging this into equation (4.1.1), we get

I(z) =

and

z(22? — 9z + 12)
X (1) =
(z) a3 — T2 + 17z — 12

T x(r — 3)? [z —2
Y =
(z) x3 —Tx?2 + 17x — 12 x

with 2 € (—00,0] U [2,00). The portion of the Arctic curve corresponding to the freezing
boundary is = € [2,3]. See Figure 4.27.

A=(2n,2n—1,...,n+1,n,...,n)
In the case A = (2n,2n —1,...,n+ 1,n,...,n) the limiting profile is

3—u l<u<?2
alu) = :
4—-2u 0<u<l1

We have ]

I(x) = V(e —4)(z - 2)

r—1

and

(z —1)°
3 — Hx2 + 9z —

Y(z)=1

V=D -2)
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Figure 4.27: A uniformly sampled configuration of paths corresponding to a BLHT of shape

A= (2n,...,2n,n,...,1), with n = 60 and ¢t = 120. In black is the computed Arctic curve.

l‘ 117 §

1

for € (—00,2] U [4,00). The portion of the Arctic curve corresponding to the freezing
boundary is = € [1,2]. See Figure 4.28.

More complex examples can be dealt in a similar way. An example with three internal
jumps, for which we do not illustrate the calculations here, is shown in Figure 4.29.

4.5 Conclusion

In this chapter, we compute Arctic curves for bounded lecture hall tableaux using the tangent
method. This method is not fully rigorous, nevertheless we conjecture that the true Arctic
curves is is in fact given by our formula, Theorem 4.4.3.

It would be interesting to study rigorously the dimer model on this lattice made of
hexagons and octagons. On this lattice (or the lecture hall graph) we can define a height
function h,(x,y) on the faces of the graph. Given a configuration of n paths starting at
(n—1i,t—1/(n —i+ 1) and ending at (A\; +n — 7,0), the height of a face is the number of
paths to the southwest of the face. We give an example of the height function of Figure 4.30
for A = (2,2).

When n — oo and A\; +n—i = na(i/n), let h(z,y) = lim h,(x,y)/n be the limiting height
function. Based on strong numerical evidence and on the structural similarities between
this dimer model and Z2-periodic dimer models, it seems possible that many of the results
pertaining to Z2-periodic dimer models could be extended to the BLHT dimer model.
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Figure 4.28: A uniformly sampled configuration of paths corresponding to a BLHT of shape
A=(2n,2n—1,...,n+ 1,n,...,n), with n = 60 and ¢ = 120. In black is the computed
Arctic curve.

Figure 4.29: A uniformly sampled configuration of paths corresponding to a BLHT of shape
A= (6n,....5n+1,4n,....3n+1,2n,...,2n,2n,...,n+ 1,n,....,n,n,..., 1), with n = 30
and t = 60. In black is the computed Arctic curve.

When we impose that the hexagons and the octagons have all the same area and shape,
we get a non-planar lattice made of fans of hexagons separated by line of octagons. This
observation is due to N. Reshetikhin. On Figure 4.31, we draw one fan of hexagons and the
its line of octagons.

We could also compute the asymptotic behavior of the lecture hall tableaux without the
bounded condition. In this case we have an infinite number of tableaux. When ¢ < 1, we
can compute the generating function of lecture hall tableaux of shape A where each tableau
gives the contribution ¢/”! where |T| = >i; Tij- In [26], Corteel and Kim computed the
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Figure 4.30: Height function for paths of G,

Figure 4.31: Another way of drawing a horizontal strip of the lecture hall lattice

corresponding generating function which is :

Aj+n—j _q/\ﬁ‘N—i n (_qn—i—l—l))\‘
T

q
191}9 g1 — gi1 (q2—i+1),, :

i=1

with (a), = Hf:_ol (1 — aq’). The fact that this generating function has a beautiful product
formula makes us think that we could build the right algebraic tools to study the asymptotics
of these unbounded tableaux. In [31], the authors consider the case of g-weighted lozenge
tilings for which a single path will asymptotically travel along a geodesic (not necessarily
a straight line). It would be interesting to consider the same for lecture hall tableaux. It
would also be very interesting to define a “lecture hall Schur process”. See for example [74]
for the classical case and all the follow-up papers.

Last but not least, the tangent method could be made rigorous in our case [3] at least for
the computation of some parts of the curves (i.e. the ones that correspond to the trajectory
of the first or the last path). This would require some detailed computations.
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Chapter 5

Random tilings on the GPU

5.1 Introduction

The study of tilings of planar regions by dominos, lozenges, and other shapes has a long
history in mathematics, physics, and computer science. In the recent decades, the discovery
of Arctic circles, limit shapes, and other phenomena in random tilings of large regions has
sparked a renewed excitement into their investigation. For a survey of these developments,
see [57].

A remarkable tool in the study of tilings has been the use of various computer programs
to generate and visualize random tilings. For example, in the previous chapter numerical
simulations played an important role in showing that the bounded lecture hall tableaux
exhibited the limit shape phenomenon, and in showing that the conjectured formulas for
the Arctic curves matched with what was observed. A variety of powerful algorithms and
techniques for sampling tilings have been developed and studied (see for example [69, 93,
4, 90, 81]), and their standard implementations are widely available and well-utilized by
researchers in the field.

On the other hand, the recent years have seen the advent of many new tools and techniques
in high performance computing. In particular is the resurgence of parallel computing, driven
by the fact that as speeds of single processors reach their physical limits, computers increas-
ingly rely on multicore processors for performance and efficiency. So, while previously the
sole purview of supercomputing, parallel computing is now-a-days essential to fully exploit
modern computational power.

At the cutting-edge of multicore hardware is the graphics processing unit (GPU). Designed
specifically for certain computations in 3D computer graphics, GPUs employ a massively-
parallel architecture with up to thousands of limited-functionality processing cores working
synchronously. Thanks to the popularity of video games, powerful GPUs are now common-
place on nearly all personal computers, as well as Playstations, XBoxes, and other devices.
Utilizing these computational resources for tasks beyond computer graphics is a tantalizing
prospect. Indeed, GPUs have proven to be well-suited for many other types of problems,
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and general purpose computing with the GPU (GPGPU) has become increasingly popular
and successful in many fields. For an overview of applications of GPUs to other Monte Carlo
simulations see [92].

The main purpose of this chapter is to demonstrate the use of GPUs to generate random
tilings. These results are presented in [53]. Our approach is based on the Glauber dynamics
Markov chains where Markov moves are local “flips” of the tiling. For parallelization, we
consider non-local updates consisting of clusters of flips, which when chosen according to
a domain decomposition, can be generated and executed independently and in parallel on
GPU cores. We implemented the program with C++ and OpenCL, and have made our
source code available [54].

The structure of the remainder of the chapter is as follows: in the first section, we recall
the basics of domino tilings and Markov chain algorithms for generating random tilings. We
briefly discuss generalizations to some other models. In the second section, after reviewing
some important aspects of graphics hardware architecture and programming, we explain our
implementation of the Markov chain algorithm on the GPU. In the conclusion, we present
the results of some experiments we conducted to test the program.

5.2 Random Tilings

Domino Tilings

By the square lattice we mean the planar graph embedded in the Euclidean plane with
vertices at coordinates (i, ) € Z? and edges joining all pairs of vertices unit distance apart.
A domain D is the union of a finite set of faces of the square lattice. We assume that D is
simply-connected.

A domino is the union of two square lattice faces that share an edge. A tiling 7 of D is a
set of dominos whose interiors are disjoint and whose union is D. We denote by p the set
of tilings of D. A domino tiling 7 can equivalently be viewed as perfect matching or dimer
cover T* of the dual graph, or as a lattice routing as shown in Figure 5.1.

!l§i75§ NP
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o mm—

(a) (b) (c)

Figure 5.1: (A) A domino tiling of a rectangular domain. (B) The corresponding perfect
matching of the dual graph. (C) The corresponding routing, obtained by drawing paths
through dominos as shown.
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Figure 5.2: (A) The height function is defined by first fixing the height at a reference face
(say the bottom-most, left-most face) to zero and then propagating the height function across
unmatched edges according to the rules at left. (B) The maximal and minimal tilings of a
square domain.

By identifying tilings with perfect matchings of a bipartite graph, each tiling 7 can be
associated with an integer valued height function ht on vertices v € D, according to the rules
shown in Figure 5.2. Height functions induce a partial ordering on tilings, where T < T if
hy(v) < W (v) for all v € D. Moreover, the point-wise maxima (or minima) of two height-
functions also defines a height function and a corresponding tiling, which endows 2p with
the structure of a distributive lattice. We denote by T,.ee and 7T, the unique maximal and
minimal elements of Qp, see Figure 5.2.

We say a domain D is tileable if Qp is non-empty. An efficient algorithm due to [91]
determines the tileability of a domain and returns a maximum (or minimum) tiling in time
proportional to the size of the domain.

Weights

It is often important to consider various probability measures on {0p. Gibbs measures orig-
inate from models of statistical physics, in which dimer covers of the lattice correspond to
bond configurations in crystals.

These measures are defined by an edge weights that assign to each dual edge e a positive
number w,, and to each tiling 7 a weight W(T) = [],c;« we. A tiling 7 then has the
probability

PIT] = % W, 2= W)

TeQ

Equivalently, the Gibbs measure can be defined by volume weights that assign tc() each vertex
hr (v

v a positive real number ¢,, and to each tiling 7 the weight W(T) =[], p @ ), Choosing
all weights to be 1 gives the uniform distribution on €.
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Moves on Tilings

We say a tiling T is rotateable at a vertex v if the faces adjacent to v are covered by two
parallel dominos. An elementary rotation at v rotates the dominos in place, as shown in
Figure 5.3. More precisely, an up-rotation replaces two horizontal dominos by two vertical
dominoes, and down rotation does the opposite. We denote by R, : Qp — p the function
that maps a tiling 7 to the tiling obtained from 7T by rotating up/down at v if possible.
Here we adopt the convention of formally signing vertices to denote up and down rotations.

Figure 5.3: An elementary rotation at a vertex.

A theorem of [91] states that any two tilings 7 and 7’ of a domain D are connected by
a sequence of elementary rotations.

It is natural to consider simultaneous rotations on clusters of faces. Note that if two
signed vertices v and v’ are not adjacent, then R, o R, = R, o R,. We call a subset of
signed vertices S an admissible cluster if no two of its vertices are adjacent. Then the cluster
rotation Rg = Hve ¢ I, is well defined. In practice, a convenient class of admissible clusters
is found by fixing a vertex coloring, and choosing subsets of vertices of the same color.

Markov Chain on Tilings

A random walk on Qp is defined by an initial tiling 7(® and a sequence of randomly chosen
admissible clusters {S;}i=1...o, Where the nth step is,

T0) — R(n)(T) R — Rg, 0---0 Rg,. (5.2.1)

In other words, at each step, the Markov chain chooses a random cluster S and moves to
Rs(T). It is straightforward to check that this Markov chain is irreducible and aperiodic,
from which it follows that in the limit n — oo the random tiling 7™ is uniformly distributed.

In reality, the Markov chain is run for a finite but large time determined by the rate of
convergence or mixing time. Although mixing times of Markov chains on tilings have been
studied by many, see for example [69, 93, 65|, and upper bounds rigorously established in
many particular settings, very little is known in general. In practice, the mixing times can
often be estimated empirically by heuristic techniques such as a self-consistent analysis of
autocorrelation times.
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Perfect Sampling with Coupling From the Past

When statistical soundness is paramount, exact sampling can be accomplished using the
coupling-from-the-past algorithm [81], which effectively simulates running the Markov chain
for an infinite time. It works as follows: given a sequence of random clusters {.S;}i—1...co,
define the backwards walk

TM) — R(”)(T) R — Rg, 0 Rg,0---0Rg,

Almost surely there exists an n for which |[R("™(Qp)| = 1 (and in fact for all earlier times
m > n). The Markov chain is then said to have collapsed and the unique element in the
range of R is distributed according to the stationary distribution.

For Markov chains with large state spaces, checking for collapse can be impractical. How-
ever, in the case that the state space is partially ordered and the Markov moves monotone,
as is the case for domino tilings, the state space collapses if and only if RO (Thu.) =
R(_")(Tmm). Consequently, it is sufficient to check only the maximal and minimal states.

Other Models

The machinery described above for domino tilings can be generalized to a variety of other
models. Let us briefly describe a few examples:

Lozenge Tilings

Lozenge tilings are the triangular-lattice analog of domino tilings, see Figure 5.4. Lozenge
tilings correspond to dimers on the hexagonal lattice, whose bipartite structure allows the
introduction of a height function at vertices (which is easy to visualize by imagining a tiling
as a stack of cubes), which in turn induces a partial order and lattice structure on the set
of tilings. The set is connected elementary rotations at vertices of the triangular lattice as
shown below. Cluster rotations can be generated by three-coloring the triangular lattice.

¥ J._O‘\
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Figure 5.4: (A) A lozenge is a pair of equilateral triangles glued along a side. (B) A lozenge
tiling and the corresponding matching on the hexagonal lattice. (C) An elementary rotation.

Bibone tilings

Bibone tilings are the hexagonal-lattice analog of domino tilings, see Figure 5.5. While they
correspond to dimers on the triangular lattice, techniques for bipartite dimers do not apply;
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for example, bibone tilings do not admit height functions. Nonetheless, [55] showed the
connectedness of the set of tilings under three types of elementary moves as shown in Figure
5.5. For parallelization, we consider clusters of the same type of move, with a different
domain decomposition for each type.
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Figure 5.5: (A) A bibone is a pair of hexagons glued along an edge. (B) A bibone tiling and
the corresponding matching on the triangular lattice. (C) Up to orientation and reflection,
there are three types of elementary moves.

|

Rectangle-triangle tilings

Rectangle-triangle tilings were studied by B. Nienhuis, [71]. The tiles are isosceles triangles
and rectangles with side lengths 1 and v/3. We focus on tilings of domains of the triangular
lattice. Like lozenge tilings, rectangle-triangle tilings can be visualized in 3D as stacks of
half-cubes, which gives a partial ordering to the set of tilings. It is easy to check that the set
of tilings is connected by an elementary move at vertices as shown in Figure 5.6. In practice,
we allow many other local moves to improve the mixing rate.

U @ -0

Figure 5.6: (A) Rectangle and triangle tiles. (B) A rectangle-triangle tiling. (C) Up to
orientation and reflection, there is one elementary move.

Local weights can be introduced by assigning to each face of the triangular lattice a weight
depending on the tiles that cover the face [71]. Up to orientation, there are four possibilities,
as shown below: (A) covered by triangles, (B) covered by a rectangle and triangle, (C)
covered by rectangles. These cases are assigned weights ¢, ¢, and r respectively; the weight
of the tiling is given by the product of all weights of faces.
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The six-vertex model

The six-vertex model is defined on a domain D of the square lattice. A configuration S of
the model is an assignment of “occupied” or “unoccupied” to each edge in D that satisfies
the condition that at every vertex v in the interior of D, the edges adjacent to v must be
one of six local configurations shown in Figure 5.7. A boundary condition for the six-vertex
model fixes the state of edges intersecting the boundary of D.

a by Cc1
+ 1 b .
az by C2

(a) (b) ()

Figure 5.7: (A) The six vertex types with six weights. (B) A six-vertex configuration. (C)
A local move.

Six-vertex configurations correspond bijectively to height functions, as shown in Figure
5.8. This endows the set of configurations with a partial ordering and the structure of a
distributive lattice.

ofi1]of1]o]|-1]o
+1TH TH 1]2|1)0]-1fjo]1
ofil2/1]0]-1]o0

‘ I ‘ ‘ ‘ ‘ 1210101
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Figure 5.8: The height function for the six-vertex model.

Gibbs measures are defined by assigning positive real weights to each of the six vertex
types. The weight of a configuration S is W(S) = [[,cp w(v, S) where w(v, S) is the weight
of the vertex v in the configuration S depending on the vertex type. The probability of S is
then

PS]=_W(S) Z= > W(S)

Seq
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The weights a = 1,0 = 1,¢ = 1 give the uniform distribution on configurations.

With fixed boundary conditions, the set of configurations is connected by elementary c-
flips at faces, as shown in Figure 5.7. In general, variations of c-flips for boundary faces are
also required. For parallelization, cluster moves can be generated by coloring faces according
to both the parity of the z- and y- coordinate of the face.

It can be checked that the local moves preserve the partial order only if the weights satisfy
a < ¢ and b < ¢; this means that coupling-from-the-past can only be used for these weights,
although the standard Markov chain sampling can be used for all weights. For the weights
(a =1,b=1,¢=1), a much faster program is possible due to the combinatorial nature of
the model, although we do not pursue it here.

5.3 Implementation

Graphics Processing Units

Certain properties of graphics hardware have great significance in the design and implemen-
tation of efficient algorithms for the GPU. Let us briefly mention a few important aspects,
and refer the reader to [45] for details.

GPU Design and Architecture

Many tasks in 3D computer graphics involve carrying out an identical sequence of operations
independently on a large set of input primitives. Rendering a surface for instance could
require: for each pixel drawn to the screen, computing the local surface normal, computing
directions to the viewer and light sources, and finally computing the color according to some
lighting and shading model. These types of tasks are often called data parallel, and the
routine executed on each input called a shader or kernel.

GPUs are designed specifically for data parallel tasks. At the hardware level, a typical
GPU consists of a number of compute units, each containing an instruction block, shared
memory caches, and a number of processing elements that carry out arithmetic computations.
A parallel computation is organized by issuing a thread for each kernel execution instance;
the threads are divided into blocks and distributed to compute units for execution. Each
compute unit executes the kernel in single instruction multiple data (SIMD) fashion, by
issuing at each time-step the same kernel instruction to every processing element to carry
out in a different thread.

For tasks well-suited to this architecture, GPUs can perform up to hundreds of times
faster than conventional CPUs.

Performance can drastically suffer, however, when programs are not tuned for the graphics
hardware. Due to the SIMD execution model, GPU performance can be severely affected by
branch divergences, which occur when conditional expressions in the kernel cause different
threads to follow different execution paths. Furthermore, compared to conventional pro-
cessors, GPUs have little hardware dedicated to speed-up the execution of sequential code.
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In particular, GPU cores have relatively smaller memory caches and limited bandwidth for
memory access. While GPUs hide memory-access latency by multithreading, their perfor-
mance is nonetheless sensitive to the pattern of memory-access and organization of data in
memory.

The OpenCL Framework

In early years, general purpose computing with GPUs required reformulating a task in terms
of graphics primitives and operations. Since then, GPUs have evolved into highly flexible
and easily programmable processors. Frameworks such as NVidia’s Compute Unified Device
Architecture (CUDA) and the Open Computing Language (OpenCL), define C-type kernel
programming languages and provide C/C++ libraries to access GPU devices.

For this work, we chose to use OpenCL.

In the OpenCL framework, a computing platform consists of a host (typically the CPU)
and any number of devices (typically GPUs). Kernel source code is loaded and compiled
for devices by OpenCL at run-time. The host issues commands to the device, such as
kernel executions and data transfers, via a command queue. Before launch, the set of kernel
execution threads is arranged by the user into a grid of work-items. The grid coordinates of
a work-item can be accessed from within the kernel program and used to identify the thread.
The grid is further divided into work-groups, each of which is executed on one compute
unit of the GPU, and whose work-items can communicate via shared local memory and can
synchronize with barriers.

A typical OpenCL host program first initializes the platform, then loads and compiles the
kernel source, transfers relevant data to the device, sets up and launches the kernel on the
device, and finally reads back the output data from the device.

Random Domino Tilings with the GPU

Having laid the necessary foundations, let us now explain our implementation.

To each vertex v we associate an integer state representing the tiling of the faces adjacent
to v as follows: enumerating the edges adjacent to v in the order North, South, East, West,
the tilestate s, is defined as

Sy =€y+2e1+4dey+8e3

where e; is 1 if a domino of T crosses edge ¢ and 0 otherwise. A vertex v is rotateable if its
state s, = 12 or s, = 3.

A tiling is represented by the state of every vertex of the domain D, as in Figure 5.9.
Assuming the domain D is contained in an N x N square domain in the first quadrant of
the Euclidean plane, we store a tiling 7 as an array N X N array T, where the (7, j)th entry
of T' is the state of the vertex with coordinate (7, j).

To optimize kernel occupancy and memory transfer speed, we divide the tiling into the
sub-arrays Ty, T,, of black and white vertices, and store each contiguously in the GPU device
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memory. For simplicity, we assume N is even, so that for example the (7, j)th component
of the array T}, corresponds to the state of the vertex (7,27 4+ 7 mod 2) in D. Moreover, to
avoid special cases at the boundary we assume all arrays are sufficiently zero-padded.

In our implementation, the primitives of GPU operations are the vertices of the domain
D. We define a kernel function that rotates a vertex v with some fixed probability, and
kernel functions that check the neighbors of v and recomputes its state. More precisely,

e The kernel Rotate takes as a parameter a tiling sub-array 7. The work-item (4, 7) first
generates a pseudo-random number, and then with fixed probability attempts to either
rotate up or down the state T'[7, j]. The state can be rotated up if T'[i, j] = 3 with rotating
accomplished by setting T[i, j] = 12, and similarly for down-rotation.

e The kernels UpdateBlack and Update White take as parameters both sub-arrays Ty, T,
The work-item (7, j) of UpdateBlack recomputes the state of the vertex with index (3, j)
in 7} in terms of the neighboring vertices in 7T),. This can be done efficiently with bitwise
operations, as follows

Tyli, j| :%(Tw[i —1,j] & 2) + 2(Tu[i+1,j] & 1)+

%(Tw[z’,j +imod 2 — 1] & 8) +2(Tli, j+i mod 2] & 4)

The UpdateWhite kernel is defined similarly.

Other kernels used to generate pseudo-random numbers are discussed in Section 5.3.

A random cluster rotation is accomplished by launching Rotate on all black vertices and
Update on all white vertices, or Rotate on all white vertices and Update on all black vertices.
We define the following host functions:

e The function Random Walk takes as parameters a tiling 7, a random number seed s, and
a natural number nSteps. The function first divides 7 into the two sub-arrays Tj, and T,
and loads them to the GPU memory. It then seeds all pseudo-random number generators
with s. Then, looping nSteps times, with equal probability it either runs Rotate with all
black vertices and Update on all white vertices, or vice versa. Finally, after the loop is
complete, it reads back Tj, and T),, and recombines the two sub-arrays into the tiling 7.

e The function DominoTilerCEFTP generates a random tiling using the coupling-from-the-
past algorithm. The pseudo-code is:

0o 0 2 0 O
8§ 4 1 8 4
e —— 0 8 12 4 O
8 4 2 8 4
0 0 1 0 O

Figure 5.9: A tiling and its tilestate (without zero padding).
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DominoTilerCFTP:

Compute the extremal tilings Tpae and Toin.
Initialize a list seeds with a random real number.
Repeat:

Initialize Tiop = Trnax
Initialize Tportom = Trmin
For ¢ = 1 to length of seeds:
Set Trop = RandomW alk(Typ, seeds;, 2°)
Set Trottom = RandomW alk(Tpottom, seeds;, 2°)

If 7;op = Toottom, return 7Zottom-

Else, push a new random number to the beginning of seeds.

Pseudo-random Number Generators

Random number generators for massively parallel computing is an active area of research.
Most applications require a stream of pseudo-random numbers for each thread, with good
statistical properties both within each stream and across different streams. The statistical
independence is crucial in our application to ensure that the set of tilings is connected by
the cluster moves generated by the Rotate kernel.

For our implementation, we adopted a variant of the well-known Mersenne Twister
pseudo-random number generator known as TinyMT [86]. Although compared to the Mersenne
Twister, the period of TinyMT is relatively small (2!%7), the TinyMT admits a large num-
ber (up to 2%) of internal parameter values that ensure statistical independence (see [86])
of generators with different parameter values. For tilings with fewer than 2% vertices, it is
convenient to simply instantiate a TinyMT generator with a unique parameter value for each
vertex of the domain.

5.4 Conclusion

We tested our implementation using a few different graphics cards: an Intel Integrated HD
510, an NVidia Tesla P100, and an AMD Radeon Pro 555. Although a rigorous performance
comparison of GPU algorithms and CPU algorithms can be a delicate matter (see [66]), we
nevertheless compared our implementation with standard CPU algorithms, see Figure 5.10.
We found that for smaller domains, the processing time is dominated by memory transfer
time and other overheads, and the CPU is often faster. For larger domains, the parallelism
pays off and we found significant speed-ups, of at least an order of magnitude depending on
the quality of the graphics hardware.
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Figure 5.10: (A) The time T in seconds to generate, with coupling-from-the-past, a random
configuration of the six-vertex model on an N x N sized domain with domain wall boundary
conditions and weights (a,b,c) = (1,1,1). We used an Nvidia Tesla P100 GPU and a 2.2
GHz Intel Xeon E5 CPU. (B) The time to generate a random domino tiling of an N x N
square. Here we used a laptop with an Intel 510 Integrated GPU and 2.10 GHz Pentium
CPU.

5.5 Examples
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Figure 5.11: Some domino tilings.
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Figure 5.12: [49] showed that the fluctuations of the top-most path, above which all tiles
are horizontal, converges to the Airy process. In particular, the y-intercept of the path as
shown in (A), after appropriate rescaling, converges to the Tracy-Widom distribution Fj.
(B) shows a normalized histogram of the y-intercept computed from 100 random tilings of
an Aztec diamond of size 300, with the distribution F, superimposed in bold.

Figure 5.13: A tiling of a rectangular Aztec Figure 5.14: A random tiling of the

diamond, with the Arctic curve computed Aztec diamond with volume weights (see

by [17] superimposed in red. Section 5.2) ¢ = 20 for all black vertices
and ¢ = 1/20 for all white vertices. See
8] for details.
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Figure 5.15: A random tiling of a weird region by lozenges.
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Figure 5.16: A tiling of a trapezoid by bibones. Bibone tilings, which correspond to dimers
on the triangular lattice, seem not to develop Arctic curves or limit shapes.

(b)

Figure 5.17: A tiling of a partial hexagon (A) by rectangles and triangles, and (B) by
lozenges.
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see Section 5.2) produces tilings that look

(

like snowflakes. We observed large fluctuations in the boundaries of the arms as compared

to Arctic curves of lozenge tilings.
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Figure 5.18: Choosing weights ¢
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Figure 5.19: The six-vertex model with weights a = 1,b=1,¢c = v/8, (A = —3), in a square
with DWBC. (A) shows a random configuration and (B) shows the c-vertices of the random
configuration in black. (C) shows the average density of horizontal edges computed, with
1000 random configurations. The Arctic curve computed by [22] is superimposed in red. (D)
shows the average density of c-vertices. (E) shows the cross-section profile of the horizontal
edge density along a diagonal slice, which was studied in [64].
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Figure 5.20: The average density of hor- Figure 5.21: The average density of hor-

izontal edges in with weight A = 0 izontal edges with weights a = 2b, A =
in an L-shaped region with domain wall —3, computed with 1000 samples. The
type boundary conditions, computed with red curve is the Arctic curve computed

1000 samples. by [22].
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Figure 5.22: By the Wulff construction, the toroidal free energy f(H, V') is the limit shape of
the volume-constrained model with special boundary conditions. Figure A shows a random
configuration with weights a = 2, b = 1, ¢ = .8 and volume weights. Figure B shows the
free energy phase diagram for the same weights [76].
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Figure 5.23: The six-vertex model at the stochastic point with weights (a1, as, b1, bs, ¢1, ) =
(1,1,.3,.7,.3,.7) on a cylinder with fixed step boundary conditions at the bottom and free
boundary conditions at the top. For details about the stochastic six vertex model, see
[43, 10, 84]. (A) shows a random configuration on the cylinder. (B) shows the average
density of paths, taken over 100 sample, with empty space shaded in white. In the ther-
modynamic limit, the density of paths is described by a Burgers-type equation that can be
solved by characteristics. (C) shows the characteristic lines, with shocks drawn in bold and
the rarefaction fans shaded in grey.
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