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Uhlmann holonomy against Lindblad dynamics of topological systems at finite
temperatures

Yan He! and Chih-Chun Chien?

L College of Physics, Sichuan University, Chengdu, Sichuan 610064, China*
2 Department of Physics, University of California, Merced, CA 95343, USA.T

The Uhlmann phase, which reflects the holonomy as the purified state of a density matrix tra-
verses a loop in the parameter space, has been used to characterize topological properties of several
systems at finite temperatures. We test the Uhlmann holonomy against various system-environment
couplings in quantum dynamics described by the Lindblad equations of three topological systems,
including the Su-Schrieffer-Heeger (SSH) model, Kitaev chain, and Bernevig-Hughes-Zhang (BHZ)
model. The Uhlmann phase is shown to remain quantized in all the examples if the initial state

is topological and only certain types of the Lindblad jump operators are present.

Topological

protection at finite temperatures against environmental effects in quantum dynamics is therefore
demonstrated albeit only for a restricted class of system-environment couplings.

I. INTRODUCTION

Holonomy is a geometric concept that measures the
change of a horizontal-lifted curve over a loop in the base
space [1, 2]. The Berry phase provides a physical realiza-
tion of the Berry holonomy of pure quantum states by re-
flecting the phase change of the wavefunction as the sys-
tem traverses a loop in the parameter space [3]. For one-
dimensional systems, the Berry holonomy corresponds to
the Zak phase [4], which also reveals the winding number
of the Hamiltonian mapping and has been measured in
ultracold atoms in optical lattices [5]. The Berry con-
nection, which is the foundation of the Berry phase, also
serves as the base for building other topological indices
for topological insulators and superconductors [6, 7).

At finite temperatures, a quantum statistical system is
described by its density matrix, and a generalization of
the Berry connection has been proposed by Uhlmann [8—
10]. Following the Uhlmann connection, the Uhlmann
phase accumulated in a Uhlmann process reflects the
Uhlmann holonomy of the purified state of the density
matrix and serves as a topological index at finite tem-
peratures [11-14]. By constructing the purified states of
a two-level system on quantum computers, the Uhlmann
phase has been measured [15]. Recently, the Uhlmann
connection has been applied to time reversal invariant
topological insulators [16] and spin systems [17, 18] to
test topological behavior against finite-temperature ef-
fects. We also mention there are other pioneer works
[19-21] trying to generalize the concept of Berry connec-
tion or Berry phase of pure states to mixed states.

On the other hand, holonomic quantum computa-
tion [22-25] utilizes the phase factors of quantum wave-
functions, which may be viewed as a generalization of
the holonomy, to achieve quantum computational oper-
ations. Protection of quantum information against lo-
cal perturbations is expected when the phase from se-
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lected operations reflects a global change from the dy-
namics. There have been experimental demonstrations of
holonomic quantum computation [26-28]. However, cou-
plings to the environment may still affect some holonomic
operations of the ground states [29]. To investigate en-
vironmental effects on holonomy at finite temperatures,
we will consider open-system descriptions of a system in-
fluenced by the environment.

Several open quantum system approaches have been
developed to handle system-environment couplings [30,
31]. Time evolution of open quantum systems usually
leads to mixed states. Because a full treatment of the dy-
namics of the system plus environment is usually compli-
cated if not impossible, quantum master equations have
been derived to emphasize the environmental effects on
the system dynamics. Among the master equation ap-
proaches, the Lindblad equation [32] has been a widely
used method due to its simplicity while keeping the
complete positivity during the dynamics. In the Lind-
blad equation, environmental effects manifest as quan-
tum jumps. Some holonomic operations of the ground
states of two-level systems are shown to be affected by
certain types of quantum jumps [29]. Since the Uhlmann
holonomy is a generalization of the Berry holonomy to
mixed quantum states, we will investigate its robust-
ness against environmental effects. Ref. [33] shows the
Uhlmann phase of a qubit can be influenced by decoher-
ence modeled by the Lindblad equation, and here we will
investigate several finite-temperature topological systems
in Lindblad dynamics.

To be concrete, three model systems exhibiting topo-
logical properties in their ground states will be simulated
and analyzed at finite temperatures, including the Su-
Schrieffer-Heeger (SSH) model [34], Kitaev chain [35],
and Bernevig-Hughes-Zhang (BHZ) model [36]. The SSH
model and Kitaev chain are 1D models while the BHZ
model is a 2D time-reversal invariant topological insu-
lator. In thermal equilibrium, the Uhlmann phases of
the SSH model and Kitaev chain have been shown in
Ref. [11], and the Uhlmann phase of the BHZ model has
been discussed in Ref. [16]. All of them exhibit quan-



tized Uhlmann phases and finite-temperature topological
transitions. We will show that the Uhlmann phase in the
presence of certain types of Lindblad jump operators still
remains quantized during the quantum dynamics, but
other types of Lindblad jump operators may render the
Uhlmann phase continuous. The explicit demonstrations
of protection of the Uhlmann holonomy against some
environment-induced changes at finite temperatures of-
fer hope for developing robust holonomy-based quantum
operations beyond the ground states.

The rest of the paper is organized as follows. Sec-
tion IT summarizes a method for simulating and extract-
ing the time-evolved density matrix of a quadratic quan-
tum system following Lindblad dynamics. Section ITI
shows how to obtain the Uhlmann phase from purifica-
tion of the density matrix. Sec. IV shows the Uhlmann
phase against different types of Lindblad jump operators
from system-environment couplings of three examples:
The SSH model, Kitaev chain, and BHZ model. The
Uhlmann phase can remain quantized for selected Lind-
blad operators. Sec. V concludes our study. Some details
and additional results are given in the Appendix.

II. DENSITY MATRIX AND LINDBLAD
EQUATION

We briefly review the Lindblad formalism for describ-
ing time evolution of open quantum systems. The Hamil-
tonian of a general open quantum system can be ex-
pressed as

I:IZFAfs—FHB—FFI], (1)

where H, s is of the system we are interested in, H B de-
scribes the environment which may be thought of as a
heat or particle bath. The last term describes the in-
teractions between the system and environment. The
initial state is postulated as a direct product of the den-
sity matrices of the system and environment as py:(0) =
ps(0) ® pp(0). The system plus the environment will
follow the quantum unitary evolution given by

pror(t) = €75 (0) ® pp(0)e . 2)

We set h = 1 = kp. Since there are huge degrees of
freedom in the environment, the full evolution is quite
complicated. Meanwhile, one usually cares only about
the properties of the system. Therefore, it is more con-
venient to trace out the degrees of freedom of the envi-
ronment and obtain the evolution of the system as

ps(t) =Trp [eimps(o) ® PB(O)G_im] (3)

Although the initial state is a product state, the system
and environment will become entangled due the interac-
tions between them. An exact treatment of the above
time evolution will still be quite intractable. At this
stage, one usually introduces the so-called Born-Markov
approximation and also rotation wave approximation to

simplify the time evolution equation [30]. The final re-
sult can be written as a quantum master equation in the
Lindblad form as

i% — L(p) = [H, /] +i; (2LupLf, = {L}Ly. 0} ) (4)

Here L, are the Lindblad (quantum jump) operators,
which encode the influence of the environmental effects
on the system. Since the degrees of freedom of the en-
vironment have been traced out, here p is the reduced
density matrix of the system, and we have dropped the
subscript of ps. Moreover, H is the renormalized Hamil-
tonian of the system.

We will mainly focus on noninteracting fermionic sys-
tems described by the Hamiltonian

H= ZHijC;fcf (5)
ij

Here the matrix H with elements H;; is a Hermitian ma-
trix describing the coefficients of the second quantized
form. ¢; and c;f are the annihilation and creation oper-
ators on site i, respectively. Moreover, we assume the
Lindblad operators are linear in terms of the fermion op-

erators:
Ll = luici, L2 =" kyicl. (6)

Here we denote L' (L?) as the loss (gain) dissipator.

For fermionic systems with quadratic Hamiltonians,
the density matrix can be expressed in a Gaussian form
as

_ Loty oy (o S eiTie
p= e =t , 4= r(e ij G ) (7)

For a system in thermal equilibrium, we have I';; =
H,;/T with temperature T. For more general cases, p
is not directly related to H as it is in the canonical en-
semble, but we can still parameterize p as an exponential
of a sum of quadratic operators with a coefficient matrix
I" given by the elements I';; in Eq. (7). Thus, the density
matrix cannot be cast in a quadratic form of fermion op-
erators. Because of this, it is not convenient to directly
solve the Lindblad equation to find the density matrix. In
order to circumvent this obstacle, it is more desirable to
convert the Lindblad equation to a matrix form. To this
end, we treat the correlation function G;; = Tr(cicjp)
as the central quantities to be evolved, instead of the
density matrix. This method was suggested in Ref. [37]
and also used in earlier works [38]. Making use of the
Lindblad equation, the equation of motion for G can be
obtained as

dG(t)
dt
(My)ij = Z Liilpg,  (Mz)ij = Z Kikops - (9)
u 1

= i[HT,G(t)] — {M] + My, G(t)} + 2M,, (8)

Here we introduce two Hermitian matrices M; and Mo,
which reflect the loss and gain due to the environment,



respectively. The non-zero gain dissipator gives rise to
non-zero inhomogeneous terms in the equation of mo-
tion. Steady states are solutions of i[HT, G(t)] — {M{ +
Ms,G(t)} + 2M; = 0. We will mainly concern the de-
cay process around those possible steady states, meaning
that we generally consider only the loss dissipation.

It is also convenient to rewrite the equation of motion
as

dG(t)

=2 —i[xew - GOXT| =20, (10)

X = HT +i(M] + My). (11)

Here X may be considered as an effective Hamiltonian
that takes account of the environmental dissipation. One
can see that this effective Hamiltonian is generally non-
Hermitian. With the assumption that all the dissipators
are of the loss type, we can set My = 0. If the Hamil-
tonian and quantum jump operators do not explicitly
depend on time, the above equation can be integrated to
give the time evolved correlation function

G(t) = eXtG(0)e X, (12)

With a Gaussian type p shown in Eq. (7), the correlation
function can be computed and we obtain

G(t) !

o 19)

One can invert the above equation to find T'(t) at time ¢
from G(t) as

T(t) = In(G(t)~" — 1). (14)

With I'(¢) in hand, the density matrix p at time ¢ is
determined by

r(t)

p(t) = Tr {EF(t):| :

(15)

In the following, we will consider time evolution of se-
lected one- or two- dimensional topological models under
the influence of environmental dissipation. The initial
state is taken to be the density matrix in thermal equi-
librium:

e PH

p(0) = To [e—ﬁH:| .

(16)

Here 8 = 1/T is the inverse temperature. It is also inter-
esting to consider a constant matrix as the initial-state
density matrix, which then corresponds to the infinite-
temperature state. Another possible choice is to consider
a pure state at the starting point. In this case, however,
p is not a full-rank matrix. In all these cases, the results
of time evolution are usually mixed states. Therefore,
we need an indicator to detect the topological properties
of the system. In the next section, we will describe the
main topological tool based on the Uhlmann connection,
which we will use throughout the paper.

III. UHLMANN CONNECTION AND
UHLMANN PHASE

We briefly review the Uhlmann connection, which is
an extension of the Berry connection to finite temper-
atures [8-10]. Firstly we recall the Berry connection is
defined for a given eigenstate |[¢(r)) = e?()|u(r)) with
some parameter r and some arbitrary phase factor 6(r).
It helps to think of the Berry connection as a result of
the parallel condition for two different states in the pa-
rameter space. This condition requires (¢(r1)|¥(r2)) > 0
in order for them to be parallel to each other [39]. To
maximally keep the parallel condition, the system is re-
quired to follow the infinitesimal version of the parallel-
transport condition of the form (¢(r)|9,|1(r)) = 0, which
gives rise to the Berry connection

0r0 = A, = —i{u|0y|u). (17)

At finite temperatures, we have to work with the den-
sity matrix p of a mixed state instead of wave functions.
By the spectral decomposition, we have p = > . p;|u; ) (u;]
with eigenstates |u;) and ¢ = 1,--- ,n. In thermal equi-
librium, p; is proportional to the Boltzmann weight and
all eigenstates contribute to the density matrix. We in-
troduce the amplitude decomposition, or purification, of
the density matrix as

p=wuw', w=+/pU. (18)

Here w may be thought of as the counterpart of the wave
function for the mixed state. For a given p, w is not
uniquely determined because wU with an arbitrary uni-
tary matrix U also gives rise to the same p. Similar to
the case of wave functions, we can define the so-called
Hilbert-Schmidt inner product (wy,ws) = Tr(wws) for
two amplitudes [39].

In order to define a connection in the amplitude space,
we need a parallel condition. Only requiring (w1, wz) > 0
is not strong enough to uniquely determine the U(n)
phase factor. Therefore, Uhlmann [8] proposed the fol-
lowing parallel condition:

wiwg = wgwl =C >0. (19)

Here C' > 0 means that C' is a Hermitian and positive
definite matrix. With this condition, the relative phase
factor is uniquely defined.

Given two different amplitudes w; = /p1U; and we =
\/P2Uz, the parallel condition provides us an expression
C? = wiwgw;wl = UlT\/prg\/pTUl. After taking the
square root, one finds that

C = Ul\/\/pip2v/p1 Us, (20)

Combining the above equation with the parallel condi-
tion, we find a relative phase factor as

vl =\ o Ve D



This result can be considered as a finite version of the
Uhlmann connection. Since p~! is used, the above for-
mula requires the density matrix p to be a full-rank ma-
trix.

Like the Berry connection, it is more convenient to
work with an infinitesimal Uhlmann connection. We can
apply the above formula to p; = p and pa = p+ Ak, 0,p,
which are close in the k, parameter space. The param-
eter difference is Ak, and 0, = %. The infinitesimal

Uhlmann connection has the form
A =9,UUT, (22)

which is an anti-Hermitian matrix. After some straight-
forward algebraic calculations, one can find an explicit
expression of the Uhlmann connection as

AV = fug) (] DV PP

Di +Dpj
B
= S ) ol sl (2

The Uhlmann connection is a well defined U(n) non-
Abelian gauge field over the parameter space. Here n is
the dimension of the Hilbert space. Some features of the
Uhlmann connection are worth mentioning. Since the
above definition requires p to be non-singular, Eq. (23)
cannot be directly applied to pure states. However, it
has been shown [11] that in certain cases, the Uhlmann
phase calculated from Ay will approach the Berry phase
as T'— 0. A shortcoming of the Uhlmann connection is
that the U(n) bundle it is based on is topologically triv-
ial, and all characteristic class, such as the Chern class
and Chern character computed from the Uhlmann cur-
vature, are all zero [20]. Ref. [13] proposed the so-called
Uhlmann number that approaches the Chern number as
T — 0,. There have been other modified Chern-number
formulas to extract non-zero results from the Uhlmann
connections [40]. However, those generalizations are not
genuine topological indicators due to the triviality of the
Uhlmann bundle. In contrast, the Uhlmann phase that
will be introduced shortly originates from the Uhlmann
holonomy, which reflects the accumulation of the changes
of the phase factor due to the Uhlmann connection when
the system follows the Uhlmann parallel transport condi-
tion [16, 18, 41]. Moreover, the Uhlmann phase remains
quantized for many topological models [11, 16, 18] and
exhibits transitions to the trivial phase at finite temper-
atures.

Here we apply the Uhlmann connection to study the
reaction of the Uhlmann holonomy of selected topological
systems against quantum jumps during time evolution.
For one-dimensional system, we construct the Uhlmann-
Wilson loop across the Brillouin zone:

V =Pexp ( f[é Af{dk“) (24)

Here C' represents a closed loop as k varies from 0 to
27. Then we can define the Uhlmann phase as the phase

4

angle of the inner product of the amplitudes w(k = 0)
and w(k = 27). Here we require w(27) to be parallel-
transported from w(0) according to Uhlmann’s paral-
lel condition. Moreover, the purified state |w) is intro-
duced to represent the m x n matrix of the amplitude
w by a state vector with n x n elements. The Hilbert-
Schmidt inner product then takes the more familiar form
(w1 |ws) = Tr(wiw,).

If we make use of the Uhlmann-Wilson loop defined
above, the Uhlmann phase corresponds to the phase of
the transition amplitude between the initial and final pu-
rified states. Explicitly,

®Y = arg Tr(w(0)|w(2r))
= argTr {popexp(/c Agdku)] (25)

This index has already been used to study several 1D
topological system at finite temperatures [11]. By replac-
ing Ay in Eq. (24) with the Berry connection at zero tem-
perature, the Uhlmann-Wilson loop becomes the Wilson
loop that gives the Berry phase [42], which is the holon-
omy measuring the phase difference between the initial
and final states. At finite temperatures, the Uhlmann
phase can be inferred from the thermal average of the
Uhlmann-Wilson loop by Eq. (25). Therefore, the Berry
or Uhlmann connection associates the geometric concept
of holonomy with the measurable physical quantity of
phase factor (see Sec. IVD) via the Wilson or Uhlmann-
Wilson loop.

For two-dimensional systems, one may cut the 2D Bril-
louin zone into many closed loops with fixed k, while
k, varies from 0 to 2w. Then the Uhlmann phase can
be defined for each loop, allowing us to find a curve
for evaluating ®Y(k,). The behavior of this curve in-
dicates the topology of the system. We caution that
the procedures may fail to produce consistent results
for some two-dimensional systems if the order of inte-
gration is reversed [20]. If that happens, other types of
finite-temperature indicators may be more suitable [21].
The Uhlmann phase of the 2D BHZ model studied here,
however, is insensitive to the swapping of the order of
integration [16]. We also remark that analytic calcu-
lations become quite unmanageable, as summarized in
Appendix A, so we will resort to numerical calculations
in the following.

IV. EXAMPLES OF UHLMANN PHASE
AGAINST LINDBLAD DYNAMICS

A. SSH model

Our first example is the SSH model [34], a one-
dimensional lattice hoping model with alternating hop-
ping coeflicients. In real space, its Hamiltonian is

H= Z(wlcl{,jcz)j+1 + wgc;jcl,jﬂ) + H.c. (26)
J



Here j labels the unit cells and 1, 2 labels the two sites of
a unit cell. With periodic boundary condition, one can
transform to momentum space and obtain

H=> Yl Hijk)ej,
ki

H = (wy + wycosk)oy + wasink os.

(27)

Here o; with i = 1,2, 3 denotes the Pauli matrices. The
initial state is the density matrix in thermal equilibrium
with temperature 7. It is convenient to express the
Hamiltonian in terms of a 3D vector
H =n;(k)o;, n;= (w1 +wscosk, 0, wysink).(28)
Here a summation is implicitly implied by repeated in-
dices. Then the density matrix of the initial state at a
given k can be written as
1 n. .
plk) = 7(1 - tanh(—)ni(k‘)ai). (29)
2 T
Here fi; = n;/n and n? = > n3.

The Lindblad dissipator L, will be chosen to be uni-
form, so we can compute the time-evolution in momen-
tum space. Here, we will consider three types of Lindblad
jump operators that correspond to three distinct types of
the dissipation matrices. The first one has the form

Lj = 'Y(Cj,l — ’L'Cj)g). (30)

Here ~ is real. Then we can construct the matrix M in

real space. After transforming to momentum space, we
find

My =~%*(og + 02), My =0. (31)
Here oy is the 2 by 2 identity matrix. The effective Hamil-

tonian then becomes

A2

which is a non-Hermitian matrix with asymmetric hop-
ping terms. We take a density matrix in thermal equilib-
rium at 7" = 0.4 as the initial state and also choose the
hopping coefficients to satisfy wy > w;. The Uhlmann
phase of the initial state is ®Y = 47 (mod 27), which
indeed indicates it is topological at this temperature. For
the parameters used in Figure 1, the critical temperature
of the SSH model is T, = 0.48, above which ®V = 0. In
the top panel of Figure 1, we plot the numerical results
of ®V as a function of time ¢. One can see that ®Y varies
with time in an almost periodic fashion. The Uhlmann
phase deviates from 7 for most of the time, indicating the
system loses its quantized topological feature. At certain
points of time, ®Y comes back to the value of 7, but it
varies continuous in between.

Next, we consider a second choice of jump operators
of the form

w1y + 2—|—we*ik
! 7 2 2 )7(32)

Lj=7(cj1 +¢j2). (33)

Figure 1. The Uhlmann phase ®Y of the SSH model as a
function of time with w; = 0.8, wo = 1, T = 0.4, and 4* = 0.3.
The dissipation matrix has the form M; = 72(00 + 04). Top
panel: a = 2. Middle panel: a = 1. Bottom panel: a = 3.

Here ~y is real. Again, we find the M matrix in momen-
tum space as
My = 0.

My =~*(0g + 01), (34)

The corresponding effective Hamiltonian
. 72 wr+ iy? + woe ™tk (35)
T\ wy + 92 4 waett 72

is a non-Hermitian matrix with imaginary hopping coef-
ficients. We take the same initial state as the previous
case. The time evolution of ®V with this new set of jump
operators is shown in the middle panel of Figure 1. When
compared to the previous case, ®V is now always quan-
tized at two values 0 or 7 (mod 27) during the dynamics.
One can see that ®Y jumps back and forth between these
two quantized values as time evolves.



For the third trial, we choose L; = vc;,1, which leads
to the dissipation matrix M; = v2(0¢ + 03). The time
evolution of the Uhlmann phase according to this type of
Lindblad jump operators is shown in the bottom panel
of Figure 1. One can see that ®Y also oscillates without
reaching the quantized values.

In summary, the above three examples of Lindblad
jump operators give rise to the following dissipation ma-
trix and effective Hamiltonian

My =~*(00 + 04), (36)
X = (w; + wy cos k)oy + wo sinkoy +iy20l, (37)

for a = 1,2, 3, and we have dropped the constant matrix
in X. We see that X is determined by the three coef-
ficients in front of the Pauli matrices. We observe that
for a = 1, only one of the three coefficients of X contains
a constant term, and ®U is quantized as time evolves.
For the other two cases a = 2,3, there are two coeffi-
cients containing constant terms, and the corresponding
®U is not quantized but varies continuously. Therefore,
we conclude that ®Y remains quantized during the dy-
namics only if the coefficients of the effective Hamiltonian
X contain at most one constant term in the coefficients.

Now we briefly discuss the symmetry of the above
model and its implications. The SSH model has a chiral
(or sub-lattice) symmetry since the Bloch Hamiltonian
H anti-commutes with o3. If we include a dissipation
matrix of the form M; = +%(0g + 0,) with a = 1,2, the
resulting effective Hamiltonian X after a constant matrix
is excluded still anti-commutes with o3, so the chiral sym-
metry is preserved. We already saw that the Uhlmann
phase ®V is quantized if @ = 1 and continuous if @ = 2.
Meanwhile, if we assume a dissipation matrix of the form
M, = v?(0g + 03), the chiral symmetry is explicitly bro-
ken and ®Y is not quantized in this case. Therefore, one
can see that the quantization of ®Y of the SSH model
in the Lindblad dynamics is not explicitly determined by
the breaking or preserving of the symmetry by the dissi-
pation matrix.

As T — 0, the Uhlmann phase in thermal equilibrium
approaches the Berry phase for the SSH model [11]. We
found the results shown in Fig. 1 remain qualitatively
the same as T of the initial state decreases. To check
the generality of the results, we also consider possible
initial states other than the thermal equilibrium state at
finite T and summarize the results in Appendix B. The
results suggest that the qualitative long-time behavior of
the Uhlmann phase is the same regardless of the initial
conditions.

Although the SSH model is Hermitian, adding the dis-
sipation induces an effective Hamiltonian X that is in
general non-Hermitian. The symmetry protected topo-
logical phases of non-Hermitian models have been exten-
sively studied and classified in Ref. [43]. The Hermitian
SSH model belongs to the AIIl symmetry class. Accord-
ing to Table IIT of Ref. [43], if a non-Hermitian AITI-class
Hamiltonian has a line gap in the real part of its spec-
trum, its topological index is Z in all odd dimensions, the

e
o
‘

o
~
.

Figure 2. The Uhlmann phase ®Y of the Kitaev chain as a
function of t. We assume that w = 1, p = 0.5, A = 0.8,
T = 0.4, and * = 0.3. The dissipation matrix has the form
M = 4*(0o + 04). Top panel: a = 1. Middle panel: a = 2.
Bottom panel: a = 3.

same as its Hermitian counterpart. While the topologi-
cal index can be computed either by the Berry phase or
winding number in the ground state, the Uhlmann phase
provides a generalization for capturing the topology in a
broader context.

B. The Kitaev chain

As a second example of 1D topological systems, we
turn to the Kitaev chain, which describes a one dimen-
sional p-wave superconductor [35]. In real space, its



Hamiltonian is
H= Z [w(czciﬂ + c;fﬂci) + pcle; + A(cjc;rle + Ci+1Ci):|.
(38)

With periodic boundary condition, one can transform to
momentum space and obtain the Hamiltonian

H= Zziﬁ;r,kHij(ij,k,
ki

H = (wcosk + p)os + Asink 0.

(39)

Here we define the two-component Nambu spinor ¢ =
(ck, ol k)T. The Kitaev chain has a Z, topological index
[35]. At T = 0, one can use the Berry phase ®% as the 2,
index. The topological regime exhibits ®% = +7 (mod
2m), which will occur when |w| > |ul.

Since the Kitaev chain contains pairing terms that
mix particle- and hole- states, it cannot be written as
D i ¢/ Hijc;. Therefore, we cannot use Eq. (8) to com-
pute the time evolution. However, we notice that the
two fermion-operators in the Numbu spinor v, may be
considered to have different flavors of fermions. Since the
fermion anti-commutation relations is symmetric about
the creation and annihilation operators, we can make a
particle-hole transformation with ctk — c_ for k>0
only. Then the Hamiltonian in momentum space is re-
stored to the form as chijcj after the transforma-
tion, which will be incorporated in the time evolution.

Similar to the discussion of the SSH model, we begin
with the Lindblad jump operators of the form

Lj=~(c; + c;f) (40)
Here j labels the lattice sites. Since the above jump op-
erator is a combination of both creation and annihilation
operators, Eq. (8) is not applicable in this case. Nev-
ertheless, we can transform L; to momentum space and
obtain Ly = vy(cx + cik). By applying the particle-hole
transformation with cT_k — c¢_ for k > 0, we find that
the Lindblad jump operator becomes Ly = y(cg + c—k),
which has the form of a pure lose dissipator. Thus, we
can now use the method of Eq. (8) to find the dissipation
matrix as

M, :72(0’04—0’1), My = 0. (41)
Again, we take a thermal-equilibrium state at 7' = 0.4
as the initial state and choose the parameters to satisfy
w > pu, such that the initial state is topological. For
the parameters used in Figure 2, we find T, = 0.58. At
T = 0.4, we find ®Y = 7 (mod 27) for the initial state,
which indicates it is topological. The numerical results of
®U of the Kitaev chain as a function of time ¢ are plotted
in the top panel of Figure 2. As time evolves, one can see
that ®Y quickly decreases from 7. But at certain time, it
may abruptly jump back to the value w. Moreover, this
type of behavior may repeat as time evolves.

For a comparison, we choose a different set of Lindblad
jump operators of the form

Lj = ~(cj +ich). (42)

In momentum space, we find the dissipation matrices as

My =~*(0g + 032), Mo =0. (43)
Starting with the same initial state, the time evolution of
®Y is shown in the middle panel of Figure 2. While ®Y
also oscillates in this case similar to the previous case,
there is no abrupt jump in the current case. Moreover,
@Y reaches 7 at some discrete points in time.
Finally, we test the form of Lindblad operators
Lj=n¢ (44)
with real v. Then we find the dissipation matrices in
momentum space satisfy
My =~*(og +03), My=0. (45)
With the same initial state as the previous examples, we
show the time evolution of ®V in the bottom panel of
Figure 2. In this case, ®Y always takes the quantized
values of 0 and 7 as time evolves. Therefore, there are
also two types of behavior of the Kitaev chain, where ®V
may vary continuously except some discrete jumps or it
may remain quantized during the evolution, depending
on the form of the Lindblad jump operators.

The Kitaev chain respects a particle-hole symmetry,
which can be expressed as o1 H*(—k)o1 = —H (k). Here
* means complex conjugation. For the three choices of
the dissipation matrix M; = v?(o¢ + 0,) with a = 1,2,3
discussed here, it can be verified that the effective Hamil-
tonian X after a constant matrix is dropped preserves the
particle-hole symmetry if a = 1,2 and breaks it if a = 3.
It is interesting to see that the Uhlmann phase ¢U of the
Kitaev chain remains quantized only for the case where
the particle-hole symmetry is broken, which is different
from what happens in the SSH model. The Hermitian
version of the Kitaev chain belongs to the D class and
has a Z5 index in one dimension. According to Table
IV of Ref. [43], the non-Hermitian version of the Kitaev
chain with a line gap has the same type of topological in-
dex as its Hermitian counterpart. Thus it is permissible
to use the Uhlmann phase to characterize the topology
of the Kitaev chain beyond the ground-state description.

C. The BHZ model

Next, we consider a two-dimensional topological insu-
lator with time reversal symmetry described by a proto-
typical example of the BHZ model. The Hamiltonian is

given by
H,y >
. . 46
H; () (1)

(i



0.8 _
B L ]
N, _
S 0.4 - .

o
£06]

B
X 06

. [
806}
0.4 _

027

k/m
y

Figure 3. The Uhlmann phase ®Y of the BHZ model as a
function of k,. From top to bottom: The initial condition
in thermal equilibrium with 7 = 0.4 (a) and ®Y at time
t = 0.4 of Lindblad dynamics with the dissipation matrices
My =~y*00® (00+0,) for (b)a=1, (c) a=2,and (d) a = 3.
We assume m = 0.8, § = 0.2, and v = 0.3.

The corresponding wave function is =
(c1tycaryc1y,c2y)T, where the indices i = 1,2 label
the two orbitals and the arrows label the spins. Here Hy
is the Hamiltonian of the Qi-Wu-Zhang model [44] given
by

Hy = sink,o1 + sin kyos + (m + cos kg + cos ky ) o47)

where o; for i = 1,2,3 are the Pauli matrices acting on
the space of the two orbitals. The H; term is given by

m=( %) (18)

which describes the interacting between the up and down
spins. The topology of the BHZ model can be capture
by the Fu-Kane Z5 index [45]. Its topological regime
appears when J is small and |m| < 2.

As discussed previously [16], the topology of the BHZ
model at finite 7" can be indicated by the quantized
Uhlmann phase ®V. Importantly, the results of the BHZ
model are robust against swapping the order of integra-
tion [16] and justify the use of the Uhlmann phase for
the BHZ model. For the simulation of the BHZ model
in Lindblad dynamics, the initial state is taken to be a
thermal equilibrium state at temperature 7" = 0.4, and
we present ®U as a function of k, after integrating over
ky. ®Y of the initial thermal-equilibrium state at 7 = 0.4
is shown in Figure 3 (a). Here we assume m = 0.8 and
0 = 0.2, thus the BHZ model is topological at T" = 0.
As shown in Fig. 3 (a), the Uhlmann phase at T = 0.4
with abrupt jumps of ®V from 0 to 7 or vice versa as ky
varies indicates the system remains topological. Ref. [16]
shows the BHZ model becomes topologically trivial with
only vanishing ®Y when the temperature is above a crit-
ical value. For the parameters used in Fig. 3, we find
T. = 0.65, above which ®Y = 0 for any value of k, in
thermal equilibrium.

We assume the same type of Lindblad jump operators
as those for the SSH model and simulate the Lindblad
dynamics of the BHZ model. In real space, the first type
of Lindblad operators that we test can be written as

s=t L. (49)

Transforming to momentum space, the corresponding
dissipation matrices are given by

Lj=9(cj1s +¢j2s), for

My :720'()@(0'04-0'1), My = 0. (50)

Here the first o( is acting on the spin space while the
second one is acting on the orbital space. Now we present
the numerical results of ®Y of the final state of a short
evolution time ¢ = 0.4 in Figure 3 (b). One can see that
®Y is no longer quantized during time evolution, as the
abrupt jumps of the equilibrium state become rounded
after some time. These features indicate the topological
properties fade away according to this type of Lindblad
dynamics.

We may choose another type of Lindblad jump opera-
tors as

s=t.l.  (51)

Transforming to momentum space, we find that the dis-
sipation matrices are given by

Lj =9(cj1,s —icjas), for

Ml :720'0(8)((704*(72), M2 =0. (52)

With the same initial state, the ®Y curve at t = 0.4 is
shown in Figure 3 (c). Importantly, ®V remains quan-
tized after time evolution, showing that the topological
state is robust against this type of Lindblad dissipators.

We also consider a third choice of the Lindblad jump
operators with the form

Lj=ncj1,, for

s=1, 1, (53)



which correspond to the dissipation matrices in momen-
tum space as

M1 = ’}/20'() [02] (U(] =+ 03), M2 = 0 (54)

In this case, ®Y is also not quantized, as shown in Fig. 3
(d). The shape of ®Y curve is similar to that of Eq.
(50) except there are two small bumps near k, = 0 and
ky = 2m. Similar to the SSH model and Kitaev chain,
we only found one type of Lindblad jump operators that
does not destroy the quantization of the Uhlmann phase
of the BHZ model.

The BHZ model is time-reversal invariant. Since the
Lindblad jump operators that we considered do not de-
pend on the spin, it can be shown that the time-reversal
symmetry is preserved for the BHZ model in the presence
of the dissipation considered here. Nevertheless, we saw
that one choice of the dissipation matrix preserves the
quantization of Y but not the other two choices. Thus,
the quantization of the Uhlmann phase of the BHZ model
in the Lindblad dynamics is not directly determined by
the influence of the symmetry by the dissipation. More-
over, the Hermitian version of BHZ model belongs to the
AII class and has a Z5 index in two dimensions. Accord-
ing to Table IV of Ref. [43], the non-Hermitian version
of the BHZ model with a line gap has the same type
of topological index as its Hermitian counterpart. Thus,
here we use the Uhlmann-Wilson loop to construct the
Uhlmann phase as a topological index just as that of the
Hermitian BHZ model.

D. Physical implications

We already showed that the robustness of the quanti-
zation of the Uhlmann phase is not simply determined by
the symmetries associated with the models and Lindblad
jump operators. Since the Uhlmann phase comes from
the transition amplitude between the initial and final pu-
rified states as shown in Eq. (25), the quantization of the
Uhlmann phase implies the transition amplitude is real,
which in turn implies maximal similarity when ®Y = 0 or
anti-similarity when ®Y = 7 as the system traverses the
Brillouin zone. The Uhlmann holonomy according to the
Uhlmann-Wilson loop is sensitive to the form of the ef-
fective Hamiltonian in Lindblad dynamics. If a Lindblad
jump operator only flips the final purified state via the
Uhlmann-Wilson loop, the quantization of the Uhlmann
phase is preserved. In contrast, a Lindblad jump oper-
ator that generates a continuous transformation of the
purified state in the augmented Hilbert space leads to a
continuous Uhlmann phase.

While the Berry connection leads to the Berry phase
that can be measured in many physical systems [1, 46],
the Uhlmann connection and Uhlmann phase are elu-
sive because of their root in purification of mixed states.
Nevertheless, Ref. [15] shows the feasibility of simulat-
ing the purified states of a two-level system plus a reser-
voir in thermal equilibrium on a quantum computer and

then extracting the Uhlmann phase from the purified
state. The reason that quantum computers are more
suitable solutions for observing the Uhlmann phase is be-
cause the Uhlmann process is incompatible with Hamilto-
nian dynamics [41], making it challenging to extract the
Uhlmann phase in quantum dynamics by manipulating
the system alone.

Nevertheless, the purified state of the system of interest
plus an ancilla encoding the environmental effect allows
unitary transformations on both the system and ancilla
to generate the correct Uhlmann phase of the system
alone [15]. The method is considered universal and has
been proposed for simulating a general spin-j system with
a reservoir and extracting its Uhlmann phase on quan-
tum computers [18]. Moreover, Lindblad dynamics may
be simulated efficiently on quantum computers [47, 48].
For the Uhlmann phase in Lindblad dynamics studied
here, the simulation and extraction will be more challeng-
ing since the environment affect the dynamics, leading to
interest time dependence of the Uhlmann phase of topo-
logical systems. We envision that a combination of Lind-
blad dynamics, purified state generation and evolution,
and Uhlmann phase measurement using multiple qubits
on quantum computers will realize and test the finite-
temperature holonomy against various environmental ef-
fects discussed here.

V. CONCLUSION

We have shown that depending on the types of Lind-
blad jump operators, the Uhlmann phase that character-
izes finite-temperature topological properties of several
exemplary systems may remain quantized or become con-
tinuous in Lindblad dynamics. The Lindblad equation
and Uhlmann connection allow exact numerical solutions
to characterize the reactions of the Uhlmann holonomy
against various system-reservoir couplings modeled by
the jump operators. The promising protocols for retain-
ing the quantized Uhlmann phase at finite temperatures
in the exemplary topological systems suggest viable ex-
tensions of quantum information technologies beyond the
zero-temperature limit.
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Appendix A: Challenges of analytical calculations

We attempt some analytical understanding of the time
evolution of the SSH model described by the Lindblad
equation. Firstly, the correlation function at the initial
time is
n;o; -1

1
)t

G(0) = [ exp( (A1)

Here we focus on the choice of M; = v2(a¢ + 02), and
other cases can be discussed in a similar fashion, The
effective Hamiltonian X is given by

X = djO'j + i’yQUo, (AQ)
d1 =N, dQ = —Ng — i’yQ, d3 =0.

For this case, the time evolution operator becomes
emiXt = 77t {cos(d -t) —isin(d - t)(djaj)} , (A3)
X't — 1t [cos(d*t) +isin(d*t)(d; - gj)] (A4)
Here d*> = 37, d3 and d; = d;/d.

It is more convenient to express the time evolution in

terms of the inverse of the correlation functions as
[G() 7" = X MG()] e , (A5)

Suppose that we parameterize the time-evolved G(t) sim-
ilar as G(0), then

R;o;

G(t) = [exp( )+ 1} 71. (A6)

Substitute this form of correlation function into Eq.
(A5), we find the following equation for determining the
vector R;:
RiO'i
T
n;0; .. 5
X {exp(T) + 1} . [cos(d -t) — isin(d - t)(djaj)}. (AT)

[exp( )+ 1} =2t {cos(d* -t) + isin(d” - t)(cijaj)}

Since both sides can be expanded by the Pauli matrices,
we can in principle solve R; in terms of n;, d; at time
t. However, if a generic thermal state is used as the ini-
tial state, the above equation is too complicated to give
a compact expression for the unknown vector R;. Nev-
ertheless, if we assume that R; is known, the Uhlmann
connection can be computed from R; and has the expres-
sion

AU = 7%f(R)67]ledR]O'k (A8)
Here R; = R;/R, R* =%, R? and f(R) =1— WIR/T)'
Then the Uhlmann-Wilson loop can be determined by

10

Ay as shown in Eq. (24). Unfortunately, the operators
AU along the integration path do not commute with each
other, making the path-ordered integral intractable ana-
lytically.
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Figure 4. The Uhlmann phase ®V of the SSH model as a
function of t. The dissipation matrix is M; = ~> (o0 + 02).
We take wy = 0.8, wy = 1, T = 0.4, and 4*> = 0.9. The
left (or right) panel shows the case with the initial state of a
complete disordered state (or an almost pure state).

Appendix B: Robustness against initial conditions

To test the dependence on the initial condition, we try
the completely disordered state, which can be thought of
as the infinite-temperature state. We will use the SSH
model to check the results. In this case, the density ma-
trices are all constant matrices, and the Uhlmann connec-
tions are trivially vanishing. Thus the initial Uhlmann
phase is zero. After time evolution, the density matrix
starts to deviate from the constant matrix due to the
environmental dissipation. The numerical results of ¢V
of this case as a function of time are plotted in the left
panel of Figure 4. One can see that ®V increases from
zero to some finite values and also oscillates with time
in a periodic fashion. Under our parameter choice, ®Y
cannot reach the non-trivial quantized value 7.

While it is interesting to try an initial state that is a
pure state, the initial density matrix then becomes sin-
gular, but the Uhlmann connection can only be defined
for full-rank density matrices. To avoid this difficulty,
we use a trial density matrix which is close to a pure
state, given by p(0) = diag(0.9, 0.1). Since the trial den-
sity matrix has no k£ dependence, the Uhlmann phase is
trivial. The evolution of the Uhlmann phase with this
initial condition is plotted in the right panel of Figure
4. As time increases, PV keeps increasing and reaches 7
at certain times. This is different from the case with a
complete disordered state as the initial state. However,
both results show continuous behavior of the Uhlmann
phase as time evolves.
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