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ABSTRACT OF THE DISSERTATION

Essays in Health Economics

by

Johnny Huynh

Doctor of Philosophy in Economics

University of California, Los Angeles, 2024

Professor Adriana Lleras-Muney, Co-Chair

Professor Kathleen M. McGarry, Co-Chair

This dissertation studies the effectiveness of public policies aimed at improving population

health and narrowing health disparities. It is divided into three chapters. Chapter one

provides new evidence on the health effects of cash transfers for people with disabilities.

The chapter evaluates the U.S. Department of Veterans Affairs’ Disability Compensation

program, one of the nation’s largest cash transfer programs. To accomplish this, a large

administrative dataset is compiled by combining disability claims, medical records, and

death records for over 800,000 veterans. The empirical strategy leverages the quasi-random

assignment of disability claims to examining caseworkers and physicians, comparing veterans

whose disability claims were assigned to examiners with varying levels of leniency. The results

indicate that receiving $300 per month lowers five-year mortality by 0.8 percentage points,

or 9.5% of the mean rate.

The second chapter analyzes the prescribing behavior of nurse practitioners (NPs) and

primary care physicians in states that allow NPs to prescribe medications independently.

Inappropriate prescriptions are defined as drugs that are generally considered inappropriate

for adults aged 65 years or older, according to the American Geriatrics Society’s Beers

ii



Criteria. The mean rates of inappropriate prescribing by NPs and primary care physicians

are nearly the same. However, NPs are overrepresented among clinicians with the highest

and lowest rates of inappropriate prescribing.

The third chapter examines the adverse motivational effects of monetary incentives for

vaccines. A survey experiment was conducted among 513 vaccine-hesitant adults between

May and September 2021, priming half with the idea of monetary incentives for the COVID-

19 vaccine. The findings show that monetary incentives discourage 14% of participants

from getting vaccinated, a significant reduction since only one in four considered getting

vaccinated at the outset. Participants in the primed group are more likely to believe that

vaccines are unsafe and more likely to believe that people do not have a responsibility to get

vaccinated, compared to participants in the control group.
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Introduction

The first chapter of this dissertation studies the impact of cash transfer programs on health

disparities. Cash transfer programs provide financial payments to individuals or families,

typically aimed at reducing poverty and improving living standards. In addition, these pro-

grams can influence health production by enhancing access to health care services, improving

nutrition, and reducing stress related to financial instability. In Do Cash Transfers Narrow

Health Disparities? Evidence from Veterans with Disabilities, I investigate whether cash

transfers narrow health disparities among veterans with disabilities, leveraging two natural

experiments and novel administrative data. I specifically evaluate the U.S. Department of

Veterans Affairs’ Disability Compensation program, one of the nation’s largest cash trans-

fer programs, which assists veterans with service-connected disabilities. To accomplish this,

I compile a large administrative dataset combining disability claims, medical records, and

death records for over 800,000 veterans.

Veterans receiving cash transfers from Veterans Affairs differ from nonrecipients in many

dimensions, generating selection bias in correlational estimates. By design, the program

awards larger cash transfers to veterans with more severe disabilities, giving the impression

that transfers harm health because individuals with severe disabilities generally have worse

health outcomes in the absence of compensating transfers. My empirical strategy leverages

the quasi-random assignment of disability claims to examining caseworkers and physicians,

comparing veterans whose disability claims were assigned to more or less lenient examiners.

1



I find that receiving $300 per month lowers five-year mortality by 0.8 percentage points, or

9.5% of the mean rate.

I operationalize the roles of caseworkers and physicians using two instruments and in-

vestigate why my results differ depending on the instrument used. Using the caseworker

instrument, I find that receiving $300 per month lowers five-year mortality by 1.0 pp. How-

ever, the physician instrument recovers a significantly smaller effect of 0.4 pp. I reconcile

this discrepancy using a framework of heterogeneous treatment effects, in which differences

in treatment effects stem from differences between compliers. I then expand on these results

by modeling selection into treatment. I find that veterans in the poorest health receive larger

cash transfers but have the least capacity to convert these transfers into health gains. In

this scenario, positive selection on levels leads to reverse selection on gains.

Veterans with disabilities suffer from worse health compared to non-disabled veterans. I

find that disability compensation improves health for the typical recipient, thus narrowing

health disparities between veterans with and without disabilities. However, veterans in the

poorest health gain the least from disability compensation, exacerbating health disparities

among veterans with disabilities and underscoring an important equity-efficiency tradeoff in

cash transfer policies.

There is a shortage of primary care physicians in the United States, and there is consid-

erable potential for nurse practitioners (NPs) and other nonphysician providers to expand

access to primary care. However, restrictive scope of practice laws and quality of care con-

cerns limit their roles. Many states, including 16 in the last decade, have legislated to allow

NPs to independently prescribe drugs. Critics contend these moves will adversely affect the

quality of care.

The second part of this dissertation contributes to our understanding of this debate

by comparing rates of inappropriate prescribing among NPs and primary care physicians.

In Inappropriate Prescribing to Older Patients by Nurse Practitioners and Primary Care

2



Physicians, I calculate and compare rates of inappropriate prescribing for 23,669 NPs and

50,060 primary care physicians who wrote prescriptions for ≥ 100 patients per year, adjusting

for practice experience, patient volume and risk, clinical setting, year, and state. Our data

include Medicare Part D beneficiaries ages 65 and older in 2013 to 2019. Inappropriate

prescriptions are defined as drugs that typically should not be prescribed for adults aged 65

years or older, according to the American Geriatrics Society’s Beers Criteria.

I find that mean rates of inappropriate prescribing by NPs and primary care physicians

are virtually identical. The adjusted odds ratio is 0.99. However, NPs are overrepresented

among clinicians with the highest and lowest rates of inappropriate prescribing. Indeed,

there are substantial differences in the distribution of inappropriate prescribing, with NPs

more likely to be among both the most compliant and least compliant prescribers.

For both types of practitioners, discrepancies in inappropriate prescribing rates across

states tended to be larger than discrepancies between these practitioners within states. Since

NPs are no more likely than physicians to prescribe inappropriately to older patients, this

study underscores the importance of addressing performance deficiencies among all clini-

cians rather than focusing solely on whether nonphysician providers should be allowed to

prescribe. Policymakers are encouraged to use clinician-level performance measures and

implement technological interventions and guidelines adherence initiatives to improve pre-

scribing practices.

Vaccines are an integral part of controlling the COVID-19 pandemic and preventing fu-

ture outbreaks. However, vaccine hesitancy, or the reluctance or refusal to get vaccinated

despite the availability of vaccines, threatens their effectiveness in the real world. Vaccine

hesitancy can stem from various factors, including misinformation, distrust in pharmaceuti-

cal companies or government agencies, fear of potential side effects, and cultural or religious

beliefs. Financial incentives have been proposed as a potential intervention to overcome

vaccine hesitancy. By providing monetary rewards or other financial benefits for getting vac-

3



cinated, these incentives can motivate individuals to reconsider their stance on vaccination,

but the effectiveness of such incentives can vary depending on the underlying reasons for

hesitancy and the demographic characteristics of the hesitant population.

The third chapter of this dissertation, Vaccine Incentives Hurt Intrinsic Motivation:

Evidence from a Survey Experiment, examines the adverse motivational effects of monetary

incentives. During the COVID-19 pandemic, some economists suggested financial incentives

to boost vaccination rates among hesitant adults, arguing that the social benefits would

justify the costs. Despite this, critics warned that monetary incentives might backfire by

undermining intrinsic motivation, potentially decreasing the likelihood of vaccination among

some individuals.

Monetary incentives exert two opposing effects: the price effect, which makes the incen-

tivized behavior more attractive by reducing its relative cost, and the psychological effect,

which can undermine intrinsic motivation by introducing external rewards. This dual nature

creates ambiguity about their overall impact. To empirically test these effects, I conduct a

survey experiment involving 513 vaccine-hesitant adults, employing behavioral priming to

distinguish the psychological effect from the price effect. The findings imply that monetary

incentives deter 14% of participants who might have otherwise considered vaccination, with

deterred individuals exhibiting greater baseline vaccine skepticism.

The channels through which payments discourage vaccination include perceptions of vac-

cine safety and intrinsic motivations. Financial incentives might signal that vaccines are

unsafe or crowd out prosocial motivations by making individuals doubt their prosocial in-

tentions. The analysis shows that participants exposed to incentives are more likely to

perceive vaccines as unsafe and to question their responsibility to get vaccinated. This study

contributes to understanding vaccine demand determinants and suggests that monetary in-

centives may not always be the best strategy for increasing vaccination coverage.

4



Chapter 1

Do Cash Transfers Narrow Health

Disparities? Evidence from Veterans

with Disabilities

1. Introduction

People with disabilities generally experience worse health compared to those without dis-

abilities.1 In part, disability-related health disparities reflect structural barriers that dispro-

portionately affect this population, such as poverty, inadequate access to medical care, and

housing precarity (World Health Organization 2022). Recognizing that the root causes of

health disparities may be economic in nature, governments around the world have imple-

mented cash transfers to lessen the economic hardship faced by people with disabilities.2 Do
1People with disabilities are twice as likely to die prematurely, resulting in a reduction in life expectancy

of 10 to 20 years. In the United States, for instance, adults with disabilities are more likely than those
without disabilities to report having poor or fair health (40.3% vs. 9.9%), have elevated rates of heart
disease, diabetes, and certain cancers, and are less likely to receive preventive health care (Kuper et al. 2022;
Forman-Hoffman et al. 2015; Krahn et al. 2015; Reichard et al. 2011). Disability-related health disparities
are equally pronounced in low- and middle-income countries (Smythe and Kuper 2023).

2Most countries (170 out of the 186 for which information is available) offer disability-specific cash
benefits to their citizens (United Nations 2018). Cash transfers for people with disabilities typically come in
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cash transfers narrow health disparities? The evidence on the effectiveness of cash transfers

in improving health is far from unified, and comparing estimates across studies is complicated

by differences in their methodology, settings (e.g., disability insurance schemes in the U.S.

(Gelber et al. 2023) versus the Netherlands (García-Gómez and Gielen 2018)) and the size of

cash transfers (ranging from 0.5% to 4,000% of median annual income).3 Furthermore, the

differences across causal estimates could suggest that the effect of an identical transfer varies

across individuals within the same population — a concept known as essential heterogeneity

(Heckman et al. 2006). However, evidence on heterogeneity in the health effects of cash

transfers is scarce, particularly for individuals with disabilities.

This paper examines the heterogeneous effects of cash transfers for veterans with disabil-

ities. The experience of few groups is more germane to this issue than that of veterans with

disabilities, as they are among the largest beneficiaries of redistributive policies in the U.S.4

Veterans also have access to comprehensive health insurance, whether or not they receive cash

transfers, presenting a useful contrast with populations for whom transfers greatly expand

access to medical care. Our setting is the Department of Veteran Affairs’ (VA) Disability

Compensation program, which provides financial support for veterans whose disabilities re-

sulted from their military service. We use a large, administrative dataset combining disability

claims, medical records, and death records for over 800,000 veterans to estimate the causal

effect of cash transfers on mortality and other health outcomes and to quantify heterogeneity

in this relationship. The richness of our data lets us analyze medical conditions, healthcare

utilization, and migration to shed light on the mechanisms driving these treatment effects.

To isolate the causal effect of cash transfers on health, we use an instrumental variables

(IV) strategy that leverages the quasi-random assignment of disability claims to two agents:

the form of social insurance or compensatory benefits.
3See Deaton (2002), Currie (2009), and Cutler et al. (2012) for an in-depth overview of the debate

regarding the causal relationship between income and health, with an emphasis on confounding and reverse
causation in estimating this relationship.

4In 2021, federal outlays on cash transfers for veterans with disabilities totaled $112 billion, benefiting
5.6 million veterans and their families.
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caseworkers and physicians. Following the literature relying on quasi-random appointment

of judges for identification, we make use of the fact that veterans seeking disability compen-

sation undergo assessments from a caseworker and a physician. VA policy prohibits veterans

from choosing their assessors; the matching process is dictated by availability. We validate

this research design by showing that a rich vector of veteran characteristics cannot predict

caseworker or physician assignments. We further demonstrate that both caseworkers and

physicians vary in their leniency. Veterans assigned to caseworkers and physicians in the

95th percentile of leniency receive approximately $300 more per month (in 2018 dollars) than

those assigned to agents in the 5th percentile.

Our IV strategy compares health outcomes for otherwise similar veterans who received

more (less) generous cash transfers because their claim was assigned to relatively lenient

(stringent) caseworkers and physicians. Using the relative leniency of caseworkers and physi-

cians as instruments, we find that receiving $300 per month lowers 5-year mortality by 0.8

percentage points (pp), or 9.5% of the mean. In addition, more generous cash transfers lead

to increased utilization of preventive medical care, reduced reliance on homelessness services,

and no change in utilization of emergency room or inpatient services. There is also a modest

reduction in the incidence of metabolic diseases among recipients.

However, not all veterans benefit equally from the same transfer. We uncover patterns

of heterogeneity consistent with results in the health disparities literature, and our find-

ings provide new insights into the mechanisms driving these differences. First, for veterans

claiming a mental health impairment, receiving $300 per month reduces 5-year mortality

by 1.1 pp, but the same transfer has precisely zero effect for veterans claiming a muscu-

loskeletal impairment. Understanding treatment-effect heterogeneity by impairment type is

important. Given the rising prevalence of impairments associated with lower mortality (e.g.,

mental health and musculoskeletal impairments) in VA and non-VA disability rolls, there is

widespread concern that providing cash transfers for these types of impairments reflects a
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growing misuse of disability programs (Autor and Duggan 2006; Liebman 2015).5

The second form of heterogeneity that we uncover is geographic. We find that the health

effect of cash transfers varies substantially across commuting zones, with smaller estimates

observed in regions with a large manufacturing presence. In fact, cash transfers appear

to worsen mortality in some commuting zones. Our place-based results add to emerging

research on the causal effect of place on health (Finkelstein et al. 2021; Deryugina and

Molitor 2020; Baum et al. 2020). Our finding that cash transfers provide minimal benefit

in manufacturing commuting zones also relates to research on the detrimental health effects

of industrial decline in “rust belt” regions (Lang et al. 2019; Pierce and Schott 2020; Autor

et al. 2019) and suggests that cash transfers alone may be insufficient to offset the adverse

effects of deteriorating economic conditions in these regions.

A novel feature of our study is that we leverage the fact that both caseworkers and

physicians help determine the cash transfer that veterans ultimately receive. We opera-

tionalize their roles in the determination process using two instruments and investigate why

our results differ depending on the instrument used. Using only the caseworker instrument,

we find that receiving $300 per month reduces 5-year mortality by 1.0 pp. The physician

instrument, however, recovers a significantly smaller effect of 0.4 pp. We reconcile this dis-

crepancy using a framework featuring heterogeneous treatment effects and heterogeneous

choice behavior. In this framework, caseworkers and physicians have different objectives and

information, with their assessments leading to different types of veterans receiving larger

transfers (i.e., compliers), such that we identify distinct local average treatment effects. We

find that caseworker compliers exhibit lower medical acuity than physician compliers.

We conclude by exploring patterns of treatment selection for caseworkers and physicians,
5The purpose of disability insurance schemes, such as Social Security Disability Insurance (SSDI) and

Supplemental Security Income (SSI) in the U.S., is to assist people who cannot work due to an impairment.
The practice of providing cash transfers to individuals with less severe health conditions may dilute the
overall value of these programs. On the other hand, Deshpande and Lockwood (2022) show that insurance
against nonhealth risk accounts for half of the value of disability programs because recipients with less severe
conditions frequently experience nonhealth shocks.
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in the style of Heckman and Vytlacil (2005) and Mogstad et al. (2018a). We do this by esti-

mating marginal treatment effects, which relate veterans’ propensity to receive cash transfers

to the health effect of these transfers. For instance, physicians, due to their expertise in diag-

nosing health conditions, might be more inclined than caseworkers to target transfers based

on medical acuity. This is indeed what we find. However, while veterans with greater medical

acuity receive more generous cash transfers, they have the least capacity to convert transfers

into health gains. In this scenario, positive selection on “levels” leads to reverse selection on

“slopes”, otherwise known as reverse-Roy selection.6

Our study contributes to three important strands of literature. First, it deepens our un-

derstanding of income and poverty as social determinants of health.7 Vulnerable populations

such as people with disabilities have vast material needs, and addressing health disparities

requires a deeper understanding of the effectiveness of policies aimed at meeting those needs.

A wide array of studies has estimated the causal effect of income on health, with many of

them analyzing publicly funded cash transfer programs like the VA’s disability program.8

However, the existing literature provides no clear explanation for why the health effects of

cash transfers vary so much (Lleras-Muney 2022). Our findings underscore the complexity of

this causal relationship; we demonstrate within a single study that cash transfers can have

both beneficial and nonbeneficial effects. Because we do this within the same setting, using

parallel identification strategies that differ only in the agent influencing the decision, we rule

6Selection on gains from treatment, and reverse selection on gains in particular, has been observed
in numerous other settings, such as studies on the returns to education (Carneiro et al. 2011; Walters
2018; Nybom 2017), early childhood programs (Cornelissen et al. 2018; Kline and Walters 2016), racial
discrimination (Arnold et al. 2018; Arnold et al. 2022), housing and migration (Chyn 2018), electricity
markets (Ito et al. 2023), and health care (Einav et al. 2022; Depalo 2020; Kowalski 2023).

7The social determinants of health refer to nonmedical factors that influence health and can be affected
by social policies. Dating back to the Whitehall studies (Marmot et al. 1978), which found a link between
occupational rank and heart disease, income has been widely recognized as a social determinant of health.
Despite having a strong theoretical basis (Grossman 1972), the causal pathways connecting income and
health are not empirically well understood (Braveman and Gottlieb 2014).

8Previous studies have estimated their effect on adults’ health using a wide range of natural experiments,
such as lotteries (Cesarini et al. 2016; Lindahl 2005; Apouey and Clark 2015; Lindqvist et al. 2020; Kim and
Koh 2021) and pension reforms (Miglino et al. 2023; Malavasi and Ye 2023; Snyder and Evans 2006; Jensen
and Richter 2004; Case 2004; Cheng et al. 2018; Aizer et al. 2023; Feeney 2018; Salm 2011).
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out methodological differences as an explanation. Instead, essential heterogeneity seems to

be driving these variations.

The study most closely related to ours is by Silver and Zhang (2023), who study the health

effect of disability compensation for veterans with mental health disorders, leveraging the

quasi-random assignment of claims to physician examiners. They find no effect on mortality

outcomes. We replicate their findings and further show that the population they study

(veterans with mental health disorders) and the identifying variation they use (physician

leniency) lead them to their specific conclusion. Using richer variation and a broader sample,

we show that the causal effect of disability compensation is heterogeneous, with only certain

veterans benefiting from the cash transfer. To our knowledge, our finding that individuals in

the poorest health sometimes benefit the least from cash transfers is new. At the end of our

paper, we discuss the reasons why this is the case; one’s ability to use income beneficially

may be constrained by the severity of their impairment or economic circumstances.

Second, this paper contributes to the “judges design” literature, which identifies causal

effects by exploiting quasi-random assignment to agents with varying treatment propensi-

ties.9 While previous studies have focused on one type of agent (e.g., court judges, child

welfare investigators), we innovate by analyzing two types of agents involved in the VA’s

disability determination process: caseworkers and physicians. This determination process

mirrors other high-stakes settings in which decision-makers receive signals from more than

one agent, such as judges hearing testimonies from multiple witnesses or journal editors rec-

onciling reports from multiple referees. We empirically demonstrate that treatment effects

are “local” to each type of agent because their corresponding sets of compliers do not fully

overlap — a result that builds upon recent theoretical research on partial monotonicity in

the presence of multiple instruments (Mogstad et al. 2020, 2021).

9The “judges design” has been employed in a variety of settings, such as incarceration (Kling 2006; Aizer
and Doyle Jr 2015; Arteaga 2023; Bhuller et al. 2020; Eren and Mocan 2021; Norris et al. 2021, 2022), foster
care (Doyle Jr 2007, 2008; Gross and Baron 2022; Bald et al. 2022), and health care (Blæhr and Søgaard
2021; Bakx et al. 2020; Chan et al. 2022). See Frandsen et al. (2023) for an overview of this literature.

10



Our final contribution is to document that the process for adjudicating disability claims

can be enhanced and, more broadly, to demonstrate that targeting cash transfers in disabil-

ity programs is crucial for maximizing their health gains. Our study relates to a significant

body of literature evaluating the effectiveness of U.S. disability programs, including stud-

ies estimating their impact on labor market outcomes (Maestas et al. 2013; Gruber and

Kubik 1997; French and Song 2014; Gelber et al. 2017; Autor and Duggan 2003, 2006).

Another strand of literature has focused on the long-term outcomes of children with disabil-

ities (Deshpande 2016; Deshpande and Mueller-Smith 2022; Guldi et al. 2022). Our paper

centers on veterans with disabilities, relating to research by Autor et al. (2016), Silver and

Zhang (2023), Eli et al. (2023), Coile et al. 2021, and Duggan et al. (2010). Although dis-

ability programs have drawn criticism for inadequate targeting of benefits, we find that cash

transfers do improve the health of the typical recipient, thus narrowing health disparities

between veterans with and without disabilities. However, cash transfers are less effective at

reducing mortality for recipients in the poorest health and, consequently, might exacerbate

health disparities among veterans with disabilities. Indeed, if the VA’s goal is to maximize

veterans’ overall health, then its disability compensation program can be better targeted.

However, increasing efficiency by targeting transfers could undermine the program’s broader

goal of assisting veterans with the most severe service-connected disabilities, underscoring

an important equity-efficiency tradeoff in this policy decision.

This paper is organized as follows. Section 2. provides an overview of the VA’s disability

compensation program. Section 3. describes the data and sample, and Section 4. outlines

our empirical strategy. Section 5. presents the main results for mortality and other outcomes.

Section 6. analyzes treatment effect heterogeneity. Section 7. interprets our causal estimates

using a behavioral choice framework. Section 8. discusses the implications of our results for

health disparities.

11



2. Background

The VA’s disability compensation program provides financial support for veterans with

service-connected disabilities, and the generosity of this program varies according to re-

cipients’ disability rating. This section provides a primer on the compensatory program and

the process used by the VA to determine disability ratings.

2.1 Disability compensation program

The U.S. Department of Veterans Affairs administers one of the nation’s largest cash transfer

programs, disbursing over $112 billion to 5.6 million veterans (1 in 4 living veterans) and

their families in 2021 (Government Accountability Office 2022).10 The program was created

to compensate veterans for disabilities that were caused or aggravated by their active-duty

military service. While the origins of the VA’s disability compensation program can be traced

to the American revolutionary war, the modern-era program that we study was established

alongside the creation of the VA as a cabinet-level agency in 1989. In the past two decades,

the proportion of veterans receiving disability compensation has tripled, a trend driven by

expanded eligibility criteria for veterans who served in Vietnam, Cambodia, Laos, and the

surrounding waters (Coile et al. 2021).

The VA’s disability compensation program provides stable and long-lasting income as-

sistance to eligible veterans. The generosity of this program is a deterministic function of

a veteran’s service-connected disability rating, ranging from 0% to 100% and increasing in

increments of 10%, as shown in Appendix Section 4.1. In 2018, an unmarried veteran with a

10% disability rating received $136 per month, while a veteran with a 100% disability rating

received $2,974 per month. The VA’s gradation system stands in contrast to the systems in

10Fewer than 1 in 10 American adults are veterans, but total expenditure on the VA’s disability compen-
sation program exceeds federal spending on either the Supplemental Nutrition Assistance Program or the
Earned Income Tax Credit. It equals approximately 85% of spending on Social Security Disability Insurance.
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other disability programs such as SSDI, which uses an all-or-nothing system to determine

whether a claimant receives the benefit. For veterans with multiple service-connected dis-

abilities, the combined disability rating, which is a concave function of individual ratings,

determines the cash transfer amount.11 Transfers are annually adjusted for inflation.

Disability compensation payments are disbursed monthly, are not means tested, and

modestly scale up for veterans with a spouse or child dependent. The payments are exempt

from federal and state income taxes, so $1 in benefits equates to approximately $1.20 to $1.30

in earned income, depending on the veteran’s marginal tax rate. Once awarded, disability

compensation is seldom revoked and typically continues beyond retirement age. Unlike

SSDI beneficiaries, most VA disability compensation beneficiaries may engage in gainful

employment.12 The labor force participation rate for this group was 36% in 2022. In this

regard, compared to disability insurance schemes that restrict gainful employment, the VA’s

program more closely resembles an unconditional cash transfer.

2.2 Disability rating process

The VA employs a comprehensive review process to determine service-connected disability

ratings and, as a result, the amount of compensation that each veteran receives. To apply for

disability compensation, a veteran submits a disability claim to one of 57 regional Veterans

Benefits Administration offices across the country. The office assigns the disability claim to a

Veterans Service Representative (henceforth, caseworker), who assists the applicant in nav-

igating the benefits system and manages the claim throughout the application process. The

11The combined disability rating is calculated based on “remaining efficiency”, which recognizes the
compounding nature of coexisting disabilities. Suppose that a veteran has two disabilities: 40% rating and
20% rating. First, the veteran is considered 40% disabled and has 60% remaining efficiency. Then, the
subsequent 20% rating applies to the remaining efficiency, leading to a 12% reduction (= 20% × 60%). Both
ratings sum to 52%, which rounds to a 50% combined disability rating.

12One exception is the VA’s individual unemployability rule, which compensates veterans with a 100%
disability rating. Eligible veterans must demonstrate they cannot engage in gainful employment due to their
service-connected disability, with either one disability rated ≥ 60% or multiple disabilities that combine to
≥ 70%.
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caseworker is tasked with interviewing the veteran and collecting relevant documents, such as

medical records, military service records, and any evidence needed to substantiate whether

the claimed impairment was caused or aggravated by military service, giving consideration

to the VA’s national criteria.

During the disability rating process, a medical examination is scheduled with a physician,

who assesses the severity of the claimed impairment.13 This visit is purely investigative, and

VA regulations do not allow the veteran and physician to interact outside of their scheduled

visit. The physician is tasked with reviewing the veteran’s medical history, performing di-

agnostic tests, and giving their opinion regarding the veracity of the claimed impairment,

which is collected through the VA’s disability benefit questionnaire. Importantly, the ques-

tionnaire assesses whether the preponderance of the evidence (at least 50% chance) indicates

that the impairment has a known medical origin and was caused or aggravated by the vet-

eran’s military service. Claims related to disabilities not linked to military service, however

severe, are denied.

All of the evidence generated by the caseworker and physician is forwarded to a Ratings

Veterans Service Representative (henceforth, adjudicator), who uses the body of evidence

to assign the veteran a combined disability rating. This rating determines the amount of

compensation that the veteran receives. On average, the rating process takes 152 days to

complete, although this time varies by the type of impairment and across regional offices.

Two features of the VA’s disability rating process are noteworthy. First, veterans cannot

choose their caseworker or physician. The VA’s objective is to conduct assessments within a

reasonable time frame, and the availability of workers at a specific time and location largely

dictates the assignment process. Second, both caseworkers and physicians have considerable

13Although referred to as “physicians” by the VA, medical examiners can be non-physician practitioners,
such as physician assistants or other licensed clinicians. Medical examiners are employed or contracted by
the VA specifically to conduct medical examinations, assessing only those impairments for which they have
received clinical training. For example, an audiologist would assess a tinnitus claim, and a psychologist
would assess a mental health claim.
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discretion in performing their roles and, as we subsequently show in Section 4.3, can influence

the amount of compensation that each veteran receives. Although neither makes the final

decision to approve or reject the disability claim, the evidence that they generate is a key

input in the adjudicator’s decision. These two institutional features set up an ideal setting

for studying the impact of the VA’s disability compensation program on mortality and other

health outcomes.

3. Data and Sample Selection

This section describes our administrative data from the VA and our mortality data, which

were aggregated across multiple VA and non-VA sources. We proceed to define the key

variables used in this study. Finally, we explain the methodology behind the construction of

the sample and present summary statistics for the sample.

3.1 Data sources and variables

We analyze administrative benefits data from the Veterans Benefits Administration, which

contain the universe of disability claims submitted to the VA between 2000 and 2018, in-

cluding the claim’s submission date, regional office, impairment type (Appendix Section 4.1

presents the most prevalent impairments in 2018), service-connected disability rating, and

identifiers for the claimant and caseworker. We do not observe the identity of the adjudicator

in the data provided to us.

We link the benefits data to health data from the Veterans Health Administration, which

contain demographic information, residential zip codes, and detailed records for all medical

care furnished or reimbursed by the Veterans Health Administration.14 The medical records

14The federally-run Veterans Health Administration is the nation’s largest integrated healthcare system,
overseeing more than 170 medical centers and 1,000 outpatient clinics and serving 9 million veterans annually.
Approximately 60% of veterans, and an even higher percentage of veterans with disabilities, utilize VA health
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cover the period from 2000 to 2023 and include physician identifiers, diagnostic codes (In-

ternational Classification of Diseases), procedure codes (Current Procedural Terminology),

and the location of inpatient and outpatient encounters (VA stop codes). We transform vet-

erans’ diagnostic codes into a set of 31 Elixhauser comorbidity indicators (Elixhauser et al.

1998), which are widely used by health services researchers to summarize disease burden in

patients. In addition, because the VA provides integrated health care to veterans, we can

observe the utilization of supportive housing services for veterans who are at risk of or cur-

rently experiencing homelessness. Appendix Section 4.2 presents the list of VA stop codes

used to create our health care utilization variables.

The primary outcome variable is all-cause mortality, measured 1 to 10 years after the

rating process.15 The exact date of death is obtained from multiple sources: the VA Bene-

ficiary Identification and Records Locator System, VA inpatient facilities, the VA National

Cemetery Administration, the Centers for Medicare & Medicaid Services Vital Status File,

and the Social Security Administration Death Master File. Veteran mortality data compiled

from multiple sources have been shown to be more accurate than data from any single source

(Sohn et al. 2006). We link the benefits, health, and mortality data using veterans’ Social

Security numbers.

We construct two indices for the veterans in our sample: medical acuity and social de-

privation. The medical acuity index is derived from a logistic regression model that predicts

5-year mortality based on the 31 Elixhauser comorbidity indicators, which were measured

prior to the disability rating process. The social deprivation index, which was developed

by Butler et al. (2013), is a zip code-level measure derived from seven demographic charac-

teristics from the American Community Survey, including poverty, unemployment, and lack

care.
15Mortality is commonly recognized as a key indicator of health, as it reflects not only the incidence

of diseases but also the cumulative effects of environmental, behavioral, social, and genetic influences on
health (Tulchinsky et al. 2022). Its primary strength as a health outcome is its definitive nature: death
is an unambiguous outcome. This clarity allows for straightforward comparisons of mortality rates across
different locations, populations, and time periods.
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of access to education and essential services. Both indices, measured prior to the disability

rating process, are standardized to have a mean of zero and a standard deviation of one.

Higher values signify greater medical acuity or social deprivation.

3.2 Sample and summary statistics

Our analytic sample includes 812,281 veterans, selected from the universe of veterans who

submitted a disability claim to the VA between 2001 and 2018 (N = 3,963,288). The study

period begins in 2001 to ensure that health data covering at least 1 year before the date of

claim submission are available. In cases where a veteran applied for disability compensation

multiple times in the study period, we analyze the first claim. We narrow our sample to

veterans whose claims were assessed by a caseworker and a physician, each with a record of

assessing at least 200 claims. This is done to reduce noise in the constructed measures of their

leniency, which we use as instruments. Finally, we include only veterans in an impairment

type × regional office × year with at least 2 caseworkers and 2 physicians available. This final

restriction sets up our natural experiment because disability claims are as good as randomly

assigned to caseworkers and physicians only within an impairment, regional office, and year.

For instance, a mental health claim originating from Los Angeles has zero chance of being

assigned to an oncologist in New York. This sample restriction guarantees that we compare

only cases in which there are comparable individuals who had the same set of caseworkers

and physicians available at the time of the application, given their impairment.

Table 1.1 presents summary statistics for our sample. Healthcare utilization and comor-

bidity variables are measured in the year before the rating process. To benchmark these

summary statistics, we compare our sample with two other relevant populations: nondis-

abled veterans who enrolled with the Veterans Health Administration between 2001 and 2018

(column 2), and recipients of SSDI (column 3).16

16To calculate statistics for nondisabled veterans who enrolled with the Veterans Health Administration,
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Our sample is predominantly male (91%), reflecting the broader demographics of veterans

in the general population, who are 90% male. Approximately 75% are non-Hispanic White,

16% Black, 8% Hispanic, and 4% Asian or Pacific Islander. The average age is 50.2 years,

noticeably older than the post-9/11 veterans studied by Bruhn et al. (2022). Half of the

veterans in our sample utilized VA health care in the year before submitting their disability

claim, with 11% accessing mental health services. Among those utilizing VA health care, the

most prevalent comorbidities are hypertension (35%), depression (23%), and diabetes (17%).

Appendix Section 4.3 presents summary statistics for all 31 Elixhauser comorbidities.

Veterans who apply for VA disability compensation experience significantly worse health

compared to nondisabled veterans. This pattern mirrors health disparities observed between

disabled and nondisabled people in the civilian population (Forman-Hoffman et al. 2015).

Approximately 8.0% of veterans die within five years of the disability rating process. This

number rises to 17.9% within ten years. In contrast, the 5- and 10-year mortality rates for

nondisabled veterans are 4.3% and 9.4%, respectively. Such disparities underscore the ur-

gency of addressing the health and well-being of disabled veterans, who not only face greater

health challenges but also increased mortality risks. Furthermore, given their complex health

needs and economic vulnerabilities, veterans with disabilities represent an extremely rele-

vant population for studying the health effect of cash transfers, offering insights into broader

implications for social support systems like the VA’s disability compensation program.

4. Empirical Strategy

To isolate the causal impact of VA disability compensation, we employ an IV approach

that circumvents selection bias associated with nonrandom treatment take-up. We begin by

we construct a subsample of 58,613 veterans who had a 0% disability rating and received no income support
from the VA between 2001 and 2018. The statistics on SSDI recipients come from annual reports from the
Social Security Administration.
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describing the potential sources of endogeneity in our setting. Next, we develop two instru-

ments based on the relative leniency of quasi-randomly assigned caseworkers and physicians,

and conclude by presenting exercises testing the validity of these instruments.

4.1 Potential sources of endogeneity

Veterans receiving cash transfers from the VA’s disability compensation program differ from

nonrecipients in numerous observable and unobservable ways, potentially creating selection

bias in correlational estimates. The disability program’s design, which awards larger cash

transfers to veterans with more severe disabilities, might give the impression that transfers

harm health because individuals with severe disabilities generally have worse health out-

comes in the absence of compensating transfers. Thus, cross-sectional comparisons between

veterans with varying transfer amounts could understate the causal impact of cash transfers

on health. In addition, estimates based on comparisons over time can be biased because

disability application patterns fluctuate nonrandomly. For instance, SSDI applications tend

to increase during economic downturns, likely driven by workers seeking disability compen-

sation as a buffer against income losses and uncertainty (Black et al. 2002; Maestas et al.

2021). If disability applications correlate positively with poor economic conditions, then

ordinary least squares (OLS) estimates will be biased upward in the short term because

downturns are associated with decreased population-level mortality risk, due to reductions

in accidents and pollution (Ruhm 2000; Cutler et al. 2016; Finkelstein et al. 2023). However,

these estimates might be biased downward in the long term, capturing the detrimental effect

of economic recessions over a longer time horizon (Schwandt and von Wachter 2020).

Indeed, we observe that veterans in poorer health tend to receive more generous cash

transfers, consistent with the VA’s objective of awarding greater compensation to veterans

with more severe disabilities. Appendix Section 4.4 presents summary statistics for the

veterans in our sample stratified by their disability rating (above vs. below 50%). In the
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year prior to the rating process, veterans subsequently assigned a disability rating ≥ 50%

had a higher incidence of hypertension (36.0 vs. 33.6%) and depression (30.0 vs. 17.0%),

conditions linked to common causes of death among veterans (Maynard et al. 2018). These

veterans were also more likely to utilize inpatient services (5.2 vs. 3.0%) and the emergency

department (4.3 vs. 3.2%). Indeed, if the impairments that qualify a veteran for VA disability

compensation also independently increase their risk of mortality, then OLS estimates will be

biased toward finding a null or negative effect of cash transfers.

4.2 Caseworker and physician instruments

Our empirical strategy leverages the quasi-random assignment of disability claims to both

caseworkers and physicians, as well as the influence that each agent has on the cash transfers

that veterans receive. Our main specification is:

Yi = βDi + µSi + ϵi (1.1)

Di = αcZc
i + αpZp

i + γSi + νi (1.2)

The outcome for individual i is Yi, which depends on the multivalued treatment Di ∈

{d1, . . . , dk}. In our setting, the treatment is veteran i’s disability compensation measured

in 2018 dollars. Veteran i is assessed by caseworker c and physician p. The vector Si con-

tains dummies for the conditioning set (impairment type × regional office × year) within

which the assignment of claims to caseworkers and physicians is plausibly unrelated to other

determinants of Yi; there are 34,160 conditioning sets in our sample.

The main coefficient of interest is β, or the causal effect of Di on Yi. As Section 4.1

discusses, the OLS coefficient estimated by equation (1.1) alone may suffer from selection

bias. To isolate the causal effect, we instrument Di using caseworkers’ and physicians’ relative

leniency. The caseworker instrument is Zc, defined as the leave-out mean of D calculated
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using every claim assigned to c other than i’s. The leave-out mean is a standard approach

for measuring leniency in the “judges design” literature because it prevents overfitting the

first-stage equation, which would otherwise bias our result toward OLS.17

Zc
i ≡ 1

|Ic| − 1
∑
i′ ̸=i

1(i′ ∈ Ic)Di (1.3)

We construct the physician instrument Zp in the same manner:

Zp
i ≡ 1

|Ip| − 1
∑
i′ ̸=i

1(i′ ∈ Ip)Di (1.4)

where Ic and Ip are the sets of veterans assigned to caseworker c and physician p, respectively.

We estimate our IV model using two-stage least squares (2SLS). Since Di is a positive

ordered treatment, under the assumption that equation (1.2) is a good approximation of the

conditional mean, β2SLS can be interpreted as an average causal response (ACR) of Yi with

respect to shifts in Di (Blandhol et al. 2022; Garin et al. 2023). For exposition of the ACR,

suppose that FZ is the CDF for an arbitrary instrument Z with support [z, z̄]. Define:

βz ≡

reduced form︷ ︸︸ ︷
E[Y (D(z))|Z = z] − E[Y (D(z))|Z = z]

E[D|Z = z] − E[D|Z = z]︸ ︷︷ ︸
first stage

(1.5)

which is the Wald estimator associated with instrument value z relative to the lower bound

of z. Angrist and Imbens (1995) show that the 2SLS estimate can be written as a weighted

average of Wald estimates with weights that depend on how z → z shifts individuals across
17An alternative approach is to treat caseworker and physician indicators as instruments. However, IV

estimators with many weak instruments are biased toward the OLS estimator (Bound et al. 1995) and
are inconsistent when the number of instruments grows in proportion to the sample size (Bekker 1994).
Consequently, most studies employing a “judges design” opt for the leave-out mean as their instrument.
Simulations indicate that leave-out mean estimators and their standard errors are reliable when the number
of cases per “judge” is large (Bhuller et al. 2020).
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different levels of D:

β2SLS =
∫ z̄

z
ω(z)βzdFZ(z) (1.6)

where ω(z) = z(E[D|Z=z]−E[D|Z=z])∫
z(E[D|Z=z]−E[D|Z=z])dFZ(z) are weights summing to one.18 Notice in the nu-

merator of ω(z) that only individuals whose treatment status is moved by variations in the

instrument contribute to the 2SLS estimate; these individuals are compliers. The causal

effect for compliers is the local average treatment effect (LATE).

Equation (1.2) relates the endogenous treatment D to the caseworker and physician

leave-out mean instruments, and we also present results from an alternate specification that

includes an interaction term between both instruments. In addition, since veterans can

apply for multiple disabilities concurrently, we conduct the analysis using claim-level data

and reweight the estimates such that all veterans are equally weighted. Finally, standard

errors are clustered at the caseworker and physician level.

4.3 Instrument validity

This section evaluates the assumptions needed for instrument validity (Angrist and Imbens

1995). The first identifying assumption is relevance: instruments Zc and Zp must be strongly

correlated with the endogenous treatment D. Figure 1.1 plots the variation in the caseworker

and physician leave-out mean instruments. Panel A shows the histogram of the residualized

(on impairment type × regional office × year) variation in Zc, and Panel B shows the

histogram of the residualized variation in Zp. For both caseworkers and physicians, there

are meaningful variations in their leniency, with veterans assigned to more lenient agents

ultimately receiving more generous transfers. The solid black line is the fractional polynomial

18This ACR result can be generalized to cases with multiple instruments and models with covariates. In
such cases, the weights are also a function of the conditional (on X) variance of Z and the distance between
the Wald estimate and the center of the distribution of Z.
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regression of the residualized treatment variable on the residualized instrument, which shows

a first-stage relationship that is very predictive, monotonic, and close to linear for both

instruments. Based on the VA’s 2018 payment schedule, being assigned to a caseworker in

the 95th percentile of the leave-out mean distribution increases transfers by $240 per month

more than being assigned to one in the 5th percentile. Being assigned to a physician in the

95th percentile increases cash transfers by $230 more per month than being assigned to one

in the 5th percentile. A joint F -statistic of 664 (p < 0.001), which is much larger than the

rule of thumb of 100 (Lee et al. 2022), indicates that the instruments are not weak.

The second identifying assumption is conditional independence: the potential outcomes

for Y must be independent of Zc and Zp, conditional on impairment type × regional office

× year. This assumption is implied by the quasi-random assignment of disability claims to

caseworkers and physicians, and has been previously vetted by Silver and Zhang (2023). We

further empirically evaluate this assumption by testing the correlation between Zc and Zp

and veteran characteristics that are themselves correlated with D. To do this, we estimate

predicted disability compensation D̂ using a vector of veteran demographics (age, sex, race

and ethnicity), their prior year’s utilization of outpatient and inpatient care, 31 Elixhauser

comorbidity indicators, indicators for Agent Orange or radiation exposure, and the social

deprivation index based on residential zip code. D̂ is strongly correlated with 5-year mortality

(F = 7268; p < 0.001), making it a compelling test for instrument independence. In Figure

1.1, the dashed line is the fractional polynomial regression of residualized D̂ on residualized

Zc (Panel A) and on residualized Zp (Panel B), which shows no relationship between D̂

and either instrument. The t-statistics for their OLS coefficients are -1.2 (p = 0.24) and 0.6

(p = 0.53), respectively.

Although the conditional independence assumption is sufficient for a causal interpreta-

tion of the reduced-form effect of being assigned to a more lenient caseworker or physician,

interpreting the 2SLS estimates as the causal effect of cash transfers requires the exclusion
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restriction to be satisfied. This assumption states that Zc and Zp affect Y only by shifting i’s

disability compensation. The defense of the exclusion restriction for Zc is straightforward.

Caseworkers interact with veterans for the sole purpose of gathering evidence that will be

used in the disability rating process. One potential violation of the exclusion restriction

for Zp is that lenient physicians may be more likely to treat veterans during or after their

visit or somehow influence their subsequent treatment decisions. However, the chance of this

violation occurring is minimal, as VA policy requires the visit to be purely investigative: the

physician is prohibited from treating the veteran during or after the formal examination,

which rarely lasts longer than two hours.

In addition to cash compensation, veterans with service-connected disabilities are eligible

for nonmonetary benefits such as vocational rehabilitation, adaptive housing grants, and

automobile grants (Appendix Section 4.5). The take-up of nonmonetary benefits is low,

however. While all veterans with a service-connected disability rating ≥ 10% receive the

cash transfer, only 2.5% take advantage of vocational rehabilitation, and fewer than 1%

receive the adaptive housing or automobile grant. Therefore, we maintain that the primary

effect we are estimating comes from increased cash transfers, although the precise causal

interpretation pertains to the bundled treatment.

If the causal effect β is constant across individuals, then the instruments need to satisfy

only the relevance, conditional independence, and exclusion assumptions for 2SLS to recover

the average treatment effect (ATE). However, if the treatment effects are heterogeneous,

then 2SLS with multiple instruments can be interpreted as a positively weighted average of

local average treatment effects (LATE), insofar as partial monotonicity is satisfied (Mogstad

et al. 2021): Di(z
′
c, zp) ≥ Di(zc, zp) and Di(zc, z

′
p) ≥ Di(zc, zp) ∀i. Partial monotonicity re-

quires that, with either instrument held fixed, all individuals are weakly induced to greater

treatment by increasing the other instrument.19 To assess the partial monotonicity assump-

19By contrast, the standard monotonicty condition formalized by Imbens and Angrist (1994) requires that
if z

′
> z, then D(z′) ≥ D(z) (or vice versa) for all individuals. Heckman and Vytlacil (2005) observe that
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tion, we adopt the standard practice in the “judges design” literature of testing whether the

first-stage relationship between D and Z remains positive for subgroups defined by different

observable characteristics (Arnold et al. 2018; Bhuller et al. 2020). In all subgroups stratified

by age (18–34, 35–49, 50–64, 65+), race (White, Black), and sex (male, female), we reject

at conventional significance levels the hypothesis that the first-stage coefficient is negative

for either instrument (Appendix Section 4.6).

5. Causal Effect of Disability Compensation

This section presents our main results. First, we report OLS and 2SLS estimates for mortality

measured 1 to 10 years following the disability rating process. Since our administrative

dataset go until 2018 but our health and death records go until 2023, we observe mortality

for up to 5 years after the rating process for the entire sample.20 For healthcare utilization

and morbidity variables, we report estimates for outcomes measured 5 years after the rating

process.

5.1 Mortality

We begin by estimating the impact of cash transfers on all-cause mortality. Unless stated

otherwise, the OLS and 2SLS coefficients that we report are scaled to represent the effect

of receiving $300 per month, which, based on the VA’s 2018 payment schedule (Appendix

Section 4.1), is commensurate with a 10% disability rating increase for the median claimant.

The outcome variables are binary variables indicating whether the veteran was deceased 1

to 10 years after the rating process. The primary outcome is 5-year mortality. Figure 1.2
standard monotonicity cannot be satisfied with multiple instruments without restricting choice behavior to
be homogeneous. Under a random-utility framework, this restriction does not allow individuals to differ in
their behavioral responses to various instruments.

20For years 6 through 10, the mortality outcomes are analyzed in subsamples with a sufficient time horizon
for us to measure mortality within that timeframe. For example, our analysis of 10-year mortality excludes
veterans whose claims were processed after 2012.
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plots the OLS and 2SLS coefficients for 1- to 10-year mortality and their 95% confidence

intervals.

The OLS coefficient for 5-year mortality is 0.75 pp (s.e. = 0.02), indicating that veterans

receiving larger cash transfers are more likely to die within 5 years of the rating process than

veterans receiving smaller transfers. The OLS coefficients increase linearly over time (1.4

pp by year 10), implying a constant hazard rate for mortality at this margin. However, as

discussed in Section 4.1, the OLS estimates likely suffer from selection bias because the types

of impairments that qualify a veteran for more generous transfers independently increase

their risk of mortality.

In contrast, the 2SLS coefficient for 5-year mortality is negative and indicates that re-

ceiving $300 per month reduces mortality by 0.76 pp (s.e. = 0.19). This causal estimate is

meaningful, amounting to nearly one-tenth of the mean 5-year mortality rate in our sample.

Comparing the OLS and 2SLS estimates suggests that the direction of the selection bias is

positive, with higher-rated veterans facing an elevated risk of premature mortality, holding

constant the compensatory effect of their cash transfers.

As Figure 1.2 illustrates, the protective effect of cash transfers rises over time, reaching

its peak in year 6 before starting to descend. By year 9, the causal effect is statistically

indistinguishable from zero. This pattern is logical if we follow the intuition and predictions

from models of the relationship between health and mortality (Grossman 1972; Lleras-Muney

and Moreau 2022). The protective effect grows initially because greater income enables

veterans to accumulate health capital but eventually shrinks because all individuals die at

some future point regardless of how much money they receive.

We evaluate the robustness of our main results to changes to the model’s specification.

First, we assess the stability of our estimates as we add covariates to the model, as suggested

by Altonji et al. (2005). Second, we present the results after we control for more granular con-

ditioning sets (impairment type × regional office × year) with quarter–year fixed effects and
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narrower impairment categories. Finally, we compare the 2SLS estimate against alternative

IV estimators with different statistical properties, such as limited information maximum

likelihood (LIML) and generalized method of moments (GMM).21 The results from these

robustness exercises are similar in magnitude and significance to our main results.

5.2 Healthcare utilization

One way that cash transfers can affect mortality is through healthcare utilization. Since

health care is a normal good, cash transfers might increase the use of preventive care and

timely medical interventions, both of which lower the risk of premature death. Conversely,

if a veteran’s health improves because of the transfer, the need for medical treatments could

decrease, leading to reduced healthcare utilization. Therefore, the net effect of cash transfers

on healthcare utilization is ambiguous and an empirical question.

Table 1.2 presents the 2SLS coefficients for an array of healthcare utilization outcomes.

In the 5 years following the disability rating process, 90% of the veterans in our sample had

at least 1 outpatient visit at a VA clinic. Preventive care (defined as primary care and mental

health) was the most frequently accessed service. On average, veterans had a total of 15

primary care visits and 13 mental health visits over the 5-year period. The 2SLS coefficient

for primary care utilization is 0.92 visits (s.e. = 0.17). For mental healthcare utilization, it

is 2.5 visits (s.e. = 0.27). Receiving $300 per month significantly boosts veterans’ utilization

of preventive care, with mental health services driving most of this increase.

Copays for preventive care at VA clinics are extremely low or zero for most veterans, so

it is unlikely that improved affordability fully accounts for the increase in preventive care

utilization. One possible explanation for our finding is that cash transfers lead to a reduction

21These IV estimators have both advantages and drawbacks compared to 2SLS, depending on specific
conditions. LIML is generally more robust than 2SLS in the presence of weak instruments, when the
correlation between the instruments and the endogenous variable is low. GMM tends to be more precise
when the IV model is overidentified (i.e., there are more instruments than endogenous regressors). In such
scenarios, GMM offers a framework for using the available instruments more efficiently.
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in veterans’ labor supply, freeing up time to seek preventive care. Indeed, individuals who are

busy with work are more likely to skip preventive visits, such as cancer screenings and dental

check-ups (Yao et al. 2015). While we cannot observe labor force participation in our data,

Autor et al. (2016) use Social Security records to show that a 2001 policy expanding eligibility

for VA disability compensation significantly depressed veterans’ labor force participation.

Cash transfers have little to no effect on veterans’ utilization of inpatient or emergency

department services. The 2SLS coefficients for these utilization measures are indistinguish-

able from zero, in contrast to the estimates for preventive care. This null effect for emergency

department and inpatient utilization could be due to improved health decreasing the demand

for critical, end-of-line medical services, which also tends to be price inelastic (Ellis et al.

2017).

The Veterans Affairs Supportive Housing (VASH) program offers unhoused veterans and

their families housing vouchers combined with comprehensive supportive services. An esti-

mated 5.0% of veterans in our sample had at least 1 VASH encounter in the 5 years after the

rating process, totaling 0.9 VASH encounters per veteran. The 2SLS coefficient for VASH

utilization is -0.21 encounters (s.e. = 0.07), indicating that cash transfers reduce recipients’

reliance on homelessness services. This result is encouraging, as the VA’s disability compen-

sation program is not explicitly a homelessness program, and confirms prior research that

has identified economic vulnerability as a determinant of homelessness for veterans and the

broader population (Benjaminsen and Andrade 2015; Meyer et al. 2021; Evans et al. 2019).

5.3 Morbidity

We use medical diagnoses to proxy for cause of death, as this information is not available in

the vital records available to us. Specifically, for the subset of veterans with at least 1 VA

encounter within 5 years of the rating process (N = 733,250 veterans), we analyze whether

they were diagnosed with a cardiovascular disease (hypertension, cardiac arrhythmia, or
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congestive heart failure), diabetes, or a mental health disorder (psychosis or depression).

Table 1.3 presents mean incidence rates (per 100 veterans) and the corresponding 2SLS

coefficients for these morbidity outcomes.

We find a modest reduction in both cardiovascular disease and diabetes attributed to cash

transfers. Specifically, receiving $300 per month decreases the incidence of cardiovascular

disease by 1.9 pp (s.e. = 0.59) and diabetes by 1.0 pp (s.e. = 0.38). Metabolic conditions

such as cardiovascular disease and diabetes are among the leading causes of death for older

men, who comprise most of our sample. Our finding suggests that improved metabolic health

may be a key mediator in the protective effect of cash transfers.

Cash transfers do not appear to improve mental health and, in fact, increase the likelihood

that a veteran is diagnosed with a mental health condition. The 2SLS coefficient of 5.6 pp

(s.e. = 0.44) indicates that receiving $300 per month significantly raises the incidence of

psychosis or depression. This result could reflect a true decline in mental health, a result

that would contradict studies finding a beneficial effect on mental health in other populations

(McGuire et al. 2022; Zimmerman et al. 2021; Lindqvist et al. 2020). On the other hand,

the positive coefficient associated with psychosis and depression could result from enhanced

detection of previously undiagnosed conditions due to the increased utilization of preventive

care that we showed in Section 5.2. There is strong correlational evidence to support this

interpretation: veterans with at least 5 preventive care visits are 6.7 more likely to be

diagnosed with psychosis or depression than veterans with fewer than 5 preventive care visits.

Given the nuances of how mental health conditions are diagnosed in healthcare settings

and the observed positive relationship between cash transfers and healthcare utilization, we

cannot definitively determine whether cash transfers benefit or harm mental health.
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6. Treatment Effect Heterogeneity

This section explores whether veterans differentially benefit from the same cash transfer. We

begin by analyzing heterogeneity in the health effects of cash transfers by impairment type,

focusing on mental health and musculoskeletal conditions. Then, we analyze heterogeneity

by commuting zone and correlate commuting zone–specific causal estimates with regional

characteristics.

6.1 Heterogeneity by impairment type

The VA’s disability compensation program provides financial support for veterans with a

wide range of impairments resulting from their military service, including 833 that are cur-

rently eligible for compensation. The most frequently claimed impairments are tinnitus,

limitation of flexion, hearing loss, post-traumatic stress disorder, and lumbosacral strain

(Appendix Section 4.1). Over the past two decades, there has been a dramatic rise in

musculoskeletal and mental health impairments in the program’s rolls. The shift in the im-

pairment composition of beneficiaries has attracted scrutiny, as musculoskeletal and mental

health impairments are generally harder to verify and beneficiaries with these conditions

tend to have higher survival rates. Consequently, there are questions about whether cash

transfers actually benefit these recipients and whether this trend indicates ineffective target-

ing of transfers in the disability rating process (Autor and Duggan 2006; Meseguer 2021).

Given these concerns, we investigate whether cash transfers improve the health of individuals

with musculoskeletal and mental health impairments.

Table 1.4 reports first-stage and 2SLS coefficients for 5-year mortality stratified by impair-

ment type: musculoskeletal, auditory, mental health, neurologic, cardiovascular, dermato-

logic, and respiratory (ordered by frequency). We adjust impairment-specific 2SLS estimates

for sampling error using a standard empirical Bayes procedure, following the approach of
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Chandra et al. (2016) and Finkelstein et al. (2021). The intuition behind this adjustment is

that impairments for which the 2SLS coefficient is above (below) average are more likely to

suffer from positive (negative) sampling error; this procedure brings their estimates closer to

the empirical mean. Appendix Section 1.5 describes how we implement the empirical Bayes

procedure.

Receiving $300 per month reduces 5-year mortality for veterans with mental health im-

pairments by 1.1 pp (s.e. = 0.23) and for veterans with auditory impairments by 2.9 pp

(s.e. = 0.24). While mental health and auditory conditions may seem unrelated, hearing loss

is a known risk factors for psychological distress (Blazer and Tucci 2019; Geocze et al. 2013),

and individuals with tinnitus have a heightened risk of suicide (Lewis et al. 1994). Cash

transfers may be especially protective for this group because mental health and auditory

impairments stemming from military service are severe due to exposure to heavy artillery

and warzone deployment. Moreover, these conditions may exhibit more plasticity, and as we

show in Section 5.2, cash transfers boost utilization of mental health services, which could

serve as a pathway through which transfers confer health benefits on those with mental

health impairments.

Veterans with a musculoskeletal impairment do not experience any improvement in mor-

tality from cash transfers. For this group, the 2SLS coefficient for 5-year mortality is precisely

zero. Why might cash transfers be less effective for veterans with impairments of this kind?

Musculoskeletal conditions, while causing pain and limitations in mobility, are rarely life-

threatening on their own and are difficult to verify. In our sample, the 5-year mortality rate

for this group is 6.4%, which is the lowest among all of the impairments we analyze. In ad-

dition, previous studies of SSDI have shown that claimants with musculoskeletal conditions

are more likely to find employment if their claims are rejected (Von Wachter et al. 2011),

which potentially blunts the negative impacts of a benefit denial.

Notably, for veterans with hemic and infectious impairments, which are among the most
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acute impairments, with mean 5-year mortality rates of 19.3% and 17.5%, respectively, cash

transfers do not appear to improve health. Given the relatively small sample size of these

groups, their standard errors are wide. Nonetheless, this finding is part of a broader pattern

across all of the impairments that we analyze of little to no correlation between the severity

of an impairment and the health effect of transfers for that impairment.

6.2 Geographic heterogeneity

Commuting zones (CZs) in the U.S. vary significantly in their economic and social conditions.

Cash transfers may interact with these conditions, leading to variations in their effect on

health. For instance, regions with greater healthcare quality could enable individuals to

more effectively convert cash into beneficial health outcomes. To investigate place-based

heterogeneity in treatment effects, we calculate 2SLS coefficients for 5-year mortality for

each of the 132 CZs with at least 1,000 claimants in our sample. As in our analysis of

impairment-specific estimates, we adjust the CZ-specific estimates using a standard empirical

Bayes procedure (Appendix Section 1.5).

Figure 1.3 plots the 2SLS coefficients by CZ, with the most pronounced protective effects

situated on the left side. Dark gray shading indicates that the 2SLS coefficient is statistically

significant at the 5% level, demonstrating significant place-based variation in health outcomes

related to transfers. Receiving $300 per month decreases 5-year mortality by ≥ 1 pp in 19

CZs. While there is no significant effect for the majority of CZs, transfers appear to be

detrimental in three areas: Boston, Charlotte, and Pittsburgh.22 The cross-CZ standard

deviation is 0.76 pp, highlighting potentially important interactions between location and

the health impacts of cash transfers.

We investigate the potential drivers of geographic heterogeneity by correlating the CZ-

22However, we caution against placing too much emphasis on any single estimate given the relatively
small sample sizes for individual CZs.
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specific treatment effects with regional characteristics. Our analysis focuses on the geo-

graphic determinants of health and mortality from Finkelstein et al. (2021) and Chetty et al.

(2016), which include life expectancy, healthcare quality (30-day hospital mortality rate,

Medicare spending per enrollee, uninsured rate), health behaviors (rates of smoking, obe-

sity, and exercise), socioeconomic conditions (income segregation, racial segregation, poverty

rate, household income, and share in manufacturing), and racial demographics. Given the

volume of CZ-specific observables, we discipline our investigation by using LASSO regression

to select the variables most predictive of cash transfers’ health effect. LASSO allows us to

remain neutral as to the sources of heterogeneity and uncover patterns in the data by search-

ing over a high-dimensional set of characteristics. Finally, we note that the correlations from

this exercise offer suggestive evidence and need not represent causal relationships.

The LASSO regression identifies only one characteristic as predictive of CZ-level treat-

ment effects: the proportion of workers in the manufacturing sector. In CZs where the

manufacturing sector labor force exceeds 20%, cash transfers no longer significantly reduce

5-year mortality rates. While this result is not causal in nature, that cash transfers have min-

imal health effect in regions with a significant manufacturing presence connects to research

on “deaths of despair” in the rust belt and parts of Appalachia that suffered dispropor-

tionately from trade liberalization, technological changes, and increased competition from

Chinese manufacturers (Case and Deaton 2015; Pierce and Schott 2020).23 Workers in these

CZs have seen diminished earnings, but our findings suggest that, in terms of health risk,

cash transfers do not compensate for this decline. Notably, opioid overdoses were a signif-

icant driver of mortality in these disadvantaged areas during our study period. However,

using CZ-level data on opioid supply from Arteaga and Barone (2022), we find no correlation

between opioid availability and CZ-specific treatment effects. The diminished health effect

23For example, manufacturing industries that were more exposed to trade liberalization with China in
2001 exhibited large declines in employment and uptake of welfare programs (Autor et al. 2013). Case and
Deaton (2017) argue that social and economic deterioration associated with trade liberalization contributed
to a rise in “deaths of despair” in many of these regions.
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of cash transfers seems not to be driven by opioid addiction but rather is perhaps driven by

the lack of opportunities available to individuals in these areas.

7. Model-Based Interpretation of Causal Estimands

This section provides a conceptual framework to interpret the causal estimands reported

in the previous sections. We begin by presenting instrument-specific treatment effects and

reconcile their differences by analyzing compliers. Then, we explore selection into treat-

ment using a marginal treatment effects framework. We conclude by discussing patterns of

treatment selection.

7.1 Instrument-specific treatment effects

Up to this point, the treatment effects that we have reported were derived from an overi-

dentified IV model combining caseworker and physician leave-out mean instruments. The

textbook advantage of combining multiple instruments is statistical efficiency, but this ad-

vantage comes at the expense of interpretability when treatment effects are heterogeneous.

Under partial monotonicity (defined in Section 4.3), the overidentified 2SLS model identifies

a positively weighted average of causal effects from each instrument (Mogstad et al. 2021).

In this section, we parse the overidentified 2SLS estimand into its constituent caseworker

and physician parts.

Figure 1.4 reports 2SLS coefficients for 1- to 10-year mortality, calculated separately

using the caseworker instrument and the physician instrument. The caseworker-specific 2SLS

estimate indicates that receiving $300 per month reduces 5-year mortality by 1.02 pp (s.e. =

0.22). In contrast, the physician-specific 2SLS estimate indicates that the same transfer

reduces 5-year mortality by only 0.42 pp (s.e. = 0.19). This discrepancy is statistically
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significant (overidentified J-statistic = 10.6; p-value = 0.001).24 That the overidentified 2SLS

coefficient lies between the caseworker- and physician-specific 2SLS coefficients is consistent

with the fact that the overidentified 2SLS estimate is a positively weighted mean of individual

effects from each instrument.

It is noteworthy that the caseworker instrument and physician instrument yield distinct

treatment effects, as this discrepancy mimics the wide range of causal estimates observed in

previous studies on the effect of income on health. While the wide range of estimates in pre-

vious studies might reflect differences in study methodologies, our analysis using two parallel

identification strategies that differ only in the agent influencing the treatment decision pro-

duces two markedly distinct estimates. We also use the same sample for both calculations,

which lets us rule out compositional differences as the cause of this discrepancy.25

7.2 Compliers analysis

Why do our results differ depending on the instrument used? In equation (1.6), we express

the 2SLS estimand as a weighted mean of individual causal effects, where the weights depend

on how much each instrument shifts veterans across different treatment intensities. These

weights are nonzero for compliers: z ̸= z
′ =⇒ Di(z) ̸= Di(z

′). It follows that a gap

between instrument-specific LATEs might emerge if (i) complier subgroups are disjointed or

only partially overlap and (ii) treatment effects are heterogeneous between these complier

subgroups. We find evidence to support both claims.

Understanding compliers in our institutional setting helps to contextualize our 2SLS esti-

mates, particularly as they relate to the disability rating process. In our setting, caseworker

compliers are veterans who receive more (less) generous cash transfers when their disabil-

24The textbook motivation for the Sargan–Hansen J test is to test the validity of overidentifying restric-
tions in IV models under constant treatment effects (Sargan 1958; Hansen 1982).

25We also rule out the possibility that the physician instrument is weak, which would bias its 2SLS
estimate toward OLS (Bound et al. 1995). In Section 4.3, we showed that the caseworker instrument and
physician instrument had nearly equally strong first-stage relationships; their F -statistics are 803 and 821.
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ity claim is assigned to a relatively lenient (stringent) caseworker. Physician compliers are

likewise defined in relation to physicians.26 Based on this intuition, disability claims for

compliers may be more challenging to adjudicate, causing caseworkers’ and physicians’ to

disagree and their relative leniency to have greater weight in the disability rating process.

Finally, we emphasize that a caseworker complier is not necessarily a physician complier and

vice versa.27

We examine differences between caseworker and physician compliers using the κ theorem

from Abadie (2003).28 For tractability and ease of interpretation, we dichotomize the treat-

ment variable: D̃i ≡ 1{Di ≥ 1000}.29 Although our compliers analysis could theoretically

be extended to the 11-valued ordinal treatment in equation (1.2), estimates of characteris-

tics for 110 (= 20 + 18 + 16 + . . . + 2) types of compliers would be imprecise and difficult

to interpret. We estimate that 30% of our sample are caseworker compliers and 19% are

physician compliers, noting that these values likely underestimate the true complier shares

since they are calculated with the dichotomized treatment.

Table 1.5 presents the characteristics of caseworker compliers and physician compliers.

Compared to the overall sample, caseworker compliers and physician compliers are more

likely to be under age 50, Black, and Hispanic. Notably, there is a significant difference

26Conversely, always-takers receive large transfers, and never-takers receive small transfers, irrespective
of their assigned caseworker or physician. Consider the following scenarios. A veteran with two limb
amputations that were unambiguously caused by military service will receive the maximum transfer regardless
of the leniency of her assessor, which leads to her classification as an always-taker. A veteran who is
unambiguously able-bodied receives no transfer regardless of the leniency of his assessor, which leads to his
classification as a never-taker.

27Mogstad et al. (2021) formalize the concept of nonoverlapping complier subgroups by introducing four
types of compliers in a setting with one binary treatment and two binary instruments. Eager compliers
participate in treatment if either instrument activates; reluctant compliers only participate if both instru-
ments activate; Z1 compliers participate if and only if Z1 activates; Z2 compliers participate if and only if
Z2 activates. The 2SLS estimand can be expressed as a weighted combination of LATEs corresponding to
the four complier subgroups.

28We implement the kappa method by running 2SLS where the outcome variable in the reduced-form
equation is replaced with XiDi.

29To dichotomize the treatment variable, we use a cutoff value of $1,000, which corresponds to the cash
transfer for the median claimant. In the appendix, we show that the 2SLS estimate for the ordered treatment
and for the dichotomized treatment are comparable after we adjust for the mechanical difference in the size
of the cash transfers.
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in medical acuity between caseworker and physician compliers. Caseworker compliers have

0.05 s.d. lower medically acuity than physician compliers and 0.10 s.d. lower acuity than

the overall sample. Caseworker and physician compliers reside in zip codes with no more or

less social deprivation than the average across the overall sample.

7.3 Marginal treatment effects

In this section, we utilize the marginal treatment effect (MTE) framework (Björklund and

Moffitt 1987; Heckman 1997; Heckman and Vytlacil 2005; Mogstad et al. 2018a) to explore

patterns of treatment effect heterogeneity with respect to unobserved resistance to treat-

ment. The central advantage of the MTE is that it can be aggregated in various ways to

recover meaningful treatment-effect parameters, such as the LATE associated with the 2SLS

estimate. For reasons explained in Section 7.2, we dichotomize the treatment variable for

our MTE analysis.30

We begin by modeling potential outcomes Yi(0) and Yi(1) as linear projections on the

conditioning set Si, resembling the standard 2SLS specification in equation (1):

Yi(d) = µSi + Udi, d = 0, 1 (1.7)

where d is the potential value of D̃i. Selection into treatment D̃i is determined by the

following latent index model:

30The MTE framework has been extended to settings with multivalued treatments when enough continu-
ous instruments are available (Lee and Salanié 2018). However, estimating and interpreting multidimensional
MTE models becomes exponentially more complex as the number of treatments increases due to the curse
of dimensionality. Without dichotomization of the treatment, 11 distinct values of Di and 2 instruments
generates 110 MTEs.
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i }
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i )}

≡ 1{P (Zj
i ) ≥ U j

i }, j = c, p

(1.8)

where Zic and Zip are the caseworker and physician leave-out mean instruments. Equation

(1.8) models selection into treatment separately for caseworkers and physicians because the

error term Vij ∼ F represents the unobserved resistance to treatment (i.e., utility cost of

treatment participation) and is specific to the instrument at hand. Taken together, veteran

i receives treatment D̃i when the treatment propensity score P (Zj) exceeds her unobserved

resistance to treatment Uj.

The MTE traces out the treatment effect for a veteran who is in percentile uj of the

V j distribution. We estimate the MTE using the local IV estimator (Heckman et al. 2018;

Carneiro et al. 2011). We implement this approach by estimating the propensity score pj in

equation (1.8) using a probit model and then estimating the outcome equation that flexibly

includes pj. The MTE is the derivative of the conditional expectation of Y with respect to

the propensity score (Heckman and Vytlacil 2007).

MTE(U j = uj) ≡ E[Y1 − Y0|U j = uj]

= ∂E[Y |P (Zj) = pj]
∂pj

, j = c, p
(1.9)

Our main specification assumes a joint-normal distribution for Y and pj, but we find similar

results when we use a semiparametric specification. Our estimation of the MTE closely

follows the approach taken by Cornelissen et al. (2018).

Figure 1.5 presents the MTE curves corresponding to the caseworker instrument (Panel

A) and physician instrument (Panel B). We caution that the propensity score distributions

for pc and pp do not have full support (Appendix Section 4.3), so we primarily focus on

percentiles uj between 0.2 and 0.6, for which there is nonzero density and inference does
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not rely on overly strong parametric assumptions. Since higher values of U c and Up signify

lower treatment propensities, a downward-sloping MTE curve indicates reverse selection

on gains. Specifically, cash transfers have a minimal or even counterproductive effect on

reducing mortality among the veterans most likely to receive large transfers.

We detect reverse selection on gains for both the caseworker and physician instruments,

but the negative slope of the MTE curve is more pronounced for physicians. To illustrate,

large cash transfers appear to harm health for the veterans most likely to be awarded them

by physicians (up < 0.3), although this effect is only marginally significant. Conversely, large

cash transfers have a precise null effect for the veterans most likely to receive transfers on

the evaluation of caseworkers (uc < 0.3).

We integrate over the MTE curves to compute estimates for other treatment-effect pa-

rameters, such as the ATE and policy relevant treatment effect (PRTE).31 Because both

caseworkers and physicians exhibit reverse selection on gains, the treatment effects on the

treated are considerably smaller than the LATEs. We reiterate that the propensity score

distributions for pc and pp do not have full support, so identification in the tails of the MTE

curve relies on strong parametric assumptions. The main purpose of our MTE estimation

is to distinguish between caseworker- and physician-specific LATEs, but for readers who are

interested in parameters identified at the tails of the MTE, we also present results from a

secondary analysis that utilizes both instruments and their interaction to expand the sup-

port of the overall propensity score distribution. In every specification, we can reject the

existence of positive selection on gains, and in most cases, we find reverse selection on gains

for caseworkers and physicians.

31The PRTE measures the average causal effect of transitioning from the status quo to a counterfactual
policy that alters individuals’ propensity for treatment without changing the returns to the treatment. For
instance, the PRTE might estimate the effect of a policy that makes caseworkers or physicians more lenient
in the rating process, which would induce the marginal claimant to receive greater transfers.
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7.4 Interpreting reverse selection on gains

Given our observation that veterans with the least resistance to treatment minimally benefit

from cash transfers, we explore how positive selection on levels might lead to reverse selection

on gains. We analyze positive selection on levels through two exercises. First, we estimate

untreated mortality rates Y (0) across different levels of unobserved resistance. To do this, we

estimate the MTE in equation (1.9) but substitute the outcome variable with Yi × (D̃i − 1).

This approach is analagous to the control function estimator proposed by Brinch et al.

(2017). Table 1.6 reports mean values of the untreated 5-year mortality rate for different

percentiles of unobserved resistance: E[Y (0)|Uj = uj]. We calculate values separately for

the caseworker instrument (column (1)) and physician instrument (column (2)), focusing on

percentiles uj ∈ [0.2, 0.6], the region where both propensity score distributions have sufficient

density. In the absence of cash transfers, veterans with lower levels of treatment resistance

are at a higher risk of dying. For instance, the 5-year mortality rate for a veteran with

up = 0.3 is approximately 9 pp higher than the rate for the entire sample.

In our second exercise, we examine differences in observable characteristics between

always-takers and never-takers, abstracting away from the MTE framework. Always-takers,

as described in Section 7.2, have the lowest levels of unobserved resistance because they

receive generous levels of compensation regardless of their caseworker’s and physician’s le-

niency. Likewise, never-takers have the highest levels of unobserved resistance. To charac-

terize these groups, we dichotomize the caseworker and physician instruments using cutoffs

at the 50th percentile. As we noted regarding compliers earlier, always-takers (never-takers)

for one instrument are not necessarily always-takers (never-takers) for the other.

Table 1.6 reports mean characteristics for always-takers and never-takers corresponding

to each instrument and to both instruments jointly. For most observable characteristics,

such as veterans’ sex and race, there are minor differences between always-takers and never-

takers. We also do not find a meaningful difference in the social deprivation associated
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with veterans’ zip code. The major exception is veterans’ medical acuity, which is 0.14 s.d.

(s.e. = 0.006) higher for always-takers and 0.05 s.d. (s.e. = 0.005) lower for never-takers than

for the overall sample. The fact that always-takers exhibit greater medical acuity mirrors

our earlier finding that veterans with lower levels of resistance are at a higher risk of dying

without the treatment.

7.5 Explaining positive selection on levels

Why do veterans in poorer health receive more generous cash transfers even when the trans-

fers fail to yield significant health gains? One important consideration is that cash transfers

may improve recipients’ quality of life without necessarily reducing their risk of mortality.

For example, cash transfers have been shown to improve happiness, with the strength of

this relationship diminishing as income rises (Dwyer and Dunn 2022; Kangas et al. 2020).

Caseworkers and physicians may target cash transfers to veterans who benefit in dimensions

of well-being that are not apparent in the data available to us.

In addition, the pattern of reverse selection on gains that we observe does not imply

that caseworkers and physicians target cash transfers with the intent of minimizing health

outcomes, nor does it rule out the possibility that health gains positively enter their utility

functions. Instead, reverse selection on gains indicates that the joint information and the

decision rules used by caseworkers and physicians when awarding transfers are negatively

correlated with the health gains derived from such transfers. This is sensible for several rea-

sons. First, the VA’s disability program is legally mandated to provide greater compensation

to veterans with more severe impairments. A priori, we should expect those with a higher

baseline mortality risk to be the least resistant to receiving larger transfers, evidence that

the VA’s disability program is functioning as intended.

Second, even if improving health is the primary objective of caseworkers and physicians,

discerning who would benefit the most is challenging, as individual treatment effects are not

41



directly observable. Caseworkers and physicians do not engage in long-term follow-ups with

veterans, limiting their ability to learn this over time. In particular, visits with physicians are

brief and focus exclusively on clinical information, constraining physicians’ ability to target

on gains. Our finding that reverse selection on gains is more pronounced for physicians aligns

with this intuition.

We conclude by discussing three reasons why cash transfers might be ineffective for

recipients in the poorest health. First, veterans with the most acute medical conditions may

be at an advanced stage of their illness where additional resources or treatments do not

lead to health improvements, reflecting diminishing health returns to cash. Many types of

conditions, especially severe conditions, are also inherently unresponsive to cash transfers

(e.g., no amount of money can replace a lost limb). Second, veterans with the most acute

conditions might be more prone to increase their consumption of temptation goods, which

do not contribute to, and may even offset, the health effect of cash transfers. In Section

5.2, for example, we find that cash transfers lead to a modest increase in the utilization

of substance abuse services. As we noted previously, this increase could instead reflect

greater detection and treatment of previously undiagnosed mental health conditions. Finally,

structural barriers, such as living in an economically distressed neighborhood, can limit

the plasticity of health for vulnerable populations and, consequently, the extent to which

transfers improve health outcomes. Veterans in poorer health tend to live in more distressed

neighborhoods. Indeed, in Section 6.2, we observe that the effectiveness of cash transfers

varies considerably by commuting zone, with minimal efficacy observed in regions with a

large manufacturing presence.
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8. Discussion

An estimated 1.3 billion people live with a significant disability, representing 16% of the

world’s population (World Health Organization 2022). In every context that has been stud-

ied, people with disabilities die significantly earlier than their nondisabled counterparts, a

health disparity that reflects the economic inequities faced by people with disabilities. Can

economic interventions narrow such health disparities? This paper presents new evidence

on the health effects of cash transfers for veterans with disabilities, a demographic group in

which health and economic disparities are pronounced. To isolate the causal effect of cash

transfers on health, we compile a dataset that combines disability claims, medical records,

and death records for over 800,000 veterans applying for the VA’s disability compensation

program. Our empirical analysis leverages the quasi-random assignment of disability claims

to caseworkers and physicians.

Our analysis produces three key empirical insights. First, for the typical veteran claimant,

receiving $300 per month reduces 5-year mortality by 0.8 pp, equaling 9.5% of the mean rate.

This reduction in mortality coincides with increased utilization of preventive health care and

a moderate reduction in metabolic diseases. Second, cash transfers confer smaller health

benefits for veterans in poorer health. Last, veterans in the poorest health receive the

largest cash transfers despite their health improving the least from these transfers.

Compared to nondisabled veterans, veterans in our sample died at a staggeringly higher

rate (4.3% versus 8.0% within 5 years of the disability rating process), mirroring disability-

related health disparities in the civilian population. This paper highlights the potential of

cash transfers as a tool to mitigate disability-related health disparities. Our finding that

VA disability compensation lowers mortality risk for the typical recipient suggests that cash

transfers narrow health disparities between veterans with and without disabilities. However,

our secondary finding that the veterans in the poorest health benefit the least underscores the

limitations of cash transfers in narrowing health disparities within the population of veterans
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with disabilities. Specifically, cash transfers can exacerbate existing health disparities among

the population with disabilities, as veterans in better health experience the most significant

gains from such transfers.

Building on these insights, we perform a back-of-the-envelope calculation using our causal

estimates to understand how the VA’s disability compensation program affects health dis-

parities. We specifically evaluate the potential impact of two types of policies: increasing the

generosity of cash transfers for current recipients and expanding the pool of eligible recipi-

ents. This analysis suggests that, with the set of recipients held constant, increasing transfers

by $300 per month would narrow health disparities between disabled and nondisabled veter-

ans by approximately one-quarter but would also widen disparities among current recipients

by 12%. Alternatively, expanding benefits to include the sickest 10% of nondisabled veter-

ans would increase health disparities between disabled and nondisabled veterans by one-fifth

and would not affect disparities among veterans with disabilities. Overall, this counterfactual

exercise highlights the trade-off between addressing between- versus within-group disparities.

This paper sheds new light on the economic and social determinants of health for vulner-

able populations, particularly for people with disabilities. While the existing literature offers

no clear explanation for why the health effect of cash transfers varies widely across studies,

our study suggests that essential heterogeneity likely plays an important role. One policy

implication of this type of heterogeneity is that cash transfers can be targeted to align with

the goals of redistributive policies, recognizing the potential trade-offs between maximizing

health outcomes and reducing health disparities. Last, while this paper directly informs cash

transfer policies, such as the VA’s disability compensation program, which augments income

for individuals, our finding that their effect varies by commuting zone warrants further ex-

ploration. Given a growing body of evidence highlighting the place-based drivers of health,

more can be done to understanding the interplay between cash transfers and place.
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9. Figures

Figure 1.1: Validity Exercises for the Caseworker and Physician Leniency Instruments

Notes: Panel A (top) plots the distribution of caseworkers’ residualized leave-out treatment mean (disability
compensation in 2018 dollars), from equation (1.3). Panel B (bottom) plots the distribution of physicians’
residualized leave-out treatment mean, from equation (1.4). In both panels, the solid black line represents a
fractional polynomial regression of the residualized treatment variable on the corresponding agent’s residu-
alized leave-out treatment mean. The dashed gray line represents a fractional polynomial regression of the
residualized predicted treatment variable on the residualized leave-out treatment mean. The method to cal-
culate the predicted treatment variable is described in Section 4.2. Ninety-five percent confidence intervals
are shown. Sample sizes and regression coefficients (with standard errors in parentheses) for the first-stage
and balance exercises are reported in the upper-left corners of each panel.
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Figure 1.2: OLS and 2SLS Estimates for Mortality in Years 1 to 10

Notes: This figure shows ordinary least squares (OLS) and two-stage least squares (2SLS) estimates of the
effect of disability compensation (scaled to $300 per month in 2018 dollars) on mortality measured 1 to 10
years following the disability rating process. The 2SLS estimates are derived with both the caseworker and
physician leniency instruments, respresented in equations (1.1) and (1.2). For the first 5 years, mortality
outcomes are analyzed for the complete sample (N = 812, 281). For years 6 to 10, mortality outcomes are
analyzed in subsamples for which there is an adequate time horizon to assess mortality within that period.
A negative value indicates a decrease in mortality in percentage points. Standard errors are clustered at the
caseworker and physician level, with 95% confidence intervals shown.
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Figure 1.3: 2SLS Estimates for 5-Year Mortality across Commuting Zones

Notes: This figure shows empirical Bayes– (EB-) adjusted two-stage least squares (2SLS) estimates of the
effect of disability compensation (scaled to $300 per month in 2018 dollars) on 5-year mortality, stratified
by commuting zone (CZ). We separately analyze CZs with ≥ 1000 veterans from our sample. The 2SLS
estimates are derived with both the caseworker and physician leniency instruments, respresented in equations
(1.1) and (1.2). Standard errors are clustered at the caseworker and physician level, and estimates that are
statistically significant at the 5% level are highlighted in dark gray. CZ-specific treatment effects, standard
errors, and characteristics are provided in the appendix.
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Figure 1.4: 2SLS Estimates for Mortality in Years 1 to 10, with Caseworker and Physician
Instruments Separately

Notes: This figure displays two-stage least squares (2SLS) estimates of the effect of disability compensation
(scaled to $300 per month in 2018 dollars) on mortality measured 1 to 10 years following the disability rating
process. The 2SLS estimates are derived separately with the caseworker and physician leniency instruments,
as outlined in equations (1.1) and (1.2). For the first 5 years, mortality outcomes are analyzed for the
complete sample (N = 812, 281). For years 6 to 10, outcomes are analyzed in subsamples for which there is
an adequate time horizon to assess mortality within that period. A negative value indicates a decrease in
mortality in percentage points. Standard errors are clustered at the caseworker or physician level, depending
on the analysis, with 95% confidence intervals shown.
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Figure 1.5: Marginal Treatment Effects Curves for the Caseworker and Physician Leniency
Instruments

Notes: Panel A (top) depicts the marginal treatment effect (MTE) curve for 5-year mortality associated with
the caseworker leniency instrument, calculated with the local instrumental variables estimator in equation
(1.9). The MTE curve plots the analytical derivatives at each value of unobserved resistance to treatment.
The treatment variable is dichotomized (Section 7.2) to be either above or below $1,000 in 2018 dollars.
Panel B (bottom) depicts the MTE curve associated with the physician leniency instrument. Dashed lines
denote 95% confidence intervals. The distribution of propensity scores for each instrument can be found in
the appendix.
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10. Tables

Table 1.1: Characteristics of the Sample, Compared to Characteristics of Nondisabled
Veterans and SSDI Recipients

(1) (2) (3)
Analytic Nondisabled SSDI
sample veterans recipients

Demographics
Age 50.2 49.3 55.0†

Male 90.7 90.6 50.0†

White 74.7 75.9 66.5†

Black 15.7 16.3 19.1†

Hispanic 7.5 5.6 -
Asian/Pacific Islander 3.9 2.7 -

Prior-year utilization
Outpatient 51.7 46.8 -
Mental health services 11.0 6.3 -
Inpatient 4.0 1.9 -
Emergency room 3.7 2.8 -
Homelessness services 1.2 1.3 -

Comorbidities
Hypertension 34.7 27.1 -
Depression 23.1 12.1 -
Diabetes mellitus 16.6 9.1 -
Obesity 10.6 8.4 -

Mortality rate
1 year 1.4 0.6 -
5 year 8.0 4.3 14.0‡

10 year 17.9 9.4 -
Individuals (N) 812,281 58,613 9,218,080

Notes: This table provides summary statistics for individual demographics, healthcare utilization (any use
in the year before the disability rating process), comorbidities, and mortality rates (measured 1, 5, and
10 years after the rating process). For year 10, mortality is analyzed in the subsample for which there
is an adequate time horizon to assess mortality within that period (N = 646, 079). Columns (1) and
(2) display summary statistics for veterans in the analytic sample (who submitted a claim for disability
compensation, as described in Section 3.2) and for nondisabled veterans (those never receiving disability
compensation), respectively. Column (3) shows summary statistics for recipients of Social Security Disability
Insurance (SSDI). †Demographics for SSDI recipients are sourced from tables 5.A1, 5.A5, and E-5.A1 in the
“Annual Statistical Supplement to the Social Security Bulletin, 2022”. ‡Mortality rates for SSDI recipients
are derived by Gelber et al. (2023) with the 2006–10 actuarial estimates from Zayatz (2015). COPD =
Chronic obstructive pulmonary disease.
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Table 1.2: Effect of Disability Compensation on Mortality and Healthcare Utilization

(1) (2) (3) (4)

Mean OLS 2SLS Interacted
2SLS

Mortality rate

1 year 1.4 0.17 -0.12 -0.15
(0.005) (0.05) (0.04)

5 year 8.0 0.75 -0.76 -0.85
(0.01) (0.19) (0.16)

10 year 17.9 1.41 0.09 -0.005
(0.02) (0.63) (0.60)

Healthcare utilization

Primary care 15.0 0.91 0.92 0.87
(0.01) (0.17) (0.16)

Mental health services 12.5 1.58 2.49 2.52
(0.19) (0.27) (0.27)

Inpatient 0.45 0.05 0.01 0.003
(0.001) (0.01) (0.01)

Emergency room 1.21 0.08 0.03 0.02
(0.002) (0.02) (0.02)

Homelessness services 0.87 -0.09 -0.21 -0.23
(0.003) (0.07) (0.07)

Notes: This table presents ordinary least squares (OLS) and two-stage least squares (2SLS) estimates of the
effect of disability compensation (scaled to $300 per month in 2018 dollars). The outcomes variables are
mortality rates (measured at 1, 5, and 10 years after the disability rating process) and healthcare utilization
(represented as the number of utilization-specific encounters measured up to 5 years after the rating process).
For year 10, mortality is analyzed in the subsample for which there is an adequate time horizon to assess
mortality within that period (N = 646, 079). Outcome variables are detailed in Section 3.1. Column (1)
displays mean values. Column (2) displays the OLS estimates with standard errors in parentheses, clustered
at the individual level. Column (3) displays the 2SLS estimates derived with both the caseworker and
physician leniency instruments, as described in equations (1.1) and (1.2). Column (4) displays the 2SLS
estimates derived with both the caseworker and physician leniency instruments, along with their interaction
term. Standard errors for the 2SLS estimates in parentheses are clustered at the caseworker and physician
levels.
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Table 1.3: Effect of Disability Compensation on Morbidity

(1) (2) (3) (4)

Mean OLS 2SLS Interacted
2SLS

Cardiovascular 51.5 1.32 -1.94 -2.17
(0.02) (0.59) (0.51)

General hypertension 47.7 1.18 -2.08 -2.31
(0.02) (0.57) (0.49)

Complicated hypertension 8.0 0.75 -0.76 -0.85
(0.01) (0.19) (0.16)

Cardiac arrhythmia 13.9 0.66 -0.57 -0.64
(0.01) (0.22) (0.20)

Congestive heart failure 6.1 0.63 -0.22 -0.30
(0.01) (0.13) (0.11)

Diabetes 23.3 0.80 -1.01 -1.22
(0.01) (0.38) (0.33)

General diabetes mellitus 22.7 0.76 -0.90 -1.10
(0.01) (0.37) (0.33)

Complicated diabetes 11.8 0.68 -0.64 -0.77
(0.01) (0.21) (0.19)

Mental health 45.4 2.46 5.58 5.58
(0.02) (0.44) (0.44)

Psychosis 5.4 0.63 0.70 0.65
(0.01) (0.12) (0.12)

Depression 44.4 2.34 5.49 5.50
(0.02) (0.43) (0.43)

Notes: This table presents ordinary least squares (OLS) and two-stage least squares (2SLS) estimates of
the effect of disability compensation (scaled to $300 per month in 2018 dollars). The outcome variables
are Elixhauser morbidity indicators measured up to 5 years after the disability rating process. Outcome
variables are constructed from the outpatient and inpatient diagnostic codes detailed in Section 3.1. The
analysis was conducted for a subset of individuals with ≥ 1 encounter within 5 years of the rating process
(N = 733, 250). Column (1) displays mean values. Column (2) displays the OLS estimates with standard
errors in parentheses, clustered at the individual level. Column (3) displays the 2SLS estimates derived with
both the caseworker and physician leniency instruments, as described in equations (1.1) and (1.2). Column
(4) displays the 2SLS estimates derived with both the caseworker and physician leniency instruments, along
with their interaction term. Standard errors for the 2SLS estimates in parentheses are clustered at the
caseworker and physician levels.
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Table 1.4: Effect of Disability Compensation on 5-Year Mortality across Impairment Types

(1) (2) (3) (4)

N 5-Year Empirical Bayes Empirical Bayes
Mortality OLS 2SLS

Auditory 184,261 10.39 0.71 -2.82
(0.03) (0.24)

Musculoskeletal 180,674 6.35 0.49 -0.09
(0.02) (0.31)

Mental health 79,381 6.97 0.29 -1.08
(0.03) (0.23)

Neurologic 32,252 8.71 1.12 0.79
(0.04) (0.32)

Cardiovascular 33,401 13.43 1.47 0.82
(0.05) (0.58)

Dermatologic 25,096 8.79 0.45 -0.19
(0.05) (0.57)

Respiratory 23,428 14.29 2.52 -0.81
(0.07) (0.69)

Other 157,323 3.98 0.42 -0.04
(0.02) (0.11)

Notes: This table presents empirical Bayes– (EB-) adjusted ordinary least squares (OLS) and two-stage least
squares (2SLS) estimates of the effect of disability compensation (scaled to $300 per month in 2018 dollars)
on 5-year mortality, stratified by the impairment type associated with the disability claim. Appendix Section
1.5 describes how the EB procedure is implemented. Column (1) displays the number of individuals claiming
each impairment type. Column (2) displays the 5-year mortality rate for each impairment type. Column
(3) displays the EB-adjusted OLS estimates with standard errors in parentheses, clustered at the individual
level. Column (4) displays the EB-adjusted 2SLS estimates derived with both the caseworker and physician
leniency instruments, as detailed in equations (1.1) and (1.2). Standard errors for the 2SLS estimates in
parentheses are clustered at the caseworker and physician levels.
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Table 1.5: Complier Characteristics

(1) (2) (3)

Overall Caseworker Physician
Compliers Compliers

Elixhauser index 0 -0.097 -0.051
(0.01) (0.01)

Social deprivation index 0 -0.012 -0.007
(0.012) (0.006)

Age ≥ 50 53.0 -7.76 -3.38
(0.88) (0.49)

Male 90.7 -1.31 -0.40
(0.32) (0.49)

White 74.7 -0.56 -0.64
(0.56) (0.32)

Black 15.7 1.65 1.34
(0.37) (0.24)

Hispanic 7.5 1.04 0.66
(0.18) (0.14)

Asian/Pacific Islander 3.9 -0.08 0.17
(0.15) (0.09)

Notes: This table provides mean characteristics for all veterans in the sample, compliers for the caseworker
instrument, and compliers for the physician instrument. The treatment variable has been dichotomized to be
either above or below $1,000 in 2018 dollars (Section 7.2). We calculate differences between the overall and
complier characteristics with two-stage least squares, utilizing the first stage in equation (1.2) and replacing
the outcome variable in equation (1.1) with XiDi, where Xi is the characteristic for veteran i. Standard
errors in parentheses are clustered at either the caseworker or physician level, depending on the complier.
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Table 1.6: Medical Acuity by Resistance of Treatment

(1) (2)
Caseworker Physician

Panel A. Response type Elixhauser index

Never-takers 0.164 0.158
(0.005) (0.005)

Always-takers -0.060 -0.051
(0.005) (0.004)

Panel B. Unobserved resistance Relative mortality, Y(0)
20th percentile +14.5 +14.3
30th percentile +6.4 +6.4
40th percentile +0.1 +0.1
50th percentile −5.0 −6.1
60th percentile −13.2 −12.9

Notes: Panel A (above) provides mean characteristics for always-takers and never-takers for both the case-
worker and physician instruments. The treatment variable is dichotomized to be either above or below $1,000
in 2018 dollars (Section 7.2). Always-takers are defined as veterans who receive the dichotomized treatment
when they are assigned an instrument below the median. Never-takers are defined as veterans who do not
receive the dichotomized treatment when they are assigned an instrument above the median. The Elixhauser
index is a measure of acuity based on pre-existing comorbidities, standardized to have a mean of zero and
a standard deviation of one. Standard errors in parentheses are clustered at either the caseworker or physi-
cian level, depending on the instrument. Panel B (below) presents estimated counterfactual mortality rates
Y (0) relative to the mean mortality of the entire sample, as a function of veterans’ unobserved resistance to
treatment. Refer to Section 7.4 for the estimation of counterfactual mortality rates.
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Chapter 2

Inappropriate Prescribing to Older

Patients by Nurse Practitioners and

Primary Care Physicians

1. Introduction

The United States is facing a major shortage of primary care physicians (Association of

American Medical Colleges 2021). There is considerable potential for nurse practitioners

(NPs) and other nonphysician providers to ameliorate access problems associated with this

shortage (Iglehart 2013; Pohl et al. 2010). However, restrictive scope of practice laws and

longstanding concerns about quality and safety of care constrain the roles such providers are

permitted to play in the delivery of primary care services (American Medical Association

2018; Xue et al. 2016; National Council of State Boards of Nursing 2018).

In the last decade, driven by the need to improve access to primary care and curb its

rising costs, many states have enacted laws liberalizing scope of practice rules to enhance

the autonomy of nonphysician providers (National Conference of State Legislatures 2017). A
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recent wave of reforms conferring prescriptive authority on NPs is particularly noteworthy. A

total of 32 states and the District of Columbia have legislated to allow NPs to prescribe med-

ications without physician supervision; half of these states—including the populous states

of New York, Illinois, Florida, Massachusetts, and California—made this move in the last

decade.

Professional medical organizations have vociferously opposed these reforms (Institute of

Medicine 2011; Robeznieks 2022). Opposition rests chiefly on the contention that expanding

prescribing authority to nonphysician providers will have adverse effects on quality of care

(Institute of Medicine 2011). Does the safety or appropriateness of NP prescribing fall short?

Previous studies comparing the performance of NPs and physicians have not demonstrated

such inferiority (Laurant et al. 2018; Yang et al. 2021; Yang et al. 2018; McMichael 2021b;

Alexander and Schnell 2019; Mundinger et al. 2000; Jiao et al. 2018; McMichael 2021a).

But these studies are relatively small in scale and have tended to focus on specific forms of

prescribing.

We analyzed the prescribing patterns of NPs and physicians in 29 states where NPs

had prescriptive authority during the 2013-2019 study period. Using comprehensive data

on medications prescribed to Medicare beneficiaries in those states, we calculated and com-

pared rates of inappropriate prescribing to older patients by NPs and primary care physi-

cians, defining inappropriateness according to the Beers Criteria developed by the American

Geriatrics Society (American Geriatrics Society 2012;?;American Geriatrics Society 2019).

To align with Medicare data and the population to which Beers Criteria apply, we defined

older patients as those aged 65 or older. We hypothesized that NPs would not have higher

rates of inappropriate prescribing than primary care physicians.
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2. Methods

2.1 Data

We formed the study cohort by linking two data sets from Medicare’s Provider Utilization

and Payment Data collection: the Part B Supplier file and the Part D Prescriber file. The

Part B Supplier file consists of annual, clinician-level service data drawn from Medicare Part

B claims. Clinicians with a valid National Provider Identifier (NPI) who submitted 11 or

more noninstitutional services for reimbursement in a calendar year entered the file for that

year. The Part D Prescriber file consists of prescription (original and refill) data drawn from

Medicare Part D claims. Medications are categorized by their generic name. Clinicians who

prescribed 11 or more medications in a year entered the file for that year. We obtained the

Part B and Part D files for years 2013 through 2019.

2.2 Study cohort

After using the NPI to link the Part B and Part D files at the clinician level, we constructed

the study cohort at the clinician-year level (Appendix Section 4.4). We restricted the sample

to clinicians in the 29 states that had granted NPs independent prescriptive authority by

January 1, 2019. The authority granted is independent in the sense that scope of practice

rules do not mandate that NPs be supervised by or collaborate with physicians when pre-

scribing. (Additional details of how these states were identified and classified are provided

in Appendix Section 2.2).

NPs and primary care physicians were selected according to CMS specialty codes in

the Part B file: code 50 for NPs, and codes 01 (general practice), 08 (family practice), 11

(internal medicine), and 38 (geriatric medicine) for physicians. For clinicians who reported

multiple specialty codes, we chose a primary specialty by selecting the code associated with
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the largest number of billed services. Finally, we excluded clinicians who wrote prescriptions

for fewer than 100 patients aged 65 years or older (“older patients”).

2.3 Study variables

The American Geriatrics Society’s Beers Criteria identifies medications with an unfavorable

risk-benefit ratio in older adults. This guideline was developed by a panel of experts in

geriatric care and pharmacotherapy, and has been used widely in studies of prescribing

quality among older patients (Budnitz et al. 2011; Jano and Aparasu 2007; Rankin et al.

2018; Kotwal et al. 2021). Three successive versions of the Beers Criteria were promulgated

during our study period (in 2012, 2015, and 2019); for each study year, we applied the most

recent guideline. Details of the Beers Criteria are provided in Appendix Section 2.3.

Our primary outcome measure focused on medications classified by the Beers Criteria as

“potentially inappropriate in most older adults”. Approximately half of all medications listed

in the guideline carried this rating and, unlike other Beers Criteria categories, the directive

is universal in nature and untethered to particular patient or clinical circumstances. We

specified the outcome measure as a rate: the fraction a clinician’s total prescriptions written

for older patients during years the clinician was under observation that referred to a drug

in the category described above. Thus, the measure took the form of a continuous variable

ranging from 0 to 100. To better understand patterns of compliance with the guideline,

we analyzed three secondary outcomes: percentile of inappropriate prescribing rate; inap-

propriate prescribing rate stratified by medication class; and inappropriate prescribing rate

stratified by geographic area (practice state and hospital referral region).

Additional variables drawn from the Part B Supplier and Part D Prescriber files included

clinician gender and patient volume. We classified clinical settings according to evaluation

and management codes (99091 – 99499) and practice locations according to the population

size of core-based statistical areas in which they were located. The files included patient
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risk scores, calculated by CMS at the clinician-year level, which are intended to provide an

overall measure of the illness severity of a clinician’s Medicare patient population (Pope et al.

2004). Practice experience, defined as the number of years since obtaining an NP or medical

degree, was derived from the Medicare Provider Enrollment, Chain, and Ownership System.

Additional details on the covariates used in our analyses are provided in Appendix Section

2.4.

2.4 Statistical analysis

We conducted logistic regression analysis at the clinician-year level. To account for the re-

peated observation of the same physicians over multiple years, we clustered standard errors

at the clinician level. We adjusted the models for 7 clinician-level variables: gender, pa-

tient volume, years of practice experience (10-year bands), patient risk score (quarter-point

bins), clinical practice setting (7 categories), practice location (5 categories), state, and year.

Estimates from the models represent population-averaged effects (Diggle et al. 2002).

To estimate how NP and physician populations were arrayed across percentiles of inap-

propriate prescribing, we used hierarchical mixed-effects logistic regression (Normand et al.

2016; Christiansen and Morris 1997), adjusting for the covariates as the main model. Pos-

terior means for NPs and physicians were estimated using the empirical Bayes approach,

combining clinicians’ own data and the empirical distribution, weighted by their respective

uncertainties. Such individual estimates borrow strength from overall estimates and can be

better predictors of individual performance (Carlin and Louis 2008; Efron and Morris 1973).

Further explanation and details of our approach to the statistical analysis are provided in

Appendix Section 2.5.

We also conducted six sensitivity analyses to probe the robustness of our results (details

of these analyses are provided in Appendix Section 2.7). First, we re-ran our main analyses

after excluding patient risk scores as an adjustor. The goal was to assess potential bias
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arising from the fact that we did not adjust for patient-level characteristics (Oster 2019).

Second, to address possible biases introduced by missing data on practice experience for 24%

of NPs and 19% of physicians, we computed worst-case bounds for our estimates (Horowitz

and Manski 2000). Third, to assess whether lower prescribing volume among NPs affected

our distributional results, we re-calculated our main estimates on a subsample that excluded

clinicians who prescribed for fewer than 500 older patients per year. Fourth, recognizing

that Beers Criteria may not be appropriate quality measures for patients receiving hospice or

palliative care, we re-ran our main analysis after excluding observations from clinicians who

predominantly worked in three settings where such care is often delivered: nursing facilities,

assisted living facilities, and home visits. Fifth, we probed our regression-based approach

by comparing it to propensity score matching and doubly robust methods. Finally, a small

proportion of NPs deliver specialty care, and they are not directly identifiable in CMS data.

To test whether their prescribing behavior may have skewed our results, we used diagnosis

and clinical setting codes to identify NPs who likely were not practicing in a primary care

setting, and re-estimated our main results using a sample that excluded them.

3. Results

3.1 Sample characteristics

The study cohort comprised 23,669 NPs and 50,060 primary care physicians (Table 2.1).

A total of 89% of NPs were female, compared with 39% of physicians. On average, NPs

had fewer years of practice experience than physicians (7.1 vs. 19.8 years), treated fewer

older patients each year (199 vs. 272 patients), and wrote fewer than one third the annual

number of prescriptions for older adults (1,217 vs. 3,800 prescriptions). The older patient

populations NPs treated had slightly higher average risk scores than those physicians treated

(1.49 vs. 1.36).
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Both NPs (79%) and physicians (75%) treated most of their older patients in outpatient

settings. NPs were more likely than physicians to treat their older patients in facility settings

(10.8% vs. 5.4%) and physicians were more likely to treat in inpatient settings (16.3%

vs. 5.6%). In addition, NPs were more likely than physicians to practice outside large

metropolitan areas (59% vs. 48%).

3.2 Crude rates of inappropriate prescribing

On average, crude rates of inappropriate prescribing for NPs and primary care physicians

were very similar (Figure 2.1). Among NPs, the crude rate was 1.63 per 100 prescriptions

(median, 0.74; standard deviation, 2.36); among physicians, it was 1.69 per 100 prescriptions

(median, 1.49; standard deviation, 1.57).

3.3 Adjusted odds and rates of inappropriate prescribing

In the multivariate analysis, the odds of inappropriate prescribing for NPs and physicians

were virtually identical (odds ratio, 0.99; 95% CI, 0.97 to 1.01). The similarity was also

evident in a comparison of population-averaged rates of inappropriate prescribing among

NPs (1.66; 95% CI, 1.63 to 1.69) and physicians (1.68; 1.67 to 1.69) (Figure 2.1).

However, these averages mask substantial underlying differences in inappropriate pre-

scribing patterns. NPs were overrepresented both among clinicians who were consistently

compliant with Beers Criteria and among clinicians who were least compliant (Figure 2.2).

Specifically, NPs accounted for 32.1% of the total study sample, but 51.8% of clinicians in

the lowest decile of inappropriate prescribing and 48.8% of clinicians in the highest decile.

Other calculations indicating NPs overrepresentation at the highest and lowest levels of

inappropriate prescribing are provided in Appendix Section 2.6.
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3.4 Inappropriate prescribing by medication class

Ten medication classes accounted for 99.5% of all inappropriate prescribing detected in our

study. Figure 2.3 compares inappropriate prescribing rates for NPs and physicians within

each of these medication classes. NPs had higher rates of inappropriate prescribing of mus-

culoskeletal medications, such as muscle relaxants (0.37 vs. 0.30) and antispasmodics (0.15

vs. 0.06), whereas physicians had higher rates of inappropriate prescribing of sedatives, such

as antidepressants (0.48 vs. 0.39) and hypnotics (0.44 vs. 0.36). Within other medication

classes, there were relatively small differences in the inappropriate prescribing rates of NPs

and physicians.

3.5 Inappropriate prescribing by state

NPs had lower adjusted rates of inappropriate prescribing than physicians in 9 of the 29

states that permitted NPs to prescribe medications without physician supervision during our

study period (Figure 2.4). In 6 states, NPs exhibited higher adjusted rates of inappropriate

prescribing than physicians. In 14 states, there were minimal or no differences in the observed

rates of inappropriate prescribing. Overall, these differences were modest; two-thirds of states

had ratios of NP-to-physician rates of inappropriate prescribing between 0.9 and 1.1 (mean,

0.98; median, 0.95).

By contrast, differences in rates of inappropriate prescribing between states was large.

For instance, rates of inappropriate prescribing for both NPs and physicians in Utah and

Virginia, which were the highest among the states we examined, were nearly two-fold greater

than the corresponding rates in Hawaii and the District of Columbia, which had among the

lowest. A comparison of inappropriate prescribing by hospital referral region showed a

similar pattern: there was considerably more variation across regions than between NPs and

physicians within most regions.

63



3.6 Sensitivity analyses

The six sensitivity analyses produced estimates that were largely consistent with the main

results with respect to both mean inappropriate prescribing rates and the overrepresenta-

tion of NPs among clinicians with the highest and lowest rates. First, excluding patient

risk scores also produced a non-inferiority result for NPs’ quality of prescribing. Second,

imputing worst-case bounds associated with missing data on practice experience did not

change the adjusted rates of inappropriate prescribing. Third, restricting the analytic sam-

ple to high-volume prescribers resulted in the loss of 89% of clinician-years. Analysis of

this restricted sample detected a lower rate of inappropriate prescribing among NPs (OR,

0.75; 95% CI, 0.70-0.79), thus reinforcing a non-inferiority result. Fourth, excluding clin-

icians who delivered care predominately in nursing facilities, assisted living facilities, and

home visits produced estimates that were nearly identical to our main results. Fifth, alter-

native matching and doubly robust methods produced results that were consistent with our

regression-based approach. Finally, our main results did not change after excluding from

the analysis NPs whose patterns of care suggested they were not practicing in primary care

settings. Detailed results for all five sensitivity analyses are provided in Appendix Section

2.7.

4. Discussion

In 29 states that have granted NPs prescriptive authority, this study found that NPs were

no more likely than primary care physicians to prescribe inappropriately to older patients.

Both types of clinicians averaged approximately 1.7 inappropriate prescriptions for every

100 prescriptions written. However, the distribution of inappropriate prescribing differed

substantially between the two groups, with NPs disproportionately likely to appear in the

“tails”. Specifically, NPs were overrepresented both among clinicians in the highest and the
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lowest deciles of inappropriate prescribing.

Most previous studies comparing the prescribing performance of physicians and non-

physician providers have found little or no differences (Laurant et al. 2018; Yang et al. 2021;

Yang et al. 2018; McMichael 2021b; Alexander and Schnell 2019; Mundinger et al. 2000; Jiao

et al. 2018; McMichael 2021a). For example, a cohort study that followed veterans with di-

abetes for five years found no difference in prescribing patterns between NPs and physicians

(Yang et al. 2018), though differences were detected within emergency departments (Chan

and Chen 2023). These studies exemplify another feature of previous comparisons of NPs’

and physicians’ prescribing performance: they have tended to focus on specific medications

(e.g., diabetes) or settings (e.g., Veterans Health Administration).

Our study was substantially larger in scope than previous ones. It examined 760 million

prescriptions written over a 7-year period by more than 50,000 primary care physicians and

nearly 25,000 NPs. The states we studied account for 31% of the country’s current NP

workforce (Kaiser Family Foundation 2022). Our bottom-line finding—that NPs are not

inferior in terms of their odds of inappropriate prescribing—aligns with the non-inferiority

detected in most other studies.

A frequently overlooked aspect of comparative health services research is that quality and

safety measures that have similar mean values may have very different underlying distribu-

tions. Our results demonstrate this along two dimensions. The differences in inappropriate

prescribing rates among NPs and primary care physicians, respectively, were much larger

than the mean differences between the two groups. Similarly, the differences in inappropriate

prescribing rates across states and hospital referral regions for both NPs and primary care

physicians were large.

Our finding that NPs were disproportionately overrepresented among clinicians with the

highest rates of inappropriate prescribing raises concern about the “tail” of prescribing per-

formance among NPs. Steps to identify this population and facilitate improvement, including
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better adherence to guidelines like Beers Criteria, are warranted. However, elimination or

broad-based contraction of prescriptive authority for NPs would be a crude response to

this issue, given NPs were also substantially more likely than physicians to appear among

clinicians with the lowest rates of inappropriate prescribing.

Our study has several limitations. First, it was restricted to prescriptions for older

patients and may not be generalizable to younger patient populations. Older adults are

nonetheless a key group in which to measure prescribing quality. They account for a high

proportion of all prescriptions written; they are also especially vulnerable to adverse drug

events from inappropriate prescribing, owing to comorbidities, prevalent polypharmacy, and

age-related physiological changes (Hilmer and Gnjidic 2009).

Second, while the American Geriatrics Society’s Beers Criteria is the most widely used

guideline for prescribing in older patients, it has several weaknesses as a quality measure

(Aguiar et al. 2021; Grace et al. 2014; Motter et al. 2018). It does not address the appropri-

ateness of many drugs, including some (e.g., warfarin, insulin) that are frequently associated

with adverse drug events (Budnitz et al. 2007); our study narrowed even further, focusing on

Beers Criteria drugs that carried a general recommendation against prescribing. In addition,

the Beer Criteria does not address underuse of helpful medicines, nor may it be applicable

for older adults receiving hospice or palliative care where special risk-benefit calculations

are required, although our estimates proved robust to sensitivity analyses that attempted to

excluded care delivered in those settings.

Third, our outcome measure is overinclusive. The Beers Criteria does not recommend

that the drugs we used to identify inappropriate prescribing never be prescribed. Clinical

guidelines are rarely that definitive. Rather, these drugs are designated as “potentially

inappropriate for most older adults”. This is important context for interpreting the absolute

rates of inappropriate prescribing we report, but it is unlikely to threaten the fundamental

validity of the comparative assessment.
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Fourth, some prescriptions in our sample that were attributed to physicians may not have

been written by them. Medicare’s incident-to billing rules allow certain services performed by

nonphysician providers to be billed under the NPI of a collaborating physician. (Moreover,

there are financial incentives to bill in this way, because Medicare reimburses those services at

85% of the rate set by the physician fee schedule.) Nationally, an estimated 5% of office visit

services billed by physicians are performed by nonphysician providers (Staff 2019). However,

because incident-to billing requires the physician to have played a supervisory role in the

care, it is not the type of autonomous NP prescribing we sought to measure.

Fifth, our data did not allow us to distinguish between original prescriptions and refills.

If NPs were more likely to provide routine or follow-up care, then differences in prescribing

patterns between physicians and NPs may be masked by prescribing inertia, possibly inflating

estimated rates of inappropriate prescribing for NPs.

Finally, our analysis did not adjust for patient characteristics. If the patients either

NPs or primary care physicians prescribed for were systematically more complicated and

sicker, that may have affected the clinician group’s propensity to prescribe inappropriately.

The risk score variable included in our analysis suggested that severity of illness was similar

for the two groups (though slightly higher for NPs), and we adjusted for practice setting,

but these are imperfect proxy measures. The extent to which this form of confounding

threatens the validity of our results depends on how they are interpreted. As estimates of

what would happen to prescribing quality if the patients treated by physicians had been

treated by NPs instead, the threat is real. As a reflection of prescribing quality in the real

world, where patients naturally sort between NPs and physicians based on a multitude of

unobserved factors, such confounding is less consequential, and the type of comparison we

have conducted should reasonably reflect the outcome of conferring prescriptive authority

on NPs.

This study adds to growing evidence indicating that when prescriptive authority is ex-
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panded to include NPs these new prescribers do not perform worse than physicians. Our

findings regarding patterns of inappropriate prescribing among NPs and primary care physi-

cians have useful lessons for policymakers, lawmakers, and regulators. If expanding patient

access while ensuring quality and safety systemwide is the goal, fixation on the question of

whether NPs or other nonphysician providers should be allowed to prescribe may be less

impactful than identifying and addressing deficient performance among all clinicians who

prescribe. Use of clinician-level performance measures, coupled with efforts to improve pre-

scribing at the organizational and individual levels, are one approach for achieving this.

Technological interventions, such as prescription drug monitoring, have a role to play, as do

initiatives aimed at ensuring better adherence to trusted guidelines like the Beers Criteria.

68



5. Figures

Figure 2.1: Mean Inappropriate Prescribing Rates for Nurse Practitioners and Primary
Care Physicians

Notes: Panel A (top) refers to the unadjusted rate (per 100 prescriptions) of 2013-19 Medicare Part D
medications for older patients for which Beers Criteria generally recommends against prescribing for most
adults. Panel B (bottom) refers to the regression-adjusted rate of medications for older patients with the same
Beers Criteria designation. Adjusted estimates controlled for clinician gender, years of practice experience,
patient volume, patient risk score, clinical setting, practice location, year, and state. Standard errors were
clustered at the clinician level, and 95% confidence intervals are shown.
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Figure 2.2: Proportion of Clinicians Who Were NPs by Percentile of Adjusted
Inappropriate Prescribing Rate

Notes: Clinician-level inappropriate prescribing rates were estimated using hierarchical, mixed-effects logistic
regression, which tends to shrink toward the mean to improve the quality of predictions. Percentiles were
based on these modeled rates. “NP proportion of clinicians” refers to the share of clinicians in each percentile
who were classified as an NP. A total of 32% of clinicians in our study cohort were NPs (dashed line).
Adjusted estimates controlled for clinician gender, years of practice experience, patient volume, patient risk
score, clinical setting, practice location, year, and state.
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Figure 2.3: Inappropriate Prescribing Rates for Nurse Practitioners and Primary Care
Physicians, Stratified by Medication Class

Notes: Inappropriate prescribing rates (per 100 prescriptions) were stratified according to medication classes
in the American Geriatrics Society’s Beers Criteria. The ten most prescribed medication classes shown here
accounted for 99.5% of all inappropriate prescribing measured in our study. Estimates were adjusted for
clinician gender, years of practice experience, patient volume, patient risk score, clinical setting, practice
location, year, and state. Standard errors were clustered at the clinician level, and 95% confidence intervals
are shown.
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Figure 2.4: Inappropriate Prescribing Rates for Nurse Practitioners and Primary Care
Physicians in 29 States, 2013—19

Notes: Each bubble plots the inappropriate prescribing rate (per 100 prescriptions) stratified according to
clinicians’ practice state. Bubble size represents each state’s volume of Medicare Part D claims for older
adults in 2019. The dashed 45-degree line indicates equivalent rates of inappropriate prescribing between
NPs and primary care physicians. Estimates were adjusted for clinician gender, years of practice experience,
patient volume, patient risk score, clinical setting, practice location, and year.
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6. Tables

Table 2.1: Demographic, Patient, and Locational Characteristics of Nurse Practitioners
and Primary Care Physicians in the Study Sample

Nurse practitioners Physicians
N = 23,669 N = 50,060

Clinician characteristics
Female, % 88.9% 38.7%
Male, % 11.1% 61.3%
Practice experience, mean 7.1 19.8
Prescriptions per year, mean 1,271 3,800

Physician specialty, %
Family practice 52.4%
Internal medicine 45.3%
General practice 1.4%
Geriatric medicine 0.9%

Patient characteristics, mean
Older patients per year 199 272
Patient risk score 1.49 1.36

Clinical setting, %
Outpatient 78.8% 75.4%
Inpatient 5.6% 16.3%
Emergency 2.3% 1.2%
Critical care 0.1% 0.2%
Nursing facility 8.8% 5.0%
Assisted living facility 2.0% 0.5%
Home visit 1.7% 0.4%

Practice location, %
Large metropolitan 40.6% 51.8%
Medium metropolitan 23.2% 19.5%
Small metropolitan 17.1% 12.8%
Micropolitan 12.2% 9.5%
Remote 6.9% 6.3%

Notes: Percentages may not total 100 due to rounding. Additional details on the variables shown in this
table are provided in the Supplementary Appendix. Practice experience is defined as the number of years
since the clinician received their nurse practitioner or medical degree, measured at the year they entered the
cohort. Data on practice experience were missing for 5,736 (24%) NPs and 9,622 (19%) physicians.
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Chapter 3

Vaccine Incentives Hurt Intrinsic

Motivation: Evidence from a Survey

Experiment

1. Introduction

Dating back to Pigou (1920), economists have touted monetary incentives as a tool for

encouraging behaviors that generate positive externalities, such as conditional cash transfers

to promote human capital accumulation (IMF 2019) and payments to improve compliance

with health recommendations (Ensor and Cooper 2004). During the COVID-19 pandemic, a

number of high-profile economists proposed paying vaccine-hesitant adults to get vaccinated

against the virus, arguing that the social benefits of vaccination outweigh the incentive’s

cost.1 However, critics of these proposals cautioned against using monetary incentives in this

manner, citing instances of when monetary incentives backfired and undermined individuals’

1Economists have suggested cash transfer of up to $1,000 for Americans to get vaccinated against COVID-
19 (Mankiw 2020; Litan 2020). Private businesses have also began paying their employees to get vaccinated
against the virus, and the state of West Virginia offered bonds for vaccination (Krouse 2021).
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intrinsic motivation (Loewenstein and Cryder 2020).2 Indeed, understanding whether vaccine

incentives would meaningfully raise vaccination rates requires knowing how many individuals

(and for whom) the reward would persuade, deter, or not influence.

It is well-known that monetary incentives induce competing effects, causing their overall

impact on the incentivized behavior to be theoretically ambiguous. The price effect makes

getting vaccinated more attractive by lowering the relative price of vaccines compared to

other goods. Conversely, the psychological effect undermines free-choice intrinsic motivation,

pushing individuals’ behavior away from the intended objective of the incentives (Ariely

et al. 2009; Bowles and Polania-Reyes 2012). Yet, few studies have empirically estimated

the magnitude of these psychological effects in the vaccine-hesitant population, and evidence

on the behavioral channels underlying these psychological effects is extremely limited.

We conducted a survey experiment to estimate the share of vaccine-hesitant adults whose

intrinsic motivation to get vaccinated was harmed by monetary incentives. These individuals

needed no incentive to consider getting vaccinated but would have declined the vaccine if

primed to consider such a reward. Our experiment employed behavioral priming techniques

commonly used in psychology research in order to decouple incentives’ psychological effect

from their price effect. To give economic structure to the results from our experiment, we

developed an econometric model of treatment take-up in the style of Heckman and Pinto

(2021), enabling us to characterize individuals whom monetary incentives deterred from

getting vaccinated.

In our survey experiment, 513 vaccine-hesitant adults were randomly assigned to one

of two treatment arms. Participants in the control arm were asked to consider getting

vaccinated against COVID-19 without any mention of monetary incentives, while those in

the incentive arm were asked to consider getting vaccinated for varying levels of payment,
2For example, a Swedish field experiment found that the offer of payment for blood donation reduced

the likelihood that women donated blood (Mellström and Johannesson 2008). In a separate experiment,
high school teenagers raised less money for charity when they were paid a commission to do so (Gneezy and
Rustichini 2000). See Gneezy et al. (2011) for a review of this literature.
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including zero payment. By priming the latter group with the notion of incentives but offering

zero payment, our experiment was able to separate the price effect from the psychological

effect. Intuitively, if incentives did not harm individuals’ attitudes toward vaccination, then

their willingness to get vaccinated would have been equal between the control arm and the

incentive arm when offered zero payment.

We found that monetary incentives deterred 14% of participants from vaccination; they

considered getting the vaccine without any incentive (control arm) but would have rejected

it if offered a reward (incentive arm). Deterred individuals differed from other participants in

the experiment along several dimensions. They were significantly more likely to be male and

be from a racial or ethnic minority group — a pattern that resembles existing disparities in

medical mistrust by race and gender. Deterred individuals also had greater baseline levels of

skepticism toward the safety of the vaccine, underscoring the limitations of vaccine incentives

among those who are the most resistant to vaccination.

What are the channels through which payments discourage people from getting vacci-

nated? First, individuals may infer from the existence of an incentive that vaccines are

unsafe and that the payment is being offered to them in recompense (Cryder et al. 2010;

Milgrom and Roberts 1986). Second, the incentive may crowd out intrinsic motivation by

introducing doubt about individuals’ prosocial motives (Frey and Oberholzer-Gee 1997; Laf-

font and Martimort 2001; Bénabou and Tirole 2003, 2006, 2011). To test the credibility of

these channels, we elicited participants’ perceptions of the vaccine’s safety and their proso-

cial attitudes toward vaccination. Participants who were randomized to the incentive arm

were 9 pp (21% of the mean) more likely to believe that vaccines are unsafe, and 10 pp

(20% of the mean) more likely to believe that people do not have a responsibility to get

vaccinated, compared to participants in the control arm. Our mediation analysis implies

that one-quarter of vaccine incentives’ adverse effects can be explained by the negative shifts

in individuals’ perceptions of vaccine safety and prosocial attitudes toward vaccination.
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Our study contributes to three important strands of literature. First, this study ad-

vances our understanding of the determinants of vaccine demand, an important topic for

policymakers working to minimize morbidity related to COVID-19 and other infectious dis-

eases. Other studies have attempted to evaluate the efficacy of vaccine payments in the

real world, including an array of randomized and natural experiments analyzing demand

for COVID-19 vaccines (Campos-Mercade et al. 2021; Chang et al. 2021; Barber and West

2022; Law et al. 2022; Thirumurthy et al. 2022). However, these evaluation studies often

come to contradictory conclusions.3 For example, a modest conditional cash transfer raised

COVID-19 vaccination rates in Sweden, but a similarly sized incentive was ineffective in the

U.S. When do incentives work and when do they fail? Sensibly, the effect of vaccine pay-

ments on vaccine take-up is heterogeneous, and incentives are less effective in populations

with a greater share of deterred individuals. We develop a procedure to characterize deterred

individuals using data from our survey experiment, which provides policymakers a tool to

identify subpopulations that are receptive (or resistant) to vaccine incentives.

Second, this study unifies existing models of intrinsic motivation (Bénabou and Tirole

2003, 2006; Titmuss 1970; Laffont and Martimort 2001; Gneezy et al. 2011; Bowles and

Polania-Reyes 2012) with econometric advances in the analysis of treatment-response coun-

terfactuals (Heckman and Pinto 2021; Pinto 2021; Mogstad et al. 2018b). Monetary in-

centives induce two behavioral effects. The price effect makes the incentivized action more

attractive while the psychological effect does the reverse. We formalize a monotonicity con-

dition in order to point identify the share of individuals for whom the psychological effect

dominates the price effect. In addition, we develop a mediation model showing that vaccine

incentives undermine perceptions of the safety of the vaccine and prosocial attitudes toward

vaccination, rationalizing the existence of adverse psychological effects. Contrary to the

3Other studies evaluating the efficacy of vaccine incentives include Wigham et al. (2014); Tressler and
Bhandari (2019); Mantzari et al. (2015); Banerjee et al. (2010); and Sato and Fintan (2020). One systematic
review found incentive-based interventions to be among the least effective at increasing vaccine take-up
(Jarrett et al. 2015).
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common refrain that cash is always the best incentive, our findings suggest that behaviorally

informed strategies could be more effective at increasing vaccination coverage than monetary

incentives alone.

Finally, this study highlights an important limitation of using monetary incentives in

common experimental research designs. Often, in order to estimate an unconfounded treat-

ment effect, researchers randomly allocate incentives for individuals to accept a treatment,

assuming that incentives weakly push individuals toward treatment take-up.4 This “no de-

fiers” assumption breaks down in our context. Monetary incentives deterred one in seven

participants in our experiment from considering getting vaccinated; these participants are

disproportionately male and from racial and ethnic minority groups. Two-stage least squares

would put negative weight on this subgroup’s local average treatment effect (Imbens and

Angrist 1994). For settings where treatment effects are heterogeneous and incentives plau-

sibly dissuade individuals from taking up treatment, such as payments to get vaccinated,

researchers ought to assume weaker forms of monotonicity (Huber and Mellace 2012; De

Chaisemartin 2017) or directly test for the existence of defiers using our procedure and

others (Kitagawa 2015; Mourifié and Wan 2017; Kowalski 2020).

2. Research Setting and Data

2.1 Experimental design

Our survey experiment centers around the decision to get vaccinated against COVID-19

during a period of falling demand for vaccines.5 We recruited participants via Los Angeles

4For example, Thornton (2008) randomly allocated cash incentives for rural Malawians to learn their
HIV status, using these incentives as an instrument to estimate the impact of knowing one’s status.

5COVID-19 vaccine take-up rates in the U.S. peaked in April 2021 with over 3 million vaccines adminis-
tered per day, but plummeted shortly thereafter. Within three months, only one-half million vaccines were
administered per day—far below the goals set by the Biden administration. By September 2021 (the end of
our study’s recruitment period), 72% of adults were partially or fully vaccinated.
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County community-based organizations and Qualtrics between May and September 2021.

The survey was offered in English, Spanish, Korean, Tagalog, and Vietnamese. After ob-

taining informed consent, participants responded to multiple questions to determine their

eligibility based on place of residence (Los Angeles County), age (18 or older), and vaccina-

tion status (not yet vaccinated). In the baseline portion of the survey, participants reported

their demographics, self-perceived health risks, attitudes toward health care professionals,

and their intention to get vaccinated against COVID-19.

Participants who reported “no” or “not sure” for their intention to get vaccinated entered

the experiment. We assigned them to one of two treatment arms using 1:1 simple random-

ization. Individuals in the control arm were asked: “Some officials have proposed letting any

person get vaccinated for the coronavirus at no cost. In this scenario, would you consider

getting vaccinated this week at no cost?”6 Although COVID-19 vaccines had been available

for all adults at no cost, we framed the control-arm question this way to preemptively correct

misconceptions about having to pay for the vaccine.7

Individuals who were randomized to the incentive arm were sequentially asked four ques-

tions related to their willingness to get vaccinated:

1. “Some officials have proposed paying people to get vaccinated for the coronavirus.

In this scenario, would you consider getting vaccinated this week if you were offered

$500?”

2. “Would you consider getting vaccinated this week if you were offered $100?”

3. “Would you consider getting vaccinated this week if you were offered $50?”

4. “Would you consider getting vaccinated this week if you were not offered any payment?”

Payment amounts associated with these hypothetical incentives were based off real-world

6When our survey was launched, three COVID-19 vaccines (Pfizer-BioNTech, Moderna, and J&J
Janssen) were approved for emergency use by the U.S. Food and Drug Administration. To minimize cognitive
load for participants, we did not to ask participants to differentiate between vaccine brands.

7One-quarter of survey respondents expressed concern about having to pay for the COVID-19 vaccine.
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proposals from U.S. policymakers and employers (Litan 2020; U.S. Chamber of Commerce

2021), and the phrasing of the questions was modeled off of priming experiments com-

monly used in psychology research (Vohs et al. 2006). The fourth incentive-arm question

was designed to prime participants to think about monetary incentives while eliciting their

willingness to get vaccinated when offered no payment.

After participants were primed or not primed to think about monetary incentives, we

gauged their perception of the safety of the vaccine (“Do you believe the coronavirus vaccine

is safe?”) and their prosocial attitudes toward vaccination (“Do you believe people have

a responsibility to get vaccinated for the coronavirus?”). The purpose of these questions

was to assess participants’ intrinsic motivation to get vaccinated, as well as the relationship

between their intrinsic motivation and willingness to get vaccinated.

Nearly every respondent (>99%) who made it to the randomization portion of the survey

completed the survey. Participants received a $10 gift card for completing the survey, and

were invited to participate in a half-hour qualitative interview for an additional $20 gift

card. We conducted the semi-structured, qualitative interviews via video call or telephone

no later than three months after survey completion. Interviews were recorded, transcribed

in English, and thematically coded by trained qualitative analysts. Appendix Section 3.1

describes the qualitative interviews and related analysis.

2.2 Summary statistics and balance

Our sample consists of 513 participants who met the eligibility criteria and completed the

survey. We exclude nine (1.7%) respondents who completed the survey in fewer than three

minutes. Table 3.1 presents baseline summary statistics.8 Participants in our experiment

were on average 34 years old; 38% identified as Latino, 35% Black, 34% White, and 9%

8In Appendix Section 3.2, we compare our sample with a representative set of vaccine-hesitant adults
from the California Health Interview Survey.
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Asian. Half of the participants reported an annual household income below $40,000. One in

eight had ever tested positive for COVID-19, and 15% expected to contract a mild or severe

case of COVID-19 within three months.

We document substantial misinformation about vaccine eligibility in our sample of unvac-

cinated individuals, which mirrors previously observed associations between misinformation

and vaccine hesitancy in the population (Lin et al. 2020). When our survey was launched,

all adults regardless of comorbidity and immigration status were eligible for the vaccine.

However, only 69% of participants correctly believed they were eligible to get vaccinated;

22% were unsure and 8% believed they were ineligible. Having erroneous beliefs about vac-

cine eligibility is uncorrelated with age, gender, and racial/ethnic background but strongly

correlates with income. Individuals whose annual household income was below $40,000 are

12 percentage points less likely to report they were eligible to get vaccinated, compared to

those whose household income was $40,000 or greater.

Individuals in our study expressed a multitude of concerns about the COVID-19 vaccine,

which are measured using a five-point Likert scale. To avoid question-order bias, the order

of vaccine concerns presented to respondents was randomized. The most commonly reported

concern was the vaccine’s safety: 78% were concerned (“agree” or “strongly agree”) about

the potential side effects of the vaccine. In addition, many participants reported concerns

about being forced to get vaccinated (64%), the effectiveness of the vaccine (58%), and being

infected with COVID-19 by the vaccine (48%). Some participants also reported concerns

related to access, such as not knowing where to get vaccinated (29%) and having to pay for

the vaccine (25%).

Demographic variables (household size, age, gender, race and ethnicity) and other base-

line variables are well-balanced between the control arm and incentive arm. Columns (2)

and (3) of Table 3.1 present baseline variable means for participants in the control arm and

incentive arm, respectively. Column (4) presents individual p-values testing for mean differ-
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ences between treatment arms. Additionally, the p-value associated with an F -test from a

linear regression of treatment arm assignment on all baseline variables is 0.33. Mean differ-

ences across treatment arms are not statistically significant, suggesting that randomization

was implemented correctly.

3. Identifying Incentives’ Adverse Effects

3.1 Econometric model

We develop an econometric model to analyze individuals’ willingness to get vaccinated over

a range of monetary incentives. Building on Pinto (2021), the observed variables are: (1)

treatment assignment Z ∈ {0, 1}; (2) incentive D(Z) ∈ {500, 100, 50, 0}; and (3) choice

Y (Z, D) ∈ {0, 1}. In this model, the choice to get vaccinated (or not) depends on the

incentive, as well as nonpecuniary motivation effects from being exposed to the incentive.9

The choice equation is:

Y = fY (Z, D, ϵ) (3.1)

where ϵ is an unobserved error term satisfying Z ⊥ ϵ.

The causal effect of a monetary incentive is the aggregate of the price effect and psycho-

logical effect (Gneezy et al. 2011). The price effect unambiguously makes getting vaccinated

more attractive. The psychological effect pushes behavior in the opposite direction and,

when it dominates the price effect, crowds out the incentivized behavior.10 For illustration,

consider the potential choices for a participant who is offered $500 to get vaccinated. The

9Note that treatment assignment (Z) is not an instrumental variable in the typical sense because Z influ-
ences vaccination choice (Y ) beyond its impact on the incentive (D), thus violating the exclusion restriction
assumption. It does, however, satisfy the independence and relevance assumptions of instrumental variables.

10Bénabou and Tirole (2003; 2006) model an incentive’s adverse psychological effect by separating the
extrinsic and intrinsic components of utility.
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total effect on vaccine take-up combines the price and psychological effects:

Y (1, 500) − Y (0, 0)︸ ︷︷ ︸
total effect

= Y (1, 500) − Y (1, 0)︸ ︷︷ ︸
price effect

+ Y (1, 0) − Y (0, 0)︸ ︷︷ ︸
psychological effect

(3.2)

Other studies have demonstrated the existence of adverse psychological effects in various

settings by estimating negative total effects on the incentivized behavior, inferring that the

psychological effect dominates the price effect (Mellström and Johannesson 2008; Gneezy and

Rustichini 2000; Frey and Jegen 2001). However, this test is overly conservative. As equation

(3.2) shows, a non-negative total effect does not imply that the psychological effect is nil.

It implies that, on average, the price effect weakly dominates the psychological effect. Our

experiment instead aims to separate the price effect from the psychological effect by priming

individuals to think about incentives while eliciting their willingness to get vaccinated when

they are offered no payment.11

To estimate the share of individuals deterred from getting vaccinated (“deterred share”),

we partition individuals according to their response type (Kline and Tartari 2016; Heckman

and Pinto 2018). A response type specifies an individual’s choice for every possible (Z, D)

pair. For example, an always-taker would get vaccinated in either treatment arm for any

vaccine payment: Y (z, d) = 1 ∀ z, d. Although response types are themselves unobservable,

statistical moments derived from our experiment can be expressed as a mixture of response

types. In addition, many policy-relevant parameters can be expressed as a mixture of re-

sponse types. Consider the following response matrix, which stacks response types si such

that each element indicates one of seven choice behaviors tj:

11By priming individuals to think about monetary incentives, the experiment naturally introduces an-
choring bias, whereby valuations heavily factor in the initial payment (Tversky and Kahneman 1974; Lieder
et al. 2018). Estimates from our experiment should be contextualized with $500 as the “anchoring” value.
We chose not to experimentally vary the anchoring value because our sample size was not powered to jointly
test for the priming effect and anchoring effect.
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s1 s2 s3 s4 s5 s6 s7 s8 s9 s10
Z0 t1 t1 t1 t1 t1 t2 t2 t2 t2 t2

Z1 t3 t4 t5 t6 t7 t3 t4 t5 t6 t7

(3.3)

In the control arm (Z0), an individual with choice behavior t1 vaccinates and t2 does

not vaccinate. In the incentive arm (Z1), an individual with choice behavior t3 vaccinates

for any payment including zero, t4 vaccinates for no less than $50, t5 vaccinates for no less

than $100, t6 vaccinates for no less than $500, and t7 does not vaccinate for any payment.12

In this framework, response type s1 ≡ (t1, t3) denotes the previously described always-

takers. Response types {s2, s3, s4, s5} denote deterred individuals: those who consider getting

vaccinated without any payment (t1) but would reject the vaccine if offered an incentive

(t4, t5, t6, t7). Response types {s7, s8, s9} denote induced individuals: those who turn down

the vaccine without any payment (t2) but would consider the vaccine for some positive

payment (t4, t5, t6). Lastly, response type s10 ≡ (t2, t7) denotes never-takers.

Finally, we formalize a monotonicity condition to nonparametrically estimate the always-

taker share and deterred share. This monotonicity condition eliminates response type s6 ≡

(t2, t3) in the same way that Imbens and Angrist (1994) ruled out defiers to estimate the local

average treatment effect (LATE). In other words, our monotonicity condition assumes that

no individual gets induced into vaccination by a zero-payment incentive. This monotonicity

condition is rooted in two decades’ worth of behavioral research showing that, netting out

the price effect, extrinsic incentives unambiguously weaken free-choice intrinsic motivation

(Deci et al. 1999; Akerlof and Kranton 2010).

How does this monotonicity condition point identify the always-taker share and deterred

share? Our identification argument goes as follows. The always-taker plus deterred set

12To make this model tractable, we assume that individuals are “money rational”. For instance, nobody
in the incentive arm rejecting the vaccine for $500 would subsequently accept it for $100. This assumption
shrinks the number of response types from 64 to 10.
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{s1, s2, s3, s4, s5} is identified by participants in the control arm choosing to get vaccinated.

Since treatment assignment Z is random, the always-taker plus deterred share is equiva-

lent between the control arm and incentive arm. By the monotonicity condition, we rule

out vaccinations induced by zero-payment incentives {s6}, so the always-taker set {s1} is

identified by participants in the incentive arm choosing to get vaccinated when offered zero

payment. Finally, subtracting the always-taker set from the always-taker plus deterred set

yields response types {s2, s3, s4, s5}, which constitute deterred individuals.

3.2 Estimated impact on vaccine willingness

We estimate the causal effect of monetary incentives on individuals’ willingness to get vac-

cinated against COVID-19. Figure 3.1 presents our main results. Estimates of differences

between the control arm and incentive arm are presented with robust standard errors from

a linear regression of vaccination willingness on the treatment indicator.

In the control arm, 25% of participants reported a willingness to get vaccinated without

any payment. In the incentive arm, participants’ willingness to get vaccinated varied widely

by the payment amount: 43% for $500, 19% for $100, 13% for $50, and 11% for zero

payment. Section 3.1 outlines the relationship between these statistical moments and the

response types characterizing always-takers, deterred individuals, induced individuals, and

never-takers. For example, participants in the control arm who were willing to get vaccinated

(25%) must be one of five response types {s1, s2, s3, s4, s5}.

We decompose into two groups the response-type mixture representing the quarter of par-

ticipants willing to get vaccinated in the control arm. Recall that these participants must be

either always-takers {s1} or deterred individuals {s2, s3, s4, s5}. By our identification argu-

ment, one in ten (10.5%) participants are always-takers: they chose to get vaccinated in the

incentive arm for zero payment. We thus deduce that one in seven (14.4%) participants are

deterred by monetary incentives: they considered getting vaccinated without any payment
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but would have rejected the vaccine had they been offered a non-zero incentive.

While the always-taker share is point identified, the never-taker share {s10} is not identi-

fied. Participants who rejected the vaccine for $500 are not necessarily never-takers because

the incentive’s adverse psychological effect may have dominated the price effect. As a re-

sult, the induced share {s7, s8, s9} is also not identified. These probabilities are partially

identified, however, because response-type probabilities must sum to unity (Heckman and

Pinto 2018). Following Honoré and Lleras-Muney (2006), we algorithmically estimate sharp

bounds for these parameters by treating identified response-type mixtures as constraints in

a linear programming problem. By construction, these sharp bounds include every value

that cannot be rejected as the true estimand, exhausting all possible information generated

by the experiment and our monotonicity condition. Estimated bounds for the never-taker

share are [43%, 57%]; bounds for the induced share are [18%, 32%].

3.3 Characterizing deterred individuals

Who gets deterred by monetary incentives? In theory, how an individual responds to vac-

cine incentives depends on his or her existing trust in medical institutions, for which there

are well-documented disparities by race and gender (Gee and Ford 2011; Thompson et al.

2021). Groups that disproportionately experience abuse from health care providers may be

more skeptical of public health interventions, such as vaccine incentives. For example, the

Tuskegee experiment, which was unethically conducted without the informed consent of its

participants, has been linked to long-term depressed demand for health care services among

Black men (Alsan and Wanamaker 2018). To assess whether adverse psychological effects

differ across participants in our experiment, we use baseline survey data to characterize par-

ticipants who were deterred from vaccination. Our approach follows Abadie (2003), who

proposed a nonparametric κ-weighting scheme to estimate statistics for the complier popu-

lation in the LATE model. Likewise, we estimate statistics for the always-taker population
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and deterred population.

Table 3.2 reports mean baseline characteristics for deterred individuals and always-takers,

who comprise 14% and 11% of our sample, respectively. Column (3) reports individual p-

values testing for mean differences between both groups. We detect substantial heterogeneity

in adverse psychological effects by race and gender. Non-white men, notably, make up one-

third of the deterred population but only 4% of always-taker population. We do not observe

disparities of this magnitude in any other demographic group, including groups stratified by

household size and age. In this way, race and gender seem to be uniquely salient factors

affecting how individuals perceive and respond to vaccine incentives.

In addition, baseline concerns about the vaccine’s side effects vary substantially between

the deterred and always-taker populations. Deterred individuals expressed significantly

higher levels of distrust in the safety of the vaccine compared to always-takers: 4.4 ver-

sus 3.5 on the Likert (1–5) scale. There are no significant gaps between the two groups for

other concerns, including concerns about the vaccine’s efficacy and accessibility.

4. Evaluating Behavioral Mechanisms

4.1 Mediation model

What are the channels through which vaccine incentives discourage individuals from getting

vaccinated? We evaluate two mechanisms that could underlie incentives’ adverse psycholog-

ical effects. First, incentives could signal to participants that vaccines are unsafe or cause

unwanted side effects (“risk signaling hypothesis”). If high prices convey high quality, then

inversely, negative prices may convey elevated risk. For example, clinical studies that offer

large participation payments are perceived to be riskier than studies offering no payment

(Cryder et al. 2010).
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Second, payments could crowd out intrinsic motivation by raising doubt about the proso-

cial nature of vaccination (“prosocial motivation hypothesis”). Efforts to encourage vacci-

nation often appeal to people’s sense of social responsibility because getting vaccinated also

prevents the spread of infection to others. However, participants who believe vaccination to

be altruistic may no longer hold this belief if they are incentivized to get vaccinated, since pe-

cuniary and prosocial motives cannot coexist in many settings (Frey and Jegen 2001; Akerlof

and Kranton 2010).

We develop a mediation model to jointly test the risk signaling and prosocial motivation

hypotheses.13 Because our experiment generates exogenous treatment variation, we can es-

timate the causal effect of vaccine incentives on participants’ beliefs about the COVID-19

vaccine. In the post-randomization portion of the survey, participants reported their percep-

tions of vaccine safety and their prosocial attitudes toward vaccination: “yes”, “no”, or “not

sure”. We specify four mediators based on their responses to these questions. Mediator M1

captures shifts in beliefs that the vaccine is unsafe; M2 captures shifts in uncertainty about

the vaccine’s safety; M3 captures shifts in beliefs that vaccination is not a responsibility; and

M4 captures shifts in uncertainty about whether vaccination is a responsibility.

For variable Mi to mediate the causal effect of vaccine incentives on an individual’s

willingness to get vaccinated, the variable must itself be affected by the payment (γi) and

indirectly influence one’s willingness to get vaccinated (θi). This causal mediation model is

depicted by relationship (3.4), which we operationalize using structural equation modeling

(Kline 2015). Using this mediation model, we decompose the adverse psychological effect

of vaccine incentives into the direct effect (δ) and indirect effects (γi × θi). Indirect effects

measure the fraction of the psychological effect that can be explained by shifts in vaccine

risk perceptions and prosocial attitudes toward vaccination.

13Appendix Section 3.1 also provides evidence from qualitative interviews corroborating the risk signaling
and prosocial motivation hypotheses.
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Vaccine incentive (Z)

Unsure if safe (M2)

Not safe (M1)

Not prosocial (M3)

Unsure if prosocial (M4)

Willingness to vaccinate (Y )

γ2

γ1

γ3

γ4

δ

θ2

θ1

θ3

θ4

(3.4)

4.2 Estimated impact on vaccine perceptions

Do incentives harm individuals’ perceptions of vaccine safety and/or prosocial attitudes

toward vaccination? Figure 3.2 presents the results of our mechanisms analysis. Participants

randomized to the incentive arm are 9 percentage points more likely to believe that the

vaccine is unsafe compared to those in the control arm (50% vs 41%). We observe a gap

of the same magnitude but opposite sign in the proportion of participants expressing being

“unsure” about the safety of the vaccine (38% vs 47%), suggesting that vaccine incentives

only affected participants with uncertain beliefs about the vaccine’s safety. In contrast,

participants in the incentive arm are no more or less likely to believe that the vaccine is safe

compared to participants in the control arm.

Participants randomized to the incentive arm are 10 percentage points more likely to

report that people do not have any “responsibility to get vaccinated” compared to those

in the control arm (59% vs 49%). Two-third of this effect comes from a drop in the share

of participants who believe people have a responsibility to get vaccinated (18% vs 25%).

The remainder comes from a drop in the share of participants expressing uncertainty about
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whether people have a responsibility to get vaccinated (23% vs 26%).

Priming individuals to think about monetary incentives harms their perceptions of the

vaccine’s safety and their prosocial attitudes toward vaccination. Do these shifts in beliefs

rationalize the adverse psychological effects estimated in Section 3.2? We develop a medi-

ation model to quantify the impact of these mechanisms on individuals’ willingness to get

vaccinated. To estimate the model’s parameters, we regress willingness to get vaccinated

(Y ) on the set of mediators (Mi) and the treatment indicator (Z), and regress each mediator

on the treatment indicator, accounting for correlation between error terms across equations.

Table 3.3 presents the regression coefficients, corresponding to θi, δ, and γi in relationship

(3.4).

This mediation model allows us to decompose the adverse psychological effects of vaccine

incentives into the direct effect (δ) and indirect effects (γi×θi). The latter represents the por-

tion of adverse effects that can be explained by shifts in participants’ perceptions of vaccine

safety and prosocial attitudes toward vaccination. These mediators explain approximately

one quarter (27%) of vaccine incentives’ adverse effects. This finding highlights how beliefs

about the COVID-19 vaccine are strongly linked to adverse psychological effects, lending

credence to the risk-signaling and prosocial motivation hypotheses.

5. Discussion

This paper demonstrates that monetary incentives can meaningfully crowd out individuals’

motivation to get vaccinated against COVID-19. Using a novel survey experiment, we find

that vaccine incentives deterred 14% of participants from considering getting vaccinated.

This effect is both statistically and economically significant, as only one in four participants

had considered getting vaccinated at the outset. Deterred individuals are more likely to

be male, come from racial and ethnic minority groups, and report concerns about the vac-

90



cine’s side effects. We also develop a mediation model showing how vaccine incentives harm

individuals’ perceptions of vaccine safety and prosocial attitudes toward vaccination.

Our findings shed new light on an important consequence of racialized medical mistrust.

Black men are among the least likely to trust the safety of the COVID-19 vaccine and get

vaccinated—a likely rational response to experiences of neglect and abuse from the U.S.

health care system (Stoler et al. 2021; Thompson et al. 2021). We also show that this group

is, by far, the least receptive to vaccine incentives. Monetary incentives aimed at encouraging

vaccination may exacerbate existing racial disparities in COVID-19 vaccination coverage and

related morbidity.

In the short run, the efficacy of a monetary incentive depends on how many people it

would persuade or dissuade. This logic can explain why vaccine incentives “succeed” in

some settings (Campos-Mercade et al. 2021) but “fail” in others (Chang et al. 2021). In

the long run, however, vaccine incentives can erode trust in public health institutions and

undermine their efforts. We find that exposure to the idea of monetary incentives reduces

the proportion of participants believing that vaccination is a social responsibility. Pandemic

mitigation strategies—vaccination, mask mandates, and social distancing—are only effective

if people adhere to them and assume responsibility in controlling the spread of the disease.

Monetary incentives may backfire in this regard.
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6. Figures

Figure 3.1: Vaccine Willingness by Treatment Arm and Incentive Amount

Notes: This figure presents estimates of individuals’ willingness to get vaccinated against COVID-19, strat-
ified by treatment assignment and incentive amount. 95-percent confidence intervals are presented in the
bar chart. Mean values and robust standard errors are presented above the figure, as well as response type
mixtures associated with each estimate.
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Figure 3.2: Beliefs about Vaccination by Treatment Arm

Notes: This figure presents estimates of individuals’ perceptions about vaccine safety (“Do you believe the
coronavirus vaccine is safe?”) and prosocial attitudes toward vaccination (“Do you believe people have a
responsibility to get vaccinated for the coronavirus?”), stratified by treatment arm assignment. Percentage-
point differences between the incentive arm and control arm are shown alongside two-sided, single-hypothesis
p-values associated with equality in estimates between both groups.
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7. Tables

Table 3.1: Baseline Summary Statistics by Treatment Arm

(1) (2) (3) (4)
Full sample Control arm Incentive arm p-value

Household size 3.4 3.6 3.3 0.13
Age 33.9 33.6 34.2 0.61
White male 0.13 0.14 0.12 0.52
White female 0.21 0.20 0.23 0.51
Non-white male 0.21 0.20 0.23 0.34
Non-white female 0.43 0.44 0.42 0.68
College graduate 0.32 0.30 0.33 0.55
Household income

Less than $20,000 0.26 0.22 0.30 0.04
$20,000 to $39,999 0.23 0.26 0.21 0.15
$40,000 to $59,999 0.17 0.20 0.15 0.21
$60,000 to $79,999 0.11 0.11 0.10 0.58
$80,000 to $99,999 0.09 0.09 0.09 0.89
Greater than $100,000 0.14 0.12 0.16 0.19

Ever tested positive for COVID 0.12 0.13 0.11 0.50
Best guess for COVID risk

None 0.85 0.83 0.86 0.28
Mild case 0.12 0.14 0.09 0.10
Serious case 0.04 0.03 0.04 0.48

Vaccine concerns (1–5 scale)
Side effects 4.1 4.1 4.2 0.70
Not effective 3.7 3.8 3.6 0.24
Causes infection 3.4 3.5 3.3 0.32
Affordability 2.6 2.7 2.5 0.22
Compulsion by law 3.8 3.8 3.8 0.86
Accessibility 2.7 2.8 2.7 0.33
Compulsion by work/school 3.7 3.8 3.7 0.20

Observations 513 257 256

Notes: This table presents means for baseline variables, which were measured before participants were
randomly assigned to their treatment arm. Variable descriptions can be found in the survey text. Column
(1) presents variable means for the full sample. Columns (2) and (3) present variable means for participants
in the control arm and incentive arm, respectively. Column (4) shows two-sided, single-hypothesis p-values
associated with equality in means between the control arm and incentive arm.
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Table 3.2: Demographics and Vaccine Concerns by Treatment Response Type

(1) (2) (3)
Deterred Always-taker p-value

A. Participant demographics

Household size 4.2 3.9 0.66(0.5) (0.3)

Age 28.8 33.4 0.34(2.8) (2.5)

White male 0.11 0.19 0.61(0.09) (0.07)

White female 0.16 0.30 0.45(0.11) (0.09)

Non-white male 0.33 0.04 0.01(0.10) (0.04)

Non-white female 0.38 0.48 0.60(0.13) (0.10)
B. Vaccine concerns (1–5 scale)

Side effects 4.4 3.5 0.04(0.3) (0.2)

Not effective 3.7 3.5 0.60(0.3) (0.2)

Causes infection 3.2 3.6 0.36(0.3) (0.2)

Affordability 2.7 3.1 0.46(0.4) (0.2)

Compulsion by law 3.6 3.3 0.49(0.3) (0.2)

Accessibility 3.1 3.2 0.79(0.3) (0.2)

Compulsion by work/school 3.6 3.5 0.78(0.3) (0.2)
Observations 74 54

Notes: This table presents baseline variable means stratified by response-type mixtures. Panel A reports
participants’ demographics. Panel B reports vaccine concerns measured using the Likert (1–5) scale. Column
(1) presents means and standard errors for deterred individuals {s2, s3, s4, s5}. Column (2) presents means
and standard errors for always-takers {s1}. Column (3) shows the two-sided, single-hypothesis p-value
associated with equality in means between deterred individuals and always-takers.
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Table 3.3: Coefficients from the Causal Mediation Model

Dependent variable
Y M1 M2 M3 M4

Vaccine incentive (Z) -0.11 0.09 -0.09 0.10 -0.03
(0.03) (0.04) (0.04) (0.04) (0.04)

Not safe (M1)
-0.41
(0.07)

Unsure if safe (M2)
-0.31
(0.07)

Not prosocial (M3)
-0.29
(0.05)

Unsure if prosocial (M4)
-0.21
(0.06)

R2 0.31 0.01 0.01 0.01 0.00
Observations 513 515 513 513 513

Notes: This table presents regression estimates associated with the causal mediation model described by
relationship (3.4). Variable Y equals one for participants who considered getting vaccinated against COVID-
19 for no payment. Variable Z equals one for participants who were randomized to the incentive arm of
the experiment. Mediators {M1, M2, M3, M4} indicate participants’ perceptions of vaccine safety and their
prosocial attitudes toward vaccination. Robust standard errors are estimated simultaneously, and are shown
in parentheses.
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1. Appendix to “Do Cash Transfers Narrow Health

Disparities? Evidence from Veterans with Disabili-

ties”

1.1 Institutional background

Submitting and adjudicating a disability compensation claim with the VA is a multi-step

process that aims to provide benefits to veterans with service-connected disabilities. The

first step in this process is for the veteran to submit a claim using VA Form 21-526EZ. This

can be done online, by mail, or in person at a VA office. The claim must include details of the

impairment in question, and whenever possible, supporting evidence like service treatment

records, service personnel records, and private medical records should be submitted alongside

the claim.

The disability claim is then assigned to a Veterans Service Representative (VSR), or

caseworker, who reviews the claim to determine if additional evidence is needed and requests

any missing information from the veteran, service department, or other authoritative sources.

During this step, the caseworker orders a VA claim exam, also known as a Compensation &

Pension (C&P) examination. This exam helps the VA determine the current severity of a

veteran’s condition and establish the nexus, or link, between the veteran’s current disability

and their service. A VA or VA-contracted physician conducts the exam, focusing on the

specific areas related to the claimed conditions.

Following the caseworker’s and physician’s reviews, the disability claim is passed on to

a Rating Veterans Service Representative (RVSR), or adjudicator. The adjudicator has

the authority to evaluate the claim and make a decision on the level of service-connected

disability. They review all the evidence in the veteran’s file, including the caseworker’s

findings and the physician’s exam results, and apply the VA’s Schedule for Rating Disabilities
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(VASRD) to determine the appropriate disability rating. This rating is crucial because it

affects the amount of compensation the veteran will receive. Once the adjudicator makes a

decision, the VA sends a written notification to the veteran, outlining the decision, the rating

assigned, and the compensation amount, if applicable. If the claim is denied, the notification

will include an explanation of why the claim was not approved and information on how to

appeal the decision.
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Figure 4.1: Histogram of Disability Ratings and 2018 Payment Schedule

Notes: This figure displays the distribution of service-connected disability ratings for veterans in our sample,
ranging between 0% to 100%. The solid line represents the VA’s 2018 payment schedule for a single veteran
with no dependents, as a function of their disability rating. The dashed line represents the actual payment
(taking into account additional payments from dependents and VA’s Individual Unemployability rules) for
veterans in 2018.
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Figure 4.2: Multistep Process for Submitting a Disability Compensation Claim

Notes: This figure outlines the multi-step process for submitting and adjudicating a disability compensation
claim with the VA, which is described in greater detail below.
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1.2 Data and sample

Table 4.1: Most Prevalent Impairments in the VA’s Disability Compensation Program in
FY 2018

Service-connected disabilities Prevalence
Tinnitus 1,971,201
Hearing loss 1,228,936
Post-traumatic stress disorder 1,039,794
Scars, general 1,036,677
Limitation of flexion, knee 1,021,281
Lumbosacral or cervical strain 989,835
Paralysis of the sciatic nerve 781,178
Limitation of motion of the ankle 636,853
Migraine 548,999
Degenerative Arthritis of the Spine 769,384
Total disabilities 25,127,129
Total veterans with disabilities 4,743,108

Notes: This table presents the most prevalent service-connected disabilities among all VA disability compen-
sation recipients as of fiscal year 2018. The data presented in this table reflect the disabilities that have been
formally recognized and approved by the Veterans Benefits Administration as being connected to military
service. The total numbers do not include disabilities that are determined not to be related to military
service. Source: Veterans Benefits Administration Annual Benefits Report, Fiscal Year 2018.

103



Table 4.2: VA Stop Codes to Define Outpatient Utilization

Category of Care Stop Codes
Primary care 301,322,323,350
Emergency department 130
Mental health care 502,503,505,506,509,510,516,524,525

532,535,540,550,552,553,554,557,558
559,561,562,567,568,571,572,573,574

575,576,577,580,582,583,588
Homelessness services 504,507,508,511,522,528,529,530,555

556,590

Notes: The VA healthcare system employs a unique coding system known as VA Stop Codes to classify and
track outpatient service utilization. These stop codes are specific codes assigned to every type of outpatient
service provided within the VA system, ranging from primary care visits to specialized services. We use the
following VA stop codes to categorize and analyze the utilization patterns of outpatient services.
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1.3 Defining medical acuity

The International Classification of Diseases (ICD), Ninth and Tenth Revisions, are systems

of medical classification used for coding diagnoses in conjunction with clinical care. The

Elixhauser Comorbidity Index is a method for assessing patient comorbidities, which are

medical conditions co-occurring with the primary impairment (Elixhauser et al. 1998). It

includes an array of 31 comorbidities, which may or may not be directly related to the

primary condition. The Elixhauser Comorbidity Index is widely used in health services

research due to its comprehensive approach and effectiveness in predicting hospital and

mortality outcomes.

To construct the medical acuity variable, we use logistic regression to predict the prob-

ability of a 5-year mortality based on veterans’ Elixhauser comorbidities. Each of the 31

comorbidities is used as an independent variable in the regression model. The logistic re-

gression model provides a probability score between 0 and 1 for each veteran, which we

subsequently standardize to have a mean of zero and a standard deviation of one.
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Table 4.3: Elixhauser Comorbidity Statistics

(1) (2)
Analytic Non-disabled
sample veterans

Congestive heart failure 2.8 1.5
Cardiac arrhythmia 5.7 4.3
Valvular disease 1.6 1.0
Pulmonary circulation disorder 0.5 0.3
Peripheral vascular disease 3.5 2.1
Hypertension 34.7 27.1
Hypertension, complicated 1.3 0.8
Paralysis 0.5 0.2
Neurological disorders 2.4 1.4
Chronic pulmonary disease 9.6 6.6
Diabetes mellitus 16.6 9.1
Diabetes mellitus, complicated 5.0 2.3
Hypothyroidism 3.4 2.6
Renal failure 2.3 1.3
Liver disease 2.2 1.8
Peptic ulcer disease 0.9 0.6
AIDS/HIV 0.2 0.2
Lymphoma 0.4 0.3
Metastatic cancer 0.3 0.2
Solid tumor without metastasis 5.0 3.3
Rheumatoid arthritis 1.3 0.9
Coagulopathy 0.9 0.6
Obesity 10.6 8.4
Weight loss 0.9 0.6
Fluid and electrolyte disorders 2.0 1.2
Blood loss anemia 0.1 0.1
Anemia deficiency 1.2 0.8
Alcohol disorder use 6.8 5.5
Drug disorder use 4.4 3.7
Psychoses 2.7 1.2
Depression 23.1 12.1

Notes: This table provides summary statistics for all 31 Elixhauser comorbidities measured 1 year before the
rating process. Columns (1) and (2) display summary statistics (percentages) for veterans in the analytic
sample (who submitted a claim for disability compensation) and for non-disabled veterans (those never
receiving disability compensation), respectively.
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Table 4.4: Characteristics of the Sample, Stratified by Above or Below 50% Disability
Rating

(1) (2)
Rating < 50% Rating ≥ 50%

Demographics
Age 50.8 49.4
Male 91.7 89.4
White 76.1 73.0
Black 14.8 16.9
Hispanic 6.9 8.2
Asian/Pacific Islander 3.7 4.2

Prior-year utilization
Outpatient 48.6 55.8
Mental health services 7.6 15.4
Inpatient 3.0 5.2
Emergency room 3.2 4.3
Homelessness services 1.2 1.2

Comorbidites
Hypertension 33.6 36.0
Depression 17.0 30.0
Diabetes mellitus 15.0 18.3
Obesity 10.1 11.1
COPD 8.8 10.7
Alcohol use disorder 6.4 7.4

Mortality rate
1 year 1.1 1.7
5 year 7.0 9.4
10 year 15.5 21.6

Individuals (N) 458,335 353,946

Notes: This table provides summary statistics for individual demographics, healthcare utilization (any use
in the year before the disability rating process), comorbidities, and mortality rates (measured 1, 5, and 10
years after the rating process). For year 10, mortality is analyzed using the subsample for which there is an
adequate time horizon to assess mortality within that period (N = 646, 079). Columns (1) and (2) display
summary statistics for veterans in the analytic sample (who submitted a claim for disability compensation,
as described in Section 3.2) who subsequently received a disability rating below and above/equal to 50%,
respectively. COPD = Chronic obstructive pulmonary disease.

107



1.4 Empirical strategy

The VA offers several non-compensation benefits to service-disabled veterans, which are

managed by the Veterans Benefit Administration. These benefits can be categorized into

three major groups: Vocational Rehabilitation and Employment, Housing Grants and Ben-

efits, and Other Grants and Benefits. Vocational Rehabilitation and Employment benefits

assist veterans in gaining and maintaining suitable employment, which the VA considers to

be an essential aspect of reintegrating into civilian life. Housing Grants and Benefits offer

financial support to modify homes, ensuring they are accessible and comfortable for veter-

ans with service-related disabilities. They are made up of two programs: Specially Adapted

Housing and Special Housing Adaptation. Other Grants and Benefits encompass a variety of

programs designed for specific needs, such as automobile grants, adaptive equipment grants,

clothing allowance grants, and life insurance, which cater to various aspects of daily living

affected by service-related disabilities.
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Table 4.5: Other VA Benefits for Veterans with Disabilities

FY2019 funding FY2019
($ in millions) participants

Disability Compensation 87,647 4,944,275
Vocational Rehabilitation & Employment 1,388 122,249
Housing Grants and Benefits

Specially Adapted Housing 118 2,055
Special Housing Adaptation 3 215

Other Grants and Benefits
Automobile grants 40 1,966
Adaptive equipment grants 97 7,039
Clothing allowance grant 131 160,774
Service-disabled life insurance 2,934 279,112

Source: Congressional Research Service (CRS) compilation of data from Department of Veterans Affairs
(VA) FY2021 Volume III budget justification.
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Table 4.6: First-Stage Estimates for Subgroups Based on Observables

N Caseworker Physician

18-34 White men 109,556 0.59 0.52
35-49 White men 91,742 0.63 0.53
50-64 White men 172,472 0.35 0.37
65+ White men 121,592 0.27 0.31

18-34 Black men 19,259 0.61 0.50
35-49 Black men 31,081 0.51 0.46
50-64 Black men 33,278 0.34 0.44
65+ Black men 9,949 0.15 0.33

18-34 White women 22,956 0.62 0.48
35-49 White women 12,738 0.54 0.49
50-64 White women 5,311 0.57 0.56
65+ White women 677 0.75 0.37

18-34 Black women 9,277 0.53 0.56
35-49 Black women 7,762 0.53 0.40
50-64 Black women 2,222 0.58 0.44
65+ Black women 78 5.6 -3.4

Notes: This table displays the first-stage coefficients from equation (1.2) estimated for subgroups defined
by age, sex, and Black/White race. The first column shows the first-stage coefficients for the caseworker
instrument, and the second column shows the first-stage coefficients for the physician instrument. In every
specification, we reject the hypothesis that the coefficients are negative at the 5% level.
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1.5 Additional results

This section describes the empirical Bayes procedure used to shrink our causal estimates of

VA disability compensation. For impairment type or commuting zone k, the effect of $300

per month on 5-year mortality is βk, whose distribution is the true underlying distribution

of causal effects:

β̂k = βk + νk

where νk is an error term. The aim of our empirical Bayes procedure is to “shrink” individual

estimates towards a group average, based on the assumption that all individual estimates

are drawn from a common distribution. This shrinkage reduces the sampling error of the

estimates, which results in more stable and reliable parameter estimates. We assume:

β̂k|(βk, π2
k) ∼ N(βk, π2

k)

where π2
k is the variance of the error term. The prior distribution of the true causal parameter

is given by:

βk|(Xk, λ, σ2) ∼ N(Xkλ, σ2)

where Xk are observables characteristics and σ2 is the variance of the causal parameters.

Conditioning on observable β̂k, the posterior distribution of βk is given by:

βk|(β̂k, Xk, λ, σ2, π2
k) ∼ N(βEB

k , π2
k(1 − Bk))

where βEB
k = (1 − Bk)β̂k + BkXkλ and Bk = π2

k

π2
k

+σ2 . We implement this procedure using the

method outlined by Morris (1983) and Chandra et al. (2016).

111



Figure 4.3: Distribution of Propensity Scores for the Caseworker and Physician Instruments

Notes: Panel A (top) depicts the distribution of propensity scores associated with the caseworker leniency
instrument, calculated using the local instrumental variables estimator in equation (1.9). The treatment
variable was dichotomized (Section 7.2), to be either above or below $1000 in 2018 dollars. Panel B (bottom)
depicts the distribution of propensity scores associated with the physician leniency instrument.
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2. Appendix to “Inappropriate Prescribing to Older

Adults by Nurse Practitioners and Primary Care

Physicians”

2.1 Data linkage and construction of study cohort

Data source. The Medicare Provider Utilization and Payment Data include publicly available

data files that summarize the utilization of and payments for procedures, services, and

prescription drugs provided to Medicare fee-for-service beneficiaries by physicians and other

clinicians. The datasets are formed using information from reimbursement claims submitted

to Centers for Medicare Medicaid Services (CMS) and cover common outpatient services, all

physician and other supplier procedures and services, and all Medicare Part D prescriptions.

Data linkage. The primary datasets used in our analysis were formed using Part B and

Part D claims in the Medicare Provider Utilization and Payment Data. Clinicians who had

a valid National Provider Identifier (NPI) and submitted ≥ 11 noninstitutional services for

reimbursement in a calendar year entered the Part B file for that year. Clinicians who had

a valid NPI and prescribed ≥ 11 medications in a calendar year entered the Part D file for

that year. Observations from the Part B and D files were linked by NPI and year.

Study cohort. Figure S1 depicts the formation of the study cohort. As described in

the manuscript, nurse practitioners (NPs) and primary care physicians were identified using

CMS specialty codes in the Part B file: code 50 for NPs, and codes 01 (general practice),

08 (family practice), 11 (internal medicine), and 38 (geriatric medicine) for physicians. The

study cohort was restricted to clinicians who practiced in one of the 29 states that had

granted NPs prescriptive authority by January 1, 2019. Finally, in each year, we excluded

clinicians who had prescribed to fewer than 100 “older patients” (defined throughout as

patients aged 65 years or older.)
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These restrictions left 23,669 NPs and 50,060 primary care physicians in the study cohort.

It was an open cohort, with some clinicians entering after 2013 and some exiting after one

or more years of observation. On average, clinicians in the study cohort were observed for

3.2 years in the 7-year period 2013 through 2019.
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Figure 4.4: Formation of the Study Cohort

Notes: This figure displays the sample selection criteria applied to construct the sample of nurse practitioners
and physicians analyzed in this study.
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2.2 Laws conferring independent prescriptive authority on nurse

practitioners

Previous studies of NP quality of care have analyzed various measures of scope of practice.

Some have focused on general practice authority while others have more specifically addressed

prescriptive authority. Our study exclusively focused on prescriptive authority.

Following an approach taken previously by McMichael and Markowitz (2023), we defined

a state as having granted NPs independent prescriptive authority “if they do not legally

mandate any form of supervision by or collaboration with physicians as a condition of NPs

practicing and they do not restrict the prescriptive authority of NPs.” We began with the

50-state classifications reported in this study. We then reviewed the current law in each state

and the District of Columbia to ensure no subsequent changes had occurred, and contacted

legislative offices in any jurisdiction in which we had questions or uncertainty about the

applicable rules.

As noted above, our analysis focused on states that had granted independent prescriptive

authority for NPs prior to and during our study period (2013 – 2019). For states in which

the prescriptive authority was enacted during the study period, we included prescription

data from clinicians in these states beginning in the year after the law came into effect.

For example, NPs were granted prescriptive authority in Delaware in September 2015, so

clinicians practicing in Delaware entered the study cohort for years 2016 through 2019.
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Table 4.7: State Laws Pertaining to Nurse Practitioner Prescribing Authority, as of
February 2022

State Effective date Statute or bill

Alaska December 1984 Alaska Admin. Code tit. 12, § 44.440.
Arizona December 1999 Ariz. Rev. Stat. §32-1651.
Arkansas July 2021 Ark. Code Ann. § 17-87-314
California January 2023 Cal. Bus & Prof Code § 2836.1.
Colorado July 2010 Colo. Rev. Stat §12-255-112.
Connecticut July 2014 Conn. Gen. Stat. §20-87a.
Delaware September 2015 Del. Code Ann. tit. 24, § 1935.
Florida July 2020 Fla. Stat. Ann. §464.012.
Hawaii July 2009 Haw. Rev. Stat. Ann. § 457-8.6.
Idaho July 2004 Idaho Code § 54-1402(1).
Illinois January 2018 225 Ill. Comp.Stat. Ann. 65/65-40.
Iowa 1993 Iowa Code §147.107.
Maine September 1995 Me. Rev. Stat.Ann. tit. 32, §2210.
Maryland October 2010 Md. Code Ann.Health Occupations § 8-512(a)(2).
Massachusetts January 2021 1397 Mass. Code Regs. 57(2.10).
Minnesota January 2015 Minn. Stat. § 148.235.
Montana Before 1998 Mont. Admin. R.24.159.1461.
Nebraska March 2015 Neb. Rev. Stat. Ann.§ 38-2315.
Nevada July 2013 Nev. Rev. Stat.Ann. § 639.1375
New Hampshire Before 1998 N.H. Rev. Stat.Ann. § 326-B:11.
New Mexico Before 1998 N.M. Stat. Ann. §61-3-23.2.
New York January 2015 2020 N.Y. CLS Educ Consol. Laws § 6902(3).
North Dakota August 2011 N.D. Admin. Code 54-05-03.1-03.
Oregon Before 1998 Or. Rev. Stat. §678.390.
Rhode Island June 2013 R.I Gen. Laws §5-34-49
South Dakota July 2017 S.D. Codified Laws. Ann. § 36-9A-12
Utah May 2016 Utah Code Ann. § 58-31b-803.
Vermont June 2011 04-030-170 Vt. Code R. § 8.5.
Virginia April 2018 Va. Code Ann. §54.1-2957.01.
Washington July 2005 Wash. Rev. Code Ann. § 18.79.050.
West Virginia June 2016 W. Va. Code Ann. §30-7-15b.
Wyoming Before 1998 Wyo. Stat. Ann. § 33-21-120(a)(i)(A).
Washington D.C. Before 1998 D.C. Code § 3-1206.01.

Notes: This table provides information on independent prescriptive authority of NPs in each of the 50 states
and the District of Columbia as of February 2022. For jurisdictions that have conferred this authority, we
show the effective date of law enactment and provide a citation to the relevant statute or bill.
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2.3 Beers Criteria

The American Geriatric Society’s Beers Criteria for Potentially Inappropriate Medication

Use in Older Adults (hereafter, “Beers Criteria”) is an evidence-based list of medications

that are deemed potentially inappropriate for use in adults aged 65 years or older. The

guideline is developed and maintained by an interdisciplinary expert panel that reviews

evidence using an adapted DELPHI method. The panel consists of 13 clinicians—including

physicians, pharmacists, and nurses—with experience in varied practice settings.

Recommendations in the Beers Criteria fall into several categories. Some medications

are deemed “potentially inappropriate” for all older adults. For example, the recommenda-

tion against meprobamate relates to all adults aged 65 or older. Other recommendations

are conditional and call for consideration of drug-disease interactions (i.e., avoid for adults

with certain conditions) or drug-drug interactions (i.e., avoid for adults who are taking a

contraindicated medication). One example of a conditional recommendation is dronedarone,

which prescribers are advised to “avoid in individuals with permanent atrial fibrillation or

severe or recently decompensated heart failure”. Our analysis focused on medications listed

in the category of potentially inappropriate for most older adults, and our main outcome

measure (inappropriate prescribing rate) was specified with reference only to medications in

this group.

Using generic drug names, we matched the medications of interest in the Beers Criteria to

the prescription drug information in the Medicare Provider Utilization and Payment Data.

Two investigators independently conducted this matching, and the results were verified for

accuracy by a practicing physician and practicing pharmacist.

The Beers Criteria categorizes its recommendations by medication class. As noted in the

manuscript, in our analytic dataset the ten most commonly prescribed medication classes

accounted for 99.5% of all inappropriate prescribing detected. Those classes are shown

in the manuscript, namely: muscle relaxants, antidepressants, hypnotics, first-generation
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antihistamines, antispasmodics, sulfonylureas, barbiturates, antineoplastics, thyroid, and

NSAIDS.
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2.4 Model covariates

The variables used as model covariates in our analyses came from the Medicare Provider

Utilization and Payment Data (Part B and Part D) and the Medicare Provider Enrollment,

Chain, and Ownership System. These variables were clinician gender, patient volume, CMS

risk score, clinical setting, practice location, years of experience, year, and practice state.

Details of each are provided below.

Patient volume. This variable indicates the number of Medicare beneficiaries aged 65 or

older treated by a clinician in a given year.

CMS risk score. CMS developed a risk-adjustment model using hierarchical condition

categories to assign risk scores to fee-for-service beneficiaries. Risk scores are based on a

beneficiary’s age and sex; whether the beneficiary is eligible for Medicaid, first qualified for

Medicare on the basis of disability, or lives in an institution; and the beneficiary’s diagnoses

from the previous year. The data we used included a variable that averaged these patient

risk scores at the clinician-year level; they were not available at the patient or encounter

level.

Clinical practice setting. We categorized the clinical practice setting information using

evaluation and management codes in Medicare Part B claims. The practice settings are

outpatient (CPT/HCPCS: 99201, 99202, 99203, 99204, 99205, 99211, 99212, 99213, 99214,

99215, 99354, 99355); inpatient (CPT/HCPCS: 99217, 99218, 99219, 99220, 99221, 99222,

99223, 99224, 99225, 99226, 99231, 99232, 99233, 99234, 99235, 99236, 99238, 99239, 99356,

99357); emergency care (CPT/HCPCS: 99281, 99282, 99283, 99284, 99285), critical care

(CPT/HCPCS: 99291, 99292); nursing facility (CPT/HCPCS: 99304, 99305, 99306, 99307,

99308, 99309, 99310, 99315, 99316, 99318); assisted living facility (CPT/HCPCS: 99324,

99325, 99327, 99328, 99334, 99335, 99336, 99337); and home visits (CPT/HCPCS: 99341,

99342, 99343, 99344, 99345, 99347, 99348, 99349, 99350). Practice location. This variable

indicates the population size of the largest urban core of the core-based statistical area in
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which a clinician’s primary practice was located. We classified practice location into five

categories: large metropolitan (> 1 million residents), medium metropolitan (250,000 to 1

million residents), small metropolitan (25,000 to 249,999 residents), micropolitan (10,000 to

24,999 residents), and remote (< 10,000 residents).

Practice experience. We defined this variable as the number of years since the clinician

obtained their NP or medical degree; it was calculated using information on graduation

years provided in the Medicare Provider Enrollment, Chain, and Ownership System. We

categorized the continuous measure of years of experience into four ten-year bins: < 10

years, 10 to 19 years, 20 to 29 years, and ≥ 30 years. Practice experience data were missing

for 24% of NPs and 19% of primary care physicians in our study cohort. Our main analysis

used dummy-variable adjustment to account for the set of clinicians with missing practice

experience data. Alternatively, in one of our sensitivity analyses, we evaluated potential bias

introduced by missing data on practice experience by computing worst-case bounds for our

estimates.
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2.5 Statistical approach

Our main statistical analyses were conducted at the clinician-year level. These analyses used

longitudinal data on prescriptions written by 73,729 clinicians, many of whom contributed

prescription data across multiple years. To analyze variation in prescribing patterns (mea-

sured as a fractional rate) across clinician-years, we used logistic regression (“fracreg logit”,

Stata version 17.0) to estimate the association between the independent variable of interest

(NP versus primary care physician) and the outcome (inappropriate prescribing rate, defined

according to Beers Criteria). These analyses, also known as marginal or population-averaged

analyses, allowed us to investigate between-clinician variation in prescribing patterns holding

fixed other covariates in the model.

To ensure our findings were not driven by a particular set of parametric assumptions, we

chose a flexible parametric model that estimates the gap in inappropriate prescribing rates

between NPs and primary care physicians using a rich set of covariate indicators as control

variables, including CMS patient risk score and practice experience.

We cluster-adjusted the standard errors associated with odds ratios derived from the logis-

tic regression models. Clustered standard errors are statistically consistent in settings where

observations can be subdivided into smaller groups (i.e., clusters), and where the dependent

variable is systematically correlated within each cluster. As we note in the manuscript, clin-

icians were observed across multiple years in our longitudinal dataset. Therefore, to account

for potential within-clinician correlations in prescribing patterns, we clustered the standard

errors at the clinician level.

State-specific inappropriate prescribing rates for NPs and primary care physicians were

estimated using logistic regression analyses in which the independent variable of interest (NP

versus physician) was interacted with state fixed effects. Inappropriate prescribing rates for

hospital referral regions (HRR) were estimated by the same procedure but using HRR fixed

effects. HRRs were defined according to the clinician’s practice zip code using the Dartmouth
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Atlas crosswalk data.

Finally, to estimate and rank clinicians by their adjusted inappropriate prescribing rate,

we used a mixed effects logistic regression model (“melogit”, Stata version 17.0) with clinician

random effects. Random effects model within-clinician correlation in prescribing patterns,

controlling for the set of covariates described above. In addition, the empirical Bayes ap-

proach we employ pools information across NPs and primary care physicians to estimate the

empirical distribution of inappropriate prescribing rates. Posterior means are subsequently

shrunken toward a common prior to reduce the variance of the clinician-level rates, especially

in cases where individual estimates are heavily influenced by noise and outliers.
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2.6 Distribution of inappropriate prescribing rates

On average, unadjusted and adjusted rates of inappropriate prescribing for NPs and physi-

cians were very similar, but their distributions varied substantially. As noted in the manuscript,

NPs were overrepresented at the upper and lower ends of the distribution of inappropriate

prescribing. The distributions for NPs and primary care physicians differ substantially, with

NPs’ distribution having thicker tails compared with the physicians’ distribution.
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Figure 4.5: Cumulative Distribution Function for Rates of Inappropriate Prescribing

Notes: This figure plots the empirical cumulative distribution function (CDF) for unadjusted inappropriate
prescribing rates for NPs and primary care physicians. The CDF represents the proportion of NPs and
primary care physicians whose rate of inappropriate prescribing was at or below a specified level. For
example, the proportion of NPs with an inappropriate prescribing rate of 0 is 43%. The proportion of NPs
with an inappropriate prescribing rate of 2 or below per 100 prescriptions is 68%.
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2.7 Sensitivity analyses

Sensitivity analysis 1: exclude patient risk score. Our clinician-level data set did not include

patient characteristics other than the CMS-generated risk scores. These risk scores are

commonly used by researchers as a proxy for the acuity of patient populations. Our primary

analysis adjusted for these risk scores, averaging them at the clinician-year level and then

categorizing them into six bins for purposes of specifying this measure as a covariate.

To assess the potential for bias associated with unobserved patient-level characteristics,

we excluded the categorical variable indicating patient risk scores and then re-ran the primary

analyses. This approach to evaluating the robustness of our model to omitted variable bias

involves assessing changes in coefficients after the inclusion/exclusion of relevant control

variables. Table S5 shows that the removal of the CMS risk scores did not have a significant

impact on our overall results. This provides a degree of assurance that our estimates were

not biased by systematic differences in the case mix or acuity of patients treated by NPs and

physicians, respectively.
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Table 4.8: Adjusted Rates of Inappropriate Prescribing Excluding Patient Risk Score

Main model Sensitivity analysis #1
Odds ratio Standard error Odds ratio Standard error

Nurse practitioner 0.990 0.011 0.930 0.011

Notes: This table reports odds ratios from a logistic regression model for the inappropriate prescribing rate.
Clustered standard errors associated with coefficients are presented.

127



Figure 4.6: Proportion of Clinicians who were NPs by Percentile of Adjusted Inappropriate
Prescribing, Excluding Patient Risk Score

Notes: This figure presents the proportion of clinicians who were NPs within each percentile of the adjusted
inappropriate prescribing rate, excluding patient risk score from the set of covariates in the mixed effects
logistic regression model used to generate the estimates.
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Sensitivity analysis 2: calculate worst-case bounds. Our second sensitivity analysis fo-

cused on potential bias arising from missing data on practice experience. As noted above,

we defined practice experience as the number of years since a clinician received their NP or

medical degree, as measured in the year they entered the cohort. This continuous measure

was then sorted into 10-year bins. 5,736 NPs (24%) and 9,622 physicians (19%) in our cohort

had missing data on this variable.

To test model robustness to these missing data, we computed worst-case bounds. Specif-

ically, we performed an iterative process assuming the lowest, middle, and highest bound

values for the missing practice experience variable and measured the sensitivity of regression

coefficients to these changes. In one specification, for example, we assumed that clinicians

with missing experience data had fewer than 10 years of experience. In another specification,

clinicians with missing experience data were assumed to have between 11 and 19 years of

experience. We iterated this process until every possible value of practice experience was

exhausted.

The results of this sensitivity analysis were virtually identical to the main result, demon-

strating non-inferiority for NPs’ quality of prescribing in every iteration. Table S6 shows the

adjusted odds ratio of interest, iterating over various imputations of the values for clinician-

years that had missing values for the practice experience variable. The coefficient in Lower

bound represents the minimum adjusted difference in inappropriate prescribing rates between

NPs and physicians. The coefficient in Upper bound represents the maximum adjusted dif-

ference in inappropriate prescribing rates between NPs and physicians.

129



Table 4.9: Bounds for Adjusted Rates of Inappropriate Prescribing

Lower bound Upper bound
Odds ratio Standard error Odds ratio Standard error

Nurse practitioner 0.990 0.011 0.990 0.011

Notes: This table reports odds ratios from a logistic regression model for the inappropriate prescribing rate.
Clustered standard errors associated with coefficients are presented.
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Sensitivity analysis 3: analysis of high-volume prescribers. NPs in our study cohort

averaged substantially fewer prescriptions per year (1,271) than physicians (3,800). This

discrepancy raises the possibility that our main finding—NPs have similar rates of inap-

propriate prescribing to physicians—may be driven by the fact that NPs are less likely to

prescribe any medication to their patients. Our use of prescription thresholds (both types of

clinicians had to have prescribed for at least 100 older adults in any year they contributed

data) partially guarded against this risk, but not completely.

This sensitivity analysis took the exclusion further, removing from the analytic sample

clinician-years (N = 26,688) in which the clinician prescribed medications for fewer than 500

older adults.

This adjustment had moderate effects on our main results, which was not entirely sur-

prising given the very substantial reconstitution of the study sample. Among clinicians who

prescribed drugs for 500 or more older adults per year, NPs’ inappropriate prescribing rate

was 0.50 per 100 prescriptions lower than physicians’ inappropriate prescribing rate. The

effects on the distributional result were more pronounced, but did not change the direction

or qualitative nature of the reported estimates: NPs were still disproportionately overrepre-

sented in the highest and lowest deciles of inappropriate prescribing.
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Table 4.10: Adjusted Rates of Inappropriate Prescribing for High-Volume Prescribers

Main model Sensitivity analysis #3
Odds ratio Standard error Odds ratio Standard error

Nurse practitioner 0.990 0.011 0.747 0.023

Notes: This table reports odds ratios from a logistic regression model for the inappropriate prescribing rate.
Clustered standard errors associated with coefficients are presented.
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Sensitivity analysis 4: exclude NPs practicing in a facility and home visit settings. The

Beers Criteria is not intended for use in adults receiving hospice or palliative care, as discussed

in the limitations section of the manuscript. With the Medicare data used in this study, there

is no direct way to identify and exclude those patients from the main analysis. However, it

was feasible to use information on the clinical settings in which care was delivered to probe

the effect on our estimates of including/excluding patients receiving hospice or palliative

care. In our analytic sample of NPs and primary care physicians, 14,244 out of 232,794

(6.1%) clinician-years had a majority of evaluation-management claims located in a nursing

facility, assisted living facility, or home visit setting—settings in which hospice or palliative

care are disproportionately likely to occur (recognizing, of course, that a good deal of other

forms of care are also delivered in these settings).

Re-running the logistic regression analysis after excluding these clinician-years produced

an estimate that was very consistent with our reported finding: primary care physicians had

a fractionally higher rate of inappropriate prescribing than NPs, but the difference was not

statistically significant. Table S8 reports the odds ratio from the logistic regression model

after exclusion of the clinician-years.
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Table 4.11: Adjusted Rates of Inappropriate Prescribing Excluding Facility and Home Visit

Main model Sensitivity analysis #4
Odds ratio Standard error Odds ratio Standard error

Nurse practitioner 0.990 0.011 0.987 0.012

Notes: This table reports odds ratios from a logistic regression model for the inappropriate prescribing rate.
Clustered standard errors associated with coefficients are presented.
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Figure 4.7: Proportion of Clinicians who were NPs by Percentile of Adjusted Inappropriate
Prescribing, Excluding Facility and Home Visit Settings

Notes: This figure shows the re-estimated distributional results estimate from a sample that excluded
clinician-years that had a majority of evaluation-management claims located in a nursing facility, assisted
living facility, or home visit setting.
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Sensitivity analysis 5: matching and doubly robust methods. We probed our regression-

based approach by comparing it to alternative matching-based methods. Specifically, we

conducted three forms of matching and re-estimated our results using the comparison groups

generated by each of these matching approaches. First, we conducted propensity-score kernel

matching between NPs and primary care physicians, using all of the covariates discussed in

the Statistical Analysis section to calculate the propensity score. The covariates include

an indicator variable for whether practice experience was missing. Bandwidth selection

was performed to minimize mean squared error, and standard errors were clustered at the

clinician level. In this matching method, each NP was matched with the weighted average

of “similar” physicians, where weights were inversely proportional to the distance between

NPs’ and physicians’ propensity scores. Analysis of this matched sample showed that NPs

had lower inappropriate prescribing rates than physicians, although the difference was very

small and not clinically meaningful.

Second, we conducted propensity-score kernel matching between NPs and physicians

using the set of available covariates (as described above) and adding exact matching on state

and year. Analysis of this analytic sample produced no significant difference between NPs’

and physicians’ mean rates of inappropriate prescribing.

Finally, we conducted doubly robust regression analysis combined with inverse propensity

score weighting. This approach allowed us to jointly model the outcome variable (using

logistic regression, mirroring the main analysis in the revised manuscript) and the provider

classification as NP or primary care physician (using logistic regression to estimate the

propensity score). Doubly robust estimators are unbiased if either the outcome or propensity

score model is correctly specified. The estimates produced by this sample, again, showed a

very small and non-meaningful difference in the mean rates of inappropriate prescribing for

NPs and physicians.
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Table 4.12: Adjusted Rates of Inappropriate Prescribing Using Alternate Statistical
Approaches

Regression PS match Exact match Doubly robust
Outcome model Logit Nonparametric Nonparametric Logit
Treatment model Nonparametric Logit Logit Logit
Rate for NPs 1.66 1.58 1.62 1.60
Rate for physicians 1.68 1.69 1.70 1.68
Difference -0.016 -0.115 -0.085 -0.083

(-0.052, 0.020) (-0.203, -0.027) (-0.193, 0.0002) (-0.155, -0.012)

Notes: Adjusted means represent population-averaged inappropriate prescribing rates for NPs and primary
care physicians, respectively, per 100 prescriptions for older adults. Differences in appropriate prescrib-
ing rates should be interpreted as rate differences (per 100 prescriptions) between NPs and primary care
physicians. 95% confidence intervals associated with rate differences are shown.
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Sensitivity analysis 6: exclude NPs potentially not practicing in a primary care setting.

CMS data, like most administrative claims data sets, do not provide variables indicating

the clinical subspecialty of NPs, or the precise clinical setting in which NPs are practicing.

However, the vast majority of NPs’ clinical work occurs in primary care settings. National

surveys estimate that approximately 90% of NPs are certified in an area of primary care:

69.7% family medicine; 10.8% adult; 8.8% gerontology; 3.2% pediatrics; and 2.2% women’s

health.

Despite generally available evidence on the predominance of primary care in NP clinical

activities, we probed the possibility that prescriptions by NP subspecialists may be driving

the differences we observed at the tails of the distribution of inappropriate prescribing rates

for NPs. We did this by employing a data-driven approach to identify NPs who were unlikely

to be practicing in a primary care setting, and then re-ran our main analysis after excluding

them. The approach took advantage of information at the clinician level on diagnosis codes

and evaluation and management codes. Specifically, the approach proceeded through the

following steps:

First, we used the CMS data described previously to create a sample of 296,764 physi-

cians. who treated ≥ 50 Medicare Part B beneficiaries per year between 2013 and 2019.

Information on physicians’ specialty allowed us to observe which sample members special-

ized in primary care (internal medicine, family practice, family practice, general practice,

and geriatric medicine) and which had other specialties (emergency medicine, psychiatry,

hospitalist, critical care intensivists, geriatric psychiatry, neuropsychiatry, and clinical psy-

chology).

Next, we used logistic regression analysis at the physician level to identify clinical vari-

ables associated with primary care specialization. The outcome variable in this analysis

distinguished primary care physicians from physicians in other specialties. The indepen-

dent variables included proportion of patients with a comorbid diagnosis for: atrial fib-
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rillation; Alzheimer’s, related disorders, or dementia; asthma; cancer; congestive heart

failure; chronic kidney disease; chronic obstructive pulmonary disease; depression; dia-

betes; hyperlipidemia; hypertension; ischemic heart disease; osteoporosis; rheumatoid arthri-

tis/osteoarthritis; schizophrenia and other psychotic disorders; and stroke. Other indepen-

dent variables were the proportion of evaluation and management claims in each clinical

setting (outpatient, inpatient, emergency department, and critical care). In addition, we

added quadratic terms to account for non-linearities. The pseudo R-squared statistic for

the estimated logistic regression was 0.59, indicating that these clinical variables, collec-

tively, were quite successful in distinguishing primary care physicians from other types of

physicians.

Finally, we used the coefficients estimated in the logistic regression analysis described

above to predict the probability each NP in our study sample was working in primary care,

as opposed to other specialties. We classified NPs as being likely to be practicing in a

primary care setting if their predicted probability was greater than 50%.

Excluding NPs who probably were not practicing in primary care settings had negligible

effects on our main results, estimated on a sample that excluded NPs classified as being

likely to be practicing in a primary care setting.
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Table 4.13: Adjusted Rates of Inappropriate Prescribing Excluding Potentially
Non-Primary Care NPs

Main model Sensitivity analysis #6
Odds ratio Standard error Odds ratio Standard error

Nurse practitioner 0.990 0.011 0.974 0.012

Notes: This table reports odds ratios from a logistic regression model for the inappropriate prescribing rate.
Clustered standard errors associated with coefficients are presented.
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Figure 4.8: Proportion of Clinicians who were NPs by Percentile of Adjusted Inappropriate
Prescribing, Excluding Non-Primary Care NPs

Notes: This figure shows the re-estimated distributional results estimate from a sample that excluded NPs
who were likely to be practicing in a non-primary care setting.
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3. Appendix to “Vaccine Incentives Hurt Intrinsic Mo-

tivation: Evidence from a Survey Experiment”

3.1 Qualitative interviews and analysis

To identify the determinants of demand for the COVID-19 vaccine, a racially and ethnically

diverse subset of survey respondents were recruited for a 30-minute semi-structured interview.

The inductive, semi-structured format of the interviews allowed participants to describe and

explain what types of interventions, including interventions involving monetary incentives,

would increase their confidence in taking the vaccine. Interviews focused on three domains:

i) concerns and distrust toward the COVID-19 vaccine, ii) desires for policy interventions

and/or government action related to the vaccine, iii) desires for non-pharmacological policy

interventions related to the pandemic. Interviews were conducted by the core research team

and research assistants trained in reflexive, qualitative interview methods.

The qualitative study (N=27) was nested within the larger survey of unvaccinated adult

residents in Los Angeles County. Interviewers contacted respondents who opted in for a 30-

minute semi-structured interview. Participants completed interviews via Zoom or telephone

(4 in Spanish and 23 in English). Interviews were recorded, translated into English if needed,

and transcribed. Using Dedoose software, transcripts were analyzed thematically through

iterative codebook development, constant comparison between codes and transcripts, and

consensus decision on emergent themes. Inter-rater reliability testing showed a pooled Kappa

statistic of 0.78, indicating substantial team agreement in coding transcripts.

The qualitative findings corroborate this paper’s risk-signaling and prosocial motivation

hypotheses. The presence of financial incentives solicited adverse perceptions of the COVID-

19 vaccines among unvaccinated Los Angeles County residents. In particular, financial in-

centives sparked or elevated suspicion and skepticism towards vaccine effectiveness, viability
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(i.e., whether it works or not), and safety among vaccine-hesitant residents. Non-financial

incentives, such as free food or event tickets, solicited similar responses. Below, we show

some exemplar quotes from participants.

1. “I know at the store down the street, they they’ll give you $50 if you get vaccinated

and to me I don’t know that’s like to me, that’s on the lines of like selling yourself for

people to test [you]. I don’t know. I think. . . I, I just- I don’t like it.” — 44 year old

White woman

2. “The money incentives to get the vaccines, my friend was extremely suspicious of that.

Because she says, if it needs to be incentivized that way, it makes her even more

unwilling to get the vaccine because it sounds more like a pushing agenda or why do

they need to kind of, not trick people, but incentivize them that way? Like, this seemed

less scientific, but more of a hidden agenda behind it to offer perks or benefits.” – 25

year old Asian non-binary person

3. “I feel like the way they’re going about trying to get people to get is like just sketchy.

I don’t think in history or during my time being here I’ve ever seen them try to. Like,

for example, you get a free Krispy Creme doughnut if you have the vaccine. I’ve seen

the other day, they were like there were something involving like a lottery ticket and

vaccines.” – 19 year old Black woman
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3.2 Comparison with population of vaccine-hesitant adults in Cal-

ifornia

Table 4.14 presents baseline summary statistics for our sample and for a representative sam-

ple of adults in California. The latter comes from the California Health Interview Survey

(CHIS 2020). CHIS is an online and telephone survey covering a wide range of health topics,

including topics related to COVID-19 vaccine hesitancy. It employs a sampling method-

ology and extensive questionnaires to collect information that reflects California’s diverse

populations. CHIS is conducted annually by the UCLA Center for Health Policy Research

in collaboration with the California Department of Public Health, and the Department of

Health Care Services.

We stratified the CHIS sample based on participants’ response to the question: “If a

vaccine becomes available for COVID-19, would you get it?” 4,183 individuals responded

“no” to this question, representing approximately 7 million vaccine-hesitant adults in Cali-

fornia. We compared these individuals’ demographics with those from our study. Compared

to the vaccine-hesitant population in California, participants in our survey experiment were

younger and more likely to be female and Black/African-American.

Multiple factors explain the age, gender, and racial gap between vaccine-hesitant respon-

dents of CHIS and our survey. First, while our survey was available online and via telephone,

99% of respondents opted to take the survey online. Other studies have shown that online

respondents are younger and more likely to be female and more highly educated. Second,

we oversampled non-white respondents in order to adequately analyze behavioral differences

between racial and ethnic subgroups.
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Table 4.14: Comparison with Vaccine-Hesitant Adults in CHIS

CHIS Our study

Would get COVID-19 vaccine? Yes No No / not sure

Age
18-34 0.30 0.32 0.55
35-49 0.24 0.27 0.33
50-64 0.23 0.25 0.08
65 and over 0.23 0.16 0.04

Man 0.51 0.44 0.34
Woman 0.49 0.56 0.65
Race & ethnicity

Latino 0.36 0.50 0.38
Asian 0.15 0.08 0.09
Black 0.04 0.10 0.35
White 0.41 0.29 0.34

College graduate 0.46 0.26 0.32
Ever tested positive 0.14 0.13 0.12
Self-reported health

Excellent 0.20 0.21 0.23
Very good 0.35 0.31 0.35
Good 0.30 0.32 0.28
Fair 0.13 0.13 0.11
Poor 0.02 0.03 0.03

Survey N 17,766 4,183 513
Population N 22,727,828 6,957,054

Notes: This table compares baseline variable means from our study’s sample with those from the California
Health Interview Survey (CHIS; 2020 Adult Survey). The first column reports mean values for CHIS re-
spondents who answered “yes” to the question, “If a vaccine becomes available for COVID-19, would you get
it?” The second column reports mean values for CHIS respondents who answered “no” to this question. The
final column reports mean values for individuals who participated in our survey experiment. CHIS estimates
were strata- and cluster-weighted to represent the California population.
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