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Abstract 

 

Three Essays on Local Governance in China 

 

by 

 

Shaoda Wang 

 

Doctor of Philosophy in Agricultural and Resource Economics 

 

University of California, Berkeley 

 

Professor Elisabeth Sadoulet, Chair 

 

  

    This dissertation studies local governance in China. Guided by theoretical insights 

originated from the political economy and public economics literature, I exploit natural 

experiments and randomized field experiments to provide causal evidence on the role of 

bureaucratic incentives in the implementation of important public policies. The findings in 

this dissertation could deepen our understanding of the core incentives and constraints 

faced by Chinese local bureaucrats, and shed new lights on the design of more effective 

public policies. 

    In Chapter 1 (coauthored with Guojun He and Bing Zhang), we estimate the effect of 

environmental regulation on firm productivity using a spatial regression discontinuity 

design implicit in China’s water quality monitoring system. Because water quality readings 

are important for political evaluations, and the monitoring stations only capture emissions 

from their upstream regions, local government officials are incentivized to enforce tighter 

environmental standards on firms immediately upstream of a monitoring station, rather 

than those immediately downstream. Exploiting this discontinuity in regulation stringency 

with novel firm-level geocoded emission and production datasets, we find that upstream 

polluting firms face a 27% reduction in Total Factor Productivity (TFP), and a 48% 

reduction in emission intensity, as compared to their downstream counterparts. We find 

that the discontinuity in TFP does not exist in non-polluting industries, only emerged after 

the government explicitly linked political promotion to water quality readings, and was 

entirely driven by prefecture cities with career-driven leaders. Linking the TFP estimate 

with the emission estimate, a back of the envelope calculation indicates that China’s current 

water-pollution abatement target leads to an annual economic loss of more than 30 billion 

dollars. 

    Chapter 2 intends to provide causal evidence on fiscal competition and coordination 

between local governments. We first introduce a unique empirical setting created by the 

combination of two national programs in China, the “Rural School Consolidation (RSC)” 

program and the “Special Economic Zones (SEZs)” program, in which spatially adjacent 

townships have discontinuous incentives to either compete or coordinate with a 

neighboring SEZ. Exploiting such quasi-experimental variation with a spatial-discontinuity 

design, we find a series of empirical evidence on the existence of competition and 
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coordination between local governments, which can be formally rationalized by a simple 

model where asymmetric jurisdictions compete for mobile labor. Our results suggest that 

the strategic interactions among local governments play important roles in public goods 

provision and labor migration: during the RSC program (2001-2011), townships that 

coordinate with their neighboring SEZs closed an extra 15% of local primary schools, and 

lost an extra 7% of local population, as compared to townships that compete with their 

neighboring SEZs. 

    Chapter 3 is joint with Alain de Janvry, Guojun He, Elisabeth Sadoulet, and Qiong Zhang. 

This paper studies the personnel economics of Chinese grassroots bureaucrats. We notice 

that subjective performance evaluation is widely used by firms and governments to provide 

work incentives. However, delegating evaluation power to senior leadership could cause 

influence activities: agents might devote much efforts to please their supervisors, rather 

than focusing on productive tasks that benefit their organizations. We conduct a large-scale 

randomized field experiment among Chinese grassroots state employees and provide the 

first rigorous empirical evidence on the existence and implications of influence activities. 

We find that state employees are able to impose evaluator-specific influence to affect 

evaluation outcomes, and this process could be partly observed by their co-workers. 

Furthermore, introducing uncertainty in the identity of the evaluator, which discourages 

evaluator-specific influence activities, can significantly improve the work performance of 

state employees.
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1 Environmental Regulation and Firm Productivity in China: 

Estimates from a Regression Discontinuity Design 
 

 

1.1 Introduction 

The question of whether environmental regulation hinders factor productivity has long been 

important and controversial. On the one hand, neoclassical models suggest that environmental 

regulations will increase production costs, lead to a reallocation of labor and capital, and reduce 

the competitiveness of firms. On the other hand, proponents of environmental protection argue 

that stringent regulations provide incentives for polluters to invest in cleaner and less costly 

technologies to reduce pollution, which can in turn enhance productivity.1 This debate entails 

particularly significant policy ramifications for rapidly-developing countries such as China and 

India, where the economies still rely heavily on manufacturing output in dirty industries, causing 

billions of people to suffer from extreme levels of water and air pollutions (Greenstone and Hanna, 

2014; Ebenstein et al., 2017).  

However, while there exists a large empirical literature investigating the relationship between 

environmental regulation and productivity (e,g, Jaffe et al. 1995; Berman and Bui, 2001; 

Greenstone, 2002; Greenstone et al., 2012), these works mostly focus on developed countries, and 

much less is known about the developing world, despite tremendous potential policy relevance. 

Developing countries may face a very different regulation-productivity tradeoff partly because 

they fall behind in industrial structures and technologies. But more importantly, developing 

countries tend to have weaker formal institutions, where local bureaucrats have drastically 

different incentives and constraints compared to those in the developed world.2 Understanding the 

political economy of regulation is thus critical for the design of effective environmental programs 

(Acemoglu and Robinson, 2013; Greenstone and Jack, 2015).  

In this study, we focus on China, the largest manufacturer and emitter in the world, where high-

powered political incentives were leveraged to help alleviate pollution. Specifically, we exploit 

the political incentives implicit in China’s surface water quality monitoring system, and estimate 

how tighter water emission controls affect the production and emission activities of Chinese 

manufacturing firms. Because water quality monitors can only pick up pollution information from 

upstream regions, and because the readings from these monitors are important for political 

evaluations, local government officials have particularly strong incentives to abate the emissions 

from upstream firms. As a result, within a small neighborhood around a water quality monitoring 

station, upstream firms typically face tighter environmental standards than downstream firms. By 

focusing on a narrow geographic band that only stretches a few kilometers upstream and 

downstream of each surface water monitoring station, we are able to causally identify the impacts 

of water quality controls on manufacturing productivity. 

                                                           
1 Notably, Porter (1991) argues that, if one country adopts more stringent environmental standards than a 
competitor, firms in this country will invest more in clean innovations, which in turn will enhance the 
country’s growth. Evidence in favor of Porter’s hypothesis is summarized in a recent review by Ambec et al. 
(2013). 
2 It has been shown that local bureaucrats in the developing world have considerable discretions in public 
service delivery (Martinez-Bravo 2014; Munshi and Rosenzweig 2015; He and Wang, 2017). 



2 
 

Exploiting this spatial discontinuity in regulation stringency embedded in China’s water quality 

monitoring system, we find that polluting firms in the near upstream of monitoring stations have 

a 27% lower TFP, and a 48% lower emission intensity, as compared to their near downstream 

counterparts. To put the magnitude in context, the TFP gap is on average equivalent to upstream 

polluting firms losing 2 years of productivity growth.3 Importantly, we show that the discontinuity 

is not driven by the endogenous location choices of the monitoring stations, nor by the endogenous 

sorting of polluting firms around monitoring stations. Instead, a rich set of evidence suggests that 

the baseline findings are indeed driven by upstream firms receiving tighter regulation: (1) the 

upstream-downstream TFP gap only exists in polluting industries, and does not apply to non-

polluting industries; (2) the discontinuity only emerged after the central government started to link 

water quality readings to political promotions; and (3) only firms within a few kilometers upstream 

are regulated, as emissions from the further upstream would dissipate quickly and have small 

influence on water quality readings.  

In addition to the baseline economic impacts, we conduct a series of additional analyses to 

understand the political economy of environmental regulation in China, which has largely been a 

black box to both academia and the public. First, we find that upstream firms pay more emission 

fees and taxes than do downstream firms, even though they actually have lower levels of outputs 

and emissions. This implies that local governments use double standards in environmental 

regulation. Second, the baseline effect is completely driven by prefecture cities with politically 

motivated leaders, and there is no discontinuity at all when the leaders do not have promotion 

incentives. Third, we find that the discontinuity is more salient around “automatic” monitoring 

stations, whose data are less susceptible to local political influence, suggesting potential 

manipulation of environmental data among those traditional “manual” stations. 

Our findings contribute to the ongoing debate on the economic costs of environmental 

regulation in several important ways. First, as mentioned, most studies to date have focused on 

developed countries (e.g., Jaffe et al., 1995; Henderson 1996; Becker and Henderson, 2000; 

Berman and Bui, 2001; Greenstone, 2002; Walker, 2011; Greenstone, List, and Syverson, 2012; 

Ryan, 2012; Kahn and Mansur, 2013; Walker, 2013). In this paper, we investigate China, the 

largest developing country in the world, and highlight the significant economic costs of 

environmental regulation in a rapidly-growing manufacturing economy. Moreover, most of the 

existing literature on environmental regulation focuses on air pollution, and the few exceptions 

that look at water regulation mostly only evaluate the environmental consequences of water 

regulation (Greenstone and Hanna, 2014; Keiser and Shapiro, 2018), leaving a gap in knowledge 

regarding the economic costs of water regulation, which our paper fills in.  

Second, our paper adds to the growing literature on the political economy of pollution (List and 

Sturm, 2006; Burgess et al., 2012; Kahn et al., 2015; Lipscomb and Mobarak, 2017; Jia, 2017). 

Specifically, our analyses on the political economy of water quality monitoring shed light on how 

environmental regulations are implemented at the local level, which could guide future policy 

design in important ways. We find huge variations in the effectiveness of environmental regulation 

and the spatial allocation of regulatory burdens, which can largely be explained by regional 

differences in the incentives and constraints of local government officials. We also find that the 

regulation effect is stronger when improved technology makes it harder to manipulate water 

                                                           
3 With the same dataset and same method for TFP estimation, Brandt et al. (2012) finds that the average TFP 
growth among Chinese manufacturing firms in 2005 was 14%. 
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readings, suggesting that local politicians have incentives to misreport environmental data in the 

absence of a precise monitoring practice.  

Third, the detailed firm-level data also allow us to explore the channels through which firms 

are affected, and helps us understand how different types of firms respond to regulations. For 

instance, we show that upstream firms have to make substantially more investments in machineries 

(abatement capital) to cope with tighter regulation. Heterogeneous analyses reveal that the TFP 

loss is almost exclusively experienced by private Chinese firms, so tightening environmental 

regulations in the future is likely to damage the competitiveness of private Chinese firms rather 

than state-owned or foreign firms. Tests on sorting suggest that to avoid the large impact of 

regulation on productivity, upstream firms tend to relocate in the long run. These results imply a 

redistribution of production, income, environmental quality and social welfare between upstream 

and downstream regions. This study therefore also speaks to several lines of literature on the 

impacts of environmental regulation on production (Becker and Henderson, 2000), employment 

(Greenstone, 2002; Walker, 2011), plant location choice (List et al., 2003), income and total 

welfare (Ryan, 2012), and foreign direct investment (FDI) (Fredriksson et al., 2003; Hanna, 2010; 

Cai et al., 2016).  

Finally, understanding firms’ abatement costs and responses to regulation is critical for optimal 

policy design. Combining the TFP estimates with the emission estimates, we can calculate the 

economic costs of tightening water pollution regulations. We estimate that a 10% reduction in 

chemical oxygen demand (COD) emissions leads to a 2.49% decrease in TFP, and China’s target 

of reducing total COD emissions by 10% between 2016 and 2020 would cause a total loss in 

industrial output value of 990 billion Chinese yuan (159 billion US dollars for five years) under 

current policy design and enforcement practices.  

The rest of this paper is structured as follows. Section II describes the institutional background 

and research design. Section III discusses the data and presents descriptive statistics. Section IV 

presents the baseline results. Section V examines the channels, explores the political economy of 

environmental regulation, and tests whether emission measures also differ across the monitoring 

stations. Section VI interprets the results and benchmarks their economic significance. Section VII 

concludes the paper. 

 

1.2 Research Design and Empirical Setup 

A. Water Quality Monitoring and Water Pollution Controls in China 

As the world’s largest developing country, China faces a variety of pressing environmental 

challenges, including prevalent water and air pollution. According to the World Bank (2007), 

roughly 70 percent of China’s rivers were polluted and contained water deemed unsafe for human 

consumption (at the time of that report). Poor surface water quality has driven policymakers to 

propose regulations to protect water bodies and reverse the process of degradation.  

To gather surface water quality information, a national water quality monitoring system was 

established in the 1990s to monitor surface water quality in major river segments, lakes and 

reservoirs, known as the “National Environmental Quality Monitoring Network-Surface Water 

Monitoring System” (NEQMN-SWMS). At the beginning, the monitoring system was intended 

mainly for scientific rather than regulatory purposes, and most of the station-level monitoring data 

were kept confidential by the government. No strict emission abatement targets were set by the 
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Chinese government between 1990s to early 2000s because economic growth was considered the 

country’s priority. As a result, along with China’s rapid economic growth, the country witnessed 

severe degradation of its ecological systems.  

In 2002, Hu Jintao became the new political leader of China, taking power from Jiang Zemin, 

and held office until 2012. Given the country’s mounting environmental challenges, the new 

president started to emphasize the importance of seeking a balance between economic growth and 

environmental sustainability. Notably, in 2003, President Hu proposed the “Scientific Outlook of 

Development” (SOD),4 which sought integrated sets of solutions to economic, environmental and 

social problems, opening an era of environmental regulation.  

Responding to the SOD slogan, the Ministry of Environmental Protection (MEP) increased its 

efforts to resolve the water pollution issue. In 2003, the MEP issued an updated version of 

NEQMN-SWMS and spread the “Technical Specification Requirements for Monitoring of Surface 

Water and Wastewater” to local governments, explicitly highlighting the importance of surface 

water quality monitoring. The new policy documents imposed emission reduction targets for all 

the 419 state-controlled stations at the time, and also started a trend of automation of these stations. 

To introduce public monitoring of environmental quality, the water quality readings from all state-

controlled stations also became available for the public and were published in various 

environmental yearbooks starting from 2003.  

During President Hu’s political regime, the importance of clean surface water was emphasized 

and the central government adopted a target-based abatement system to control environmental 

pollutants. In particular, during the 11th Five-Year Plan (2006–2010), the emission abatement 

targets included (but are not limited to): (1) reducing COD emissions by 10% (from 141.4 million 

tons in 2005 to 127.3 million tons in 2010), (2) reducing the percentage of monitored water sections 

failing to meet Grade V National Surface Water Quality Standards from 26.1% in 2005 to 22% by 

2010, and (3) increasing the ratio of monitored water sections (of  the seven main bodies of water 

in China) meeting Grade III National Surface Water Quality Standards from under 41% in 2005 

to 43% by 2010.5 With these targets, the central government then allocated binding abatement 

requirements to each province, and provincial governors were required to sign individual 

responsibility contracts with the central government, documenting their emission abatement plans 

in detail. Provincial governors further assigned strict abatement mandates to prefectures and 

counties and used local environmental performance along with other criteria to assess and promote 

local government officials. Water pollution control thus became an important political task for 

local government officials.  

Because rivers flow from higher to lower elevation, water quality monitoring stations can only 

capture emissions from their upstream areas, but not from downstream areas. Under the new 

political regime, local officials would have strong incentives to enforce tighter environmental 

regulations in upstream regions than in downstream regions. We exploit this spatial discontinuity 

and estimate the causal impact of tighter water pollution regulation on productivity. Because the 

Chinese government did not enforce stringent industrial pollution controls until 2003, we expect 

that, if water quality monitoring indeed influences firm productivity, this effect should be weaker 

or non-existent before 2003, and become stronger afterward.  

                                                           
4 SOD can also be translated as the “Scientific Development Concept” or the “Scientific Development 
Perspective.” 
5 Source: http://www.mep.gov.cn/gzfw_13107/zcfg/fg/gwyfbdgfxwj/201605/t20160522_343144.shtml   

http://www.mep.gov.cn/gzfw_13107/zcfg/fg/gwyfbdgfxwj/201605/t20160522_343144.shtml
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B. Location Choice of Water Quality Monitoring Stations 

The purpose of establishing a water quality monitoring network is to achieve a comprehensive 

understanding of the country’s surface water quality. The monitoring system covers the country’s 

major rivers, lakes, and reservoirs. A monitoring station should be set in a way that can is spatially 

representative to its neighborhood water bodies and can properly reflect changes in water 

pollutants over time. Consequently, the locations of the monitoring stations were chosen based 

mainly on hydrological considerations. 

According to the MEP, the monitoring stations must be placed in rivers with steady flows, wide 

water surfaces, and stable river beds, and must avoid stagnant water areas, backwater areas, sewage 

outfalls, rapids and shallow water. The MEP also requires that monitoring stations be established 

to serve “long-term” purposes, ensuring that short-term needs (such as avoiding or targeting 

pollution from a specific region or a specific firm) cannot be accommodated.  

An important feature of station placement is that the MEP requires monitoring stations to be 

built close to hydrological stations, which enables the government to combine hydrological 

parameters with water quality information. Most hydrological stations were built in the 1950s-

1970s and are used to collect meteorological and hydrological data. 

In this paper, we focus on the state-controlled surface water quality monitoring stations. State-

controlled stations are established and supervised by the MEP and the State Council of China. The 

water quality readings from the state-controlled stations are reported directly to the MEP to ensure 

data quality. Yearly average water quality readings from the stations are reported in the 

environmental yearbooks and the central government used these data to assess the environmental 

performance of local governments.  

Aside from state-controlled stations, there are also local water quality monitoring stations and 

special stations designed to monitor the emissions of major polluters. The special monitoring 

stations are placed immediately downstream from the polluter to monitor its environmental 

performance. We do not have data for these types of stations.  

C. Research Design and Econometric Model  

We exploit the spatial discontinuity in regulation stringency around water monitoring stations 

to estimate the causal effect of regulation on TFP. The distance between a firm and a monitoring 

station serves as the running variable. We examine whether firms located immediately upstream 

from the monitoring station have lower productivity than adjacent downstream firms. This 

empirical strategy is similar in spirit to recent works that also exploits the flow of pollution along 

rivers for identification (Kaiser and Shapiro, 2017; Lipscomb and Mobarak, 2017), but is novel in 

that it utilizes a unique spatial discontinuity setting around the monitoring stations and explores 

the political incentives behind the regulation. 

Specifically, the identifying assumption of our research design is that, due to spatial adjacency, 

firms located immediately upstream and downstream of monitoring stations should be balanced ex 

ante along various dimensions but will differ from each other only because upstream firms become 

more tightly regulated. The discontinuity can be estimated by both parametric and non-parametric 

approaches. Gelman and Imbens (2017) show that the parametric RD approach, which uses a 

polynomial function of the running variable as a control in the regression, tends to generate RD 

estimates that are sensitive to the order of the polynomial and have some other undesirable 

statistical properties. As a result, estimators based on local linear regression or other smooth 
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functions are often preferred, because they can assign larger weights to observations that are closer 

to the threshold and therefore can produce more accurate estimates. We thus focus on a local linear 

approach, which can be estimated by the following equation:  

(1) 𝑇𝐹𝑃𝑖𝑗𝑘 = 𝛼1𝐷𝑜𝑤𝑛𝑖𝑗𝑘 + 𝛼2𝐷𝑖𝑠𝑡𝑖𝑗𝑘 + 𝛼3𝐷𝑜𝑤𝑛𝑖𝑗𝑘𝐷𝑖𝑠𝑡𝑖𝑗𝑘 + 𝑢𝑗 + 𝑣𝑘 + 𝜀𝑖𝑗𝑘               

  𝑠. 𝑡.  − ℎ ≤ 𝐷𝑖𝑠𝑡𝑖𝑗𝑘 ≤ ℎ 

where TFPijk is the total factor productivity of firm i in industry j around monitoring station k. 

𝐷𝑜𝑤𝑛𝑖𝑗𝑘  is an indicator variable that equals 1 if firm i (in industry j) is downstream from 

monitoring station k, and 0 otherwise. 𝐷𝑖𝑠𝑡𝑖𝑗𝑘 measures the distance between firm i and monitoring 

station k, and h is the bandwidth length (i.e., the acceptable distance from the discontinuity for 

sample inclusion).  

To account for industry and location-specific TFP determinants in the non-parametric 

estimations, we control for industry and monitoring station fixed effects 𝑢𝑗  and 𝑣𝑘. The model 

essentially compares upstream and downstream firms in the same industry around the same 

monitoring station. The estimation of this non-parametric RD model with fixed effects is 

implemented using the two-step approach suggested by Lee and Lemieux (2010), where industry 

and station fixed effects are absorbed by running an OLS regression of TFP on a set of industry 

and station-specific dummies, and then apply the non-parametric estimations on the residual TFP 

obtained from OLS estimation.6 

The choice of the optimal bandwidth h involves balancing the conflicting goals of focusing 

comparisons near the monitoring stations, where the identification assumption is most likely to be 

satisfied, and providing a large enough sample for reliable estimation. In this study, we rely on an 

MSE-optimal bandwidth h proposed by Calonico, Cattaneo, and Titiunik (2014) and Calonico, 

Cattaneo, Farrell (forthcoming), and experiment with various kernel weighting functions to ensure 

robustness.  

The standard error is clustered at the monitoring station level to deal with the potential spatial 

correlation of the error term, as suggested by Cameron and Miller (2015). We also try two-way 

clustering at both the industry and the monitoring station levels and get quantitatively similar 

standard errors. 

As a way to check the robustness, we also estimate a parametric RD model: 

(2)         𝑇𝐹𝑃𝑖𝑗𝑘 = 𝛼1𝐷𝑜𝑤𝑛𝑖𝑗𝑘 + 𝑓(𝐷𝑖𝑠𝑡𝑖𝑗𝑘) + 𝐷𝑜𝑤𝑛𝑖𝑗𝑘𝑓(𝐷𝑖𝑠𝑡𝑖𝑗𝑘) + 𝑢𝑗 + 𝑣𝑘 + 𝜀𝑖𝑗𝑘 

where TFPijk is the total factor productivity of firm i in industry j around monitoring station k. 

𝑓(𝐷𝑖𝑠𝑡𝑖𝑗𝑘) is a polynomial in distance between firm i in industry j and monitoring station k. The 

polynomial function is interacted with the treatment dummy to allow flexible functional form on 

both sides of the cutoff, and 𝑢𝑗  and 𝑣𝑘  are industry and station fixed effects. 

 

                                                           
6 Lee and Lemieux (2010) argue that, if there is no violation of the RD assumption that unobservables are 
similar on both sides of the cutoff, using a residualized outcome variable is desirable because it improves the 
precision of estimates without violating the identification assumption. 
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1.3 Data and Summary Statistics 

A. Data 

Our analyses are based on several datasets that together provide comprehensive information on 

the socio-economic conditions of townships, the production and performance of industrial firms, 

and emissions from heavy polluters centered around the monitoring stations. 

Water Quality Monitoring Stations 

We collect data from water quality monitoring stations from surface water quality reports in 

various environmental yearbooks from 2003-2010, which include the China Environmental 

Yearbooks, China Environmental Statistical Yearbooks, and China Environmental Quality 

Statistical Yearbooks. Data available in more than two different sources are cross-validated. The 

number of state-controlled monitoring stations varied slightly between years in these reports, 

ranging from 400 to 500 stations. We geocoded all the water quality monitoring stations. 

Annual Survey of Industrial Firms Database 

Our firm-level TFP is calculated using data from the Annual Survey of Industrial Firms (ASIF) 

from 2000 to 2007. The ASIF data include all the private industrial enterprises with annual sales 

exceeding 5 million Chinese yuan and all the state-owned industrial enterprises (SOEs). The data 

are collected and maintained by the National Bureau of Statistics (NBS) and contain a rich set of 

information obtained from the accounting books of these firms, such as inputs, outputs, sales, taxes, 

and profits.  

The detailed production information allows us to construct TFP measures for each firm in each 

year. There are several approaches to estimating firm-level TFP and each requires different 

assumptions (Van Biesebroeck, 2007). In this paper, we use the consistent semi-parametric 

estimator suggested by Olley and Pakes (1996). The Olley-Pakes method addresses the 

simultaneity and selection biases in estimating TFP and has been the most widely-used method for 

the investigation of Chinese firms’ productivity in the literature (see for example, Brandt et al., 

2012; Yang, 2015). Using Olley-Pakes TFP estimator ensures that our estimates can be compared 

with the previous ones. The details of estimating TFP using the Olley-Pakes method are discussed 

in Appendix A. For robustness checks, we also construct alternative TFP measures based on other 

estimators, such as the Ackerberg et al. (2015) approach and the naïve labor/capital productivity 

measures.7  

The ASIF data have been used in many studies investigating Chinese firms. A well-known issue 

is that the data contain outliers. We follow standard procedures documented in the literature to 

clean the data. We first drop observations with missing key financial indicators or with negative 

values for value added, employment, and fixed capital stock. We then drop observations that 

apparently violate accounting principles: liquid assets, fixed assets, or net fixed assets larger than 

total assets; or current depreciation larger than cumulative depreciation. Finally, we trim the data 

                                                           
7 Note that the TFP measure we construct only accounts for private factors of production. Environmental goods 
are not considered as inputs, which is sometimes done in the environmental economics literature. 
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by dropping observations with values of key variables outside the range of the 0.5th to 99.5th 

percentile.8  

The ASIF data have detailed address information for sampled firms in each year. We geocode 

the location of the 952,376 firms that appeared in the sample and then compute precise distance 

measures between each firm and its closest water quality monitoring station. 

Because our research design is fundamentally cross-sectional, in the baseline analysis, we 

collapse the multi-year data into a cross-section and apply the RD estimators to it. The 

interpretation of the coefficients is therefore an average effect that persists for years. To fully 

utilize the dynamic structure, however, we also apply non-parametric RD estimators to different 

years and examine how the discontinuity changes over time.  

Environmental Survey and Reporting Database 

To investigate whether water quality monitoring indeed reduces water-related emissions, we 

collect firm-level emission data from China’s Environmental Survey and Reporting (ESR) 

database, which is managed by the MEP.  

The ESR database is the most comprehensive environmental dataset in China that provides 

firm-level (polluting-source level) emissions for various pollutants. The ESR database monitors 

polluting activities of all major polluting sources, including heavily polluting industrial firms, 

hospitals, residential pollution discharging units, hazardous waste treatment plants and urban 

sewage treatment plants. In this study, we keep only the ESR firms that are in the same polluting 

industries as the ASIF firms.  

The sampling criteria in the ESR database is based on the cumulative distribution of emissions 

in each county. Polluting sources are ranked based on their emission levels of different “criteria 

pollutants,” and those jointly contributing to the top 85% of total emissions in a county are included 

in the database. In this study, we use ESR data between 2000 and 2007, the same period as the 

ASIF database.  

During our sample period, the “criteria pollutants” changed over time. In 2000, only chemical 

oxygen demand (COD) emissions and sulfur dioxide (SO2) were “criteria pollutants.” Polluting 

sources included in the database were therefore chosen based on their contributions to COD 

emissions or SO2 emissions. In 2007, ammonia nitrogen (NH3) and NOx also became “criteria 

pollutants.”  

Among all the pollutants, COD is most relevant to this study. COD is a widely-used water 

quality indicator that measures the amount of oxygen required to oxidize soluble and particulate 

organic matter in water.9 It assesses the effect of discharged wastewater on the water environment. 

Higher COD levels mean a greater amount of oxidizable organic material in the sample, which 

                                                           
8 More details about the construction and cleaning processes of the ASIF data can be found in Hsieh and Klenow 
(2009), Songet et al. (2011), Yu (2015), and Huang et al. (forthcoming). 

 
9 For example, COD abatement is used by the central government of China as a key performance indicator to 
assess local government efforts in environmental protection. In the 10th and 11th Five-Year Plans (2001-
2005 and 2006-2010), COD was used as a primary criterion (along with ammonia-nitrogen) to set national 
abatement targets and conduct performance appraisals. 
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reduces dissolved oxygen levels. A reduction in dissolved oxygen can lead to anaerobic conditions, 

which are deleterious to higher aquatic life forms.  

We focus on COD emissions because COD is the first water-related “criteria” pollutant used 

by the MEP, and the government explicitly set a 10% abatement target for COD emissions in the 

11th Five-Year Plan. We also corroborate the findings on COD emissions by looking at the amount 

of wastewater discharge. 

Like the ASIF, this dataset also includes detailed address information. We therefore geocode 

all the ESR firms and compute their distances to the nearest monitoring sites. The dataset allows 

us to construct total emission levels and emission intensity measures (emission levels divided by 

total output value) for large polluters in each county.  

Unlike the ASIF, however, we are less confident about the quality of ESR data. While later we 

will show that the results for emissions are consistent with our story, we must acknowledge that 

the quality of the ESR data is relatively poor. For instance, we find that there exist a large number 

of missing values and zeros in the ESR data, and location, industry, firm, and year fixed effects 

combined can only explain a small portion of firms’ emissions. These patterns seem suspicious to 

us. In fact, this data quality issue can be the reason that the government relies on the readings of 

monitoring stations, instead of the ESR data collected from polluting firms, to measure the 

effectiveness of pollution control, although the latter would be more powerful and better-targeted 

in a world without data manipulation. Given such, in subsequent analyses, we primarily focus on 

outcomes from the ASIF dataset and use the emission results as supportive evidence. 

Township-level Socio-economic Data 

The National Bureau of Statistics (NBS) conducts the “Township Conditions Survey (TCS)” 

on an annual basis. It is a longitudinal survey that collects township-level socio-economic data for 

all the townships in China. We have access to the TCS data for 20 provinces in 2002 and use the 

township-level data to assess similarities between upstream and downstream townships.  

Geo-data 

We obtained township-level GIS boundary data in 2010 from the Michigan China Data Center. 

We use GIS data of China’s water basin system from the Ministry of Water Resources. We use 

GIS elevation data to identify upstream and downstream relationships. These GIS datasets are then 

matched to our geocoded township and firm datasets.  

B. Data Matching 

The data we have compiled are, to our knowledge, the most comprehensive and disaggregated 

collection ever assembled on water pollution and firm-level economic and environmental 

performance in China. The matching process involves several steps and is illustrated in Figure 1.1.  

First, we only keep river monitoring stations, because lake and reservoir stations would not 

allow us to identify the upstream-downstream relationship. Then, we put a layer of the water basin 

system on the township GIS map, and only keep townships that have at least one river passing 

through it. Then, using each monitoring station as a center, we draw a circle with 10 km radius. 

We overlay all the geocoded firms (from the ASIF dataset and the ESR dataset) on the map, and 

only keep those falling in a 10-km circle, and lying in a township with a river passing through it. 

This procedure allows us to identify all the firms that are relevant for our research design. 
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After that, we calculate each firm’s distance to its nearest monitoring station. In some cases 

(mostly in the eastern coastal areas), the distribution of monitoring stations can be very dense and 

multiple tributaries or branch rivers merge into the trunk streams. As a result, some 10-km circles 

overlap with each other, making it difficult to identify upstream and downstream relationships (i.e., 

an adjacent upstream firm for one monitoring station can be in the adjacent downstream of another 

monitoring station). We therefore exclude these water monitoring stations from our dataset. In 

some less-developed regions (mainly in the Western areas), the distribution of large industrial 

firms is so sparse that the 10-km circles around monitoring stations contain no firms from the ASIF 

or ESR datasets. We also drop these monitoring stations from our sample. After these exclusions, 

we are able to use 161 water quality monitoring stations. The distribution of our sampled 

monitoring stations is represented in Figure 1.2.  

For each firm kept in the sample, we project its location onto the nearest river basin, and extract 

the elevation of that projected point. Then, we compare this elevation to the elevation of the 

adjacent monitoring station, so that we could decide for each firm whether it is in the upstream or 

downstream of its adjacent monitoring station. In the end, our sample includes 19,150 unique ASIF 

firms and 9,888 ESR firms from 544 townships, located around 161 water quality monitoring 

stations.  

We attempted to match the firms across the ASIF and ESR samples. However, because these 

two datasets use different sampling criteria and are managed by different government agencies 

(using different coding systems), we were only able to match 10% of the ASIF firms with the ESR 

firms. The matched sample is too small for us to draw any credible statistical inferences. In addition, 

as mentioned, we have concerns about ESR data quality. Therefore, in subsequent sections, we 

analyze these two datasets separately and mainly emphasize the results from the ASIF data.  

C. Balance Checks 

The underlying assumption for our RD design is that, in the absence of environmental 

regulation, upstream and downstream firms should be ex ante identical. Since environmental 

regulation may affect many production decisions, it is in general difficult to test this assumption 

using firm-level data, which primarily contains time-varying variables. The only two (arguably) 

time-invariant covariates in the ASIF data, i.e. “firm establishment date” and “firm ownership 

type”, are indeed smoothly distributed around monitoring stations, as shown in Table 1.1 Panel A. 

As discussed in Section II Part A, surface water regulation was not strictly enforced until 

President Hu Jintao came into power in 2003, thus water monitoring stations should not affect 

upstream firms in the early years of our data.10 We thus compare upstream firms with downstream 

firms using pre-2003 data and test the differences in key variables such as value added, profit, 

employment, capital, intermediate input and tax. As can be seen from Panel B of Table 1.1, the 

vast majority of these covariates are balanced between the two groups. These results are consistent 

with our identifying assumption. 

In addition to the balance tests using firm-level data, we also conduct balance tests using 

township level data, which include a rich set of variables that are important for firm production, to 

provide additional evidence that upstream and downstream regions are comparable in aspects other 

than water regulation. The results are summarized in Appendix Table 4.2. We see that basic 

township characteristics are balanced, including township area, arable area, distance to county 

                                                           
10 The dynamic analysis of the RD results will be discussed in Section V. 
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center, whether the township is an old-region town, whether it is an ethnic minority town, the 

number of residents, and the number of administrative villages.11 In Panel B, we test whether basic 

infrastructure measures are similar between upstream and downstream townships before 2003. 

Again, the length of roads, number of villages with road access, number of villages with electricity 

access, and number of villages with tap water access are similar between upstream and downstream 

areas before water regulation became a binding constraint. Finally, production requires labor. We 

examine whether human capital differs significantly between upstream and downstream townships 

prior to 2003. In the township data, we have two relevant variables: the number of primary schools 

and the number of students enrolled in primary schools. Again, we find no evidence that upstream 

townships differ from downstream townships in this regard.  

The results in Table 1.1 and Appendix Table 4.2 are encouraging, as they indicate that upstream 

and downstream firms are well-balanced for both time-invariant characteristics and pre-2003 

covariates, and these firms are located in townships that are highly comparable. While it is, of 

course, impossible to completely rule out the presence of unobserved factors discontinuously 

change across the monitoring stations, these balance checks lend additional credibility to our 

research design.  

 

1.4 Results 

A. Effects of Water Quality Monitoring on TFP 

We begin the analysis by visualizing our main findings. Figure 1.3 plots log TFP (adsorbing 

station FE and industry FE) against distance to the corresponding monitoring station. Each dot 

represents the average log TFP for firms within a bin of distance; their 95% confidence intervals 

are also presented. A fitted function is then overlaid on the graph to illustrate the discontinuity at 

the monitoring stations.  

We divide the firms in ASIF into polluting industries and non-polluting industries based on the 

definition of polluting industries used by the MEP (in terms of COD emissions).12 In Panel A, we 

show the RD plot for residual log TFP in the polluting industries. We see a sharp change in TFP 

at precisely the locations where the water quality controls take effect. The TFP of upstream firms 

is significantly lower than that of downstream firms in polluting industries. In addition, it can be 

seen from Panel A that the treatment effects only apply to firms in the immediate upstream (<5km), 

rather than firms in the further upstream. This corresponds to the fact that surface water pollutions 

tend to dissipate over space, so emissions from the further upstream have limited impact on water 

quality readings. In contrast, in Panel B, we do not observe any comparable discontinuity in TFP 

in non-polluting industries.  

Table 1.2 quantifies the graphical findings in Figure 1.3. Panel A presents the RD estimates 

without any controls, for both polluting and non-polluting industries. We see that polluting firms 

located immediately downstream from monitoring stations have higher TFP, but there is no TFP 

difference for the non-polluting firms. The estimates are not statistically significant because of 

large standard errors.  

                                                           
11 An old region refers to a Communist Party’s revolutionary base region. An administrative village is 
organized by one village committee and may include several natural villages.  
12 Details of the polluting and the non-polluting industries are summarized in Appendix Table 4.1. 



12 
 

Our sample covers 161 water quality monitoring stations in 34 manufacturing industries. A 

simple RD regression, as reported in Panel A, would compare upstream and downstream firms 

from different clusters (monitoring stations) and industries, creating noise in the statistical 

inference. To address this issue, we control for station fixed effects in Panel B, and control for 

both station and industry fixed effects in Panel C. By doing so, we effectively compare the TFP 

differences station by station and industry by industry, and then average the differences across 

stations and industries. Comparing the RD estimates in Panels B and C to Panel A, we see that the 

magnitudes of the estimated impacts are largely unchanged throughout different specifications. 

This is important because it suggests that station- and industry-specific characteristics, while being 

important determinants of firms’ TFP, are uncorrelated with the treatment status. As we control 

for the fixed effects, the RD coefficients get more precisely estimated, and thus become more 

statistically significant.  

The estimates for the non-polluting industries are close to zero and none of them are statistically 

significant. This suggests that our results are indeed driven by environmental regulation, rather 

than other confounding differences between upstream and downstream areas. For both sets of 

results, the RD estimates are robust to different choices of kernel functions. 

In our preferred specifications, which account for both station and industry fixed effects, the 

estimated gap in log TFP between upstream and downstream firms ranges from 0.31 to 0.35 for 

the polluting industries. These estimates imply that the water quality monitoring has reduced 

upstream firms’ TFP levels by 26.7% (e-0.31-1) to 29.5% (e-0.35-1). While a 27% change in TFP is 

certainly substantial, the magnitude is better interpreted in its specific context: a period during 

which China experienced unparalleled overall industrial TFP growth. According to Brandt et al. 

(2012), who use the same data and the same method for TFP estimation, the average TFP growth 

among the ASIF firms was 14% in 2005. Having that benchmark in mind, our RD estimates 

indicate that more stringent environmental regulation in the immediate upstream of monitoring 

stations effectively slowed down firm productivity growth by two years. As will be discussed in 

the mechanisms section, this is likely due to the fact that upstream polluting firms need to invest 

capital in abatement facilities, instead of in production. 

B. TFP Effects by Firm Ownership, Size, and Firm Age 

In Table 1.3, we explore whether the effect of water quality monitoring on TFP varies by 

ownership, firm size and firm age. In light of the findings reported in Table 1.2, we focus on 

residual TFP with station and industry fixed effects absorbed.  

In Panel A, we estimate the RD by firm ownership type and find that the baseline TFP loss is 

driven mainly by private Chinese firms. Water quality monitoring has no significant impact on the 

TFP of state-owned enterprises (SOEs) and foreign firms. This result may reflect the fact that 

environmental regulations are not binding for SOEs or foreign firms as a practical matter; they 

generally have greater bargaining power over local governments and thus face less stringent 

enforcement. Another possible explanation is that SOEs and foreign firms generally have superior 

ex-ante environmental performance compared to private Chinese firms and therefore are not 

affected by tighter regulations. However, given the relatively small number of observations for 

SOEs and foreign firms in our sample, these sub-sample null results should be interpreted with 

caution. 

In Panel B, we investigate the impact heterogeneity by firm size. In China, the government 

adopts a policy strategy called “Grasping the Large and Letting Go of the Small” (“Zhua Da Fang 
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Xiao”). “Grasping the large” means that policymakers mainly target large enterprises, while 

“letting go of the small” means that the government exerts less control over smaller enterprises. 

The phenomenon has been widely documented in the context of economic reforms and policy 

implementation (see, for example, Hsieh and Song, 2015). In environmental regulation, many 

policies are also designed in such a way that larger firms need to meet larger abatement targets.13 

We investigate if this phenomenon is true in our setting. We define small firms as having less than 

50 employees and the rest are categorized as large firms. The results in Panel B show that the TFP 

impacts are statistically significant only for larger firms. In other words, the “Grasping the Large 

and Letting Go of the Small” strategy seems to be applied to the context of water quality 

regulations, too.  

In Panel C, we compare the TFP loss by firm age. We are interested in whether old firms and 

young firms respond differently to water quality monitoring. We define new firms as firms born 

in or after 2003, when China’s environmental regulations became stringent. We then estimate the 

discontinuities separately for old and young firms using post-2003 data. We find that the TFP loss 

caused by water quality monitoring is statistically significant for both old and young firms. This 

finding is inconsistent with the “grandfathering” phenomenon, in which new environmental 

policies are often designed or implemented in such a way that older firms can be exempted from 

tighter regulations, because the cost of retrofitting existing facilities is higher than that of building 

new sources with cleaner technology. In the context of China’s water quality monitoring, both 

young and old upstream firms have been under tighter regulation than downstream firms since 

2003. In addition, the magnitude of treatment effects for young firms established after the 

regulation became stringent in 2003 is comparable to that of old firms, suggesting that the selective 

locational choices of young firms are not driving the baseline findings. 

C. Results by Year 

The stringency of water quality regulations has changed substantially during our sample period. 

Specifically, in 2003, President Hu Jintao proposed the “Scientific Outlook of Development” 

initiative to address the pressing environmental challenges in China.  In the same year, the MEP 

upgraded the surface water quality monitoring system.  

In addition, starting in 2006, COD abatement became a key indicator in evaluating local 

environmental performance, which were explicitly linked to political promotions.  

We thus hypothesize that the TFP effect of water monitoring should be intensified after 2003 

and 2006, respectively. In Figure 1.4, we provide RD estimates separately for each year. We find 

that the TFP differences between upstream and downstream firms exactly match the policy 

changes we have discussed. Specifically, the estimate is close to zero from 2000 to 2002, and 

becomes larger in 2003, the year President Hu took office. The effect becomes statistically 

significant starting in 2006, the first year of the 11th Five Year Plan. The corresponding results are 

summarized in Table 1.4.   

The finding that the monitoring effect was close to zero and statistically insignificant prior to 

2003 is consistent with the balance tests presented in Table 1.1, and further justifies our identifying 

assumption: in the absence of tighter water quality regulations, upstream and downstream firms 

around the same water quality monitoring station have similar levels of productivity. 

                                                           
13 See, for example, “The Top 10,000 Energy-Consuming Enterprise Program,” which requires only large firms 
to abate carbon emissions: http://www.ndrc.gov.cn/zcfb/zcfbtz/201112/t20111229_453569.html 

http://www.ndrc.gov.cn/zcfb/zcfbtz/201112/t20111229_453569.html
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The dynamic pattern of the RD coefficients is also re-assuring in terms of ruling out alternative 

explanations: to the extent that one thinks the baseline results are driven by confounding factors, 

such factors have to be specific not only to upstream vs. downstream firms, polluting vs. non-

polluting industries, but also specific to the timing of two independent political events happened 

in China in 2003 and 2006, respectively.  

D. Endogenous Location of Monitoring Stations 

Our qualitative discussions on the rules of setting up monitoring stations, the balance tests of 

firm-level and township level variables, the finding that the discontinuity is only evident for 

polluting industries, and the result that the discontinuity only emerges after 2003, all suggest that 

the identifying assumption in our RD design is likely to hold.   

Nevertheless, one may still be concerned about the endogenous location of monitoring stations. 

For instance, a politically connected polluting firm has strong incentives to lobby the local 

government, so that the monitoring station would be established upstream of that firm. If these 

connected firms also receive other forms of benefits from the government that could affect their 

productivity, such as subsidies or loans, our RD estimates would be biased. 

In this section, we use an instrumental variable (IV) approach to directly address this concern. 

We exploit the fact that, when monitoring stations were set up, local governments typically 

attempted to locate them closer to existing hydrological stations, so that data, equipment and 

technicians could be shared in order to achieve economies of scale in water monitoring.  

A hydrological station collects hydrological data such as water levels, flow velocity, flow 

direction, waves, sediment concentration, water temperature, and ice conditions, as well as data on 

meteorological conditions such as precipitation, evaporation, air temperature, humidity, air 

pressure and wind. Because hydrological stations were set up between the 1950s and 1970s (a 

period when China barely had any industrial pollutions at all), and because their locations were 

chosen based purely on hydrological considerations, these locations should be orthogonal to the 

future socio-economic conditions of their neighborhoods. All the hydrological stations were built 

and supervised by the Ministry of Water Resources (MWR), instead of the Ministry of 

Environmental Protection (MEP), and play no roles in collecting any measures of water pollution. 

Therefore, one would expect that, except for inducing the establishment of monitoring stations, 

the existence of a hydrological station alone should have minimal impact on the production and 

emission behaviors of adjacent firms. Utilizing this “exclusion restriction,” we adopt “whether a 

firm is in the near upstream area of a hydrological station” as an instrumental variable (IV) for 

“whether a firm is in the near upstream area of a monitoring station” and estimate a 2SLS to 

quantify the impacts of water quality monitoring on TFP.  

Empirically, we estimate the following first-stage regression: 

(3) 𝑈𝑝𝑀𝑜𝑛𝑖𝑖𝑗𝑘 = 𝛼 ∙ 𝑈𝑝𝐻𝑦𝑑𝑟𝑜𝑖𝑗𝑘 + 𝜆𝑗 + σk + 𝜖𝑖𝑗𝑘 

where 𝑈𝑝𝑀𝑜𝑛𝑖𝑖𝑗  is a dummy variable indicating whether firm 𝑖 in industry j is in the near 

upstream area (10 km) of monitoring station k; 𝑈𝑝𝐻𝑦𝑑𝑟𝑜𝑖𝑗𝑘  is a dummy variable indicating 

whether firm 𝑖 in industry j is in the near upstream area (10 km) of a hydro-station k; 𝜆𝑗 and σk 

represent industry and monitoring site fixed effects; and 𝜖𝑖𝑗𝑘 is the error term. We then estimate 

the second stage regression: 
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(4) 𝑇𝐹𝑃𝑖𝑗𝑘 = 𝛼 ∙ 𝑈𝑝𝑀𝑜𝑛𝑖𝑖𝑗𝑘
̂ + 𝜆𝑗 + σk + 𝜖𝑖𝑗𝑘 

where 𝑇𝐹𝑃𝑖𝑗𝑘 is the TFP of firm 𝑖 in industry j near the neighborhood of monitoring station k; 

𝑈𝑝𝑀𝑜𝑛𝑖𝑖𝑗𝑘
̂  is the predicted value from the first stage regression; 𝜆𝑗  and σk  are industry and 

monitoring site fixed effects; and 𝜖𝑖𝑗𝑘 is the error term. 

The regression results are presented in Table 1.5. We estimate the effects separately for firms 

in the polluting industries and for firms in the non-polluting industries. First, we find that the 

locations of hydrological stations can strongly predict the locations of water quality monitoring 

stations (Columns 1 and 3): if a firm is near the upstream of a hydrological station, it is also more 

likely to near the upstream of a monitoring station. The 2SLS estimates show that being in the near 

upstream of a water monitoring station decreases the TFP of a polluting firm by 0.35 logarithmic 

units (Column 2), but it does not affect the productivity of non-polluting firms (Column 4).  

Note that the regression results in Table 1.5 are not readily comparable to those in Table 1.2, as 

these two approaches use very different sources of variation in the data and estimate different 

treatment effects with different identifying assumptions. The RD design estimates the average 

treatment effect at the cutoff, whereas the IV estimates the local average treatment effect for firms 

near a hydrological station. Nevertheless, the closeness of the magnitudes of the estimates between 

the two approaches (0.31 to 0.35 versus 0.35), and the consistent findings in both sets of results, 

provide additional support to the causal relationship between water quality monitoring and firm 

TFP.  

E. Sorting of Polluting Firms 

Environmental policies can affect firms’ production plans and their location choices. In 

particular, the pollution haven hypothesis (PHH) posits that polluting capital would flow from 

places with more stringent environmental regulations to places with less stringent regulations. This 

issue is important because it will affect the interpretation of the RD estimates: if certain types of 

firms are systematically more likely to sort away from the upstream, then our baseline findings 

could be partly driven by sample selection, instead of intensive margin treatment effect.  

In this section, we conduct a series of analysis to formally investigate whether there indeed 

exists significant sorting, and whether it affects the interpretation of our baseline findings. First, 

we follow Cattaneo et al. (2017a, 2007b) and conduct a data-driven manipulation test. As shown 

in Panel A of Figure 1.5, using the baseline sample (collapsed cross-section for 2000-2007), we 

find that there is no discontinuity in the distribution of polluting firms around the location of 

monitoring stations. The formal statistical tests are summarized in Appendix Table 4.3. This test 

suggests that there does not significant sorting in our baseline sample, so sorting could not explain 

the baseline RD results. 

The intuition for the lack of sorting is the following: the firms enter into our ASIF dataset are 

generally large ones, for whom it is very costly and difficult to relocate. Even if they want to 

relocate, they need to buy a new piece of land from another local government, and build a new 

factory, before they can move the labor and capital to the new site. For most large manufacturing 

firms, this whole process of relocation could take years to happen. Recall that in Figure 1.4, we 

showed that environmental regulation only became a binding constraint after 2003, and the 

regulation effect only became significant after 2005, while the sample ends in 2007. So even if 

polluting firms decided to relocate immediately after regulation started to hurt them, the time 
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window in our sample period is simply too short for that to happen, which explains why we could 

not detect any significant sorting in the data-driven manipulation test.  

Fortunately, while we no longer have TFP information after 2007, the ASIF dataset still allows 

us to identify the location of polluting firms up until 2013, which is a decade after water quality 

monitoring started to matter for polluting firms. To verify the intuition on the lack of sorting in the 

short run, we take the ASIF data in 2013, and re-run the same set of density tests.14 As shown in 

Panel B of Figure 1.5, in 2013, the density of the polluting firms indeed becomes slightly 

discontinuous at the cut-off: fewer polluting firms are located in the immediate upstream of 

monitoring stations. This finding suggests that more polluting firms leaving (or less firms 

emerging in) the upstream regions to avoid tighter regulation in the long run. The corresponding 

density tests results are reported in Panel B of Appendix Table 4.3. 

Taken together, results from these two data-driven manipulation tests suggest that sorting might 

exist, but only in the long run, not in the short run. Therefore, sorting could not explain our baseline 

RD results in the short run. 

Since the data-driven manipulation tests are essentially comparing the density of polluting firms 

around the cut-off, a potential concern is that while the overall density remains unchanged, 

different types of polluting firms might differentially enter\exit the upstream and downstream areas, 

creating a confounding difference in the composition of firms. To address this concern, we keep 

only a balanced panel of polluting firms during 2000-2007, and re-run the baseline RD for this 

sub-sample. Since these firms were already in the sample before regulation became relevant in 

2003, and remained in the sample until 2007, the RD coefficient estimated using this subsample 

should solely reflect the “intensive margin treatment effect,” rather than any form of “sample 

selection effect.” As shown in Appendix Table 4.4, while the point estimates are noisier due to 

reduced sample size, the balanced panel sample still show consistent treatment effects with similar 

magnitudes to the baseline. Again, this exercise confirms that our main findings cannot be 

explained by the sorting of polluting firms. 

F. Spillover Effects 

Spillover effects, i.e. water quality monitoring somehow also affecting downstream firms, 

would not be a concern in a market with perfect competition, where there are many firms and the 

output market is unaffected by local environmental regulation. However, in a market with 

imperfect competition or more complicated structures, spillovers can exist. In our empirical setting, 

both positive and negative spillovers can emerge, depending on how upstream firms and 

downstream firms interact.   

If industries are highly concentrated and their major producers are geographically clustered near 

the water quality monitoring stations, then imposing tighter environmental regulations on upstream 

firms would cause positive spillovers to downstream firms. The reasons are twofold. First, because 

upstream and downstream firms are the main producers and competitors in the market, increased 

production costs for the upstream firms will raise the market price of their products. Competing 

downstream firms will thus benefit because of this change in market conditions, not just because 

of the environmental enforcement affecting their upstream counterparts. Second, tighter 

environmental regulations also may cause inputs, both labor and capital, to move toward the 

                                                           
14 The “value-added” variable is only available in the ASIF dataset until 2007; therefore, data in the later years 
could not be used for TFP analysis. 
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downstream firms. If more productive factors flow to downstream firms, their TFP will be higher 

for this reason as well. 

Negative spillovers will emerge when clustered firms are collaborating instead of competing. 

This is particularly true if clustered firms are vertically integrated along the supply chain. If 

(geographically) upstream firms produce inputs for downstream firms, or vice versa, 

environmental regulations that increase upstream firms’ marginal costs of production will also 

make downstream firms less competitive. 

In the presence of spillovers, when we extrapolate these estimates to the whole country, the 

existence of a positive spillover effect will exaggerate the economic costs of regulation, while a 

negative effect will attenuate the estimated costs.  

To assess whether or to what extent our findings are confounded by the potential spillover 

effects, we conduct a formal test using placebo downstream firms. Specifically, we first replace 

the actual downstream firms by their best matches from the sample of firms that are not in the 

neighbourhood of any monitoring stations, based on pre-2003 data. We then re-estimate the 

regression discontinuities for the matched firms using post-2003 data. These matched firms serve 

as placebo firms which are not affected by the potential spillovers between actual upstream and 

downstream firms. The intuition is that, if the spillover effects are insubstantial (downstream firms 

are not affected by monitoring stations), the placebo firms should have TFP similar to the actual 

downstream firms. Using placebo downstream firms should lead to results that are quantitatively 

similar to the baseline estimates. 

In practice, we take the pre-2003 collapsed cross-sectional data and use a nearest neighbor 

matching strategy that finds the best matched firm from the pool of firms that are located outside 

the 10 km radius of the water monitoring stations for each downstream firm. These placebo 

downstream firms resemble the actual downstream firms in terms of TFP, industry type, and 

industrial output value before 2003. We then replace the actual downstream firms by the placebo 

firms in the post-2003 sample and estimate the regression discontinuities.  

The results are reported in Table 1.6. Upstream firms have significantly lower TFP than placebo 

downstream firms, suggesting that the baseline findings are not driven by a positive spillover effect 

on the downstream firms. We focus our discussion on the RD estimates after station and industry 

fixed effects are absorbed, in Panel B. Compared with placebo downstream firms, upstream firms’ 

log TFP is 0.48 to 0.61 units higher. These estimates are slightly larger than those in Table 1.3, but 

the differences are statistically indistinguishable. That implies that, if there may exist some 

spillover effect, this effect should be slightly negative. Consequently, the estimates in Table 1.2 

will only understate the economic costs of water pollution regulation. 

G. Robustness to Different Specifications  

We check the robustness of our findings in Table 1.7. In Panel A, we re-estimate our models 

using a method proposed by Calonico, Cattaneo, and Titiunik (2014) in which local linear 

regression estimates can be “bias-corrected” for biases resulting from choice of bandwidth. They 

also suggest an alternative method for calculating standard errors that is more conservative than 

the conventional procedure. Using these alternative methods, we generate results that are 

qualitatively similar to the results featured in our main analysis.  

In Panel B, we use alternative bandwidth selectors. The bandwidth chosen in our main analysis 

is based on one common MSE (Mean Square Error)-optimal bandwidth selector for both sides 
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across the cutoff. We supplement this analysis with five other bandwidth selectors: (1) MSE-two: 

two different MSE-optimal bandwidth selectors (below and above the cutoff) for the RD treatment 

effect estimator; (2) MSE-sum: one common MSE-optimal bandwidth selector for the sum of 

regression estimates (as opposed to the difference thereof); (3) CER (coverage error rate)-optimal: 

one common CER-optimal bandwidth selector for the RD treatment effect estimator; (4) CER-two: 

two different CER-optimal bandwidth selectors (below and above the cutoff) for the RD treatment 

effect estimator, and (5) CER-sum: one common CER-optimal bandwidth selector for the sum of 

regression estimates (as opposed to the difference thereof). 15  The results remain the same 

regardless of the bandwidth selector used.  

In Panel C, we conduct a placebo test using “fake” monitoring stations. We move the original 

stations upstream or downstream by 5 km or 10 km and re-estimate the RD models. We find that 

the discontinuity in TFP is only evident at actual monitoring stations and not at the fake stations.  

In the Appendix, we present more robustness checks. In Appendix Table 4.7, we report the RD 

estimates using the parametric approach, Equation (2). We find quantitatively similar results: water 

quality monitoring decreases polluting firms’ TFP but has no impact on non-polluting firms. 

However, the estimates from the parametric approach are more sensitive to the choice of the 

polynomial function form and inclusion of different samples. In Appendix Table 4.8, we use an 

alternative TFP measure suggested by Ackerberg et al. (2015) as the outcome variable, and again 

the results remain unchanged.  

 

1.5 Channels: What Happened to the Upstream Firms? 

A. Regulation and Firm Production 

How do firms respond to tighter environmental regulations? In this section, we examine the 

channels through which environmental regulation affects firms’ TFP. To rationalize the baseline 

findings and guide the following discussions, we present a theoretical framework to illustrate how 

environmental regulation can negatively affect TFP in Appendix B. In this model, firms need to 

use extra labor and capital to clean up emissions and the government can enforce tighter 

environmental regulation by increasing the emission tax. Facing a higher emission tax, firms need 

to hire more labor and capital for emission abatement, but these extra inputs do not directly 

contribute to output production. As a result, tighter environmental regulation will lead to a 

reduction in firms’ TFP.  

In Table 1.8, we estimate the impacts of water quality monitoring on several key variables and 

test whether these findings are consistent with our theoretical predictions. Panel A of Table 1.8 

summarizes the results for output-related measures: value added and profit. Although the effects 

of water monitoring are statistically insignificant, we see a tendency that downstream firms earn 

more profit despite not producing more product. In Panel B of Table 1.8, we focus on labor, capital, 

and intermediate input. Labor is measured by the number of employees. We find that upstream 

firms hire more employees (16%) but the effect is statically insignificant. Upstream firms also tend 

to use slightly more intermediate input for production. Capital stock is measured by two different 

methods for robustness, following Yang (2015) and Brandt at al. (2012) respectively. We see that 

upstream firms have significantly larger capital stock compared to their downstream counterparts 

and the effects are statistically significant using different estimators. These results are consistent 
                                                           
15 Please refer to Calonico, Cattaneo, Farrell (forthcoming) for technical details.  
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with the ubiquitous anecdotal evidence that polluting firms have to buy expensive equipment or 

abatement facilities to cope with tighter environmental regulation standards.  

The interpretation of “increased abatement capital expenses in the upstream” could be 

corroborated using the firm-level emission dataset, which has a variable documenting the amount 

of abatement equipment owned by the firm. As shown in Appendix Table 4.5, upstream polluting 

firms indeed own significantly more abatement equipment than their downstream counterparts, 

consistent with the capital stock results. 

In Panel C of Table 1.8, we further present results for naïve (reduced-form) productivity 

measures, calculated by dividing firms’ value-added by labor or capital stock. Similarly, both labor 

and capital productivity are higher in downstream firms, with the impact on capital productivity 

being statistically significant. These results show that our baseline findings are robust to the use 

of simpler and more transparent productivity measures and reflect a real loss in firm productivity, 

rather than being mechanical to specific procedures of TFP construction. 

In Panel D of Table 1.8, we test the Porter Hypothesis. The outcome of interest is firms’ 

investments in research and development. The results show that tighter environmental regulation 

increases firms’ investment in research and development, which is consistent with the Porter 

Hypothesis, but the result is statistically insignificant due to large standard errors.  

The results in Table 1.8 suggest that the impacts of environmental regulation on TFP are 

manifested through multiple channels. The overall pattern confirms the predictions of our model: 

facing tighter environmental regulations, firms need to install expensive facilities (and potentially 

also hire more labor) to abate emission, leading to lower productivity.   

B. Regulation and Emissions 

The model in Appendix B also predicts that tighter environmental regulations will decrease 

both emission levels and emission intensity (emission per unit of output). In other words, upstream 

polluting firms are expected not only to reduce total emissions, but also to adopt cleaner 

technologies. This is consistent with the previous finding that upstream firms have larger capital 

stock. In this section, we formally examine the impacts of water quality monitoring on firm’s 

emission and emission intensity.  

We apply the same set of RD estimators to firm-level emission data (which is equivalent to 

polluting-source level data) from the ESR database. We examine four water pollution outcomes: 

(1) total amount of COD emitted, (2) COD emission intensity (total COD/total output value), (3) 

total amount of wastewater discharged, and (4) wastewater discharge intensity (total 

wastewater/total output value).  

Table 1.10 reports the local linear RD estimates for the four outcomes. In Panel A, we can see 

that both COD emissions and COD emission intensity are higher for downstream firms, and most 

results are statistically significant at the 5% or 10% level. COD emissions by polluters immediately 

upstream from monitoring stations are 0.75-0.99 logarithmic units lower than those from firms 

immediately downstream. This implies that water quality monitoring reduces COD emission levels 

in upstream firms by 52.8%–62.8% (e-0.75-1 to e-0.99-1). For COD emission intensity, water quality 

monitoring reduces the COD emission intensity in upstream firms by 38.7%–49.3% (e-0.49-1 to e-

0.68-1). In Panel B, we examine wastewater discharge. Downstream firms tend to discharge more 

wastewater but the results are statistically insignificant due to large standard errors. The results for 

wastewater discharge intensity, however, are statistically significant at the 5% or 10% level.  
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Combining both sets of results, we conclude that upstream firms emit less COD and wastewater 

overall and also produce fewer COD emissions or less wastewater per value of output (by adopting 

cleaner technologies), confirming the theoretical predictions. 

Recall that the ESR database samples the most polluting firms in each county. Given that we 

focus on a small region around each monitoring station, many of the upstream and downstream 

firms are located within the same county. This causes a potential selective attrition problem 

because upstream firms facing tighter regulations tend to emit less and are thus less likely to be 

sampled in the ESR database compared to downstream firms. If such selection exists, our results 

in Table 1.10 will be underestimated, because the upstream firms that reduced the most pollution 

are no longer included in the sample. Thus, when we evaluate the environmental benefits of water 

monitoring, the estimates in Table 1.10 should be regarded as lower bounds.  

C. Political Economy of Water Quality Monitoring 

Our empirical analyses have shown that upstream firms’ productivity is negatively affected by 

water quality monitoring. Our explanation is that, because water quality readings are politically 

important, local officials have incentives to enforce tighter regulations on upstream firms than on 

downstream firms. In this section, we explicitly explore such political-economic incentives behind 

water quality monitoring.  

First, we document how upstream and downstream firms are treated differently by the 

government. In the ESR dataset, we find that upstream firms have substantially lower COD 

emission and wastewater discharge. In the ASIF dataset, we also have information on the waste 

discharge fees paid by each firm in 2004. If the government imposes a “fair” rule of punishing 

upstream and downstream firms for emissions, we should expect downstream firms to pay more 

than upstream firms, due to their higher emission levels. However, as shown in Panel A of Table 

1.10, we find that upstream firms actually pay significantly more waste discharge fees to the 

government, despite that they emit much less. In other words, local governments are able to charge 

firms at differentiated emission fee rates, even though these firms are located close to each other 

and are within the same administrative jurisdiction. This double-standard phenomenon is not 

unique in our study and has been documented in some other settings as well. For example, Liu 

(2017) investigates China’s tax reform and finds that local governments of China are able to collect 

additional informal taxes from certain firms for fiscal revenue. Fan et al. (2017) study China’s 

value-added tax (VAT) system and show that firms located farther away from local tax agencies 

experience the largest increase in tax burden after VAT enforcement costs are brought down by a 

new information technology. Local governments in China have substantial discretion in the 

management of taxation and various fees. 

Second, we examine the political incentives of local officials. As documented in the Chinese 

meritocracy literature, China has an implicit rule that a prefecture-level governor cannot be 

promoted to a higher level if his/her age reaches 57 (Xi et al., 2017). This creates a discontinuous 

drop in political incentives at the age of 56. To test whether the TFP effects of water quality 

monitoring can be explained by political incentives, we digitize the résumés of every prefectural 

party secretary (the highest-ranked political leader in a prefectural city) between 2000 and 2007. 

We define a leader as “having strong political incentives” if he/she is younger than 56 in a given 

year, and “having weak political incentives” otherwise. We then assign a monitoring station either 

to an “incentivized” or “un-incentivized” party secretary in a given year and analyze two 
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subsamples based on whether the monitoring station is under the governance of an “incentivized” 

leader in a particular year. The RD results are summarized in Panel B of Table 1.9.  

We find that, when the prefectural city leader has strong political incentives, water quality 

monitoring has a statistically significant impact on upstream firms’ TFP. The estimated impacts 

range from 0.57 to 0.66 using different kernel functions and are nearly twice as large as the baseline 

results in Table 1.2. In sharp contrast, when the prefecture city leader has weak promotion 

incentives, the TFP gap remains precisely at zero in all specifications. These results imply that the 

TFP discontinuity across the monitoring stations is driven by the political incentives of local 

officials.16 

Third, despite the fact that state-controlled monitoring stations are established and run by the 

central government, it is still possible that local officials can exert their administrative powers to 

influence the water quality monitoring. Our concern is that, if local governments can manipulate 

water quality readings, they may be less incentivized to regulate upstream firms’ emissions. These 

is evidence that air pollution data has been manipulated at the margin in some Chinese cities 

because air quality is important for political evaluation (Ghanem and Zhang, 2014).  

To test this hypothesis, we estimate the RD separately for two types of monitoring stations: 

automatic stations and manual stations. Automatic stations conduct all water quality tests 

automatically and report the data directly to the central government, while manual stations require 

technicians to conduct the tests manually. 17  Because it is difficult for local governments to 

manipulate data from the automatic stations, we expect a larger TFP gap around automatic stations. 

Panel C of Table 1.9 reports the findings: while we see an upstream-downstream TFP gap for 

both types of stations, this effect is much larger for automatic stations (almost three times larger). 

As the sample size shrinks substantially, most RD estimates are statistically significant only at the 

10 percent level.  

D. Enforcement in Practice 

The results in the previous subsections are instrumental for the understanding of China’s 

environmental regulations. In particular, we show that similar firms adjacent to each other can live 

in dramatically different regulatory environments, leading to different firm behaviors and 

diverging productivity. 

To confirm these findings with qualitative materials, we conducted multiple field trips and 

interviewed dozens of firm managers and technicians working in the monitoring stations. Our 

discussions reveal that, not only do upstream firms bear larger burdens of emission fees, as shown 

in our empirical analyses, they also face a variety of command and control regulations that cannot 

be easily quantified in our data. For example, in one city, we learned that firms’ production could 

be abruptly restricted or even suspended by the local government in order to improve water quality 

readings. In China’s most polluted river basin, Huai River basin, environmental inspectors were 

                                                           
16 In an alternative specification, we use the panel dataset, and exploit the age change from 56 to 57, holding 
the leader fixed. The main results still go through with this much more restrictive specification, as shown in 
Appendix Table 4.6. 
17 Most stations were manual in the 1990s and early 2000s, but these were gradually replaced by automatic 
stations, in order to improve the accuracy of water quality reporting. Weekly water quality reports from the 
automatic stations are posted by the MEP at http://datacenter.mep.gov.cn/index and real-time water quality 
readings can be accessed at http://online.watertest.com.cn/help.aspx. 

http://datacenter.mep.gov.cn/index
http://online.watertest.com.cn/help.aspx
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placed in the polluting firms from time to time to ensure their compliance with environmental 

standards. These inspectors visited upstream firms more frequently because they knew these firms 

had large impacts on water quality readings. In some extreme cases, if certain firms do not comply 

with the regulation, electricity and natural gas supply could even be cut in order to meet the city’s 

environmental abatement target.  

Regulatory documents from local governments tell a similar story. Urgent orders were issued 

when local governments realized water quality readings might fail to meet higher-level 

government policy targets. A recent example of such an order, which attracted wide media 

attention in China, is presented in Appendix C. In this example, Kunshan city in Jiangsu Province 

required 270 manufacturing firms to suspend their production in order to improve water quality. 

Sluice gates along the rivers were closed and the pumping facilities were shut down so that no 

wastewater could be discharged into the rivers, even after abatement treatment. Special 

investigators were sent to the plants to enforce the production suspension policy. While some of 

these command and control policies cannot be quantitatively analyzed in our empirical analysis, 

they do help explain why China’s water quality monitoring can be so effective in reducing water 

pollution and has such a significant impact on upstream firms’ productivity.  

 

1.6 Economic Significance 

A. Economic Costs under Various Scenarios 

Our baseline model estimates that water quality monitoring has caused an average loss in TFP 

of 0.31 logarithmic units for polluting firms (as shown in Panel B of Table 1.2), equivalent to a 

26.7% drop. To translate this TFP loss into monetary value, one may ask what would happen if all 

of China enforced regulatory standards as stringent as those faced upstream. The total industrial 

output value (total revenue) from the polluting firms was about 11 trillion Chinese yuan (1,380 

billion USD) in 2006.18 If all these firms were subject to water quality monitoring regulations as 

stringent as those faced by the upstream firms in our empirical setting, the total annual loss in 

output value would exceed 4.0 trillion Chinese yuan (502 billion US dollars) based on 2006 

industrial output value.19  

However, the regulations faced by upstream firms may be too stringent to apply to all the other 

firms in the country. A more informative counterfactual would be to determine the TFP loss and 

economic costs associated with a given amount of emission abatement. Recall that all the firms in 

the ESR database together contribute 85% of China’s total emissions, and all of them are local 

large emitters regardless of industry or revenues.  

Because we are unable to match the ESR firms with ASIF firms, we cannot directly link the 

TFP estimates with COD estimates without imposing additional assumptions. The TFP and COD 

effects of water monitoring we estimated in previous tables essentially are the following:  

(5)        TFPATE|Revenue ≥ 5 million = E(TFP1 − TFP0|Revenue ≥ 5 million) 

                                                           
18 We use the 2006 exchange rate of 1:7.97. 
19 We compute the difference between the counterfactual output of 14,973.7 billion Chinese yuan (calculated 
by 10975.7/(1-26.7%)) and the observed output of 10,975.7 billion Chinese yuan in the polluting industries 
in 2006. The calculations for other parts follow the same method. 
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(6)        CODATE|COD ≥  x = E(COD1 − COD0|COD ≥  x) 

where TFPATE|Revenue ≥ 5 million  is the average treatment effect of water quality 

monitoring on TFP for firms with annual revenues over 5 million yuan, and CODATE|COD ≥  x is 

the average treatment effect of monitoring on emitters that produce COD pollution more than a 

given threshold x. TFP1 is the TFP for downstream firms, and TFP0 is the TFP for upstream firms.  

The average treatment effects on TFP and COD over the entire distribution are:  

(7)      TFPATE =  Prob(Revenue ≥ 5 million) ∙ TFPATE|Revenue ≥ 5 million +
Prob(Revenue < 5 million) ∙ TFPATE|Revenue < 5 million 

(8)     CODATE = Prob(COD ≥ x) ∙ CODATE|COD ≥ x + Prob(COD < x) ∙ CODATE|COD < x 

where the probabilities could be written as the share of firms appearing in each sample: 

Prob(Revenue ≥ 5 million) =
𝑁𝐴𝑆𝐼𝐹

𝑁
,  Prob(Revenue < 5 million) = 1 −

𝑁𝐴𝑆𝐼𝐹

𝑁
; 

Prob(COD ≥ x) =
𝑁𝐸𝑆𝑅

𝑁
,  Prob(COD < x) = 1 −

𝑁𝐸𝑆𝑅

𝑁
. 

While we cannot directly estimate “TFPATE|Revenue < 5 million” and “CODATE|COD < x” in 

the data, we attempt to back them out by extrapolating the intra-sample heterogeneous treatment 

effects on TFP and COD. 

In Table 1.11, we estimate the heterogeneous treatment effects of water quality monitoring on 

TFP with respect to firms’ revenues, and the heterogeneous treatment effects of water quality 

monitoring on COD emission intensity with respect to firms’ total COD emissions using the 

polynomial RD approach.20 The revenue heterogeneity is estimated by using the polynomial RD 

approach with an interaction term between the downstream dummy and firms’ revenue (log). We 

use the specification in Column 1 of Table 4.4 as our preferred parametric specification because it 

generates the closest RD estimates to the non-parametric RD estimates. To allow for non-linear 

heterogeneity, we also include quadratic and cubic interactions in the regressions. Based on the 

regression results, we then predict the estimated impacts at different levels of revenues and 

summarize the results in Panel A. We find that the TFP effect is substantially larger for larger 

firms and non-existent for smaller firms. The effects of water quality monitoring on TFP for the 

smallest 20% of firms (among all the firms with an annual revenue of above 5 million Chinese 

yuan) become negligible. The results are the same if we use quadratic or cubic heterogeneity. In 

Panel B, we conduct a similar analysis for COD emission intensity and check whether the effect 

of monitoring varies across different polluting sources. We find the same pattern: larger emitters 

are strongly affected by water quality monitoring, while the treatment effect becomes essentially 

zero for the smallest 20% of emitters in the ESR sample. These findings again confirm that the 

“Grasping the Large and Letting Go of the Small” strategy discussed in section IV B is applied to 

the context of water quality regulations.  

                                                           
20 Ideally, we should also apply the non-parametric RD estimates to different sub-groups of firms and 
estimate the heterogeneity separately for each sub-group. However, doing so significantly reduces the sample 
size of each group and we would not have strong enough statistical power to make a reliable inference. In 
Appendix Table 4.6, we divide the sample into only two groups and find results that are largely consistent 
with Table 1.11: the impacts of water quality monitoring are primarily experienced by larger firms or 
emitters and are negligible for their smaller counterparts. 
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In addition, there is an “exit” variable in the ASIF database documenting whether a firm is 

excluded from the sample in the following year. A firm that earns less than 5 million Chinese yuan 

in a particular year, based on the sampling criteria, is dropped from (“exits”) the database the next 

year. This outcome provides additional information on whether water quality monitoring affects 

firms at the margin. In Appendix Table 4.7, we find that the probability of exiting the ASIF 

database is not affected by water quality monitoring. This finding again shows that monitoring 

does not affect smaller firms at the margin.  

Given these findings, if we assume that water quality monitoring does not increase the TFP or 

emission levels of upstream firms, and that the size of the treatment effect on TFP or emissions is 

a well-behaved function with respect to revenue or emissions, then we can make the following 

extrapolations:  

(9)     TFPATE|Revenue < 5 million = 0 

CODATE|COD < x = 0 

Intuitively, as the smallest producers and emitters in our ASIF or ESR dataset already have zero 

treatment effects, the even smaller producers and emitters (those excluded from the ASIF/ESR 

dataset) also should have zero treatment effects. We can therefore simplify Equations 7 and 8 to 

the following: 

(10)        𝑀𝑅𝑆 =
𝑇𝐹𝑃𝐴𝑇𝐸

𝐶𝑂𝐷𝐴𝑇𝐸
=

𝑁𝐴𝑆𝐼𝐹

𝑁𝐸𝑆𝑅
∙

TFPATE|Revenue≥5 million

CODATE|COD≥ x
 

The sample we use for estimation includes 6,581 firms in polluting industries from the ASIF 

database and 9,888 polluters from the ESR database. Using this equation, we can calculate the 

economic costs of water pollution abatement.   

In Table 1.12, we compute the economic costs for various scenarios. For easy reference, Panel 

A reproduces the key results from Tables 1.2 and 1.10, and Panel B calculates the economic costs. 

We focus on the estimates in Column 1 because they produce modest values across all 

specifications. We first focus on COD emissions. Water quality monitoring reduces COD 

emissions by 0.83 logarithmic units and decreases TFP by 0.31 logarithmic units. A 10% change 

in total COD emissions causes a 2.49% change in TFP levels in the polluting industries.21 Using 

alternative specifications produces slightly different results, which are reported in Columns 2–4. 

Similar interpretations can also be applied to COD emission intensity. In Column 1, an upstream 

firm’s COD emission intensity is about 0.55 logarithmic units lower than that of a downstream 

firm. This means a 10% change in COD emission intensity causes a drop in TFP by about 3.75%. 

Other combinations create slight variations, as summarized in Columns 2–4. 

During China’s 11th Five-Year Plan, total COD emissions were reduced by 12.45% from 2006 

to 2010 (with the target being 10%). If we attribute the entire COD reduction from 2006 to 2010 

to the polluting industries, then this 12.45% abatement in COD emissions would cause a total 

output loss worth 352 billion Chinese yuan (44.2 billion USD) in the polluting industries, based 

                                                           
21 The way we interpret this relationship is analogous to the Wald estimator in the two-stage setting, except 
that we do not have a readily available tool to combine the two stages from two different samples non-
parametrically and we need to adjust for sample size. Water quality monitoring reduced COD emissions by 
0.83 logarithmic units and TFP by 0.31 logarithmic units, so a 10% change in COD emissions will lead to a 
(6,581/9,888)*(0.31/0.83)*10% (= 2.49%) change in TFP.  
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on 2006 industrial output values.22 The annual reduction in COD emissions between 2006 and 

2010 was roughly 2.5%, equivalent to an annual loss of 69 billion Chinese yuan (8.7 billion US 

dollars) in gross industrial output value per year using 2006 Chinese yuan.  

In 2015, the gross output value (of firms above designated size) in China exceeded 110 trillion 

Chinese yuan, and about 35% of output value (38.8 trillion Chinese yuan) is contributed by the 

polluting industries. The central government aims to reduce COD emissions by another 10% 

during the 13th Five-Year Plan, from 2016 to 2020. Applying our estimates to the 2015 data, we 

can infer that the total output loss would be around 990 billion Chinese yuan (159 billion US 

dollars) under current monitoring and enforcement practices. 23  Other specifications generate 

slightly different estimates, ranging from 936 to 1,099 billion Chinese yuan (150.5 to 176.7 billion 

USD).   

Note that we make two strong assumptions in calculating the economic costs. First, we 

implicitly assume the marginal cost of abatement is linear so that the large and small emission 

reductions have proportional impacts on productivity. Second, we assume that the estimates in 

Table 1.10 are reliable and potential data manipulation would not significantly change our 

estimates.  

B. Potential Sources of Bias 

There are several reasons why the estimates in Table 1.12 may understate the true economic 

costs of China’s water pollution controls. First, we use a conservative estimate of the effect of 

monitoring on TFP in our calculations. In fact, as shown in Table 1.3, the TFP loss due to water 

quality monitoring has increased from 0.31 to 0.40 since 2003. If we use these larger TFP estimates, 

the associated economic costs will increase.  

Second, although we provide evidence that the smaller firms or emitters in our data are not 

affected by water quality monitoring, the assumption that water quality monitoring does not affect 

even smaller (unobserved) firms or emitters at all may still be violated. Shutting down very small 

polluters can be a feasible policy for some local governments to enforce tighter environmental 

standards. The TFP loss due to shutdown cannot be captured in our estimation.  

Third, the distinction between polluting and non-polluting industries is based on two- to three-

digit industrial codes. This distinction does not rule out the possibility that some firms in the non-

polluting industries may also emit pollutants and are therefore regulated by local governments. If 

this is the case, the estimated TFP and economic loss are understated.  

Fourth, some regions have a high density of monitoring stations as well as multiple tributaries 

along the main streams. These monitoring stations are excluded from our sample because we 

cannot credibly identify the upstream and downstream townships. If there are more monitoring 

stations in more polluted regions, some of the most polluted regions and firms are excluded from 

our sample; if environmental regulations are even more aggressively enforced in more polluted 

regions, the TFP loss in these regions could be even larger.  

                                                           
22 We estimate that a 10% change in total COD emissions will cause a 2.49% change in TFP, which implies that 
a 12.5% change in total COD emissions will cause a 3.11% change in TFP. We then compute the difference 
between the counterfactual output of 11,328 (10,975.7/(1-3.11%)) billion and the observed output of 
10975.7 billion in 2006. The calculations for other parts follow the same method.  
23 We use the 2015 exchange rate of 1 USD to 6.22 Chinese yuan.  
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Finally, we only compute the direct economic costs caused by TFP loss. Previous research has 

shown that tighter environmental regulation can also cause unemployment, firm relocation, and 

worker migration, and can change the flow of investment. These indirect costs are non-trivial and 

should be considered when calculating the overall economic costs of environmental regulations.   

 

1.7 Conclusion 

As the income levels of the Chinese people rise, the country starts to face a stark tradeoff 

between preserving high environmental quality and sustaining robust economic growth. This paper 

is the first study to credibly estimate the impacts of environmental regulations on Chinese 

manufacturing firms and provides a timely assessment of the economic costs of China’s water 

pollution control policies. We exploit a regression discontinuity design based on the upstream-

downstream relationship of water quality monitoring stations in China and find that tighter water 

quality regulations lead to significant TFP loss for firms located upstream from monitoring stations. 

This is the case for firms in polluting industries; such a discontinuity is not observed for firms in 

non-polluting industries. 

We estimate that water quality monitoring reduces TFP levels by 26.7% in firms located 

immediately upstream from monitoring stations. This TFP loss is driven mainly by private Chinese 

firms instead of state-owned or foreign firms. A closer examination of the TFP effect by year 

reveals that the impacts of water quality controls have been greater in more recent years, consistent 

with the fact that environmental regulations in China have tightened over the past decade.     

We also investigate the impacts of water quality monitoring on emissions. Using another firm-

level dataset, we find that, at the extensive margin, upstream firms emit substantially (52.8%–

62.8%) less COD and industrial wastewater than downstream firms; and, at the intensive margin, 

upstream firms adopt cleaner technology and emit less pollution per value of output (38.7%–

49.3%).  

Combining both sets of estimates, we calculate the economic costs of China’s water pollution 

control policies. We estimate that a 10% abatement in COD emissions and COD emission intensity 

can lead to a 2.35%–2.75% and 3.43%–4.21% drop in a polluting firm’s TFP respectively. These 

estimates imply that China’s efforts in reducing COD emissions from 2016 to 2020 would cause 

a total loss in output of 936 to 1,099 billion Chinese yuan (150.5 to 176.7 billion US dollars) in 

the polluting industries, at least if current monitoring and enforcement practices remain unchanged.  

Overall, our findings highlight the negative impacts of environmental regulations on 

productivity. The estimated efficiency loss is substantial; so high environmental quality comes at 

high economic cost. This is particularly salient for fast-growing economies that rely heavily on 

manufacturing.  

Political incentives are fundamental to understanding China’s environmental regulation. We 

show that the effect of environmental regulation depends on local officials’ chances of promotion 

and local government’s power to manipulate environmental data. Specifically, the TFP difference 

between upstream and downstream firms becomes twice as large when the city leader has a greater 

probability of promotion, and it approaches zero when the city leader cannot be promoted. The 

effect of water quality monitoring on TFP is substantially larger for stations that automatically test 

and report water quality to the central government.  
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Our findings also demonstrate that environmental regulations have profound distributional 

consequences. In the context of water quality monitoring, emission controls in upstream regions 

will improve the water environment in downstream regions. Upstream firms abate emissions and 

earn reduced profits, while downstream regions enjoy both higher environmental quality and more 

rapid economic growth. In the long run, these effects may imply a spatial redistribution of 

economic activity, population and social welfare.  

Nevertheless, our findings do not answer the broader question of whether China’s current 

environmental regulation standards are too aggressive or too lenient, because we do not know 

Chinese people’s willingness to pay for cleaner surface water. After all, little research has been 

conducted on the socio-economic costs of water pollution in China. 24  To what extent 

environmental regulations should be designed and enforced, especially in developing countries 

that rely heavily on manufacturing industries, remains an underexplored research area.  

We conclude by pointing out some limitations of this study and offering directions for future 

research. First, the estimates in this paper are derived in a partial equilibrium framework. We focus 

on a unique setting that affects only a small set of firms. Large-scale regulation will affect 

aggregate output and input markets, and our estimates should be interpreted with caution when 

used to evaluate large-scale environmental policies. Second, our sample covers a relatively short 

period of time, while firms might be able to better adjust investment and production in the long 

run. With the growing availability of firm-level longitudinal data, investigating how firms respond 

to regulation over long periods of time will be an important area for future research. Relatedly, 

sorting and its subsequent welfare implications are important for long-term impact assessment. 

Finally, with the expectation of increasingly tighter environmental regulations in China, 

entrepreneurs and investors may choose to develop businesses in non-polluting industries. Tighter 

environmental regulations in the polluting industries may create externalities affecting non-

polluting industries, and there is a lack of rigorous empirical studies to quantify the impacts of 

such spillover effects on the economy. 

 

 

 

  

                                                           
24 Two exceptions are that (1) Ebenstein (2012) finds that China’s surface water pollution has caused an 
increase in deaths from digestive cancers; and (2) He and Perloff (2016) find that a deterioration in surface 
water quality from Water Quality Grade Level I to Level III is associated with higher infant mortality.  



28 
 

Table 1.1 Covariate Balance Between Upstream Downstream Firms 

  Mean  Mean Difference 

  Downstream Upstream  ≤10km 

    (1) (2)   (4) 

Panel A. Time-Invariant Factors    

 Year of Opening 1982.55  1984.16   -0.76 

  (76.06) (53.87)  (1.19) 

 SOE 0.24  0.27   0.02 

  (1=Yes, 0=Others) (0.43) (0.44)  (0.02) 

 Foreign 0.16  0.19   -0.00 

  (1=Yes, 0=Others) (0.37) (0.39)  (0.02) 

Panel B. Pre-2003 Firm-Level Characteristics   

 Value Added 8.42  8.48   0.10 

 (log) (1.24) (1.32)  (0.09) 

 Profit 1.19  2.13   0.30 

 (billion yuan) (6.65) (11.75)  (0.68) 

 # of Employee 5.06  5.15   0.10 

 (log) (1.09) (1.15)  (0.09) 

 Capital Stock 1# 8.96  9.04   0.17 

 (log) (1.71) (1.83)  (0.12) 

 Capital Stock 2# 9.00  9.07   0.15 

 (log) (1.70) (1.83)  (0.12) 

 Intermediate Input 9.38  9.48   0.11 

 (log) (1.32) (1.38)  (0.10) 

 Tax 2.22  2.26   0.11 

 (log) (2.18) (2.27)  (0.15) 

 Obs. 2,190  2,659    

Notes: The sample consists in ASIF firms from 2000–2002 (pre-regulation), that lie within 10km 

of a water monitoring station. Columns 1–2 report the means and standard deviations of firm 

characteristics. Column 3 tests the covariate balance between upstream and downstream firms. 

The difference coefficients are obtained by running OLS regressions of firm characteristics on 

an upstream dummy and water quality monitoring station and industry fixed effects. Standard 

errors reported in the parentheses are clustered at the water monitoring station level. # Capital 

Stock 1 measures the value of fixed assets at the end of year and Capital Stock 2 measures the 

annual average value of fixed assets.  

  



29 
 

Table 1.2 RD Estimates of the Impact of Water Quality Monitoring on 

TFP     

  Polluting Industries 

Non-Polluting 

Industries 

    (1) (2) (3) (4) (5) (6) 

         
Panel A: Water Quality Monitoring and TFP       

 TFP (log) - Polluting Industries 0.36 0.38 0.43 -0.00 0.02 -0.05 

  (0.23) (0.24) (0.28) (0.14) (0.15) (0.14) 

 Bandwidth (km) 4.18  3.88  2.88 4.71 4.14 4.19  

              

Panel B: Water Quality Monitoring and 

Residual TFP             

 TFP (log) - Polluting Industries 0.25* 0.25** 

0.33*

* -0.01 0.00 0.02 

 (Station FE Absorbed) (0.14) (0.13) (0.15) (0.09) (0.10) (0.11) 

 Bandwidth (km) 5.80  5.98  4.82  6.02  5.48  4.26  

              

Panel C: Water Quality Monitoring and 

Residual TFP             

 TFP (log) - Polluting Industries 
0.31*

* 0.31** 

0.35*

* 0.02 0.03 0.03 

 (Station and Industry FE Absorbed) (0.15) (0.15) (0.16) (0.08) (0.08) (0.09) 

 Bandwidth (km) 6.56  6.54  5.41  5.553 4.918 4.329 

                

 Obs. 6,582 6,582 6,582 

12,42

2 12,422 

12,42

2 

  Kernel  
Triang

le 

Epane

ch. 

Unifor

m 

Triang

le 

Epane

ch. 

Unifor

m 

Notes: Each cell in the table represents a separate regression. TFP is estimated using Olley and 

Pakes (1996) method. The discontinuities at monitoring stations are estimated using local linear 

regressions and MSE-optimal bandwidth proposed by Calonico et al. (2014) and Calonico 

(2017) for different kernel weighting methods. Standard errors clustered at the monitoring 

station level are reported below the estimates. * significant at 10% ** significant at 5% *** 

significant at 1%. 
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Table 1.3 Heterogeneous Impacts of the Impact of  Water Quality Monitoring on TFP  

  

Residual TFP – Polluting 

Industries 

Residual TFP – Non-Polluting 

Industries 

    (1) (2) (3) (4) (5) (6) 

        
Panel A: By Ownership      

 Private Firms 0.34** 0.37** 0.31* 0.04 0.04 0.03 

 

 
(0.17) (0.18) (0.18) (0.08) (0.08) (0.09) 

 Obs. 5,636 5,636 5,636 10,084 10,084 10,084 

             BW 5.965 5.590 5.087 6.052 6.059 5.537 

 SOEs -0.31 -0.16 0.23 -0.13 -0.10 -0.01 

 

 
(0.52) (0.54) (0.50) (0.25) (0.25) (0.27) 

 Obs. 635 635 635 1,357 1,357 1,357 

 BW 4.282 4.474 4.407 4.724 4.545 3.955 

 Foreign Firms -0.06 -0.07 -0.11 -0.12 -0.15 0.02 

 

 
(0.27) (0.28) (0.31) (0.40) (0.42) (0.25) 

 Obs. 1,104 1,104 1,104 2,427 2,427 2,427 

 BW 6.927 6.541 5.479 3.287 3.070 4.286 

        
Panel B: By Size      

 Small Firm 0.16 0.16 0.14 -0.13 -0.12 -0.14 

  (Empl<50) (0.29) (0.24) (0.25) (0.15) (0.14) (0.13) 

 Obs. 1,998 1,998 1,998 4,357 4,357 4,357 

 BW 7.400 8.096 6.273 3.823 3.985 3.758 

 Large Firm 0.41*** 0.42*** 0.40** -0.01 0.01 0.04 

   (Empl≥50) (0.14) (0.15) (0.17) (0.09) (0.10) (0.11) 

 Obs. 5,369 5,369 5,369 9,691 9,691 9,691 

 BW 4.825 4.738 4.520 4.610 4.674 4.513 

        
Panel C: By Firm Age      

 Old Firms 0.33* 0.39** 0.45** 0.05 0.05 0.04 

  (0.17) (0.19) (0.21) (0.09) (0.09) (0.09) 

 Obs. 4,481 4,481 4,481 8,373 8,373 8,373 

 BW 6.695 5.881 4.624 5.432 5.199 4.526 

 Young Firms 0.48** 0.51** 0.39 -0.03 -0.00 0.07 

  (0.19) (0.21) (0.26) (0.16) (0.18) (0.20) 

 Obs. 1,438 1,438 1,438 2,627 2,627 2,627 

 BW 3.768 3.537 3.798 5.768 5.084 4.357 

        
  Kernel  Triangle Epanech. Uniform Triangle Epanech. Uniform 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry 

fixed effects are absorbed before estimating regression discontinuity. In columns 1–3, we report 

the estimated discontinuity for polluting industries, and in columns 4–6, we report the estimated 

discontinuity for non-polluting industries. Local linear regression and MSE-optimal bandwidth 

proposed by Calonico et al. (2014) and Calonico (2017) for different kernel weighting methods 
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are used for the estimation. Conventional local linear regression discontinuity standard errors 

clustered at the monitoring station level are reported below the estimates. * significant at 10% 

** significant at 5% *** significant at 1%. 
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Table 1.4. RD Estimates of the Impact of Water Quality Monitoring on TFP by Year 

  

Residual TFP – Polluting 

Industries 

Residual TFP – Non-Polluting 

Industries 

    (1) (2) (3) (4) (5) (6) 

        
Panel A: Before and After 2003     

 Before 2003 0.09 0.10 0.11 0.01 0.01 0.06 

  (0.19) (0.20) (0.24) (0.12) (0.13) (0.15) 

 Obs. 2,570 2,570 2,570 4,565 4,565 4,565 

 After 2003 0.36** 0.35** 0.40** 0.03 0.04 0.07 

  (0.16) (0.16) (0.17) (0.08) (0.09) (0.10) 

 Obs. 5,916 5,916 5,916 10,992 10,992 10,992 

        
Panel B. by Year      

 Year 2000 -0.09 -0.04 -0.00 -0.22 -0.21 -0.11 

  (0.34) (0.32) (0.36) (0.17) (0.18) (0.16) 

 Obs. 1,411 1,411 1,411 2,428 2,428 2,428 

 Year 2001 -0.02 -0.01 -0.04 -0.07 -0.05 -0.19 

  (0.21) (0.21) (0.24) (0.17) (0.18) (0.17) 

 Obs. 1,411 1,411 1,411 2,428 2,428 2,428 

 Year 2002 0.04 0.09 0.05 0.03 0.01 -0.02 

  (0.20) (0.20) (0.25) (0.13) (0.13) (0.12) 

 Obs. 2,106 2,106 2,106 3,644 3,644 3,644 

 Year 2003 0.30 0.34 0.37* 0.04 0.04 0.04 

  (0.29) (0.29) (0.21) (0.16) (0.16) (0.15) 

 Obs. 2,367 2,367 2,367 3,888 3,888 3,888 

 Year 2004 0.12 0.14 0.21 0.08 0.06 0.06 

  (0.30) (0.32) (0.31) (0.11) (0.11) (0.11) 

 Obs. 3,288 3,288 3,288 5,509 5,509 5,509 

 Year 2005 0.31 0.35 0.35 -0.04 -0.05 -0.06 

  (0.24) (0.25) (0.26) (0.15) (0.15) (0.15) 

 Obs. 3,750 3,750 3,750 6,296 6,296 6,296 

 Year 2006 0.48** 0.52** 0.61** 0.01 0.01 0.03 

  (0.22) (0.25) (0.27) (0.14) (0.15) (0.16) 

 Obs. 3,981 3,981 3,981 6,969 6,969 6,969 

 Year 2007 0.37** 0.38* 0.42* 0.14 0.15 0.17* 

  (0.19) (0.20) (0.22) (0.09) (0.09) (0.10) 

  Obs. 4,460 4,460 4,460 8,103 8,103 8,103 

  Kernel  Triangle Epanech. Uniform Triangle Epanech. Uniform 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry 

fixed effects are absorbed before estimating regression discontinuity. In columns 1-3, we report 

the estimated discontinuity for polluting industries, and in columns 4-6, we report the estimated 

discontinuity for non-polluting industries.  Local linear regression and MSE-optimal bandwidth 

proposed by Calonico et al. (2014) and Calonico (2017) for different kernel weighting methods 

are used for the estimation. Conventional local linear regression discontinuity standard errors 
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clustered at the monitoring station level are reported below the estimates. * significant at 10% 

** significant at 5% *** significant at 1%. 
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Table 1.5 Instrumental Variable Estimation using Hydrological Stations   

  Polluting Industries Non–Polluting Industries 

  Upstream TFP (log) Upstream TFP (log) 

    (1) (2) (3) (4) 

      

 

Upstream Hydrological 

Station 0.38**  0.30**  

  (0.18)  (0.14)  

 Upstream Monitoring Station  -0.35**  -0.08 

   (0.15)  (0.16) 

      

  Specification 1st Stage 2SLS 1st Stage 2SLS 

 Station FE Y Y Y Y 

 Industry FE Y Y Y Y 

 Observations 4,445 4,462 8,976 8,981 

 F Statistic 10.48 0.03 22.82 1.18 

Notes: Each column in the table represents a separate regression. We define "upstream 

monitoring station" as a dummy indicator for whether a firm is upstream from a monitoring 

station within a 10 km range, and similarly, we define "upstream hydrological station" as a 

dummy indicator for whether a firm is upstream from a hydrological station within a 10 km 

range.  Our outcome of interest is firm-level TFP estimated using Olley and Pakes (1996) 

method, our endogenous variable is "upstream monitoring station", and our instrumental 

variable is "upstream hydrological station". We present first-stage results and IV 2SLS results 

separately for firms in polluting industries (columns 1 and 2) and firms in non-polluting 

industries (columns 3 and 4). Monitoring station fixed effects are controlled for in all 

specifications. Standard errors are clustered at the monitoring station level.  * significant at 10% 

** significant at 5% *** significant at 1%. 
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Table 1.6 RD Estimates using Placebo Downstream 

Firms         

  Polluting Industries 

Non-Polluting 

Industries 

    (1) (2) (3) (4) (5) (6) 

         
Panel A: Water Quality Monitoring and TFP       

 TFP (log) - Polluting Industries 0.36 0.44* 0.26 -0.18 -0.20 -0.13 

  (0.23) (0.26) (0.29) (0.16) (0.15) (0.18) 

              

              

Panel B: Water Quality Monitoring and 

Residual TFP             

 TFP (log) - Polluting Industries 
0.48*

* 0.52** 

0.61*

** 0.13 0.11 0.14 

 

(Station and Industry FE 

Absorbed) (0.20) (0.21) (0.23) (0.13) (0.11) (0.12) 

 Obs. 4,435 4,435 4,435 8,001 8,001 8,001 

  Kernel  
Triang

le 

Epane

ch. 

Unifor

m 

Triang

le 

Epane

ch. 

Unifor

m 

Notes: Each cell in the table represents a separate regression, where each control firm is replaced 

by its best match in the whole sample from a pre-2003 nearest neighbour matching (based on 

TFP, industry, and other basic characteristics). TFP is estimated using Olley and Pakes (1996) 

method. The discontinuities at monitoring stations are estimated using local linear regression 

and MSE-optimal bandwidth proposed by Calonico et al. (2014) and Calonico (2017) for 

different kernel weighting methods. Standard errors clustered at the monitoring station level are 

reported below the coefficients in columns 1–5 and conventional local linear regression 

discontinuity standard errors clustered at the monitoring station level are reported in columns 6-

8. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 1.7 Robustness Checks:  Impact of Water Quality Monitoring on TFP   

  TFP – Polluting Industries 

    (1) (2) (3) 

     
Panel A. Alternative Ways to Estimate RD and Standard Errors   

 Bias-corrected RD Estimates 0.35** 0.34** 0.38** 

  (0.15) (0.15) (0.16) 

 Bias-corrected Robust Estimates 0.35* 0.34* 0.38** 

 

 
(0.19) (0.19) (0.19) 

  

   

Panel B. Alternative Ways to Choose Optimal Bandwidth   

 Bandwidth Chosen by MSE-Two Selector 0.30** 0.29* 0.25 

   (0.15) (0.15) (0.17) 

 Bandwidth Chosen by MSE-Sum Selector 0.31** 0.30** 0.34** 

 

 
(0.15) (0.15) (0.16) 

 Bandwidth Chosen by CER-D Selector 0.38** 0.40** 0.43** 

 

 
(0.19) (0.19) (0.20) 

 Bandwidth Chosen by CER-Two Selector 0.35** 0.39** 0.48** 

 

 
(0.17) (0.17) (0.20) 

 Bandwidth Chosen by CER-Sum Selector 0.37** 0.39** 0.44** 

 

 
(0.18) (0.19) (0.20) 

     
Panel C. Placebo Tests    

 Move Monitoring Stations Upstream by 5km 0.12 0.13 0.11 

  (0.16) (0.16) (0.16) 

 Move Monitoring Stations Upstream by 10km -0.08 -0.09 -0.08 

  (0.11) (0.11) (0.12) 

 Move Monitoring Stations Downstream by 5km 0.13 0.15 0.11 

  (0.09) (0.09) (0.11) 

 Move Monitoring Stations Downstream by 10km 0.03 0.05 0.07 

    (0.16) (0.15) (0.17) 

  Kernel  Triangle Epanech. Uniform 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry fixed 

effects are absorbed before estimating regression discontinuity. Conventional local linear regression 

discontinuity standard errors clustered at the monitoring station level are reported below the estimates 

(except Panel A). Local linear regression and MSE-optimal bandwidth selected by Calonico et al. (2014) 

and Calonico (2017) for different kernel weighting methods are used for the estimation (except Panel B). 

Monitoring station and industry fixed effects are absorbed before estimating regression discontinuity.  * 

significant at 10% ** significant at 5% *** significant at 1%. 
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Table 1.8 Channels: RD Estimates on other Measures       

  

Conventional  

Local RD 

Bias-Corrected RD Bias-Corrected 

Robust 

    (1) (2) (3) (4) (5) (6) 
        

Panel A. Output Related       

 Value-Added 0.10 0.09 0.04 0.04 0.04 0.04 

 (log) (0.20) (0.21) (0.20) (0.21) (0.26) (0.27) 

 Profit 1.07 1.18 1.34* 1.49* 1.34 1.49 

 (10 million yuan) (0.74) (0.80) (0.74) (0.80) (0.89) (0.95) 
        

Panel B. Input Related       

 Employees -0.11 -0.11 -0.16 -0.13 -0.16 -0.13 

 (log) (0.15) (0.14) (0.15) (0.14) (0.19) (0.19) 

 Intermediate Input -0.07 -0.04 -0.14 -0.11 -0.14 -0.11 

 (log) (0.21) (0.23) (0.21) (0.23) (0.29) (0.30) 

 Capital Stock 1 # -0.44 -0.42 -0.55** -0.54** -0.55 -0.54 

 (log) (0.27) (0.27) (0.27) (0.27) (0.34) (0.34) 

 Capital Stock 2 # -0.50* -0.48* -0.63** -0.61** -0.63* -0.61* 

 (log) (0.28) (0.28) (0.28) (0.28) (0.36) (0.35) 
        

Panel C. Naïve Labor and Capital Productivity     

 VA/Employee 0.23 0.31 0.26 0.36 0.26 0.36 

 (log) (0.20) (0.22) (0.20) (0.22) (0.25) (0.27) 

 VA/Cap Stock 1 0.27*** 0.28*** 0.26** 0.29*** 0.26** 0.29** 

     (log) (0.10) (0.11) (0.10) (0.11) (0.12) (0.13) 

 VA/Cap Stock 2 0.23** 0.26** 0.23** 0.27** 0.23* 0.27** 

 (log) (0.11) (0.11) (0.11) (0.11) (0.14) (0.14) 
        

Panel D. Porter Hypothesis      

 R&D -0.09 -0.10 -0.07 -0.10 -0.07 -0.10 

  (log) (0.35) (0.37) (0.35) (0.37) (0.55) (0.57) 

  Kernel  

Triangl

e 

Epanec

h. Triangle 

Epanech

. 

Triangl

e 

Epanech

. 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry 

fixed effects are absorbed before estimating regression discontinuity. We use post-2003 

collapsed data to estimate the regression discontinuities. Local linear regression and MSE-

optimal bandwidth proposed by Calnoico et al. (2014) and Calonico (2017) for different kernel 

weighting methods are used for the estimation. Station and industry fixed effects are controlled 

in all regressions.  Standard errors are clustered at the monitoring station level, and reported 

below the estimates. # Capital Stock 1 is measured by the value of fixed assets at the end of each 

year and Capital Stock 2 is the annual average value of fixed assets. * significant at 10% ** 

significant at 5% *** significant at 1%. 
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Table 1.9 Political Economy 

of Water Quality 

Monitoring           

  

Conventional  Local 

RD 

Bias-Corrected RD Bias-Corrected Robust 

    (1) (2) (3) (4) (5) (6) 

        
Panel A. "Double 

Standard"       

 

Waste Discharge 

Fee -1.15** -1.07** -1.41*** -1.32** -1.41** -1.32** 

 (log) (0.51) (0.53) (0.51) (0.53) (0.57) (0.60) 

        
Panel B. Strong vs. 

Weak Political 

Incentives       

 

TFP (log) - Strong 

Incentive 0.57*** 0.59*** 0.63*** 0.66*** 0.63*** 0.66*** 

  (0.19) (0.20) (0.19) (0.20) (0.21) (0.23) 

 

TFP (log) - Weak 

Incentive 0.01 0.08 0.00 0.07 0.00 0.07 

  (0.23) (0.24) (0.23) (0.24) (0.29) (0.31) 

        
Panel C. Automatic vs. Manual 

Monitoring Stations      

 

TFP (log) - 

Automatic 

Stations 0.92 1.01* 1.11* 1.22** 1.11 1.22* 

  (0.59) (0.57) (0.59) (0.57) (0.74) (0.71) 

 

TFP (log) - 

Manual Stations 0.26* 0.26* 0.27* 0.27* 0.27 0.27 

    (0.15) (0.15) (0.15) (0.15) (0.18) (0.18) 

  Kernel  Triangle Epanech. Triangle Epanech. Triangle Epanech. 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry 

fixed effects are absorbed before estimating regression discontinuity. We focus on polluting 

firms and use post-2003 collapsed data to estimate the regression discontinuities. Local linear 

regression and MSE-optimal bandwidth proposed by Calnoico et al. (2014) and Calonico (2017) 

for different kernel weighting methods are used for the estimation. Panel A examines how tax 

and waste discharge fee collected by the government differ between upstream and downstream 

firms. Panel B estimates the discontinuities separately using the subsamples where the 

Prefecture Party Secretary has or does not have strong promotion incentives (age<=57 vs. 

age >57). Panel C estimates the discontinuities separately for automatic and manual monitoring 

stations. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 1.10 RD Estimates of the Impact of Water Quality 

Monitoring on Emissions       

  

Conventional 

Local RD Bias-Corrected 

Bias-Corrected 

Robust 

    (1) (2) (3) (4) (5) (6) 

        
Panel A: COD Emission       

 COD Emission (log) 0.83* 0.75* 

0.99*

* 

0.92*

* 0.99** 0.92* 

  (0.44) (0.42) (0.44) (0.42) (0.49) (0.47) 

 

COD Emission Intensity (log) 

0.55** 0.49* 

0.68*

* 

0.62*

* 0.68** 0.62** 

  (0.27) (0.26) (0.27) (0.26) (0.32) (0.31) 

 

       

Panel B: Wastewater Discharge       

 Waste Water Discharge (log) 0.39 0.39 0.49 0.50 0.49 0.50 

  (0.33) (0.35) (0.33) (0.35) (0.40) (0.42) 

 

Waste Water Discharge Intensity 

(log) 0.34* 0.33* 

0.42*

* 

0.41*

* 0.42* 0.41* 

    (0.20) (0.20) (0.20) (0.20) (0.23) (0.22) 

 Bandwidth Selector MSE MSE MSE MSE MSE MSE 

 Obs. 9,888 9,888 9,888 9,888 9,888 9,888 

  Kernel  

Triangl

e 

Epanec

h. 

Triang

le 

Epane

ch. 

Triangl

e 

Epanec

h. 

Notes: Each cell in the table represents a separate regression. Monitoring station fixed effects 

are absorbed before estimating regression discontinuity. Local linear regression and MSE-

optimal bandwidth selected by Calonico et al. (2014) and Calonico (2017) for different kernel 

weighting methods are used for the estimation. Conventional local linear regression 

discontinuity standard errors clustered at the monitoring station level are reported below the 

estimates. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 1.11 Predicted Effects of Water Quality Monitoring on TFP and COD 

  Model 1 Model 2 Model 3 

    (1) (2) (3) 

     
Panel A. TFP Effects for Large and Small Firms (Measured by Industry Output Value) 

 20% (log Rev ~ 9.01) 0.14 0.10 0.11 

  (0.24) (0.23) (0.23) 

 40% (log Rev ~ 9.58) 0.27 0.32 0.32 

  (0.23) (0.22) -0.22 

 60% (log Rev ~ 10.16) 0.42* 0.50** 0.49** 

  (0.22) (0.21) 0.21 

 80% (log Rev ~ 10.92) 0.62*** 0.66*** 0.65*** 

  (0.22) (0.20) (0.20) 

     
Panel B. COD Effect for Large and Small emitters (Measured by COD Emissions) 

 20% (log COD ~ 5.97) 0.14 0.12 0.19 

  0.44  (0.43) (0.44) 

 40% (log COD ~ 7.46) 0.93** 0.96** 0.99** 

  (0.43) (0.43) (0.44) 

 60% (log COD ~ 8.70) 1.59*** 1.62*** 1.59*** 

  (0.43) (0.43) (0.43) 

 80% (log COD ~ 10.18) 2.38*** 2.34*** 2.27*** 

  (0.43) (0.43) (0.42) 

  Heterogeneity Specification Linear Quadratic Cubic 

Notes: This table reports the predicted effects of water quality monitoring on TFP and COD 

emission intensity. Monitoring station and industry fixed effects are absorbed before estimating 

regression discontinuity. In Panel A, we explore the TFP heterogeneity at different revenue 

levels, and in Panel B, we explore the COD intensity heterogeneity at different COD emission 

levels. We use parametric RD to estimate the heterogeneous effects using different heterogeneity 

functional forms. We choose the polynomial RD specifications that generate the closest 

estimates to the non-parametric estimates reported in Table 2 and Table 8 as the baselines.  We 

then include interactions to test the heterogeneity. "Linear" means that we use a linear interaction 

between the downstream dummy and log revenue (or log COD), and "quadratic" means we 

interact the downstream dummy with a quadratic function of log revenue (or log COD). Panel 

A shows that the monitoring effect is only significant for large firms, and Panel B shows that 

the monitoring effect is only significant for large emitters. 
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Table 1.12 Economic Costs of COD Abatement         

  Conventional Bias-Corrected 

    (1) (2) (3) (4) 

      
Panel A. Estimated Effect of Water Quality 

Monitoring     

 Effect on log TFP 0.31** 0.31** 0.35** 0.34** 

  (0.15) (0.15) (0.15) (0.15) 

 Effect on log COD Emission 0.83* 0.75* 0.99** 0.92** 

  (0.44) (0.42) (0.44) (0.42) 

 Effect on log COD Emission Intensity 0.55** 0.49* 0.68** 0.62** 

  (0.27) (0.26) (0.27) (0.26) 

      
Panel B. Estimated Economic Costs Estimates:      

 TFP Loss if all Polluting Firms are Monitored 26.66% 26.66% 29.53% 

28.82

% 

 TFP Loss per 10% COD Emission Abatement 2.49% 2.75% 2.35% 2.46% 

 

TFP Loss per 10% COD Emission Intensity 

Reduction 3.75% 4.21% 3.43% 3.65% 

 

Total Output Loss if all Polluting Firms are 

Monitored (billion CNY)  3988.9 3988.9 4599.6 4444.6 

 

Total Output Loss in the Polluting Industry 

during the 11th Five-Year Plan (billion CNY), A 351.98 390.86 332.60 348.16 

 

Total Output Loss in the Polluting Industry per 

2.5% COD Abatement (billion CNY), A 68.64 76.01 64.95 67.91 

 

Total Output Loss in the Polluting Industry per 

10% COD Abatement (billion CNY), A 279.79 310.48 264.48 276.77 

 

Total Output Loss in the Polluting Industry per 

2.5% COD Abatement (billion CNY), B 242.91 269.00 229.85 240.34 

  

Total Output Loss in the Polluting Industry per 

10% COD Abatement (billion CNY), B 990.2 1098.8 936.0 979.5 

 Kernel Tri Epa Tri Epa 

 

Gross Output Value in the Polluting Industry in 

2006 (billion CNY), A 10975.7 

  

Gross Output Value in the Polluting Industry in 

2015 (billion CNY), B 38844.9 

Notes: The gross output values were obtained from the website of the National Bureau of 

Statistics. A: calculation is based on gross output value (of industries above designated size) in 

2006; B: calculation is based on gross output value (of industries above designated size) in 2015. 
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Figure 1.1 Illustrating the Identification Strategy
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Figure 1.2 Distribution of Surface Water Quality Monitoring Stations 
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Panel A: TFP in Polluting Industries 

 

 

 

Panel B: TFP in Non-Polluting Industries 

 

Figure 1.3 RD Plot: Effects of Water Quality Monitoring on TFP
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Figure 1.4 RD Estimates by Year
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Figure 1.5 Distribution of Firms
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2 Fiscal Competition and Coordination: Evidence from China 

 

2.1 Introduction 

In his seminal 1956 paper, Charles Tiebout proposed the idea of “Tiebout Sorting,” under which 

different communities provide different bundles of public goods, and mobile households sort to the 

communities whose bundles best satisfy their needs. Under the Tiebout framework, inter-jurisdictional 

fiscal competition leads to an efficient provision of public goods and an optimal allocation of households 

across different communities. The idea of Tiebout sorting is not unique to labor, and has been generalized 

to the competition for other production factors, such as mobile capital or the locational choices of firms 

(White, 1976; Wellisch, 1996). Not surprisingly, the Tiebout results have traditionally been used to 

support fiscal federalism. 

In stark contrast, a large literature on fiscal competition argues the exact opposite: competition among 

local jurisdictions distort the provision of public goods, or the allocation of production factors, or both. 

The key insight behind this argument is the existence of fiscal externalities: a local jurisdiction regards 

the outflow of its production factors as a pure cost, but fails to internalize the potential benefits to other 

jurisdictions receiving extra production factors due to such relocations. This literature started with tax 

competition, where competing jurisdictions fail to internalize the positive externalities of their potential 

capital outflow, therefore tending to set an inefficiently low tax rate (Oates, 1970), and has been 

generalized to various contexts (Wildasin, 1991; Wilson and Gordon, 2003; Saavedra, 2000). Typically, 

this literature tends to focus on the inefficiencies associated with inter-jurisdictional competition, and thus 

advocate for a centralized coordinating policy to internalize the externalities created by resource flows 

across local jurisdictions. 

How empirically relevant is fiscal competition? Would fiscal competition lead to a higher or lower 

level of public good provision, as compared to fiscal coordination? How different is the allocation of 

production factors under these two regimes? Rigorous answers to these questions are crucial for the 

evaluation of different theoretical frameworks, and even more importantly, central to the long-standing 

debates on fiscal federalism.  

Identifying causal evidence on the existence and implications of fiscal competition and coordination is 

difficult, mainly due to the lack of a good counterfactual: jurisdictions that compete and those that 

coordinate are usually also different in many other unobservable ways. Therefore, despite rich suggestive 

evidence on the existence and implications of these two opposite regimes, a credible causal interpretation 

is still largely missing in the literature. 

In this paper, we intend to contribute to the empirical studies on fiscal competition, by providing causal 

evidence on the existence and implications of fiscal competition and coordination, using a unique 

empirical setting created by two novel national programs in China.  

The first national program is the massive construction of “Special Economic Zones (SEZs),” under 

which certain rural counties are selected by prefecture city governments, and given policy priorities to 

quickly become urbanized and industrialized. China built more than 1300 SEZs since the 1980s, and 
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within each prefecture city (henceforth, city),25 there exists at least one SEZ. Past studies have established 

that the SEZs have significantly higher labor productivity than their neighboring agricultural counties 

(Wang, 2013; Cheng 2015), and the successful construction of a SEZ is highly rewarding for the prefecture 

city it belongs to, both politically and economically. 

The second national program is the “Rural School Consolidation (RSC)” movement in China, under 

which the prefecture city governments were encouraged to rearrange the distribution of primary schools 

within their constituency, by closing small primary schools and consolidating them into larger schools, to 

realize economy of scale in education. Within one decade, under the RSC program, China closed more 

than 50% of its rural primary schools, which led to severe social problems and heated debates. Generally 

believed to have been over-implemented, the RSC program was terminated by the central government in 

2012.  

The combination of these two national programs creates an ideal empirical setting to identify the causal 

effects of fiscal competition and coordination, as illustrated in Figure 2.1. In this setting, the SEZ lies on 

the border of prefecture cities A and B, and is more productive than its neighboring counties. The SEZ 

belongs to city A, and in its neighborhood, some counties (treated) belong to the same prefecture city, A; 

while other counties (control) belong to a different prefecture city, B.  

Before the RSC program started, the provision of public goods was highly decentralized at the county 

level, so the treated and control counties each made their own decisions on local public goods, and neither 

of them would internalize the positive externalities of their labor flowing to the (more productive) SEZ. 

Therefore, the treated counties, the control counties, and the SEZ engaged in fiscal competition over local 

public good provision, inducing the reallocation of mobile labor. Because the treated and control counties 

are spatially adjacent, and they make the same competitive decision (provide high levels of public good 

to prevent labor from leaving for the SEZ), we expect that before the RSC started, the treated and control 

counties were well balanced in every measure, including the levels of public good provision and 

population outflow. 

After the RSC program started, the provision of primary schools became centralized at the prefecture 

city level. Since prefecture city A owns the SEZ, it internalizes the positive externalities of migration 

flows from the treated counties to the SEZ. Therefore, the leader of prefecture city A now makes a joint 

decision on primary schools for both the treated counties and the SEZ, and he has the incentives to 

coordinate them: by providing fewer primary schools in the treated counties, more labor would concentrate 

to the SEZ, increasing aggregate production for prefecture city A. In contrast, since prefecture city B does 

not own the SEZ, it does not internalize the positive externalities of migration flows from the control 

counties to the SEZ. Therefore, the leader of prefecture city B makes a decision on primary schools only 

for the control counties, and he still has incentive to compete with the SEZ: by providing more primary 

schools in the control counties, fewer workers would leave city B for the SEZ, increasing production for 

prefecture city B. Due to the opposite incentives of prefecture cities A and B, after the RSC program 

started, there should emerge a discontinuous gap between the spatially adjacent treated and control 

counties: the treated counties should close more schools and lose more population, as compared to the 

control counties. 

Since the RSC program only applies to primary schools but not to other types of public good, even 

after the RSC started, the provision of other types of local public good remains decentralized at the county 

                                                           
25 In the Chinese system, prefecture city is the level of government between province (comparable to state in the U.S. system) and 

county (comparable to county in the U.S. system). 
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level. Since both the treated and control counties still do not internalize the benefits of the SEZ, they keep 

on making competitive decisions for those other types of public good. While the differential amounts of 

primary schools imposed by the prefecture city governments might have indirect impacts on the decision 

for other types of public good, since the county governments have control over many other different types 

of public good, such indirect impacts would be split and attenuated between all those other types of public 

good. Therefore, for each specific type of local public good (other than primary schools), the impact of 

the RSC program is expected to be minimal, which means that other types of public good would likely 

remain balanced between the treated and control counties. 

In addition, given that economic growth is a key factor in the Chinese meritocracy system, politicians 

with stronger promotion incentives will likely care more about local GDP. Therefore, during the post-

RSC period, if the leader of prefecture city A has strong promotion incentives, we would expect to see a 

higher level of coordination between the treated counties and the SEZ, which means a higher level of 

primary school closure in the treated counties; if the leader of prefecture city B has strong promotion 

incentives, we would expect to see a higher level of competition between the control counties and the SEZ, 

which means a lower level of primary school closure in the control counties. 

To formalize the aforementioned intuitions, we present a simple model of asymmetric fiscal 

competition, which mimics our empirical setting, and transforms the intuitions into four key testable 

hypotheses: (1) before the RSC started, the treated and control counties should be well balanced in every 

measure; (2) after the RSC started, the treated counties closed more primary schools and had more 

population outflow than the control counties; (3) after the RSC started, except for primary schools, other 

types of local public good remain balanced between the treated and control counties; (4) after the RSC 

started, if the leader of prefecture city A has strong promotion incentives, the treated counties would close 

even more primary schools; if the leader of prefecture city B has strong promotion incentives, the control 

counties would close even fewer primary schools. 

Using a unique panel dataset of Chinese townships,26  we apply a spatial discontinuity design as 

illustrated in Figure 2.1, and find strong empirical evidence consistently confirming all four testable 

hypotheses. In addition, we also adopt various alternative specifications and placebo tests to check for 

robustness, explore for heterogeneity, and rule out competing explanations. 

This paper relates to several strands of literature.  

First and foremost, it contributes to the large literature on fiscal competition and strategic interactions 

among local governments, which falls more generally into the literature on decentralization and fiscal 

federalism. Tiebout (1956) first argues that mobile households can lead to regional competition that 

improves welfare, and this argument was later extended to mobile capital and firms (White, 1976; 

Wellisch, 1996). Using a case of tax competition, Oates (1972) shows that inter-governmental competition 

can lead to distortions in the public sector (tax rate in his case) and misallocation of the production factor 

(capital in his case). This idea was later formalized (Zodrow and Mieszkowski, 1986), and extended to 

many other forms of competition, including income redistribution (Wildasin, 1991), government 

expenditure (Wilson and Gordon, 2003), environmental policies (Fredriksson and Millimet, 2002), and 

welfare transfers (Saavedra, 2000). It has also been argued that regional competition may increase the 

provision of public good by “taming Leviathan governments” (Brennan and Buchanan, 1980), which is 

consistent with various stylized facts pointed out in the literature (Oates, 1985; Oates, 1989). While there 

                                                           
26 The county dataset does not contain information on primary schools, so our unit of analysis is at the township level, which in the 

Chinese system is a smaller unit below county. 
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exists a large body of theoretical literature with different forms and implications, solid causal evidence 

directly testing these models are surprisingly inadequate. As pointed out by Brueckner (2003), existing 

empirical literature typically justifies the existence of regional competition by testing some indirect 

implications of the theoretical models, and usually suffers from serious endogeneity problems. Our paper 

intends to estimate the causal effects of fiscal competition and coordination on public good provision and 

labor allocation. We address the identification threats mentioned in Bruckner (2003) using a spatial 

discontinuity design, and find that when governments are Leviathan, competition would increase public 

good supply and decrease the level of migration, which are consistent with the propositions of Brennan 

and Buchanan (1980). 

Second, this paper adds to the empirical tests of the Tiebout Sorting hypothesis. Since Tiebout (1956), 

there has been continuous efforts trying to justify Tiebout Sorting empirically. Earlier works generally 

focus on testing some indirect implications of the model, including capitalization and hedonics (Oates, 

1969; Rosen 1974), efficient provision of public good (Brueckner, 1982), stratification of demand for 

public goods and the link between diversity in income and provision of public good (Epple and Sieg, 1999; 

Rhode and Strumpf, 2003). More recently, the empirical literature tends to directly test the Tiebout 

mechanism using quasi-experimental changes in public goods, for example, among many others, Urquiola 

(2005) shows that inter-district school choice leads to sorting, Banzhaf and Walsh (2008) finds that people 

sort toward communities with increased air quality. In the context of China, a paper closely related to ours 

is Xing (2014), which uses individual-level census data to show that in villages where the RSC program 

is implemented (local primary school is closed), parents with school-aged children become much more 

likely to migrate out and seek for external schooling opportunities for their children. Although not its main 

focus, our paper also shows that when RSC program is implemented, students, teachers, and parents would 

sort after schools, which confirms the Tiebout hypothesis in the context of China. 

Third, this paper also speaks to the literature documenting China’s state-led style of urbanization. The 

central government of China always had the temptation to boost urbanization in the country (Fan el al., 

2012), and it has been estimated that the revenues from converting agricultural land into industrial use 

could account for 60-80% of the total government revenues in many parts of China (Zhu, 2005). As a 

result, promoting urbanization becomes highly profitable for the local governments, both politically and 

economically, and is highly prioritized by the local officials (Han and Kung, 2015). Among many attempts 

to promote urbanization, constructing SEZs has been proved highly successful in many regions (Wang, 

2013), but there are also cases of failure where the SEZs could not concentrate enough population and 

ended up being “ghost townships” (Chen and Li, 2015). This paper documents that the relocation of public 

good is an effective method through which many local governments boost urbanization for their SEZs, 

which is new to this literature, and could help improve our understanding of the patterns and welfare 

implications of the state-led urbanization in China. 

The remaining parts of this paper are organized as follows. Section 2 discusses the empirical context, 

provides qualitative evidence, and presents the identification strategy. Section 3 presents a simple model 

of asymmetric fiscal competition, which mimics the empirical setting, and formalizes the intuitions into 

four main testable hypotheses. Section 4 introduces the three datasets used in the paper. Section 5 formally 

examines the four testable hypotheses, and presents the main findings of the paper. Section 6 shows 

additional analysis to check for robustness, explore heterogeneity, and rule out alternative explanations. 

Section 7 concludes. 
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2.2 Context 

The empirical context of this paper is created by the combination of two national programs in China, 

the massive construction of the “Special Economic Zones (SEZs),” and the “Rural School Consolidation 

(RSC)” movement, which we introduce in sections 2.1 and 2.2, respectively. In section 2.3, we summarize 

anecdotal evidence on the interactions between these two national programs, which provides qualitative 

support for the existence of fiscal competition and coordination in our context. In section 2.4, we present 

the spatial-discontinuity design, which is the main identification strategy of this paper. 

Special Economic Zones 

As a place-based industrial policy tool, various kinds of Special Economic Zones (SEZs) have been 

constructed in many different countries, and overall, they show a mixed record of success (Farole & Akinci, 

2011). 

In the case of China, SEZs are usually county-level units based on land retired from agricultural 

production, which are given tax cuts and other preferential policies by the corresponding prefecture city 

governments to attract FDI and domestic investments.  

The Chinese experience with SEZs has been highly successful: Wang (2013) finds that SEZs bring 

higher levels of FDI to the corresponding prefecture cities in general, without crowding out domestic 

investment; Cheng (2014) finds that transforming an agricultural county into a SEZ increases local GDP 

level by about 6 percent after 5 years; Alder et al. (2015) find that the establishment of a SEZ is associated 

with an increase in the level of per capita GDP by about 18% for the host prefecture city.  

Since the promotion of local officials largely depends on their ability to boost economic growth (Li 

and Zhou, 2005), there also exists high political returns to the successful construction of a SEZ. Driven 

by the high economic and political benefits, China constructed more SEZs than any other country in the 

world (Boyenge, 2007). From 1980 to 2006, more than 1300 SEZs were built, with every prefecture city 

constructing at least one SEZ.  

As shown in the existing literature, due to reasons such as higher physical capital, agglomeration effects, 

tax cuts, and better technology, the marginal product of labor is significantly higher in the SEZs than in 

their neighboring counties, for both high-skilled and low-skilled workers (Wang, 2013; Alder et al., 2015).  

Rural School Consolidation 

The “One-Child Policy” in China led to steady decrease of school-aged children in rural areas since 

the 1980s, and the massive rural-urban migration further exacerbated this problem. Yet, more rural 

primary schools were constructed during the 1980s and 1990s under the “Compulsory Education” policy. 

As a joint result of these three forces, by 2000, there was an obvious surplus of rural primary schools, and 

some schools could hardly enroll enough students to be sustainable. 

To make efficient use of educational resources and realize economy of scale in education, in 2001, the 

central government issued the Decisions on the Reform and Development of Basic Education, which 

required the prefecture city governments to close small rural primary schools and consolidate them into 

larger schools. While starting from good intentions, this “Rural School Consolidation (RSC)” program 

was over-implemented by the local governments: in only one decade, China closed more than 50% of its 

rural primary schools,27 which means closing more than 4 schools every hour, and has continued over ten 

years. Not surprisingly, such ultra-large number of school closure far exceeded the magnitude of the 

                                                           
27 From 553622 in 2000 to 257410 in 2010. 
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shortage of rural students, and caused a series of negative aftermath for rural families: increased distance 

from home to schools, more frequent school bus accidents in rural areas, the number of boarding schools 

insufficient to meet increased boarding demands, higher schooling costs for rural families, and higher 

dropout rates, etc (Yang, 2012). These problems have been pointed out since 2005, and the central 

government warned the local governments twice on not over-implementing the RSC program, first in 

2006 and again in 2010, which, however, failed to slow down the striking trend of school closure in the 

rural areas. As a result, the central government chose to terminate the RSC program in 2012, and 

specifically emphasized that rural schools should be protected from being closed by local governments.28 

It is critical to note that before the RSC program started, the provision of rural education, like other 

types of local public good, was highly decentralized: decisions were made almost exclusively at the county 

and lower levels, and the prefecture city government had very limited ability to interfere;29 however, after 

the introduction of the RSC program, the prefecture city government suddenly obtained the authority to 

manage the distribution of primary schools across different counties. Therefore, the RSC program could 

be regarded as introducing a planner to make a joint decision on primary schools for all the counties in 

the same prefecture city. Meanwhile, since the RSC program only applies to primary schools, other types 

of public good are not directly influenced by this program. 

 

Qualitative Evidence on the Interactions between SEZ and RSC 

There exists rich anecdotal evidence from various sources that documents the interactions between the 

SEZ program and the RSC program: after the RSC program started, the prefecture city governments 

obtained the power to rearrange the distribution of primary schools across different counties within their 

constituency. To induce agricultural labor to migrate to their own SEZs, which have higher marginal 

products of labor, the prefecture city governments intentionally closed schools in the neighborhoods of 

their SEZs, and consolidated their resources into the schools in the neighboring SEZs. 

In their guidelines on the implementation of the RSC program, nearly all the provinces emphasize the 

intention of using the RSC program to promote urbanization (for examples, see documents of Hebei 

Province, Fujian Province, and Henan Province).30 A number of media reports also confirm that prefecture 

city governments utilize rural school consolidation to concentrate students and their families into the SEZs 

to promote urban and industrial development (see examples in Chengdu, Shuyang, and Lishui).31 In recent 

evaluations of the RSC program that were published on the state-owned media, researchers argue that 

                                                           
28 For more details, see the State Council (2006, 2010, 2012). 

29 For more discussion on the decentralized provision of public goods in rural China, see Wang (2008), Sato (2008), and Martinez-

Vazquez et al. (2008). 

30 Hebei: http://www.fnjy.net/Item/5427.aspx, 04-29-2006 

Fujian: http://www.fjshjy.net/zcfg/zcwj/201012/t20101209_74634.htm, 11-22-2010 

Henan: http://xsaq.haedu.cn/2010/10/12/1286866728093.html, 12-17-2010 

31 Chengdu: http://www.jyb.cn/basc/ts/201005/t20100513_359799.html, 05-13-2010 

Shuyang: http://paper.people.com.cn/jnsb/html/2007-09/13/content_19716392.htm, 09-13-2007 

Lishui: http://www.jslszx.gov.cn/ReadNews.asp?NewsID=1712, 07-23-2010 

http://www.fnjy.net/Item/5427.aspx
http://www.fjshjy.net/zcfg/zcwj/201012/t20101209_74634.htm
http://xsaq.haedu.cn/2010/10/12/1286866728093.html
http://www.jyb.cn/basc/ts/201005/t20100513_359799.html
http://paper.people.com.cn/jnsb/html/2007-09/13/content_19716392.htm
http://www.jslszx.gov.cn/ReadNews.asp?NewsID=1712
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many local governments have used the RSC program as an important tool to induce rural-urban 

migration.32 

Specifically, in a media interview with the leader of the education department of Shou County in Anhui 

Province, the local official clearly indicated that he was instructed by the upper-level officials to “close 

schools in the old regions and move them to the new SEZ.” The county government thus closed the best 

schools in the old region, although the RSC program was intended to close only those small and 

dilapidated schools.33 There are plenty of similar records in other regions of China. 

In a government report on the RSC program of Yulin City in Shaanxi Province, local officials found 

that among all the migrant workers, more than 30% chose to migrate because their children’s needs for 

schooling could no longer be satisfied in their hometown, which suggests that access to education is an 

important factor that affects people’s migration decisions in the context of rural China. This observation 

is also supported quantitatively by Xing (2014), who uses nationally representative datasets and finds that 

in villages where primary schools are closed, parents with school-aged children are much more likely to 

become migrant workers. 

 

Identification Strategy 

The identification strategy is based on a spatial-discontinuity design, as illustrated in Figure 2.1. 

Prefecture cities A and B are next to each other, there exists a SEZ on the border of the two prefecture 

cities, and it belongs to prefecture city A. Among the neighboring counties of this SEZ, some belong to 

the same prefecture city, A; others belong to the other prefecture city, B. We define those counties that 

are “in the neighborhood of the SEZ and belong to the same prefecture city” as “treated counties,” and 

those that are “in the neighborhood of the SEZ but belong to a different prefecture city” as “control 

counties.” 

The treated and control counties are spatially adjacent to each other, so if the regional characteristics 

change smoothly over space, the treated and control counties should be balanced in these measures. Since 

the treated and control counties are all in the neighborhood of the same SEZ, they face the same spill-over 

effects from the development of this SEZ. Given that every prefecture city has a SEZ, it is also reasonable 

to assume that prefecture city A and prefecture city B are not systematically different.34 Before the RSC 

program started, the provision of local public goods was determined at the county level, and neither the 

treated nor the control counties would internalize the positive externalities of their labor flowing to the 

SEZ, so the treated and the control counties would make the same competitive decisions: they would all 

provide high levels of public goods to prevent their labor from moving to the SEZ. All these reasons 

combined together, we expect that the treated and control counties should be well-balanced in every 

measure before the RSC program started. 

                                                           
32  See examples in “Pay attention to the negative impacts of rural school consolidation,” Guangming Daily, 

http://epaper.gmw.cn/gmrb/html/2015-05/24/nw.D110000gmrb_20150524_3-08.htm, 05-25-2015; 

“Misconceptions in the rural school consolidation policy,” China Education Daily, 

http://www.jyb.cn/basc/xw/201109/t20110929_455976.html, 09-29-2011 

33 http://old.shouxian.gov.cn/contents/topic_view.php?id=169 

34 Nonetheless, we do provide direct tests in section 6.2 showing that even if there exists differences between cities A and B, such 

differences could hardly be driving the main results of the paper. 

http://epaper.gmw.cn/gmrb/html/2015-05/24/nw.D110000gmrb_20150524_3-08.htm
http://www.jyb.cn/basc/xw/201109/t20110929_455976.html
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After the RSC program started, the leader of prefecture city A now makes a joint decision on primary 

schools for both the treated counties and the SEZ, so he internalizes the externalities associated with labor 

moving from the treated counties to the SEZ. In contrast, the leader of prefecture city B makes a decision 

on primary schools only for the control counties, so he does not internalize the externalities associated 

with labor moving from the control counties to the SEZ. That is to say, in terms of the provision of primary 

schools, there exists “coordination” between the treated counties and the SEZ, but “competition” between 

the control counties and the SEZ. Therefore, after the RSC program started, there should emerge a 

discontinuous gap between the treated counties and the SEZ, and the magnitude of this gap measures the 

causal effect of changing from a “competitive regime” to a “coordinative regime.” 

Since the RSC program only applies to primary schools but not to any other types of public good, as a 

placebo, we should not observe the same magnitudes of impacts on other types of public good. Also, since 

politicians with different promotion incentives might have different objective functions, we expect to 

observe heterogeneity in competition and coordination among politicians with stronger promotion 

incentives. 

 

2.3 Model 

In this section, we formalize the aforementioned intuitions using a simple model of asymmetric fiscal 

competition, where labor is the mobile production factor, and governments are Leviathan (rent-

maximizing). By comparing jurisdictions that make competitive decisions to those that make coordinated 

decisions, we derive our four main testable hypotheses. 

Setup 

This model modifies the classic models of income transfer competition (Wildasin, 1991) and 

asymmetric tax competition (Bucovetsky, 1991) to mimic our empirical setting illustrated in Figure 2.1. 

In our setup, as shown in Figure 2.2, we assume that there are three jurisdictions, indexed by 1, 2, and 3, 

corresponding to the “treated county,” the “SEZ,” and the “control county,” respectively.  

The production function of jurisdiction i takes a quadratic form: 𝑓𝑖(𝑙𝑖) = 𝛼𝑖 ∙ 𝑙𝑖 − 𝛽 ∙ 𝑙𝑖
2, where 𝑙𝑖 stands 

for the population in jurisdiction i. By assumption, jurisdictions 1 and 3 are identical, while jurisdiction 2 

is more productive: 𝛼2 > 𝛼1 = 𝛼3.35 

Workers are freely mobile across jurisdictions. A worker in jurisdiction i earns a wage equal to the 

local marginal product of labor: 𝑤𝑖 = 𝑓𝑖
′(𝑙𝑖) = 𝛼𝑖 −2∙ 𝛽 ∙ 𝑙𝑖. An individual in jurisdiction i consumes a 

numeraire good (equals to income 𝑤𝑖) and the local level of public good 𝑔𝑖, the utility function is linear 

and separable: 𝑢𝑖 = 𝑤𝑖 + 𝑔𝑖.  

In equilibrium, every worker must be indifferent between the three jurisdictions: 

𝑓1
′(𝑙1) + 𝑔1 = 𝑓2

′(𝑙2) + 𝑔2 = 𝑓3
′(𝑙3) + 𝑔3   (1) 

and labor in all jurisdictions must add up to total population: 

𝑙1 + 𝑙2 + 𝑙3 = 𝐿  (2) 

                                                           
35 This assumption means that if each jurisdiction has the same amount of labor, jurisdiction 2 would then 

have a higher marginal product of labor. 
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Equations 1 and 2 are similar to the conditions derived in the traditional tax competition models, and 

could fully characterize the allocation of labor among the three jurisdictions. 

Combining equations 1 and 2, we derive the population of every jurisdiction as a function of both its 

own public good provision, and the levels of public good in the other two jurisdictions: 

𝑙1 =
𝐿

3
+

(2∙𝑔1−𝑔2−𝑔3)+(2∙𝛼1−𝛼2−𝛼3)

6∙𝛽
  (3) 

𝑙2 =
𝐿

3
+

(2∙𝑔2−𝑔1−𝑔3)+(2∙𝛼2−𝛼1−𝛼3)

6∙𝛽
  (4) 

𝑙3 =
𝐿

3
+

(2∙𝑔3−𝑔1−𝑔2)+(2∙𝛼3−𝛼1−𝛼2)

6∙𝛽
  (5) 

    The cost of providing public good 𝑔𝑖  in jurisdiction i is 𝑐(𝑔𝑖) = 𝑐 ∙ 𝑔𝑖
2 , and jurisdictional 

governments are Leviathan: they maximize their own rent, which equals to total production minus total 

wage and total cost of public good provision: 𝑅𝑖 = 𝑓𝑖(𝑙𝑖) − 𝑓𝑖
′(𝑙𝑖) ∙ 𝑙𝑖 − 𝑐(𝑔𝑖) . This rent could be 

understood as a general form of “government revenue.” 

Case 1: Each Jurisdiction Making its Own Decision (Pre-RSC) 

Case 1 characterizes the situation before the RSC program starts: each jurisdiction chooses its own 

level of public good 𝑔𝑖 to maximize its own rent, without internalizing any other jurisdiction’s benefits. 

The three jurisdictions engage in fiscal competition, and each jurisdiction i solves: 

max
𝑔𝑖

𝑅𝑖 = 𝑓𝑖(𝑙𝑖) − 𝑓𝑖
′(𝑙𝑖) ∙ 𝑙𝑖 − 𝑐(𝑔𝑖) 

First order conditions give 𝑙𝑖 = 3 ∙ 𝑐 ∙ 𝑔𝑖 for each jurisdiction. Plugging equations (3), (4), and (5) into 

the three first order conditions, it is straightforward to show that: 

𝑔2 > 𝑔1 = 𝑔3 and 𝑙2 > 𝑙1 = 𝑙3. 

Case 2: Jurisdictions 1 and 2 Making a Joint Decision (Post-RSC) 

Case 2 characterizes the situation after the RSC program starts: a planner is introduced to make a joint 

decision for jurisdictions 1 and 2 (corresponding to the leader of prefecture city A in the empirical setting), 

so he internalizes all the externalities caused by labor relocating between these two jurisdictions. 

Meanwhile, jurisdiction 3 still makes its own decision (corresponding to the leader of prefecture city B in 

the empirical setting), and still does not internalize the externalities of the outflow of its labor. 

The planner of jurisdictions 1 and 2 chooses the levels of public good in these two constituencies to 

maximize the joint rent: 

max
𝑔1,𝑔2

𝑅1 + 𝑅2 = 𝑓1(𝑙1) + 𝑓2(𝑙2) − 𝑓1
′(𝑙1) ∙ 𝑙1 − 𝑓2

′(𝑙2) ∙ 𝑙2 − 𝑐(𝑔1) − 𝑐(𝑔2) 

leading to the first order conditions: 

2 ∙ 𝑙1 − 𝑙2 = 6 ∙ 𝑐 ∙ 𝑔1, and 2 ∙ 𝑙2 − 𝑙1 = 6 ∙ 𝑐 ∙ 𝑔2 

Jurisdiction 3 chooses the local level of public good to maximize its own rent: 

max
𝑔3

𝑅3 = 𝑓3(𝑙3) − 𝑓3
′(𝑙3) ∙ 𝑙3 − 𝑐(𝑔3) 

leading to the first order condition: 

𝑙3 = 3 ∙ 𝑐 ∙ 𝑔3 
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Plugging equations (3), (4), and (5) into the three first order conditions, we obtain the reaction function 

(in terms of public good provision) of each jurisdiction. Combining the three reaction functions, we can 

show that: 

𝑔2 > 𝑔3 > 𝑔1, and 𝑙2 > 𝑙3 > 𝑙1. 

 

Extension: Other Public Goods 

The RSC program only applies to primary schools, but not any other types of public good. To mimic 

this empirical feature accurately, in this section, we extend the baseline model to incorporate other types 

of public good, and explore how they would be affected by the RSC program. 

In addition to 𝑔𝑖  (primary schools), assume there are n other types of public good, and for 

computational tractability, assume that all the other public goods are identical, therefore the level of other 

public goods in jurisdiction i could be written as 𝑛 ∙ 𝑘𝑖. Assume for simplicity that other types of public 

good are perfect substitutes of primary schools, the individual utility function then becomes 𝑢𝑖 = 𝑤𝑖 +
𝑔𝑖 + 𝑛 ∙ 𝑘𝑖, we could modify equations (1) and (2) to solve for the population of each jurisdiction at given 

levels of public goods.36 

Given the extended setup, we could repeat the analysis of the cases in sections 3.2 and 3.3, to produce 

testable hypotheses for other public goods during the pre-RSC period and the post-RSC period, 

respectively. 

Prior to the RSC program, each jurisdiction makes its own decision on 𝑔𝑖  and 𝑘𝑖 . Solving the 

maximization problem, given the symmetry assumptions for jurisdictions 1 and 3, 𝑔1 = 𝑘1 = 𝑔3 = 𝑘3 is 

trivially satisfied. 

After the RSC program is implemented, a planner makes a joint decision on 𝑔𝑖 for both jurisdictions 1 

and 2, another planner makes a decision on 𝑔3 only for jurisdiction 3; and each jurisdiction then separately 

makes its own decision on 𝑘𝑖. Solving the problem for the two planners and three jurisdictions altogether, 

we derive: 

𝑘3 =
𝑙3

3∙𝑛∙𝑐
>

𝑙1

3∙𝑛∙𝑐
= 𝑘1, 

which leads to: 

𝑘3−𝑘1

𝑔3−𝑔1
=

1

(𝑐−1)∙𝑛
. 

Same as in the baseline model, 𝑔3 − 𝑔1 > 0 still holds; but the sign of 𝑘3 − 𝑘1 is ambiguous: it is 

positive if 𝑐 > 1, and negative if 𝑐 < 1. However, so long as 𝑐 ≠ 1, when n becomes large enough, 
𝑘3−𝑘1

𝑔3−𝑔1
 

converges to zero. 

Since in reality there are many different kinds of public good provided at the county level, it is likely 

that n is a large number, which means that for each specific type of public good other than primary schools, 

the impact of the RSC program is indirect and largely attenuated. Therefore, the difference in other public 

                                                           
36 Note that the “identical” and “perfect substitution” assumptions are stronger than what we need, they are made to simplify 

computations. To derive the same qualitative implications, we only need to assume that “no other type of public good has specific 

substitutability or complementarity with primary schools.” 
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goods between jurisdiction 1 (treated counties) and jurisdiction 3 (control counties) would likely remain 

minimal, even after the RSC program is implemented. 

Extension: Political Incentives 

In the baseline model, we assumed that all governments are rent-maximizing, which means there is no 

heterogeneity in political incentives. However, it is possible that when the leader of prefecture city A (B) 

has strong incentives for promotion, he will exert more efforts in coordination (competition), which means 

closing (opening) more primary schools in the treated (control) counties. To allow for such heterogeneity, 

in this section, we incorporate political incentives into our baseline model.  

Specifically, we modify the objective function of a politician as a weighted average of rent and GDP: 

𝜋𝑖 = (1 − 𝜃) ∙ 𝑅𝑖 + 𝜃 ∙ 𝑌𝑖 = 𝑓𝑖(𝑙𝑖) − (1 − 𝜃) ∙ 𝑓𝑖
′(𝑙𝑖) ∙ 𝑙𝑖 − (1 − 𝜃) ∙ 𝐶(𝑔𝑖) 

where 𝜃 ∈ (0,1) is the measure of political incentives. When 𝜃 is larger, the politician cares more about 

promotion, so he puts a higher weight on GDP and a lower weight on rent, when making his decisions.  

With this modified objective function, we repeat the optimizations of case 2 (section 3.3), under certain 

regularity conditions, we derive the comparative statics for public good provision:37 

𝑑𝑔1

𝑑𝜃
< 0,

𝑑𝑔3

𝑑𝜃
> 0. 

Intuitively, these results indicate that, if the planner for jurisdiction 1 and jurisdiction 2 has strong 

promotion incentives, he would provide a lower level of public good in jurisdiction 1; if the planner for 

jurisdiction 3 has strong promotion incentives, he would provide a higher level of public good in 

jurisdiction 3. 

Summary of Testable Hypotheses 

In the empirical setting illustrated in Figure 2.1, the theoretical results could be summarized as four 

main testable hypotheses: 

(1). Before the RSC program started, the treated counties and the control counties should be well 

balanced in every measure. 

(2). After the RSC program started, the treated counties close more primary schools and lose more 

population than the control counties. 

(3). After the RSC program started, except for primary schools, any other types of public good should 

remain balanced between the treated counties and the control counties. 

(4). If the leader of prefecture city A has strong promotion incentives, there will be a higher level of 

school closure in the treated counties; if the leader of prefecture city B has strong promotion incentives, 

there will be a lower level of school closure in the control counties. 

These four testable hypotheses are used to guide the empirical investigations. 

 

                                                           
37 The cost of public good provision (c) must be larger than a lower bound. Due to length limits, details of this proof are not 

included in this draft, but are available upon request. 
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2.4 Data 

We combine datasets from three different sources. 

First, we have a novel dataset based on the “Township Conditions Survey (TCS)” conducted by the 

National Bureau of Statistics.38 The TCS is a longitudinal survey conducted yearly since 2001, which 

covers all the 40906 townships in China. The TCS data includes a rich set of variables that are useful for 

our study, such as the number of schools, number of students, number of teachers, education expenditure, 

population, GDP, government expenditure, number of government officials, agricultural production, 

industrial output, etc. The TCS also provides detailed information on many different types of local public 

good, including hospitals, kindergartens, electricity, roads, water and sanitation, libraries, etc. The TCS is 

unique because it is the only dataset that has a complete coverage nationally at such a low administrative 

level, and to our best knowledge, this dataset has never been accessed for research before. By agreement, 

we have obtained access to the TCS data for all the townships in 20 major provinces from 2001 to 2011,39 

which perfectly overlaps with the timing of the Rural School Consolidation program. One potential caveat 

of the TCS data is that in some years it surveyed only some of the townships, while in other years it 

surveyed all of them, so selective attrition might be an issue. To address this concern, in addition to using 

the whole sample for analysis, in every table showing regression results, we present one column using 

only a balanced panel, and as we will see, the key results are essentially the same. 

Second, we make use of rich information from the GIS maps of China. We first collect from 

administrative files a complete list of all the 1380 Special Economic Zones (SEZs) in China, as well as 

the type, area, level, and year of establishment for each of them. Then using GIS tools, we are able to pin 

down the geographic location of every SEZ, and the location of every county in China, and thus calculate 

the distance between every county-SEZ pair. Based on the GIS information, we could identify all the 

counties in the neighborhood of every SEZ, and categorize them into two types: those in the same city as 

the SEZ, and those in a different city as the SEZ. Matching this geographical information with the 

aforementioned TCS dataset constitutes the main dataset for this paper. The distribution of treated and 

control counties are shown in Figure 2.3, which are all the cases that follow the spatial discontinuity 

pattern illustrated in Figure 2.1.40 

Third, to examine the fourth testable hypothesis of the model, we also make use of a prefecture city-

level panel dataset on the Prefectural Party Secretaries (PPSs) of China from 2000 to 2010.41 This dataset 

covers a total of 989 PPSs from 333 prefecture cities in 27 provinces, documenting detailed personal 

information including name, age, gender, nationality, education, experience, etc. Matching this dataset 

with the main dataset described above, we obtain an unbalanced panel covering 2737 townships from 

2001 to 2010. 

 

                                                           
38 The county level administrative dataset does not include information on primary schools, so our unit of analysis is at the township 

level, which is a smaller administrative unit than the county. 

39 There are 31 provinces, 2856 counties, 40906 townships in China. 

40 Some counties are in the neighborhood of a SEZ, but excluded from the sample, because they are urban districts, and are not 

affected by the RSC program. 

41 PPS is the highest level of government official at the city-level. For more details on the construction of the PPS dataset, see Chen 

(2015). 
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2.5 Empirics: Testing the Model 

In this section, we formally examine the four testable hypotheses of our model: (1) before the RSC 

started, the treated and control townships should be balanced in every measure; (2) after the RSC started, 

the treated townships close more primary schools and lose more population than the control townships; 

(3) after the RSC started, except for primary schools, other types of local public good remain well-

balanced between the treated and control townships; (4) when the leader of prefecture city A has strong 

promotion incentives, the treated townships close more primary schools, when the leader of prefecture 

city B has strong promotion incentives, the control townships retain more primary schools. 

First Hypothesis: Balance Prior to RSC 

Table 2.1 presents pre-treatment (before the RSC started) differences in means among key variables 

between the treated townships and the control townships. Following Imbens (2015), we use the 

“normalized differences” instead of the t-statistic as the measure of overlap,42 which is independent of 

sample size.  

The normalized difference is below 0.18 for all variables, below 0.12 for most of the variables, and 

even lower for the key outcome variables of interest. According to Imbens (2015), a normalized difference 

below 0.25 could be considered as “well balanced” between two groups. Hence, there is no statistically 

significant difference in any measure between the treated and control townships before the RSC started, 

and the key outcome variables (schools, students, teachers, population, employment) are especially well-

balanced, supporting the first testable hypothesis of our model. 

Second Hypothesis: Coordination Leads to More School Closure and Population Outflow than 

Competition 

The second hypothesis indicates that after the RSC started, the treated townships should close more 

primary schools and lose more population. Specifically, since we expect that the people sorting after 

primary schools are mainly primary students, their parents, and primary school teachers, our empirical 

investigations focus on identifying the post-RSC differential trends between the treated and control 

townships in 5 key outcome variables: primary schools, primary students, primary school teachers, 

population, and employed population. 

Econometric Model 

The sample for analysis includes only townships in the neighboring counties of the borderline SEZs. 

Define the key variable 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖  as equal to 1 if township i lies in a treated county (in the same 

prefecture city as the neighboring SEZ), and 0 if township i lies in a control county (in a different 

prefecture city as the neighboring SEZ). The estimation equation is: 

𝑦𝑖𝑠𝑡 = 𝛼 ∙ 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖 ∙ 𝑡 + 𝑋𝑖𝑡
′ ∙ 𝛽 + 𝜆𝑠𝑡 + 𝜇𝑖 + 𝜀𝑖𝑠𝑡  (6) 

where 𝑦𝑖𝑠𝑡 is the outcome of interest in township i, in the neighborhood of SEZ s, in year t. 𝑋𝑖𝑡
′  is a vector 

of control variables measuring local characteristics, 𝜆𝑠𝑡  is SEZ-Year fixed effect, which restricts the 

variation being used for estimation to be within each SEZ neighborhood to increase the precision. 𝜇𝑖 is 

township fixed effect, 𝜀𝑖𝑠𝑡 is the error term. 

                                                           
42 Defined as difference in mean values over standard deviation: (𝜇𝑥𝑡 − 𝜇𝑥𝑐)/√(𝑠𝑥𝑐

2 + 𝑠𝑥𝑡
2 )/2, where 𝜇𝑥𝑡 and 𝜇𝑥𝑐 are the sample 

averages of x in the treated and control groups, respectively; 𝑠𝑥𝑡
2  and 𝑠𝑥𝑐

2  are the sample variances of x in the treated and control 

groups, respectively. 



60 
 

Since the township data ranges from 2001 to 2011, which perfectly overlaps with the implementation 

of the RSC program, the coefficient 𝛼 of the interaction term 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖 ∙ 𝑡 would then capture the break 

in trends between the treated and control townships during the post-RSC period. According to our second 

testable hypothesis, 𝛼 should be negative and significant, for all five key outcome variables (primary 

schools, primary students, primary school teachers, population, and employment).  

To address concerns about spatial correlation among adjacent townships, we present standard errors 

clustered at the SEZ level; moreover, to address the concerns that non-adjacent townships within the same 

city could also be spatially correlated, we also present alternative standard errors that are two-way 

clustered at the City-SEZ levels (Cameron and Miller, 2015).43 

Results 

Table 2.2 presents the main results for primary schools. It shows that 𝛼  is always negative and 

significant, which is consistent with our hypothesis: after the RSC started, because the treated townships 

coordinate with the SEZ, while the control townships compete with the SEZ, there emerges a negative 

gap in primary schools between the treated and control townships. 

Column 1 controls for township fixed effect and year fixed effect, and indicates that on average a 

treated township closes 0.225 more primary schools every year than a control township. This could explain 

the closure of more than 13% of all primary schools during the 11 years that the RSC program was 

implemented.  

Column 2 is the preferred specification, it further controls for SEZ-by-Year fixed effect. By doing so, 

we restrict the variation used for estimation to be within each SEZ cluster, thus could avoid making 

comparisons between treated and control observations that are actually far away from each other, which 

is a typical problem due to dimension reduction in many traditional Spatial-RD designs (Magruder, 2012). 

The magnitude of the estimated effect is even slightly larger than that of column 1: an average treated 

township closes an extra 2.9 primary schools in 11 years, which is more than 15% of the total amount of 

primary schools in an average township. 

In column 3, we further include Province-by-Year fixed effect, and the point estimate is qualitatively 

the same, but smaller in magnitude. A potential explanation for the drop in magnitude is that there exists 

some level of cooperation between prefecture cities in the same province, and relatively less cooperation 

(or more fierce competition) between prefecture cities from different provinces, so the negative gap in 

public good provision should be even larger when prefecture city borders coincide with province borders. 

Since our sample is an unbalanced panel, we are concerned that potential non-random attrition of 

townships in certain years might drive our results. In column 4, we keep only a balanced panel and run 

the same regression: the estimates are, if anything, even larger than that of the unbalanced panel. Therefore, 

the panel being unbalanced did not drive our main findings. 

In column 5, we keep only those national level SEZs (selected by the central government, much larger 

than other SEZs), since those SEZs need more migrant workers and are also more politically rewarding 

for the city leaders, we expect the city governments to devote more efforts into these national SEZs, which 

would translate into a larger 𝛼. As we can see, the magnitude of estimated coefficient 𝛼 doubles in column 

5, which is consistent with our expectations. 

                                                           
43 Each SEZ cluster includes all the townships in the neighboring county of this SEZ, each City cluster includes all the townships 

in that prefecture city. 
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In addition to differential trends in the number of primary schools, our model also predicts differential 

trends in local population. More specifically, in this empirical context, we expect the differential trends in 

population to be driven by differential trends in primary students, primary school teachers, and parents of 

school-aged children. And since the SEZs want to attract relatively skilled labor,44 it is reasonable to 

assume that the migrating parents were originally employed back home. 

We estimate the model (equation 6) with the same set of specifications for four additional outcome 

variables: primary students, primary school teachers, population, and employed population. In every case, 

we expect 𝛼 to be negative and significant. 

Table 2.3 presents the estimated coefficient 𝛼 for these four outcome variables (results for primary 

schools are also kept for comparison), where each row uses a different outcome variable, each column 

uses a different specification, so every cell is an estimated coefficient from a separate regression. The 

overall patterns are highly consistent: for each of the outcome variables, and across different specifications, 

the estimated coefficient 𝛼 tends to be negative and significant. 

According to our preferred specification which controls for town fixed effect and SEZ-by-Year fixed 

effect (column 2), on average, a treated township loses 0.264 extra primary schools every year, which 

leads to an additional reduction of 3.76 teachers and 78 students. On average, a treated township has 173 

additional out-migrants every year, among which 88 are employed. Notably, these estimates indicate a 

large treatment effect: between 2001 and 2011, the differential migration between the treated and control 

townships is as large as 7% of the total population of an average township in the sample.  

In other specifications presented in Table 2.3, with township fixed effect always included, we explore 

models controlling for Year fixed effect (column 1), controlling for both SEZ-by-Year fixed effect and 

Province-by-Year fixed effect (column 3), using a balanced panel (column 4), the main results are highly 

robust. In column 5, when we keep only national SEZs, similar to the results for primary schools, the 

estimated effects on the other four outcome variables also become much larger. 

Alternative Explanation 

One potential concern about our results is that even if the treated and control townships are spatially 

adjacent, since they lie in different prefecture cities, it is still possible that there might be some other 

factors that make it relatively easier for people from the treated townships to migrate to the SEZ, resulting 

in higher outflows of population in the treated townships, including higher outflows of students. And as a 

result of more students leaving, schools in the treated townships become unnecessary and are thus closed.  

Basically, this is a reverse causality concern: instead of the treated townships closing more schools to 

induce more out-migration, differential school closure might actually be the result of differential migration. 

One quick response to this argument would be: as presented in Table 2.1, the treated and control townships 

were very well balanced in every measure before the RSC started, including in students, population, and 

employment. This indicates that the presumption of “migration from the treated townships being easier” 

is unlikely to hold in the first place. 

Nonetheless, we attempt to quantitatively rule out this reverse causality concern. To do so, we point 

out two critical features of the results in Table 2.3, which are consistent with our theoretical model, but 

inconsistent with the reverse causality explanation. 

                                                           
44 They usually impose strict restrictions that do not allow the children of unemployed migrants to enroll in local schools. 
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The first observation is that if we divide 𝛼𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 by 𝛼𝑠𝑐ℎ𝑜𝑜𝑙𝑠, we could conduct a rough back of the 

envelope calculation for the average size of the additional schools being closed in the treated townships. 

Using our preferred specification (column 2), for example, an additional school being closed in the treated 

townships has on average 295 students, significantly larger than the average school size in our sample 

(253 students). This pattern of closing large schools is inconsistent with the intentions of the RSC program 

(which requires the local governments to close the smallest schools); and inconsistent with the reverse 

causality explanation (which indicates that schools are closed because they do not have enough students); 

but only consistent with the incentive to induce migration proposed by our model. 

The second observation is that, if there exists some other factors that cause differential migration 

between the treated and control townships, which in turn cause the observed difference in primary students, 

it is then highly likely that in addition to primary students, such factors should also have differential 

impacts on other similar population groups between the treated and control townships, i.e., we should 

expect differential migration of kindergarten kids, middle school students, high school students, college 

students, retired population, disabled population, etc. If any of these variables is also affected by these 

omitted factors, we would then expect that: 𝛼𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 + 𝛼𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 < 𝛼𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛. However, according 

to our preferred specification, 𝛼𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 + 𝛼𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 (-166) is very close to 𝛼𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (-174), and the 

two numbers are statistically indistinguishable. Therefore, the reverse causality explanation is highly 

unlikely to be substantial. 

Third Hypothesis: Other Public Goods are Unaffected 

In this section, we formally examine the third testable hypothesis using the same econometric model 

(equation 6), but with other types of public good as outcome variables. Our model indicates that other 

types of public good would likely remain balanced between the treated and control townships even after 

the RSC started. 

This hypothesis could also be perceived as a highly demanding placebo test, because it requires that if 

our main results are driven by any omitted variable, then whatever it is, this confounding factor must 

correlate and only correlate with primary schools, but not with any other types of local public good, not 

even middle schools or kindergartens.  

Table 4 presents the results of this test. Among the 12 other types of public good measured in the data,45 

while all the coefficients are precisely estimated (with small standard errors), only one variable (number 

of villages that installed telephones) exhibits a differential trend between the treated and control townships, 

which is barely statistically significant at the 10% level. Moreover, the sign for this variable is positive, 

which is inconsistent with findings in the main results. All the 11 other types of public good remain very 

well balanced between the treated and control townships after the RSC started. 

Therefore, the results of this test are consistent with our expectation, and strongly support the third 

testable hypothesis of our model. 

Fourth Hypothesis: Promotion Incentives of Prefecture City Leaders Intensify Competition and 

Coordination 

                                                           
45 Middle schools, kindergartens, number of villages with electricity, number of villages with phone signals, number of villages 

connected with paved roads, number of villages with TV signals, number of villages with tap water, total length of paved road, 

hospitals, libraries, cinemas, and sports stadiums. 
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In this section, we examine the fourth testable hypothesis derived from the extension our model: when 

the leader of prefecture city A has strong promotion incentives, the treated townships close even more 

primary schools, when the leader of prefecture city B has strong promotion incentives, the control 

townships close even fewer primary schools. 

As well documented in the literature on Chinese meritocracy, other things being equal, the chance of 

promotion for a local official decreases discontinuously at a certain age threshold, and as a result, local 

officials generally devote much more efforts into boosting economic growth when they are below that 

critical age threshold (Li and Zhou, 2005). For politicians at the prefecture city level, the critical age 

threshold documented in the existing empirical literature generally falls in the [55, 57] interval (Yao and 

Zhang, 2011; Xi et al., 2015). 

Therefore, we combine our main dataset with a panel dataset on the chief leaders of prefecture cities,46 

and follow the literature by defining a prefecture city leader as “incentivized” if his age is below 56.47 The 

main estimation equation is: 

𝑦𝑖𝑠𝑐𝑡 = 𝛼 ∙ 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖 ∙ 𝑡 + 𝛽 ∙ 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑖 ∙ 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑐𝑡 + 𝛾 ∙ 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖 ∙ 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑐𝑡 + 𝜆𝑠𝑡 + 𝜇𝑖

+ 𝜀𝑖𝑠𝑐𝑡 

where 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑖𝑡 is a dummy variable that equals one if the leader of prefecture city c in year t is younger 

than 56, and zero otherwise. 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑖 is a dummy variable that equals to 1 if township i lies in a control 

county, and zero otherwise; 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖 is a dummy variable that equals to 1 if township i lies in a treated 

county, and zero otherwise. 𝑦𝑖𝑠𝑐𝑡, as before, represents the outcome of interest. 

Intuitively, we could interpret 𝛽 as the “effect of prefecture city B having an incentivized leader,” and 

𝛾 as the “effect of prefecture city A having an incentivized leader.” Since incentivized leaders would have 

stronger incentives to promote economic growth, they are more likely to fight for labor, which intensifies 

fiscal competition and coordination. Therefore, we expect to see 𝛽  being positive and significant 

(promotion incentives intensify competition), 𝛾  being negative and significant (promotion incentives 

intensify coordination). 

Since in this section we are no longer focused on estimating and interpreting the average differential 

trends between the treated and control townships (coefficient 𝛼), we could now control more flexibly (less 

parametrically) for the differential dynamics between the two groups, which leads to the following 

specification: 

𝑦𝑖𝑠𝑐𝑡 = 𝛽 ∙ 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑖 ∙ 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑐𝑡 + 𝛾 ∙ 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖 ∙ 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑐𝑡 + ωTt + 𝜆𝑠𝑡 + 𝜇𝑖 + 𝜀𝑖𝑠𝑐𝑡 

where ωTt is Treatment-by-Year FE, it fully absorbs the differential dynamics between the treated and 

control groups, and would therefore improve the precision of estimation for political incentives 

(coefficients 𝛽 and 𝛾). 

As shown in Table 2.5, the results are exactly as we expected, and they have huge magnitudes: 

according to the preferred flexible specification (column 4), having an incentivized leader in prefecture 

city A means a treated township closes an extra 0.66 primary schools every year, while having an 

incentivized leader in prefecture city B means a control township retains an extra 0.97 primary schools 

every year. The results are qualitatively robust to using less flexible specifications (columns 1 and 2), 

                                                           
46 Prefecture Party Secretaries. We drop the “outliers” that are younger than 40, which is smaller than 1% of the sample. 

47 Our results are qualitatively robust to slightly different choices of this threshold. 
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using only a balanced panel (column 3), and controlling for personal characteristics of prefecture city 

leaders (column 5). 

Therefore, more incentivized politicians exert more efforts in fiscal competition and coordination, 

confirming the fourth prediction of our model. In addition, the opposite signs and comparable magnitudes 

of 𝛽  and 𝛾  also suggest that both “coordination” and “competition” are important in producing the 

discontinuous gaps in the key outcome variables between the treated and control townships. 

 

2.6 Additional Results 

In this section, we present three additional results: section 6.1 investigates the impacts of fiscal 

competition and coordination on the quality of education; section 6.2 introduces an alternative empirical 

strategy to confirm that our results are not driven by underlying differences between adjacent prefecture 

cities; section 6.3 presents robustness checks using only SEZs that were established before the RSC 

program started. 

Quality of Education 

The discussions of this paper have mainly focused on the quantity of education (number of primary 

schools). However, for prefecture city A (B) to induce high-skilled labor to migrate (prevent high-skilled 

labor from migrating), the quality of education could also be important. As discussed in section 2.3, 

qualitative evidence confirms that some prefecture cities did close their best schools and relocate them to 

their SEZs, suggesting that the quality of education also plays an important role in local competition and 

coordination. 

We proxy for the quality of education with “education expenditure per student,” which is widely used 

in the economics of education literature (Jackson et al., 2015). However, unlike the key outcome variables 

used before (schools, students, teachers, population, employment), this variable is only available after 

2006, because of a national reform on educational finance happened at that time, which required the local 

governments to keep detailed electronic records of educational expenditures.48  

Adopting our main specification (equation 6) with “education expenditure per student” as the outcome 

variable, we could test whether the quality of education has differential trends between the treated and 

control townships. If it does, we would expect 𝛼 to be negative and significant.  

The results are presented in Table 2.6. As expected, from 2007 to 2011, the gap in average education 

expenditure between the treated and control townships increases at a rate of 156 Yuan per year, more than 

8% of the education expenditure per student in the sample. However, unlike previous findings on other 

outcome variables, this result does not hold for national SEZs, which might be due to the fact that data for 

this variable is only available after 2006, by which time the quality adjustment in the national SEZs might 

has already been achieved. 

Worth noting is that other than our proposed mechanism, where prefecture city A coordinates between 

the treated townships and the SEZ to induce migration (and prefecture city B competes against the SEZ 

to prevent labor from leaving the control townships), this finding on the quality of education could hardly 

be reconciled with other confounding explanations. For instance, if the aforementioned reverse causality 

hypothesis holds (migration happened before school closure), then there is a reason to close schools after 

people leave, but there is no reason to also lower the quality of education in those local schools that are 

                                                           
48 The “New Mechanisms Reform,” see Wang (2008) for more details. 
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not being closed. Also, were it not for the coordinative incentive, one might even expect that high fiscal 

income generated by the SEZ could create positive spill-over effects for the treated townships, and thus 

lead to an improvement of education quality in the treated townships, rather than the other way round. 

Prefecture City Heterogeneity 

As discussed in section 2.1, by 2006, every prefecture city in China has at least one SEZ. So in our 

empirical setting, although the variation for identification relies on the fact that prefecture city A has a 

SEZ lying on its border, prefecture city B also has its own SEZ, albeit not lying on the border shared with 

prefecture city A. Therefore, there is no reason to be concerned about the possibility that if prefecture city 

A has a SEZ but prefecture city B does not have one, they might be systematically different in many 

unobservable ways, which drive the results we found. 

However, one might still be concerned about the fact that prefecture city A’s SEZ lies on its border 

shared with prefecture city B, while prefecture city B’s SEZ does not lie on the same border. If such 

difference in locational choices of SEZs could reflect some underlying differences between the two 

prefecture city governments, for instance, different philosophies in decision-making or different abilities 

in lobbying, it is then possible that such differences might be omitted from the main specification, and 

could potentially drive the results of differential school closure between the treated and control townships. 

To address this concern, we adopt an alternative empirical strategy that avoids the potential selection 

issues at the prefecture city level. The setting for this strategy is illustrated in Figure 2.4. As shown, we 

identify all the cases where prefecture city C has a SEZ on its border that is not shared with prefecture city 

D, and prefecture city D has a SEZ on its border that is shared with prefecture city C. We define the 

counties that are in prefecture city C and in the neighborhood of prefecture city C’s SEZ as “treated,” and 

those counties that are in prefecture city C but in the neighborhood of prefecture city D’s SEZ as “control.” 

Since the treated and control groups are all in the neighborhoods of SEZs, they are expected to have 

comparable “natural” trends for urbanization. More importantly for this exercise, since both the treated 

and control townships are in prefecture city C, the decision of school closure for both groups are all 

decided by the same agent: the leader of prefecture city C. Therefore, if the results in section 5.2 are mainly 

driven by selection at the prefecture city level, or any other omitted confounding differences between the 

two adjacent prefecture cities, we would expect that the treated and control townships in this alternative 

setting no longer have any difference in school closure. However, if our proposed mechanism is correct, 

prefecture city C would want to close more schools in the treated townships to induce migration to its own 

SEZ, but retain more schools in the control townships to keep its labor. In that case, we would expect to 

find the same pattern as before: the number of schools decreases faster in the treated townships than in the 

control townships. 

For estimation, we simply adopt the specification of equation 6, but replace the SEZ-by-Year fixed 

effect with City-by-Year fixed effect. Then, if selection at the prefecture city level is really an important 

concern, the coefficient 𝛼 should be statistically indistinguishable from zero; if our proposed mechanism 

is correct, 𝛼 should be negative and significant.  

Table 2.7 presents the results. In column 1, we control for township fixed effect and year fixed effect, 

and the estimated coefficient is -0.198, similar to what we obtained using the main identification strategy 

in the whole sample (-0.225). Column 2 shows the preferred specification where we further control for 

City-by-Year fixed effect. The coefficient is negative and significant, and almost doubled in magnitude. 

This strongly rejects the “city heterogeneity” hypothesis, but could be explained by competition and 
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coordination between local governments. Column 3 uses only a balanced panel, and the results go through, 

with even larger magnitudes.  

Compared to our main identification strategy, a potential caveat for this alternative strategy is that we 

no longer have the unique spatial-discontinuity feature: the treated and control townships are now in the 

neighborhoods of different SEZs. Therefore, one might worry about the size of SEZs being a confounding 

factor: if for some reason the SEZ in prefecture city C is larger than the SEZ in prefecture city D, then 

even absent of differential incentives (to coordinate or to compete), prefecture city C would still naturally 

close more primary schools in the treated townships than the control townships, which leads to an over-

estimation of the coefficient 𝛼. In column 4, we attempt to address this concern by controlling for the 

interaction term of the “area of a SEZ” and a continuous time variable, which absorbs the differential 

trends caused by SEZ size. As we can see, the interaction term has a negative coefficient, meaning that 

more schools are closed in the neighborhood of a larger SEZ. After we control for such impacts of SEZ 

size, the estimated gap between the treated and control townships shrinks to -0.219, which is statistically 

significant at the 5% level, and is extremely close to our baseline result using the main identification 

strategy (-0.225). 

    As suggested by this alternative empirical strategy, it is unlikely that our results are driven by 

underlying differences between adjacent prefecture cities, instead, it is highly likely that the proposed 

mechanism (coordination against competition) is dominant in explaining our main findings. 

SEZs Established after the RSC Started 

Another potential concern comes from the fact that some SEZs were established after the start of the 

RSC program. Specifically, the RSC program provided a prefecture city government with the ability to 

coordinate between its own counties and its own SEZ, and we might expect that the prefecture city 

government would take this factor into consideration when they make locational choices for new SEZs 

after the RSC started. While this possibility does not necessarily contradict the hypotheses of competition 

and coordination, it might be a concern if our previous regression results were partly capturing the strategic 

locational choices of SEZs that were established after 2002. To address this issue, in this section, we 

replicate our main results (Table 2.3) using only the subsample of SEZs that were established before 

2002.49 

    In Table 2.8, we present the estimated coefficients for the five key outcome variables: primary 

schools, primary students, primary school teachers, population, and employed population. The results are 

overall very similar to that presented in Table 2.3, and if anything, slightly larger in magnitude. The 

estimated standard errors are also slightly larger, potentially due to the reduction in sample size by 

excluding those SEZs established after 2002. This suggests that our main results are not driven by the 

strategic locational choices of SEZs after the RSC started. 

 

2.7 Conclusion 

In this paper, we identify causal evidence on fiscal competition and coordination among local 

governments.  

                                                           
49 Among the 58 SEZs satisfying our empirical setting of Figure 2.1, 11 were established after 2002, and those are excluded from 

the subsample used in this section. 
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We first introduce a unique empirical context, which is created by the combination of two national 

programs in China: the “Special Economic Zones (SEZ)” program and the “Rural School Consolidation 

(RSC)” program. In a spatial discontinuity setting, we identify all the SEZs on the prefecture city borders, 

and for their neighboring counties, we define those that lie in the same prefecture city as “treated,” and 

those that lie in the different prefecture city as “control.” 

We present a simple model of asymmetric fiscal competition which mimics the empirical setting, and 

formally derive four testable hypotheses: (1) before the RSC program started, the treated counties and the 

control counties should be well balanced in every measure; (2) after the RSC program started, the treated 

counties close more primary schools and lose more population, as compared to the control counties; (3) 

after the RSC program started, except for primary schools, any other types of public good would likely 

remain balanced between the treated counties and the control counties; (4) if the leader of prefecture city 

A has strong promotion incentives, the treated counties would close even more primary schools, if the 

leader of prefecture city B has strong promotion incentives, the control counties would close even fewer 

primary schools. 

Applying the spatial discontinuity design to a unique panel dataset of Chinese townships, we find 

empirical evidence strongly supporting all four testable hypotheses. Further analysis provides three 

additional results: (1) the quality of education also follows the same pattern of competition and 

coordination; (2) the main results are not driven by underlying differences between adjacent prefecture 

cities; (3) the main results are not driven by strategic establishment of SEZs after the RSC program started. 

Overall, the empirical findings provide causal evidence on fiscal competition and coordination among 

local governments in China, which could also add to the more general literature on fiscal federalism and 

decentralization. 

Finally, our results also have important policy implications: when designing centralized programs, to 

avoid unexpected consequences, the strategic interactions among local governments should be 

systematically taken into consideration. 
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Figure 2.1 Empirical Setting 
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Figure 2.2 Theoretical Setting 
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Figure 2.3 Sample Distribution 
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Figure 2.4 Alternative Empirical Setting 
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Table 2.1 Pre-RSC Balance Test 

 

  Control Treated 
Normalized 

Difference VARIABLES Mean S.D. Mean S.D. 

Primary Schools 18.85  8.84  19.35  11.87  0.05  

Primary Students 4619.27  3467.60  4904.75  3891.52  0.08  

Primary Teachers 272.04  210.39  297.39  240.69  0.11  

Population 28346.54  18125.95  30350.22  19263.48  0.11  

Employed Population 14146.94  10305.99  15169.82  11000.17  0.10  

Income 2041.27  772.75  1997.45  849.69  0.05  

Area 16263.93  32480.79  17307.90  28386.50  0.03  

Number of Communities 1.95  5.23  2.21  7.23  0.04  

Number of Villages 16.93  9.79  18.45  10.13  0.15  

Electrified Villages 16.81  10.18  18.51  11.40  0.16  

Villages w\ Telephones 15.17  10.18  15.92  11.59  0.07  

Villages w\ Roads 15.52  9.88  17.42  11.30  0.18  

Villages w\ TV 7.65  8.79  8.26  9.78  0.07  

Villages w\ Tap Water 8.22  9.89  8.90  9.71  0.07  

Villages w\ Incinerators 0.26  0.72  0.30  1.78  0.03  

Number of Hospitals 5.38  10.46  5.49  12.35  0.01  

Number of Kindergartens 6.22  20.14  6.87  9.93  0.04  

Number of Libraries 1.31  2.06  1.85  5.59  0.13  

Number of Stadiums 0.37  1.94  0.28  1.11  0.06  

Observations 662 729   

Notes: This table reports the summary statistics by treatment and control townships in 2001 (pre-RSC). Following Imbens (2015), we 

use Normalized Difference to measure the overlap between the two groups, and all the variables are found to be well balanced. Two 

measures of public good (Number of Middle Schools, Number of Cinemas) are not included in this table because there are not available 

in the 2001 TCS dataset. 
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Table 2.2 Main Strategy: Primary Schools 

 

Dependent Variable: Number of Primary Schools 

 
(1) (2) (3) (4) (5) 

Treatment*Year -0.225*** -0.264*** -0.155*** -0.223*** -0.470*** 

 
(0.0429) (0.0414) (0.0416) (0.0692) (0.108) 

 [0.142] [0.0918] [0.0620] [0.0589] [0.0986] 

Township FE Yes Yes Yes Yes Yes 

Year FE Yes No No No No 

SEZ-Year FE No Yes Yes Yes Yes 

Province-Year FE No No Yes Yes Yes 

R-squared 0.343 0.477 0.513 0.536 0.457 

Observations 20,774 20,774 20,774 8,206 2,390 

Notes: This table reports the post-RSC differential trends in primary schools between the treated and control townships. Column 1 

controls for township FE and year FE, column 2 (preferred specification) controls for township FE and SEZ-by-Year FE, column 3 

further controls for Province-by-Year FE, column 4 uses only a balanced panel, column 5 uses only the townships that are adjacent to 

national-level SEZs. Standard errors are clustered at the SEZ level; ***, **, and * indicate significance at 1%, 5% and 10% levels. 

Alternative standard errors (two-way clustered at the city and SEZ levels) are also presented. 
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Table 2.3 Main Strategy: Key Outcomes 

 

 
(1) (2) (3) (4) (5) 

𝛼𝑠𝑐ℎ𝑜𝑜𝑙𝑠 -0.225*** -0.264*** -0.155*** -0.223*** -0.470*** 

 
(0.0429) (0.0414) (0.0416) (0.0692) (0.108) 

 [0.142] [0.0918] [0.0620] [0.0589] [0.0986] 

𝛼𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 -45.85** -77.76*** -67.42*** -56.96 -250.4*** 

 
(19.53) (23.49) (25.33) (48.90) (77.06) 

 [40.97] [27.85] [31.53] [44.39] [96.35] 

𝛼𝑡𝑒𝑎𝑐ℎ𝑒𝑟𝑠 -1.779 -3.756** -3.291** -3.381 -7.728*** 

 
(1.182) (1.578) (1.530) (2.891) (2.964) 

 [2.214] [1.631] [1.763] [2.281] [2.843] 

𝛼𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 -115.0* -173.5** -210.0*** -241.5* -909.4*** 

 
(63.27) (76.69) (80.40) (145.5) (286.8) 

 [105.5] [103.5] [75.19] [137.0] [233.1] 

𝛼𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 11.10 -87.81* -124.1** -156.4* -566.2*** 

 
(41.78) (48.40) (52.68) (93.36) (167.9) 

 [62.96] [68.70] [58.57] [91.11] [42.27] 

Notes: This table reports the post-RSC differential trends in all the five key outcome variables between the treated and control 

townships. Each cell presents an estimated coefficient obtained from a separate regression, with each row using a different 

outcome variable, and each column using a different specification: column 1 controls for township FE and year FE, column 2 

(preferred specification) controls for township FE and SEZ-by-Year FE, column 3 further controls for Province-by-Year FE, 

column 4 uses only a balanced panel, column 5 uses only the townships that are adjacent to national-level SEZs. Standard errors 

are clustered at the SEZ level; ***, **, and * indicate significance at 1%, 5% and 10% levels. Alternative standard errors (two-

way clustered at the city and SEZ levels) are also presented
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Table 2.4 Other Public Goods 

 

Dependent 

Variables: 

Midd

le 

Schoo

ls 

Kinderg

arten 

Elect

ric 

Villa

ges 

Phon

e 

Villa

ges 

Road 

Villa

ges 

TV 

Villa

ges 

Wat

er 

Villa

ges 

Roa

d 

Len

gth 

Hospi

tals 

Libra

ries 

Cine

ma 

Stadi

ums 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

Treatment*Ye

ar 

0.002

85 

-0.0510 0.03

72 

0.11

3* 

-

0.007

51 

0.03

18 

0.01

24 

0.45

1 

0.000

08 

-

0.017

5 

0.001

25 

-

0.004

1 
 

(0.00

898) 

(0.0518) (0.03

27) 

(0.06

77) 

(0.03

92) 

(0.05

57) 

(0.03

98) 

(0.6

55) 

(0.000

4) 

(0.023

3) 

(0.00

260) 

(0.017

9) 

 [0.01

05] 

[0.0788] [0.06

68] 

[0.08

23] 

[0.07

62] 

[0.10

2] 

[0.04

74] 

[1.1

01] 

[0.000

4] 

[0.023

6] 

[0.00

199] 

[0.010

5] 

Township FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

SEZ-Year FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

R-squared 0.421 0.198 0.76

2 

0.74

3 

0.726 0.60

2 

0.59

4 

0.33

0 

0.070 0.209 0.078 0.142 

Observations 16,65

6 

20,770 20,7

74 

20,7

74 

20,77

4 

20,7

73 

20,7

73 

20,7

74 

20,77

4 

20,76

5 

16,57

0 

20,70

7 

Notes: This table reports the parallel post-RSC trends in 12 different measures of local public good using the preferred specification. Township 

FE and SEZ-by-Year FE are included in every specification. Standard errors are clustered at the SEZ level; ***, **, and * indicate significance at 

1%, 5% and 10% levels. Alternative standard errors (two-way clustered at the city and SEZ levels) are also presented.  
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Table 2.5 Political Incentives 

 

Dependent Variable: Number of Primary Schools 

  (1) (2) (3) (4) (5) 

Incentive*Control 0.423 1.012** 1.403** 0.974** 1.780*** 

 
(0.367) (0.405) (0.573) (0.410) (0.529) 

 
[0.418] [0.450] [0.503] [0.461] [0.444] 

Incentive*Treatment -0.349 -0.580* -0.478 -0.663** -0.794** 

 
(0.293) (0.304) (0.432) (0.307) (0.331) 

 
[0.335] [0.361] [0.390] [0.360] [0.374] 

Treatment*Year -0.360*** -0.0677 -0.178** 
  

 

(0.0671) (0.0594) (0.0869) 
  

 

[0.175] [0.0843] [0.0738] 
  

Treatment-by-Year FE No No No Yes Yes 

PPS Characteristics No No No No Yes 

Township FE Yes Yes Yes Yes Yes 

SEZ-by-Year FE Yes Yes Yes Yes Yes 

Province-by-Year FE No Yes Yes Yes Yes 

R-squared 0.439 0.486 0.487 0.486 0.498 

Observations 13,074 13,074 5,981 13,074 11,338 

Notes: This table reports the effects of the political incentives of prefecture city leaders on the post-RSC differential 

trends in primary schools between the treated and control townships. Column 1 controls for Township FE and SEZ-by-

Year FE, column 2 further controls for Province-by-Year FE, column 3 uses only a balanced panel, column 4 replaces 

the interactions of treatment and year with Treatment-by-Year FE which is more flexible, column 5 further controls for 

personal characteristics of the Prefectural Party Secretary (gender, nationality, years of working experience, political 

faction, previous position). Standard errors are clustered at the SEZ level; ***, **, and * indicate significance at 1%, 

5% and 10% levels. Alternative standard errors (two-way clustered at the city and SEZ levels) are also presented. 
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Table 2.6 Quality of Education 

 

Dependent Variable: Education Expenditure per Student 

 
(1) (2) (3) (4) (5) 

Treatment*Year 0.00147 -0.0156*** -0.0149*** -0.0186*** 0.0146 

 
(0.00624) (0.00415) (0.00447) (0.00640) (0.0135) 

 [0.0132] [0.00733] [0.00644] [0.00915] [0.0170] 

Township FE Yes Yes Yes Yes Yes 

Year FE Yes No No No No 

SEZ-Year FE No Yes Yes Yes Yes 

Province-Year FE No No Yes Yes Yes 

R-squared 0.054 0.378 0.391 0.197 0.232 

Observations 4,973 4,973 4,973 2,266 489 

Notes: This table reports the post-2006 differential trends in education expenditure per student. Column 1 controls 

for township FE and year FE, column 2 (preferred specification) controls for township FE and SEZ-by-Year FE, 

column 3 further controls for Province-by-Year FE, column 4 uses only a balanced panel, column 5 uses only the 

townships that are adjacent to national-level SEZs. Standard errors are clustered at the SEZ level; ***, **, and * 

indicate significance at 1%, 5% and 10% levels. Alternative standard errors (two-way clustered at the city and SEZ 

levels) are also presented. 
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Table 2.7 Alternative Strategy 

 

Dependent Variable: Number of Primary Schools 

  (1) (2) (3) (4) 

Treatment*Year -0.198* 

-

0.386*** 

-

0.665*** -0.219** 

 
(0.116) (0.104) (0.234) (0.0902) 

 [0.350] [0.207] [0.295] [0.134] 

SEZ Area*Year 
   

-0.0011*** 

    (0.00021) 

    

[0.00036] 

Township FE Yes Yes Yes Yes 

Year FE Yes No No Yes 

City-by-Year FE No Yes Yes No 

R-squared 0.280 0.440 0.505 0.454 

Observations 3,674 3,674 847 3,674 

Notes: This table reports the post-RSC differential trends in primary schools using the alternative 

specification. Columns 1 controls for township FE and Year FE, columns 2, 3, and 4 control for 

township FE and City-by-Year FE. Column 3 uses only a balanced panel. Column 4 controls for 

the linear trend caused by the size (area measured in square kilometers) of the neighboring SEZ. 

Standard errors are clustered at the SEZ level; ***, **, and * indicate significance at 1%, 5% and 

10% levels. Alternative standard errors (two-way clustered at the city and SEZ levels) are also 

presented. 
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Table 2.8 Robustness Check 

 

 
(1) (2) (3) (4) (5) 

𝛼𝑠𝑐ℎ𝑜𝑜𝑙𝑠 -0.271*** -0.292*** -0.175*** -0.249*** -0.470*** 

 
(0.0463) (0.0445) (0.0447) (0.0736) (0.108) 

 [0.155] [0.0980] [0.0632] [0.0620] [0.0986] 

𝛼𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 -52.74** -102.4*** -96.39*** -95.08* -250.4*** 

 
(22.50) (26.40) (28.79) (55.40) (77.06) 

 [42.83] [28.45] [32.74] [48.65] [96.35] 

𝛼𝑡𝑒𝑎𝑐ℎ𝑒𝑟𝑠 -1.898 -4.687*** -4.347** -4.718 -7.728*** 

 
(1.391) (1.806) (1.768) (3.340) (2.964) 

 [2.236] [1.793] [1.949] [2.490] [2.843] 

𝛼𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 -166.2** -178.2** -222.8** -225.7 -909.4*** 

 
(71.74) (85.29) (90.71) (163.4) (286.8) 

 [113.1] [116.4] [85.71] [156.6] [233.1] 

𝛼𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 -22.08 -103.6* -143.9** -167.5 -566.2*** 

 
(47.50) (53.98) (59.75) (105.6) (167.9) 

 [69.70] [76.81] [66.39] [103.4] [42.27] 

Notes: This table replicates table 3 using only the subsample of SEZs that were established before 2002. Each cell 

presents an estimated coefficient obtained from a separate regression, with each row using a different outcome variable, 

and each column using a different specification: column 1 controls for township FE and year FE, column 2 (preferred 

specification) controls for township FE and SEZ-by-Year FE, column 3 further controls for Province-by-Year FE, column 

4 uses only a balanced panel, column 5 uses only the townships that are adjacent to national-level SEZs. Standard errors 

are clustered at the SEZ level; ***, **, and * indicate significance at 1%, 5% and 10% levels. Alternative standard errors 

(two-way c  
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3 Influence Activities and Bureaucratic Performance: Evidence from a Large-

Scale Field Experiment in China 

3.1 Introduction 

For a large share of jobs in a modern economy, objective performance measures are 

difficult to obtain, leading employers to rely heavily on supervisor’s subjective evaluations 

to provide work incentives (Prendargast, 1999; Deb et al., 2016). This is particularly 

ubiquitous in the public sector, due to the inherent problems of measurability and 

multiplicity of the goals for most civil service jobs (Olken and Pande, 2013; Finan et al., 

2015).  

While subjective performance measures could potentially improve contractual power 

(Gibbons and Murphy, 1992; Baker et al., 1994), they also open the door to influence 

activities: employees can take actions to affect the evaluator’s decision in their favor, which 

might be against the interests of the organization (Milgrom and Roberts, 1988; Milgrom, 

1988). For the organization, influence activities thus create a tradeoff between taking 

advantage of the supervisor’s local information and letting the supervisor manipulate 

decisions in his own interests, undermining the organization’s ability to fully incentivize 

the agents to perform on their jobs. However, despite being consistent with anecdotal 

examples and case studies, the long-standing theoretical discussion on the existence and 

implications of influence activities is yet to be backed up by rigorous empirical evidence 

(Oyer and Schaefer, 2011; Lazear and Oyer, 2012).  

Empirically investigating influence activities is fundamentally challenging due to at 

least three reasons. First, behaviors such as buttering up supervisors or providing personal 

favors to them are difficult to observe by nature. In fact, agents may try their best to hide 

such behaviors because they are usually deemed as inappropriate. Second, even if these 

behaviors are observed, it is difficult to conclude that they are driven by intentions to 

improve evaluation outcomes (instead of simply being friendly), making us unable to 

exclusively classify them as influence activities. Third, even if we establish the existence 

of influence activities, without being able to exogenously vary such behaviors across agents, 

we are still unable to quantify the causal impacts of such behaviors on work performance.  

In this paper, we conduct a large-scale field experiment, which aims to address these 

three challenges altogether, and provide the first rigorous empirical evidence on the 

existence and implications of influence activities in workplace. Our experiment focuses on 

China’s “3+1 Supports” program, which hires more than 30,000 college graduates annually 

to work in rural township governments on two-year contracts. These junior state employees 

are referred to as College Graduates Civil Servants (CGCSs) in this paper.  

An important institutional feature of the Chinese governance system is its dual-

leadership arrangement (Shirk, 1993): within each government organization/subsidiary, 

there are always two leaders: a “party leader” (i.e. party secretaries at various levels) and 

an “administrative leader” (i.e. head in a village, mayor in a city).50 As a result of this 

duality system, each CGCS is supervised by two senior leaders, both assign job tasks and 

                                                           
50 The two leaders have large overlap in their responsibilities, introducing de facto 
checks and balances. See Li (2018) for more detailed discussions on the institutional 
details of the duality system. 
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provide feedbacks on a regular basis. In the status quo, each CGCS is evaluated by one of 

his two co-supervisors every year, and the evaluation outcome in turn determines whether 

the CGCS can be promoted to a “tenured” position upon completing his two-year term, 

which is a highly sought-after outcome for most CGCSs due to the prestige of civil servant 

jobs in China. 

Exploiting this unique setting, we collaborate with two provincial governments in China 

to randomize two different types of performance evaluation schemes among their 3,785 

CGCSs. In both schemes, we randomly select one of the two supervisors to be the 

“evaluator” (whose opinion matters for future promotion), but also collect the assessment 

from the other non-evaluating supervisor. The only difference is that, in the first “revealed” 

scheme, we announce the identity of the evaluator to the CGCS at the beginning of the 

evaluation cycle, so that throughout the year, the CGCS knows whose opinion is 100% 

responsible for his career development; while in the second “masked” scheme, we keep the 

identity of the evaluator secret until the end of the evaluation cycle, so that throughout the 

year, the CGCS perceives each supervisor to be having a 50% chance of determining his 

promotion.  

We find that, in the revealed scheme, the randomly selected evaluating supervisor gives 

significantly more positive assessments of CGCS performance than his non-evaluating 

counterpart. In addition, when we ask the colleagues of the CGCS to speculate who among 

the two supervisors would give higher assessments of CGCS performance, they are also 

more likely to (correctly) guess the randomly selected evaluator, of which they were not 

informed. These results are consistent with a scenario where the agent is able to impose 

supervisor-specific influence activities to improve evaluation outcomes, and such influence 

activities could partly be observed by his other co-workers. 

In the masked scheme, since the CGCS no longer knows who the evaluating supervisor 

is during the evaluation cycle, the asymmetry in supervisor assessments disappears. 

Furthermore, the masked scheme improves CGCS performance, as measured by both 

average colleague assessment and average supervisor assessment. The effect of the masked 

scheme is stronger when the CGCS is more risk averse, when the two supervisors have 

more aligned preferences for performance, and when the two supervisors have little 

information asymmetry. These results can be rationalized in a conceptual framework, 

where introducing uncertainty in the identity of the evaluator incentivizes the agent to 

reallocate efforts from evaluator-specific influence activities toward productive 

dimensions that would be appreciated by both supervisors. 

We conduct a battery of additional analysis to rule out alternative interpretations of our 

baseline findings, such as supervisor behavioral change due to being selected to evaluate, 

agents responding differently to the evaluator’s job assignments, evaluating 

supervisor\masked supervisors getting better information on CGCS performance, CGCSs 

trying to influence everyone under masked scheme, etc. We also find suggestive evidence 

that the improvement in performance is not simply “cheap talk” by supervisors and 

colleagues: in the masked scheme, the CGCSs are more likely to be assessed as “qualify 

for tenure,” and also receive higher salaries in positions with established incentive pay 

schemes. We also provide various ways to benchmark the magnitude of our treatment 

effects. 
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This paper speaks to three strands of literature. First and foremost, it provides the first 

rigorous empirical test for the existence and implications of influence activities in 

workplace. As pointed out by Lazear and Oyer (2012), while a large theoretical literature 

has studied how agents try to influence the assessments of their supervisors (e.g. Milgrom 

and Roberts, 1988; Milgrom, 1988; Meyer et al., 1992; Schaefer, 1998), there lacks quality 

empirical evidence, aside from anecdotes and case studies, to verify these arguments. Our 

paper fills in this gap by providing field experimental evidence on influence activities 

among Chinese local state employees, as well as quantifying the causal impacts of 

alleviating influence activities on job performance. More broadly, subjective performance 

evaluation is ubiquitous across private and public sectors, and has been investigated 

extensively by a large body of theoretical works (Gibbons and Murphy, 1992; Baker et al., 

1994; Prendergast and Topel, 1996; MacLeod, 2003). However, empirical evidence on the 

effectiveness and limitations of subjective evaluation is still largely missing, with only a 

handful of exceptions (Chevalier and Ellison, 1999; Hayes and Schaefer, 2000). Our paper 

also contributes to this literature by showing how influence activities could undermine the 

power of subjective performance evaluation. 

Second, this paper adds to a growing empirical literature on the personnel economics of 

the state, specifically on incentivizing state employees (Finan et al., 2016). Most of the 

existing works on this topic focus on the role of financial incentives,51 with only a few 

exceptions studying non-pecuniary incentives, such as transfers and postings (Banerjee et 

al., 2012), and intrinsic motivation (Ashraf at al., 2014). Our paper adds to this line of work 

by exploiting the (implicit) career incentive involved in performance evaluations, which is 

a prevalent form of incentive scheme in public sectors, but has rarely been studied in the 

literature. In addition, we show that holding the “final reward” fixed, slightly revising the 

performance evaluation practice can lead to substantial improvement in job performance 

of state employees, indicating a highly cost-effective way to strengthen state effectiveness. 

Third, our paper also relates to the research agenda on Chinese political meritocracy. 

Since Li and Zhou (2005), a large number of empirical studies have tried to investigate 

how different performance indicators, such as GDP growth rate (Guo, 2009) and 

implementation of the one-child policy (Serrato et al., 2018), affect the incentives and 

behaviors of provincial and prefectural officials in China. However, the existing evidence 

has been focusing almost exclusively on relatively high-level government officials, leaving 

the vast majority of grassroots bureaucrats under-researched, whose incentives and 

constraints could potentially be very different from their high-level leaders. For instance, 

a key distinction is that, the job tasks for the low-level bureaucrats are much more difficult 

to be quantified by objective measures such as GDP growth and environmental quality, so 

most of the grassroots bureaucrats are only rewarded based on subjective evaluations by 

their supervisors. Our paper intends to unravel the black box of the incentive schemes for 

grassroots bureaucrats in China, who are the building blocks of state capacity and play key 

roles in policy implementation and public service delivery. 

The remainder of this paper is organized as follows. In Section II, we layout a simple 

conceptual framework to help guide the experimental design, and generate some testable 

hypotheses. In Section III, we introduce the institutional background, design, and 

                                                           
51 See Finan et al. (2016) for a summary. 
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implementation of our field experiment. In Section IV, we present baseline experimental 

results to test the main predictions of our conceptual framework. In Section V, we discuss 

the potential alternative interpretations of the baseline findings. In Section VI, we 

benchmark the magnitude of our treatment effects. Section VII concludes. 

 

3.2 Conceptual Framework 

Assume an agent 𝑖  works on a job with a productive dimension 𝑥𝑖 , which can be 

observed by co-workers and supervisors, but cannot be verified quantitatively. The 

organization therefore relies on a subjective performance evaluation scheme, where the 

reward of the agent depends on the evaluation score given by his supervisor 𝑗: 

𝑌𝑖𝑗 = 𝑥𝑖 + 𝑢𝑖𝑗 

To mimic our “duality” empirical setting, we assume that there are two supervisors, 𝑗 ∈
{𝑎, 𝑏}. In addition to working on the productive dimension of the job, agent 𝑖 also has the 

option to exert (supervisor-specific) influence activities 𝑢𝑖𝑗 to please supervisor 𝑗, in order 

to improve the evaluation score.  

The agent maximizes his expected utility, which is a function of both evaluation 

outcome and work efforts, subject to a time constraint: 

max
𝑥𝑖,𝑢𝑖𝑗

∑ 𝑠𝑖𝑗 ∙ 𝑉(𝑌𝑖𝑗 ,  𝐿𝑖)

𝑗∈{𝑎,𝑏}

 

s.t. 

𝑓(𝑥𝑖) + ∑ 𝑔(𝑢𝑖𝑗)

𝑗∈{𝑎,𝑏}

+ 𝐿𝑖 = 𝑇 

where 𝑠𝑖𝑗  is the probability of each supervisor 𝑗’s assessment being used to determine 

individual 𝑖’s reward in the performance evaluation scheme (∑ 𝑆𝑖𝑗𝑗∈{𝑎,𝑏} = 1); 𝐿𝑖 is leisure; 

𝑉(𝑌, 𝐿)  is the utility function of the agent, which is increasing and concave in both 

evaluation score and leisure. In the time constraint, 𝑓(𝑥)  is a convex and increasing 

function measuring the time needed to obtain performance 𝑥 , 𝑔(𝑢)  is a convex and 

increasing function measuring the time needed to exert influence activities 𝑢, 𝑇 is the total 

time budget for an individual. 

Other colleagues also observe the performance, but their opinions are not included in 

the performance evaluation scheme, so the agent is not incentivized to adjust his efforts to 

improve colleague evaluations. Colleagues therefore receive no influence activities, and 

base their evaluations solely on the productive dimension: 

𝑌𝑖𝑐 = 𝑥𝑖 

Proposition 1: when one of the two supervisors is randomly chosen to be the evaluator, 

and his identity is known to the agent, other things being equal, the evaluating supervisor 

gives higher assessment than the non-evaluating one. 
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Without loss of generality, assume: 𝑠𝑎 = 1, 𝑠𝑏 = 0. Solving the model, we can show 

that: 

𝑢𝑖𝑎 > 𝑢𝑖𝑏 = 0 

which leads to: 

𝑌𝑖𝑎 > 𝑌𝑖𝑏 

The intuition is that, when the agent knows the identity of the evaluator, he would exert 

more evaluator-specific efforts (i.e. 𝑢𝑖𝑎 > 𝑢𝑖𝑏) that lead to more positive assessment from 

the evaluating supervisor (𝑌𝑖𝑎 > 𝑌𝑖𝑏).  

Proposition 2: when one of the two supervisors is randomly chosen to be the evaluator, 

but his identity is unknown to the agent, other things being equal, compared to the case 

where the identity is known, the performance of the agent will improve, as measured by 

both supervisor assessment and colleague assessment. 

In this masked scheme, 𝑠𝑎′ = 𝑠𝑏′ =
1

2
. Since the identity of the evaluator is unknown, 

the agent would reallocate efforts from supervisor-specific influence activities (𝑢𝑖𝑗) toward 

productive tasks that would be appreciated by both supervisors (𝑥𝑖). Therefore, compared 

to the revealed scheme, we can show: 

𝑢𝑖𝑎
′ = 𝑢𝑖𝑏

′ < 𝑢𝑖𝑎;   𝐿𝑖
′ > 𝐿𝑖;   𝑥𝑖

′ > 𝑥𝑖 

and: 

𝑌𝑖𝑎
′ + 𝑌𝑖𝑏

′ > 𝑌𝑖𝑎 + 𝑌𝑖𝑏 

𝑌𝑖𝑐
′ > 𝑌𝑖𝑐 

The intuition is that, since the identity of the evaluator is unknown, the marginal cost of 

improving expected evaluation outcome through influence activities doubles, while the 

marginal cost of improving evaluation outcome through the productive dimension remains 

unchanged. Therefore, the agent re-optimizes by switching from exerting influence 

activities towards being productive for the organization. 

Proposition 2.1: more risk-averse agents are more strongly incentivized when the 

identity of the evaluating supervisor is unknown. 

When the agent is more risk averse (i.e. 𝑉(𝑌, 𝐿)′′ being pointwise more concave than 

𝑉(𝑌, 𝐿)′),  the reallocation from uncertain dimension (𝑢𝑖𝑗) to certain dimensions (𝑥𝑖 and 

𝐿𝑖) would be more salient. So we can show: 

(𝑌𝑖𝑎
′′ + 𝑌𝑖𝑏

′′) − (𝑌𝑖𝑎 + 𝑌𝑖𝑏) > (𝑌𝑖𝑎
′ + 𝑌𝑖𝑏

′ ) − (𝑌𝑖𝑎 + 𝑌𝑖𝑏) 

Proposition 2.2: when at least one of the supervisors has imperfect information about 

job performance, introducing ex post randomization in evaluator identity is less effective 

as the information gap enlarges. 

Without loss of generality, assume: 
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𝑌𝑖𝑎 = 𝑥𝑖 + 𝑢𝑖𝑎;   𝑌𝑖𝑏 = 𝛼 ∙ 𝑥𝑖 + 𝑢𝑖𝑏 

where 𝛼 < 1. Solving the model, it is straightforward to show that: 

𝜕(𝑌𝑖𝑐
′ − 𝑌𝑖𝑐)

𝜕𝛼 
> 0 

The intuition is that, when 𝛼 → 0, 𝑥𝑖 becomes more and more specific to supervisor 𝑎, 

therefore similar to the role of 𝑢𝑖𝑎 . As a result, the effect of “reallocating towards 

commonly appreciated dimension” is attenuated. 

Proposition 2.3: when job tasks involve multiplicity, introducing ex post randomization 

in evaluator identity is more effective when the two supervisors’ subjective weights for 

different dimensions of performance are more consistent. 

Without loss of generality, we extend the previous setting by allowing for two 

dimensions of performance: 𝑥𝑖1, 𝑥𝑖2, for which a supervisor imposes weights 𝑤𝑗1and 𝑤𝑗2 

respectively (𝑤𝑗1 + 𝑤𝑗2 = 1). So the evaluation function becomes: 

𝑌𝑖𝑗 = 𝑤𝑗1 ∙ 𝑥𝑖1 + 𝑤𝑗2 ∙ 𝑥𝑖2 + 𝑢𝑖𝑗 

and the time constraint becomes: 

𝑓(𝑥𝑖1) + 𝑓(𝑥𝑖2) + ∑ 𝑔(𝑢𝑖𝑗)

𝑗∈{𝑎,𝑏}

+ 𝐿𝑖 = 𝑇 

Solving the model, we prove that:  

𝜕[(𝑌𝑖𝑎
′ + 𝑌𝑖𝑏

′ ) − (𝑌𝑖𝑎 + 𝑌𝑖𝑏)]

𝜕|𝑤𝑎1 − 𝑤𝑏1| 
< 0 

and:  

𝜕(𝑌𝑖𝑐
′ − 𝑌𝑖𝑐)

𝜕|𝑤𝑎1 − 𝑤𝑏1| 
< 0 

The intuition is that when both supervisors have more consistent subjective weights, it 

is more desirable to reallocate efforts from supervisor-specific influence activities (𝑢𝑖𝑗) to 

productive dimensions that would be appreciated by both supervisors (𝑥𝑖1, 𝑥𝑖2), which 

improves both average supervisor evaluation and average colleague evaluation. 

 

3.3 Experiment 

Institutional Background 

Since the early 2000s, the Chinese government has launched several large-scale human 

capital transfer programs, which altogether hired more than one million college graduates 

to work in rural areas, in the hope that their modern human capital and independence from 

local interest groups could help improve state effectiveness at the local levels. For example, 

in the College Graduate Village Officials (CGVOs) program, college graduates were hired 

as village officials on a contractual basis, and it is found that they were able to significantly 
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improve policy implementation and reduce leakage in poverty subsidies (He and Wang, 

2017). 

In this paper, we focus one of such human capital transfer programs, known as the “3+1 

Supports” (San Zhi Yi Fu) initiative, which was launched in 2006 by the Ministry of Human 

Resources and Social Security.52 Several types of civil service positions are offered to the 

college graduates through the “3+1 Supports” initiative, including township administrative 

clerics who work on poverty alleviation, agricultural support, water resource management, 

and social security provision; teachers in township primary schools; and pharmacists and 

nurses in township clinics. By the end of 2018, more than 350,000 college graduates had 

been hired to work as grassroots civil servants through this program. We refer to these 

individuals as “College Graduates Civil Servants” (CGCSs) in this paper.  

The CGCSs are recruited from colleges on a yearly basis. Before each job market season 

in May, the provincial government announces the total number of vacancies on its website 

and invites college students to apply. In most provinces, the procedure of CGCS 

recruitment is similar to that of formal (permanent) state employee recruitment: the 

applicants need to first take a comprehensive written exam, which is similar to the 

Administrative Aptitude Test and Essay Writing Test used in the National Civil Service 

Exam; then, the high-score applicants will be interviewed and the top-ranked candidates 

will be recruited. Some provinces also recruit CGCSs by review their application materials, 

where priorities are often given to (Communist) Party members, those who have local 

Hukou (household registration status), those who graduated with honors, and those who 

have more advanced and relevant degrees. 

The admission of CGCSs is highly competitive. For examples, in Shandong province, 

the total number of available positions in 2017 was around 1,500, but the program attracted 

more than 31,000 applicants (admission rate < 5%); in Guangxi province, the government 

planned to hire 800 CGCSs in 2017; but the total number of applicants exceeded 13,600 

(less than 6% applicants were recruited). In most provinces and in most years, the 

admission rate for the “3+1 Supports” program is below 10%. Such intense competition 

ensures the quality of the selected CGCSs.  

A CGCS is similar to a formal entry-level township civil servant in many ways. For 

CGCSs in clerical positions, like most formal rural civil servants, the job tasks tend to be 

a combination of routine paper works, interactions with villagers, and case-based 

assignments from supervisors, making job performance hardly quantifiable, and difficult 

to compare across individuals. For CGCSs in more specialized positions like township 

clinic nurses or primary school teachers, the job tasks are also similar to their formal state 

employee colleagues. While certain dimensions of these jobs are better defined than cleric 

jobs, the grassroots nature of these jobs still make objective performance evaluation largely 

infeasible, e.g., student score cannot be used to incentivize teachers due to the lack of 

unified written exams at the primary school level. As a result, the evaluation of a CGCS 

                                                           
52Six other major ministries and departments co-sponsored the program, including 
the Ministry of Education, the Ministry of Finance, the Ministry of Agriculture, the 
National Health Commission, the State Council Leading Group Office of Poverty 
Alleviation and Development, and the Communist Youth League Central Committee. 
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relies almost solely on the evaluating supervisor’s subjective assessment, which is also the 

status quo for the vast majority of civil service jobs across the world. 

The only major difference between a CGCS position and a formal civil servant position 

is that the former is contract-based, while the latter is permanent (“tenured”). The majority 

of CGCSs are eager to be promoted to formal state employees upon finishing the two-year 

term, which would only be approved by the government subject to satisfactory job 

performance. As a result, aspiring CGCSs have strong incentives to impress their 

supervisors and improve the evaluation outcomes. While the strong incentives could 

potentially lead to higher work efforts, they might also cause influence activities to please 

the evaluating supervisor in ways that are inconsistent with the government’s interest.53 

A CGCS is supervised by two leaders: a party leader and an administrative leader. This 

is due to the unique dual-leadership governance structure in China: in principal, the 

administrative leader is in charge of the daily operation of the government entity, while the 

party leader oversees the process; the administrative leader often has larger economic 

power, while the party leader can exert larger political power. These two leaders have the 

same official ranking, but normally the party leader is perceived to have an edge in 

authority. This dual-leadership provides de facto checks and balances in China’s local 

governance system (Li, 2018) and is adopted by different levels of administrative units 

(ranging from the central government to the small village committees). In public 

institutions such as schools, hospitals, and state owned firms, as long as there are more than 

three Communist Party members among the employees, this dual-leadership rule needs to 

be enforced. The dual-leadership setting is important for our experiment, as we will 

randomly choose one from the two to evaluate the performance of a CGCS. 

Experimental Design 

In collaboration with two provincial governments in China, we randomize two 

subjective performance evaluation schemes, a “revealed scheme” vs. a “masked scheme,” 

among all their 3785 CGCSs. In both schemes, one of the two supervisors is randomly 

selected to be the evaluating supervisor for CGCS performance, meaning that his 

assessment will be given a 100% weight in the evaluation outcome, which in turn affects 

future career development of the CGCS. For the other randomized non-evaluating 

supervisor, we also collect his assessment of CGCS performance, but this assessment is 

given 0% weight in determining the evaluation outcome. In both schemes, we never 

directly inform a supervisor whether or not he is chosen as the evaluating supervisor, nor 

do we inform the colleagues of the CGCS. 

In the “revealed” scheme, we inform (and only inform) the CGCS about the identity of 

his evaluating supervisor, at the beginning of the evaluation cycle. This mimics the status 

quo of CGCS performance evaluation, where the agent is informed about the evaluating 

supervisor ex ante. The difference is that, in the status quo, the evaluator is endogenously 

chosen from the two supervisors, typically through an opaque process combining 

supervisor opinions, division of labor between supervisors, and other idiosyncratic factors. 

In our “revealed” scheme, by randomly selecting the evaluator, we can tease out the 

                                                           
53 Simple examples of such influence activities include picking up supervisor’s kid 
from school, making coffee for supervisor, doing chores for supervisor, etc. 
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endogeneity in evaluator selection, and directly pin down the causal impact of knowing the 

identity of the evaluator. Two thirds of the CGCSs are assigned to this scheme. 

In the “masked” scheme, we do not inform the CGCS about the identity of the evaluator 

until after the end of the evaluation cycle. Compared to the CGCSs in the revealed scheme, 

those in the masked scheme do not know the identity of their evaluator throughout the year. 

As a result, it becomes less beneficial to impose supervisor-specific influence activities, 

which incentivizes the CGCSs to reallocate their efforts toward productive dimensions that 

would be appreciated by both supervisors. One third of the CGCSs are assigned to this 

scheme. 

We focus primarily on two sets of outcomes: supervisors’ assessments and colleagues’ 

assessments of CGCS performance. We define “colleagues” as co-workers in the same 

office as the CGCS but are not hired through the “3+1 Supports” program. We consider 

the colleagues’ assessments as the ideal performance measure in this context for three 

reasons. First, the colleagues were randomly chosen from the same office where the CGCSs 

worked. They worked closely with CGCSs and can thus best observe the CGCSs’ 

performances. Second, there is no obvious conflict of interest between the CGCSs and their 

colleagues. Unlike CGCSs who work in the office only under 2-year contracts, most 

colleagues already have tenure and have worked in the office for many years. As a result, 

the CGCSs and their senior colleagues do not directly complete with each other in career 

development. Finally, the CGCSs had no incentive to influence their colleagues for 

evaluation reasons throughout the study. At the baseline, the provincial governments 

explicitly told the CGCSs that only the evaluating supervisor’s opinions would be used for 

evaluating their final performance. Most CGCSs did not expect that we would even survey 

their colleagues until the surveyors were sent to their offices at the end line. 

The combination of our experimental design and data collection allows us to test the 

main propositions of our conceptual framework in powerful ways. First, proposition 1 

suggests that in the revealed scheme, the randomly chosen evaluator should give more 

positive assessments of CGCS performance, due to evaluator-specific influence activities 

imposed by the CGCS. Since the evaluator is randomly selected from the two leaders, we 

could directly test this prediction by estimating the causal effect of “being evaluator” on 

“giving more positive assessment.” In addition, for each CGCS, we also elicit his 

colleagues’ beliefs regarding which of the two supervisors would give the CGCS more 

positive assessments. While we did not inform the colleagues about which co-supervisor 

was chosen to evaluate, to the extent that supervisor-specific influence activities indeed 

happened, and could at least be partly observed by others throughout the year, the 

colleagues should be able to correctly predict that the (randomly selected) evaluator would 

favor the CGCS.  

Second, proposition 2 asserts that when the identity of the evaluator is masked, 

evaluator-specific influence activities would be alleviated, causing the agent to reallocate 

efforts toward productive dimensions that would be appreciated by both leaders, which 

results in better overall performance. The first part of this statement could be verified by 

seeing whether “leader assessment asymmetry” disappears as we switch from the revealed 

scheme to the masked scheme; the second part of this statement could be verified by testing 

whether CGCSs in the masked scheme have better performance as measured by average 

leader assessment and colleague assessment. Furthermore, our conceptual framework 
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predicts that the masked scheme is most effective when the agent is more risk averse, when 

the two leaders have more aligned preferences, and when the two leaders have smaller 

information asymmetry. These additional predictions can be tested by exploring the 

heterogeneous treatment effects of adopting the masked scheme. 

Implementation 

Our experiment is conducted in collaboration with two of the largest provinces in China, 

with a combined population of nearly 150 million. Province A is coastal and more 

developed, while Province B is inland with lower average income. Province A recruits the 

CGCSs using an automatic scoring system, while Province B recruits through traditional 

written tests and interviews. Our sample covers all the 3,785 CGCSs employed by these 

two provinces in China as of September 2017 (cohorts of 2016 and 2017). Our research 

team was appointed by the two provincial governments as the “third-party evaluator” for 

the “3+1 Supports” program to help launch new performance evaluation schemes, which 

the provincial governments officially informed all the CGCSs. This high-level 

endorsement helped ensure that the vast majority of the CGCSs were well aware of the 

high stakes involved in the evaluation outcomes under the newly launched evaluation 

schemes. 

    The baseline survey was carried out in September 2017, one month after the 2017-

cohort CGCSs finished job training and were assigned to their positions. An online survey 

was sent to all CGCSs via text message. Through the baseline survey, we gathered a rich 

set of information on the CGCSs, including their general background, work duties, political 

beliefs, motivations, risk preferences, etc. During the baseline survey, we asked each 

CGCS to provide the names, positions and contact information of their two co-supervisors, 

which we cross-validated with the official government records for accuracy. We also asked 

each CGCS which of the two supervisors he would prefer to have as the evaluator, which 

helps us understand the perceived positivity from the standpoint of each CGCS.  

Immediately after the baseline survey, we randomized all the CGCSs into the two 

evaluation schemes based on their work units, and informed each CGCS about the 

evaluation scheme he was assigned to. The randomization was conducted at the work unit 

level (“Dan Wei”) instead of the individual level. Different CGCSs who worked in the 

same unit (i.e., an office or an organization branch led by the same set of supervisors) were 

assigned to the same scheme. This is per the request of our government partner to ensure 

that the evaluation results of CGCSs working in the same unit can be fairly compared to 

each other. In this setting, because 83.9% of the work units only had one CGCS allocated, 

randomizing at the work unit level did not hurt our statistical power in any substantial way, 

as compared to randomizing at the individual level.  

To ensure the credibility of our intervention, the provincial governments sent a formal 

letter with official sealed stamps to every CGCS. The letter emphasized the importance of 

the performance evaluation, confirmed the evaluation scheme (including the name of the 

relevant supervisor) specific to the CGCS, and the detailed timeline. We reminded the 

CGCSs about their evaluation schemes in January 2018.  

The end-line survey was carried out in June 2018, and consisted of three parts: colleague 

assessment, supervisor assessment, and self-assessment. When the surveyors visited the 

office of a CGCS, if there were less than 5 colleagues in the office, all of them were invited 
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to fill in the colleague questionnaire; if there were more than 5 colleagues, the surveyor 

randomly sampled 5 of them to fill in the colleague questionnaire, using a random number 

generator.54 To protect the privacy of the colleagues and encourage truth-telling, colleague 

questionnaires were strictly anonymous, and CGCSs were not allowed to communicate 

with the colleagues during the entire process. The CGCS survey was also conducted on-

site, but independently from the colleague survey to avoid interference. Leader assessment 

was completed online, with an individual-specific link for each leader, listing all the 

CGCSs in his unit.   

In the colleague and leader surveys, we ask questions on basic information of the 

colleague\leader, his interactions and familiarity with the CGCS, the job tasks of the CGCS, 

and his assessment of the CGCS along various dimensions. Specifically, we asked for an 

overall assessment of CGCS performance, as well as a “revealed preference” measure 

asking the colleague\leader whether they think the GCGS deserves a tenured position in 

this unit upon finishing his 2-year contract. 

The end-line CGCS survey followed a similar structure by asking about interactions 

with leaders\colleagues and self-assessment along multiple dimensions. In addition, we 

also asked about a series of questions on career plans, salaries, satisfaction with the “3+1 

Supports” program, etc. 

Balance and Attrition Tests  

To ensure the validity of our experiment, we conduct a battery of relevant balance tests: 

in the revealed scheme, supervisor characteristics should be balanced between the 

evaluating and non-evaluating supervisors, which supervisor is selected to evaluate should 

also be orthogonal to both CGCS and colleague characteristics; between the two evaluation 

schemes, CGCS characteristics, supervisor characteristics, as well as colleague 

characteristics should all be balanced. We find that these balance tests all go through, 

suggesting that our randomization was well executed. 

Between the baseline and the end-line surveys, we lost 918 CGCSs (24.3%) in the 

sample. The main reason for the attrition is that the CGCSs or their supervisors changed 

their positions during our study period. For example, a CGCS could be relocated from one 

township to another because of changes in policy targets. The supervisors could be 

promoted, retired, or move to other institutions. Such job changes would break the 

supervisor-subordinate relationship and thus invalidate the experimental design. Besides, 

some CGCSs passed the civil service exam or got admitted by graduate schools 

(participation in the “3+1 Supports” program gives them extra points in the exam). These 

people tended to quit their current CGCS jobs and left our experiment. To test whether our 

experiment caused such attrition, we estimate the relationship between attrition status and 

the treatment status, we find that our treatment does not lead to selective attrition.  

                                                           
54 If a colleague was not in the office when the surveyor visited, his contact 
information was collected and he would be surveyed over the phone in the 
following day. To ensure data accuracy, the team leader randomly called some 
colleagues in the following days to verify the sampling procedure and the answers 
collected. 
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3.4 Main Results 

In this section, we present a series of experimental results consistent with our theoretical 

predictions. Specifically, we show that: (1) when the identity of the evaluator is revealed 

to the agent, the assessment given by the evaluating leader is higher than that given by the 

non-evaluating leader, and that this asymmetry in assessments is correctly predicted by the 

colleagues of the agent; (2) when the identity of the evaluator is masked, the asymmetry in 

supervisor assessments disappears, and agent performance improves significantly as 

measured by average colleague assessment and average supervisor assessment; (3) the 

evaluating supervisor being more positive under the masked scheme indicates increased 

effort and decreased utility for the agent; (4) masking evaluator identity is more effective 

when the agent is more risk-averse, when the two supervisors have similar opinions on 

what constitute good performance, and when there is little information asymmetry between 

the two supervisors. 

These results are compatible with an interpretation of the agent undertaking influence 

activities (that target the evaluator and are at the expense of the assigned job) in the revealed 

scheme, and reallocate efforts from influence activities toward productive dimensions in 

the masked scheme, as formalized in our conceptual framework. The combination of these 

findings could already rule out some obvious confounding stories, and we will further 

confront each of those remaining alternative interpretations in Section V. 

Evaluating Supervisor More Positive under and only under the Revealed Scheme  

In Table 3.1, the outcome variable is “leader 1 score – leader 2 score,” measuring the 

extra positivity of leader 1 than leader 2 towards the same CGCS. The explanatory variable 

is a dummy variable indicating whether Supervisor 1 was (randomly) chosen to be the 

evaluating supervisor. 

In Columns (1)–(2), we focus on the revealed scheme, in which every CGCS is informed 

about the identity of his evaluator at the beginning of the evaluation cycle, who is randomly 

selected from the two co-supervisors. We find that in the revealed scheme, if a leader is 

chosen as the evaluator at the baseline, he indeed gives more positive assessment at the end 

line. In Column (2), we include a rich set of control variables in the regression and the 

estimated coefficient remains highly stable, confirming that the “Supervisor 1 Evaluating” 

treatment is indeed randomly assigned.  

In Columns (3)–(4), we focus on the masked scheme, where the identity of the randomly 

chosen evaluator is not announced until the end of the evaluation cycle. As we can see, in 

the masked scheme, being selected as the evaluator no longer has any impact on the 

positivity of assessment, again confirming our theoretical prediction. 

The asymmetry in supervisor assessments under the revealed scheme, and its 

disappearance under the masked scheme, can be rationalized by the agent imposing 

supervisor-specific influence activities for better evaluation outcomes when and only when 

he knows the target. 
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Evaluation Asymmetry Predicted by Colleagues under and only under the 

Revealed Scheme 

If the results in Table 3.1 are indeed driven by influence activities, to the extent that 

such behaviors can at least be partially observed by other co-workers in the same office, 

we should expect that in the revealed scheme, colleagues could update their priors on which 

of the two leaders would be more positive about CGCS performance. In other words, when 

colleagues receive noisy signals of 𝑢𝑖𝑗, even without knowing who is the evaluator, they 

would be more likely to correctly identify the more positive leader. We test this prediction 

in Table 3.2, where the outcome of interest is a dummy variable indicating “whether a 

colleague thinks leader 1 would be more positive.” 

Columns (1)–(2) look at the revealed scheme. We see that when leader 1 is randomly 

selected as the evaluator, colleagues are more likely to think he is going to give more 

positive assessments. Combined with the results in Table 3.1, colleagues indeed correctly 

predict the direction of leader assessment asymmetry. 

In Columns (3)–(4), we investigate the masked scheme. As can be seen, when the 

identity of the evaluating leader is unknown to the agent, colleagues are also no longer 

more likely to identify the evaluator as the more positive leader. 

Combined together, these results are consistent with a case where agents impose 

evaluator-specific influence activities when knowing who the evaluator is, and such 

behaviors could be observed by other colleagues who work in the same unit and share the 

same office. 

Improved Performance under Masked Scheme 

We exploit the random assignment of CGCSs between the two evaluation schemes to 

estimate the causal effect of masking evaluator identity on job performance.  

First, in Table 3.3, we examine colleague assessments, which we consider as the ideal 

measure of CGCS performance, for reasons explained in Section III. Specifically, the 

dependent variable is average colleague assessment of the CGCS’s performance, which is 

framed relative to other civil servants working in the same work unit. The assessment score 

ranges from 1 to 7, representing different categories from “worse than all the colleagues” 

to “better than all the colleagues” in the questionnaire. Relatedly, we have an outcome 

variable indicating whether the colleagues think the CGCS’s performance ranks in the Top 

10% of the organization. 

The results in Columns (1)–(2) show that masking the identity of the evaluator 

significantly improved colleague assessments of CGCS performance. In Columns (3)–(4), 

we use the “Top 10%” as the outcome variable, all the results remain similar: CGCSs in 

the second treatment arm are more likely to be recognized as top performers by their 

colleagues.  

These results are consistent our theoretical prediction that masking evaluator identity 

would reduce influence activities, thus improving job performance. To corroborate this 

finding and better understand the driving-force behind performance improvement, we also 

investigate the impacts on supervisor assessment. 
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Table 3.4 reports the treatment effects (of being assigned to the masked scheme rather 

than the revealed scheme) on supervisor assessments. In Columns (1), the outcome variable 

is the mean assessment of the two supervisors. We find that the “masking the identity of 

the evaluator” significantly improves average supervisor assessment. To understand how 

the CGCSs manage to achieve overall higher assessments, we look at the treatment effects 

on evaluator leader and non-evaluating leader separately. Columns (2) and (3) reveal that 

both the evaluating and non-evaluating supervisor’s assessment improved under the 

masked scheme, with a larger improvement in the non-evaluating supervisor’s assessment. 

The difference between evaluating and non-evaluating leaders’ treatment effects motivate 

Column (4): deviation between leader assessments is smaller under the masked scheme. 

Rationalizing Results on Supervisor Evaluation 

In Table 3.4, the result for the non-evaluating supervisor’s assessment is intuitive: the 

CGCS now needs to impress both supervisors, instead of one, making the non-evaluating 

supervisor more pleased. The result for the evaluating supervisor’s assessment, however, 

is less intuitive: the evaluating supervisor’s assessment score is also improved, despite no 

longer receiving influence activities catered to his/her private utility. This result is 

rationalized in our model: if in scheme 2, the agent sacrifices enough of his leisure to work 

on productive dimensions, this “labor participation effect” could dominate the “reduced 

influence activity” effect, leading to an increase in the evaluation from the more favorable 

supervisor. 

We test this intuition from our model in Table 3.5. In our survey, besides asking the 

colleagues to give an overall assessment of the CGCS’s performance, we also asked them 

to specifically tell us whether they think the CGCS work harder and overtime relative to 

other colleagues. In Panel A of Table 3.5, we find that masking the evaluator’s identity 

indeed makes the CGCS to work harder and overtime (as observed by their colleagues), 

suggesting the CGCS allocate more efforts in the productive dimensions.  

In addition, we report the findings for the CGCSs’ self-evaluations. Note that results 

from self-evaluations are less straightforward to interpret, because the incentives behind 

the self-reporting are complicated. A vast psychology literature has looked at this issue but 

the validity of self-evaluation remains controversial.55 In our setting, for example, almost 

all of the CGCSs thought that they performed better than their colleagues and the majority 

of them were in the Top 10% category. They generally exaggerated their work 

performances, which resulted in smaller variations in self-evaluated performance scores. 

Acknowledging various problems of self-evaluated outcomes, here, however, we still find 

that the “masking the identity of the evaluator” positively affected the CGCSs’ self-

evaluations.  

An important prediction of our model is that under the uncertainty treatment, as the 

CGCS needs to allocate more efforts to the productive dimension, his overall welfare 

would be decreased. In our survey, we asked the CGCS whether they would be willing to 

find a job in the private sector, and if so, what the expected wage is. In Panel B of Table 

3.5, we find that masking the identity of the evaluator makes the CGCS more willing to 

accept a job in the private sector, and the “reserve wage” is reduced by about 5%. Our 

                                                           
55 See Hetts (1999) for a review of the psychology literature.  
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interpretation is that because with uncertainty they had to work harder, and it made them 

more willing to quit and accept a low-pay job. These results help rationalize our previous 

finding that both the evaluating and non-evaluating supervisors’ assessment improved. 

Risk Aversion, Information Gap, Weights on Tasks, and Supervisor Importance 

In Table 3.6, we explore heterogeneous treatment effects under the guidance of our 

theoretical predictions. Combined together, these results shed light on the channels through 

which “masking evaluator identity” improves CGCS performance.  

In the conceptual framework, we predict that more risk-averse agents will respond more 

strongly to the introduction of uncertainty. This is confirmed by the results in Column (1), 

where the interaction term of risk averse dummy and the introduction of the masked 

scheme is positive and significant.56  

Our model also predicts that when the information gap of the two supervisors gets larger, 

the “productive dimension” effectively becomes more and more supervisor-specific. As a 

result, larger information asymmetry between the two supervisors weakens the treatment 

effect of masking evaluator identity. This is confirmed by both Column (2), where we use 

“difference in two supervisors’ self-reported information” to measure information 

asymmetry, and Column (4), where we use “two supervisors’ difference in work 

assignment frequency” to proxy for information asymmetry.  

Another prediction of the model is that when the preferences of the two supervisors are 

highly aligned, masking evaluator identity should be most powerful. In our survey, we 

separately elicited each supervisor’s subjective ranking on the importance of each 

performance dimension. In Column (3), we find that the treatment effects are larger when 

the two supervisors give the exact same ranking of importance, confirming the prediction. 

This result suggests that the treatment effect of masking evaluator identity is not driven by 

“CGCS responding to more diversified leader preferences,” because if that is the case, we 

should see a weaker treatment effect when leaders have more aligned preferences, not 

stronger. 

 

3.5 Alternative Interpretations of Baseline Results 

Our model suggests that under the revealed scheme, an agent imposes evaluator-specific 

influence activities; and under the masked scheme, the agent no longer knows who is 

evaluating, so would re-optimize his efforts by reducing influence activities to work on 

productive dimensions that would be appreciated by both leaders. In Section IV, we 

documented a series of evidence supporting the main predictions of our model. 

While some confounding interpretation might be consistent with one of the baseline 

findings, it could hardly rationalize the combination of all these patterns at the same time. 

Nevertheless, in this section, we treat each of the baseline result separately, and examine 

the alternative explanations specific to it. 

                                                           
56 Risk attitude is elicited through a hypothetical coin-flipping game. An individual 
taking a certain 400 Yuan over a 50% chance to win 2000 Yuan is defined as highly 
risk averse. Our results are robust to alternative cutoffs for this definition. 
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A. Confounders for “Leader Assessment Asymmetry” 

Confounder 1: Behavioral Differences between the Evaluating and Non-

Evaluating Supervisors  

Our interpretation of the findings in Table 3.1 is that the subordinate is able to impose 

supervisor-specific influence activities, and such behaviors can be observed by their co-

workers. An alternative explanation is that the evaluating and non-evaluating supervisors 

may act differently, simply because that “revealing the identity of the evaluator” might 

directly affect the evaluator’s behaviors. For example, if the evaluating supervisor feels 

more responsible after knowing that he is the evaluator, he may give the CGCS more 

positive assessments to avoid potential psychological burdens. Although this concern is 

alleviated by our experimental design that the supervisors were not informed by the 

research team about their roles in the evaluation, it is still possible that the CGCSs might 

delivered this information to them. 

To investigate this probability, in our end-line survey, we directly asked the supervisors 

about whether they were aware of their responsibility in evaluating the CGCS. It turns out 

that the majority of them (more than 65%) did not know that they were chosen as the 

evaluators until after the end of the evaluation cycle. In Panel A of Table 3.7, we estimate 

the impact of “Supervisor 1 Evaluating” on “Supervisor 1 Being More Positive” separately 

for different subsamples: the subsample in which the supervisors did not know their 

(evaluator) roles, and the subsample in which the supervisors knew their roles (likely 

through the CGCS). We find that in both subsamples, “Supervisor 1 Evaluating” increases 

the likelihood that “Supervisor 1 Being More Positive,” suggesting that our results are not 

driven by supervisor behavioral change due to being evaluator. 

Moreover, in Panel B of Table 3.7, we directly examine the existence of behavioral 

differences between the evaluating and non-evaluating supervisors. We focus on three 

outcomes: (1) the likelihood of a supervisor not responding the survey, (2) whether one 

supervisor writes more words in describing the subordinated CGCS’s talks than the other 

supervisor, and (3) whether one supervisor assigns more job tasks to the CGCS than the 

other. Our hypothesis is that, if the evaluating supervisor indeed paid more attention to the 

CGCS, we should observe the evaluating supervisor to be more likely to answer the survey, 

write more words in their assessment, and even assign more tasks to the CGCS.  Again, 

our analyses do not support this hypothesis. “Supervisor 1 Evaluating” does not affect any 

of these outcomes, as evidenced by the regression results in Panel B. This is again 

inconsistent with the “behavioral differences” interpretation. 

Confounder 2: Higher Information Quality for Evaluating-Supervisor 

Another confounding story is that even without behavioral changes, the evaluating 

supervisor would receive more information regarding CGCS performance from various 

sources: the CGCS, the colleagues, and the other (non-evaluating) supervisor might try to 

send signals to help him better evaluate. This improvement in information quality might 

improve supervisor assessment, while the CGCS did not actually exhibit any “influence 

activities” at the cost of the organization. 

To examine this interpretation, in our end-line supervisor survey, we asked each 

supervisor how frequent did the subordinated CGCS, the colleagues of the CGCS, or the 
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other supervisor discuss with him about CGCS performance. We are interested in whether 

the evaluating supervisor would receive additional information than the non-evaluating 

supervisor from these sources. In panel C of Table 3.7, we find that “Supervisor 1 

Evaluating” does not make supervisor 1 obtain extra information from any of these sources, 

as compared to supervisor 2. In other words, revealing the identity of the evaluator to the 

CGCS does not differentially change the “information quality” of the evaluating supervisor. 

 

B. Confounders for “Treatment Effects of Masking Evaluator Identity” 

Confounder 1: CGCS Influencing Everyone under Masked Scheme 

We find that CGCSs in the masked scheme on average receive more positive 

assessments from colleagues and both leaders, which we interpret as indicating better job 

performance.      

A potential alternative interpretation is that under the masked scheme, CGCSs do not 

work harder on the productive dimensions. Instead, they simply try to “influence” everyone, 

i.e., providing personal favors to all their colleagues and leaders, which leads to more 

positive assessments from everyone. This is unlikely to be the case, because the CGCSs 

have no incentive to do so: we clearly indicated at the beginning of the experiment that 

only the evaluating leader’s assessment will determine the evaluation outcome. 

Nevertheless, we try to examine this possibility more formally. 

If the CGCSs are indeed trying to influence their colleagues and leaders more often, we 

would expect that they interact more with these individuals, and the colleagues and leaders 

become more familiar with the CGCSs, in both work and life. However, in Table 3.8 Panel 

A, we find that “masking the identity of the evaluator” did not make the CGCSs to 

communicate more or meet more frequently with their colleagues (Columns (1) and (2)), 

nor did it make the colleagues become more familiar with the CGCS’s work or life 

(Columns (3) and (4)). This is again inconsistent with the alternative interpretation. 

Confounder 2: Higher Information Quality in Masked Scheme 

Another possibility is that the leaders in the masked scheme tend to get better 

information on CGCS performance, which might explain the improved leader assessments.   

To address this concern, in Panel B of Table 3.8, we examine whether leaders get 

additional information on CGCS performance under the masked scheme, either from 

colleagues or the CGCS himself. We find that, for both the evaluating leader and the non-

evaluating leader, being in the masked scheme does not increase the frequency of 

colleagues and CGCSs reporting to them regarding CGCS performance. This suggests that 

the improved supervisor evaluations in the masked scheme cannot be explained by changes 

in information quality. 

 

3.6 Benchmarking Effect Size 
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Usually, subjective evaluations are adopted when there lack clearly objective 

performance measures. Due to this nature, it is often challenging to benchmark the 

improvement in subjective evaluations using objective indicators. To better interpret the 

economic significance of our “masked scheme” intervention, we use two different ways to 

provide some more intuitive benchmarks for the magnitude of our estimated coefficients.  

Comparing Magnitudes with Correlative Coefficients 

In Table 3.9, we report the correlations between subjective evaluations and a rich set of 

CGCSs’ characteristics. In Column (1), we see that age (or more experience), education 

and party member have the strongest predictive power in explaining colleagues’ 

assessments. Being one year older is associated with a 0.05-point increase in colleague 

assessment, graduating from a 4-year college instead of a 3-year community college is 

correlated with a 0.15-point increase in colleague assessment, and being a party member is 

associated with 1 0.17-point increase in colleague assessment. In Column (2), we estimate 

the correlations between supervisors’ evaluations and CGCSs’ personal characteristics. We 

find similar patterns that CGCSs’ age, education and party membership are positively 

associated with better evaluation outcomes. The magnitudes of the coefficients are similar 

to those in Column (1).  

    Recall in Table 3.3, “masking the identity of the evaluator” can increase colleagues’ 

assessments by 0.22. The treatment effect is almost “equivalent” to having 4 more years of 

(life and work) experience, and is substantially larger than the effect of “upgrading” all 3-

year college graduates to 4-year college graduates, or replacing all non-CCP members with 

CCP-members. Given the substantial edge in prestige and ability associated with 4-year 

colleges and CCP member status, the treatment effect does seem to be economically 

significant. 

 “Revealed Preference” Measures 

The main performance measures used in this paper are subjective assessments given by 

different parties. This might raise concerns about the economic significance of our findings, 

if there is any reason that the incentives to “cheap talk” would vary systematically based 

on our random assignment of evaluation schemes. To address this potential issue, in Table 

3.10, we examine two “revealed preference” outcomes, which involve real stakes and 

cannot be explained by cheap talk. 

First, we directly ask the colleagues whether they think the CGCSs should be offered a 

tenured position in the office after the 2-year term. The question was posited at the end of 

the survey, and many of the colleagues asked our surveyors whether their answers to this 

question would be referenced by upper level government in the decision-making process. 

While we told them that all the information in the survey would be useful, their particular 

cautiousness on this question suggests that they were more aware of the stakes involved. 

Using this as an alternative outcome, we find that masking the evaluator’s identity indeed 

leads more colleagues to think the CGCS should get tenured, as reported in Column (1) of 

Table 3.10. 

Second, we asked each CGCS to report their total monthly remuneration, which includes 

basic wages and bonuses (if there is any), which we in turn verified using administrative 

information provided by the provincial government.  The basic wage is set by upper-level 
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government and should be exactly the same for all the CGCSs, conditional on their county 

of residence, enrollment year, and positions. Each working unit in turn has some discretion 

to reward the best performing employees with a modest amount of bonus (usually very 

small in the government system). In Columns (2) to (3) of Table 3.10, we observe that the 

CGCSs in the masked scheme earn 2% (roughly 49 RMB per month, 0.3 S.D.) higher 

salaries than those in the revealed scheme. Since the base salary for CGCSs is fixed 

(matched to the entry-level permanent civil servant wage), this 2% gap completely reflects 

the difference in bonuses.  

During our field interviews, we were informed that mainly those CGCSs who work as 

nurses enjoy bonuses, which is a function of objective performance indicators such as 

number of patients taken care of and number of night shifts completed. Indeed, when we 

restrict the sample to nurses, the coefficient gets substantially larger (116 RMB). This 

suggests that the improved performance is not cheap talk, instead, it could be reflected in 

objective productivity measures, and is attached to real stakes.  

 

3.7 Conclusion 

Subjective evaluations are widely used in both public and private sectors, especially in 

contexts lacking sharp measures of employee efforts and performances. A key limitation 

of subjective evaluation is that it may distort employees’ incentives and make them more 

likely to cater to the preferences of the evaluator, rather than focusing on productive tasks 

that benefit the organization. However, rigorous empirical evidence on the existence of 

influence activities is rare and the implications of such activities remain under-explored.  

To shed light on these issues, we conduct a large-scale field experiment, where we 

randomize two performance evaluation schemes among 3,785 junior state employees in 

China. In the first scheme, we randomly choose one supervisor (from two) as the 

performance evaluator, and inform the subordinate about the identity of the evaluator ex 

ante. We find that doing so indeed increases evaluator-specific influence activities, as the 

evaluating supervisor on average gives more positive assessment of the subordinate’s 

performance than the non-evaluating supervisor. Furthermore, other colleagues could 

correctly predict that the randomly selected evaluator would favor the subordinate (as 

compared to the non-evaluating supervisor), which indicates that the subordinate’s 

supervisor-specific influence activities could be partly observed by their fellow co-workers. 

In the second intervention, the identity of the evaluator is not disclosed to the 

subordinate, which in theory should encourage the subordinate to reallocate supervisor-

specific efforts toward productive dimensions that could be appreciated by both supervisors. 

We find that this intervention indeed improves the work performance of the subordinate, 

as measured both by both colleague and supervisor assessments. These results provide 

causal evidence that reducing influence activities leads to better work performance in the 

government.  

In addition to providing the first rigorous empirical evidence on the existence and 

implications of influence activities, our findings also have important policy implications. 

We find that by randomizing the identity of the evaluating supervisor, which has minimal 

implementation cost, the government could significantly improve the job performance of 
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its employees. This intervention could be adopted to incentivize the 39.5 million state 

employees in China, and might also apply to broader labor markets given the prevalence 

of influence activities in workplaces across countries and sectors. 
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Table 3.1 Revealing Evaluator Identity Causes Scoring Asymmetry   

 
Supervisor 1 Score - Supervisor 2 Score 

  (1) (2) (3) (4) 

Supervisor 1 Evaluating (Revealed) 0.310*** 0.310***   

 
(0.082) (0.082)   

Supervisor 1 Evaluating (Masked) 
  0.003 0.033 

 
  (0.113) (0.114) 

 
    

Outcome Mean -0.019 -0.019 -0.005 -0.005 

Outcome S.D. 1.299 1.299 1.217 1.217 

Controls N Y N Y 

County FE Y Y Y Y 

Type FE Y Y Y Y 

Enrol Year FE Y Y Y Y 

 
    

Observations 1,301 1,301 580 580 

R-squared 0.160 0.162 0.242 0.254 

Notes: Each column represents a separate OLS regression. Standard errors clustered at 

work unit level are reported below the coefficients. Control variables include CGCSs' 

personal characteristics. * significant at 10% ** significant at 5% *** significant at 

1%. 
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Table 3.2 Colleagues (Correctly) Speculate that the Evaluating Supervisor is More 

Positive 

 

Colleagues Predict Supervisor 1 Being More 

Positive 

  (1) (2) (3) (4) 

Supervisor 1 Evaluating (Revealed) 0.058*** 0.057***   

 
(0.020) (0.020)   

Supervisor1 Evaluating (Masked) 
  0.008 0.009 

 
  (0.019) (0.019) 

 
    

Outcome Mean 0.555 0.555 0.546 0.546 

Outcome S.D. 0.497 0.497 0.498 0.498 

Controls N Y N Y 

County FE Y Y Y Y 

Type FE Y Y Y Y 

Enrol Year FE Y Y Y Y 

 
    

Observations 5,582 5,582 2,615 2,615 

R-squared 0.160 0.162 0.242 0.254 

Notes: Each column represents a separate OLS regression. Standard errors clustered at 

work unit level are reported below the coefficients. Control variables include 

colleagues' personal characteristics. * significant at 10% ** significant at 5% *** 

significant at 1%. 
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Table 3.3 Treatment Effects on Colleague Evaluations       

  Performance (1-7)  Top 10% 

    (1) (2)   (3) (4) 
       

 Masking Evaluator's Identity (T2) 0.220*** 0.185***  0.081*** 0.070*** 

  (0.033) (0.027)  (0.012) (0.011) 
       

 Colleague Controls N Y  N Y 

 County FE Y Y  Y Y 

 Type FE Y Y  Y Y 

 Enrol Year FE Y Y  Y Y 

 Obs. 9,256 9,167  9,256 9,167 

  R-Squared 0.130 0.371   0.084 0.267 

Notes: Each column represents a separate OLS regression. Standard errors clustered at 

work unit level are reported below the coefficients. Control variables include 

colleagues' personal characteristics. * significant at 10% ** significant at 5% *** 

significant at 1%. 
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Table 3.4 Treatment Effects on Supervisor 

Evaluations       

  

Mean 

(Superior 

Evaluations) 

Evaluating 

Supervisors' 

Evaluation 

Non-

Evaluating 

Supervisors' 

Evaluation 

Supervis

or 

Deviation 

    (1) (2) (3) (4) 
      

 Mask 0.138*** 0.095* 0.184*** -0.100** 

  (0.046) (0.056) (0.058) (0.050) 
      

 Controls Y Y Y Y 

 County FE Y Y Y Y 

 Type FE Y Y Y Y 

 Cohort FE Y Y Y Y 

 Obs. 1,945 1,940 1,940 1,945 

  R-Squared 0.255 0.210 0.204 0.132 
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Table 3.5 CGCSs Work Harder and Become More Willing to 

Leave     

    (1) (2) (3) (4) 
      

Panel A. CGCSs Work Harder     

  

Work Hard and 

Overtime According 

to Colleagues' 

Observation 

Self Evaluation (1-

7) 
      

 Masking Evaluator's Identity (T2) 0.023** 0.023** 0.081* 0.080* 

  (0.012) (0.012) (0.048) (0.048) 

 Obs. 9,349 9,349 2,771 2,771 

 R-Squared 0.491 0.491 0.117 0.125 
      
Panel B. CGCSs' Welfare Revealed by Reserved 

Wage    

  

Willingness to 

Accept Private 

Sector Job 

Reserved Wage 

(log) 
      

 Masking Evaluator's Identity (T2) 0.028* 0.028* -0.047* -0.047* 

  (0.016) (0.016) (0.026) (0.026) 

 Obs. 2,735 2,735 2,736 2,736 

 R-Squared 0.234 0.235 0.233 0.233 
      

 Controls N Y N Y 

 County FE Y Y Y Y 

 Type FE Y Y Y Y 

 Enrol Year FE Y Y Y Y 

Notes: Each column represents a separate OLS regression. Standard errors clustered at 

work unit level are reported below the coefficients. * significant at 10% ** significant 

at 5% *** significant at 1%. 
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Table 3.6 Mechanism: Risk Aversion and Relative Importance of Supervisors 

  Colleague Evaluation (1-7) 

    (1) (2) (3) (4) 
      

 Risk Aversion -0.044    

  (0.031)    

 Masking*Risk Aversion 0.105**    

  (0.053)    

 Supervisors' Info. Gap  0.195*   

   (0.101)   

 Masking*Supervisors' Info. Gap  -0.365*   

   (0.189)   

 Supervisors' Weights Similarity   -0.088  

    (0.069)  

 Masking*Weights Similarity   0.212*  

    (0.112)  

 Δ in Superiors' Work Assign. Freq.    0.003*** 

     (0.001) 

 Masking*Δ in Work Assign. Freq.    -0.002*** 

     (0.001) 

 Masking Evaluator's Identity (T2) 0.140*** 0.526*** 0.173*** 0.208*** 

  (0.037) (0.176) (0.030) (0.029) 
      

 Controls Y Y Y Y 

 County FE Y Y Y Y 

 Type FE Y Y Y Y 

 Enroll Year FE Y Y Y Y 

 Obs. 9,221 8,788 8,770 9,243 

 R-Squared 0.355 0.361 0.397 0.335 

Notes: Each column represents a separate OLS regression. Control variables include 

colleagues' characteristics. Standard errors clustered at work unit level are reported 

below the coefficients. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 3.7 Ruling Out Alternative Explanations to Influence Activities 

    (1) (2) (3) 
     

Panel A. Does Supervisor Evaluation Depend on their Awareness?  

  Supervisor 1 is More Positive 
     

 Supervisor 1 Eva. (ex ante) 0.068*** 0.063** 0.075 

  (0.024) (0.029) (0.051) 

 

Sample Full Sample 

Supervisor 1 

Unaware of 

being the 

Evaluator 

Supervisor 

1  Aware of 

Being the 

Evaluator 

 Obs. 1,502 1,046 380 

 R-Squared 0.140 0.172 0.281 
     

Panel B. Behavioral Changes of the Evaluating Supervisor?  

  

Sup 1 Not 

Responding to the 

Survey 

Sup.1 Writes 

More Words in 

Describing 

CGCS's Job  

Sup. 1 

Assigns 

More Tasks 

to the 

CGCS 
     

 Supervisor 1 Eva. (ex ante) -0.010 0.649 0.236 

  (0.019) (0.431) (0.181) 

 Obs. 1,910 1,910 1,910 

 R-Squared 0.144 0.147 0.144 
     

Panel C. Does the Evaluating Supervisor Receive More Information?  

  

Supe 1 Gets More 

Information from 

CGCS than Sup 2  

Sup 1 Gets More 

Information from 

Colleagues than 

Sup 2 

Sup 1 Gets 

More Info 

from other 

Sup  
     

 Supervisor 1 Eva. (ex ante) -0.012 -0.010 0.017 

  (0.016) (0.017) (0.020) 

 Obs. 1,910 1,910 1,910 

 R-Squared 0.123 0.146 0.157 

 County FE Y Y Y 

 Type FE Y Y Y 

 Enrol Year FE Y Y Y 

Notes: Each column represents a separate OLS regression. Standard errors clustered at 

work unit level are reported below the coefficients. In Columns (1) and (2), control 

variables include CGCSs' personal characteristics. In Columns (3) and (4), control 

variables include colleagues' personal characteristics. * significant at 10% ** 

significant at 5% *** significant at 1%. 
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Table 3.8 Alternative Explanations to the Treatment Effects 

of Uncertainty     

    (1) (2) (3) (4) 
      
Panel A. Do CGCGs Influence All Their 

Colleagues?    

  

Communication 

with Colleagues 

Meeting 

with 

Colleagues 

Colleag

ues 

Familiar 

with 

CGCS 

Work 

Colleag

ues 

Familiar 

with 

CGCS 

Life 
      

 

Masking Evaluator's 

Identity (T2) -0.008 0.013 0.020 0.066 

  (0.013) (0.020) (0.034) (0.059) 

 Obs. 9,272 9,349 9,252 9,244 

 R-Squared 0.055 0.066 0.066 0.083 
      
Panel B. Masking the Identity of the Supervisor Does Not Lead to 

Information Difference  

  

Information Diff. between the 

Evaluating Supervisors in T1 

and T2 

Information Diff. 

between the Non-

Evaluating 

Supervisors in T1 

and T2 
      

 

Masking Evaluator's 

Identity (T2) 0.022 0.016 -0.007 -0.001 

  (0.016) (0.017) (0.016) (0.017) 

 Information Provided by CGCSs Colleagues CGCSs 

Colleag

ues 

 Obs. 2,839 2,839 2,839 2,839 

 R-Squared 0.125 0.109 0.114 0.113 
      

 County FE Y Y Y Y 

 Type FE Y Y Y Y 

 Enrol Year FE Y Y Y Y 

Notes: Each column represents a separate OLS regression. Standard errors clustered at 

work unit level are reported below the coefficients. * significant at 10% ** significant 

at 5% *** significant at 1%. 
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Table 3.9 Correlations between CGCS Characteristics and Colleague Evaluation 

  Performance (1-7) 

  Colleague Supervisor 

    (1) (2) 
    

 Age 0.049*** 0.058*** 

  (0.011) (0.015) 

 Gender -0.069* -0.055 

  (0.038) (0.040) 

 Social Science -0.005 -0.004 

  (0.038) (0.040) 

 4-Year College 0.153*** 0.129*** 

  (0.048) (0.048) 

 STEM Students -0.065 -0.009 

  (0.041) (0.042) 

 Party Member 0.173*** 0.143*** 

  (0.041) (0.051) 

 Parent High Sch. 0.033 0.044 

  (0.043) (0.047) 

 Parent College -0.030 0.096* 

  (0.047) (0.051) 

 Work in Village 0.004 0.090* 

  (0.060) (0.051) 

 CEE Score -0.038 0.005 

  (0.032) (0.035) 

 Risk Averse -0.009 -0.009 

   (0.030) (0.040) 
    

 Obs. 8,871 2,556 

  R-Squared 0.017 0.032 

Notes: Each column represents a separate regression. Column (1) reports the 

correlation between CGCSs performances evaluated by their colleagues and the 

CGCSs' personal characteristics. Column (2) reports the correlation between CGCSs' 

performances evaluated by their supervisors and the CGCSs' personal characteristics. 

Standard errors clustered at work unit level are reported in the parentheses. * 

significant at 10% ** significant at 5% *** significant at 1%.  
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Table 3.10 Treatment Effects on "Revealed 

Preference" Measures     

  Qualify for 

Tenure 
log(Wage) Wage 

Wage (Medical 

Support) 

    (1) (2) (3) (4) 
      

 

Masking Evaluator's 

Identity (T2) 0.032*** 0.020** 48.812** 115.537* 

   (0.009) (0.008) (22.411) (61.936) 
      

 County FE Y Y Y Y 

 Type FE Y Y Y Y 

 Enroll Year FE Y Y Y Y 

 Obs. 9,349 2,750 2,750 193 

  R-Square 0.099 0.665 0.641 0.737 

Notes: Each column represents a separate OLS regression. Control variables include 

CGCSs' personal characteristics. Standard errors clustered at work unit level are 

reported below the coefficients. * significant at 10% ** significant at 5% *** 

significant at 1%.  
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Appendix A. Estimation of TFP using Olley-Pakes Method 

 

Our Olley-Pakes TFP measure is constructed based on Brandt et al. (2012) using the Annual Survey of 

Industrial Firms (ASIF) dataset from 2000 to 2007. We made slight changes to the estimations of some 

key parameters to improve the accuracy of productivity measurement in the ASIF dataset, as suggested 

by Yang (2015). We explain in detail how we construct these key parameters. 

 

Gross Output 

Following the literature, we use production value, instead of sales, as the gross output measure. 

Production value and sales differ slightly due to the change in inventories. The former is more closely 

related to input and productivity, and thus more relevant for TFP estimation. 

When constructing output deflators, we follow Yang (2015) by using output price indexes for every 2-

digit industry in each year from the “Urban Price Yearbook 2011” published by the National Bureau of 

Statistics. Because those price indexes are linked across different years, we can use them to deflate yearly 

nominal output to real output in 2000. 

 

Value Added 

When constructing real value added, we subtract from the aforementioned real output the goods 

purchased for resale, indirect taxes, and material inputs. 

We construct input deflators from National Input-Output tables in 1997, 2002, and 2007, to take into 

account the dynamics of input price in different sectors, as suggested by Yang (2015). By doing so, we 

are able to deflate nominal inputs in each sector in each year to the real values in 2000. 

 

Employment and Wages 

The ASIF dataset contains information on the number of employees and the compensation for labor, 

including wages, employee supplementary benefits, and insurance. We follow Brandt et al. (2012) to sum 

up wages, benefits, and insurance as a proxy for total labor compensation.  

 

Capital Stock and Investment 
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In the ASIF dataset, firms report the value of their fixed capital stock at original purchase prices, as well 

as capital stock at original purchased prices less accumulated depreciation. Because these values are the 

sum of nominal values in all the past years, they cannot be taken directly to proxy for real capital stock. 

To back out the real capital stock and construct real investment from this variable, we follow the approach 

suggested by Yang (2015). 

For each year after the first period, we first take the difference between “current capital stock” and 

“capital stock in the previous period,” then deflate it according to the previously calculated price indexes 

for this period. For observations in the first period of the panel, we assume that, from the firm’s 

establishment until this first period, it had on average the same increasing trend in investment rate as the 

2-digit sector average value, which can be collected from the yearbooks published by the National Bureau 

of Statistics. Under this assumption, together with the nominal capital stock in the first period, nominal 

capital stock when established, and relevant deflators, we are able recover the real investment and real 

capital stock in the first period as well. 

 

TFP Estimation 

With the key variables constructed, we follow the literature and use the Olley and Pakes (1996) approach 

to estimate TFP. This approach addresses both simultaneity and selection problems that are salient in the 

traditional Solow-residual type TFP estimates. For implementation, we use the Stata package provided by 

Yasar et al. (2008); please refer to their manual for the details of the estimation. 
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Appendix B. Conceptual Framework  

We provide a conceptual framework that helps to explain the empirical findings. We focus on firms’ 

production decisions and address how environmental regulations can affect their TFP. We assume that 

firms produce homogeneous goods, with a Hicks-neutral continuously differentiable production 

function𝑄(𝐾, 𝐿), where 𝐾 represents capital, 𝐿 represents labor, and 𝑄𝑘, 𝑄𝑙 > 0; 𝑄𝑘𝑘, 𝑄𝑙𝑙 < 0.  

When a firm produces output 𝑄, emissions are generated as a by-product and are an increasing function 

of output 𝑄. The firm can reduce its emissions by employing extra (non-productive) labor 𝐿𝐸  and/or 

capital 𝐾𝐸. The final emission level is therefore a continuously differentiable function 𝐸(𝑄, 𝐾𝐸 , 𝐿𝐸). We 

assume that 𝐸1 > 0, 𝐸11 > 0; 𝐸2 > 0, 𝐸22 < 0; 𝐸3 > 0, 𝐸33 < 0 and 𝐸23 = 𝐸32 = 0. 

We model the government’s environmental regulations as a unit tax (fine), 𝑡, on firm’s emissions 𝐸. A 

firm maximizes its profit by setting 𝐾, 𝐿, 𝐾𝐸 , 𝐿𝐸  as follows: 

(1)              max
𝐾,𝐿,𝐾𝐸,𝐿𝐸

𝜋 = 𝑝 ∙ 𝑄(𝐾, 𝐿) − 𝑟 ∙ (𝐾 + 𝐾𝐸) − 𝑤 ∙ (𝐿 + 𝐿𝐸) − 𝑡 ∙ 𝐸(𝑄, 𝐾𝐸 , 𝐿𝐸) 

where 𝑝 represents the market output price, 𝑟 represents the capital price or interest rate, and 𝑤 represents 

wages. 

The first order conditions for the firm’s profit maximization problem are therefore:  

(2) 
𝜕𝜋

𝜕𝐾
= 𝑝 ∙ 𝑄𝑘 − 𝑟 − 𝑡 ∙ 𝐸1 ∙ 𝑄𝑘 = 0 

(3) 
𝜕𝜋

𝜕𝐿
= 𝑝 ∙ 𝑄𝑙 − 𝑤 − 𝑡 ∙ 𝐸1 ∙ 𝑄𝑙 = 0 

(4) 
𝜕𝜋

𝜕𝐾𝐸
= −𝑟 − 𝑡 ∙ 𝐸2 = 0 

(5)  
𝜕𝜋

𝜕𝐿𝐸
= −𝑤 − 𝑡 ∙ 𝐸3 = 0 

Applying the implicit function theorem, we can prove the following: 

(6) 
𝜕𝐾

𝜕𝑡
< 0,

𝜕𝐿

𝜕𝑡
< 0; 

𝜕𝐾𝐸

𝜕𝑡
> 0,

𝜕𝐿𝐸

𝜕𝑡
> 0; 

(7) 
𝜕𝐸 𝜕𝑡⁄

𝐸
<

𝜕𝑄 𝜕𝑡⁄

𝑄
< 0;  
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(8) 
𝜕𝑄 𝜕𝑡⁄

𝑄
<

𝜕(𝐾+𝐾𝐸) 𝜕𝑡⁄

(𝐾+𝐾𝐸)
;   

𝜕𝑄 𝜕𝑡⁄

𝑄
<

𝜕(𝐿+𝐿𝐸) 𝜕𝑡⁄

(𝐿+𝐿𝐸)
 . 

Proposition 1. An increase in the emissions tax reduces TFP.  

Proof. By definition, TFP =
𝑝∙𝑄(𝐾,𝐿)

𝑟∙(𝐾+𝐾𝐸)+𝑤∙(𝐿+𝐿𝐸)
 ; and we therefore have the following: 

(11)              
𝜕TFP

𝜕𝑡
=

𝜕[
𝑝∙𝑄(𝐾,𝐿)

𝑟∙(𝐾+𝐾𝐸)+𝑤∙(𝐿+𝐿𝐸)
]

𝜕𝑡
=  𝑝 ∙

𝑟[
𝜕𝑄

𝜕𝑡
∙(𝐾+𝐾𝐸)−𝑄∙

𝜕(𝐾+𝐾𝐸)

𝜕𝑡
]+𝑤[

𝜕𝑄

𝜕𝑡
∙(𝐿+𝐿𝐸)−𝑄∙

𝜕(𝐿+𝐿𝐸)

𝜕𝑡
]

[𝑟∙(𝐾+𝐾𝐸)+𝑤∙(𝐿+𝐿𝐸)]2 < 0 

where the inequality follows from Equation (8).  

Proposition 2. An increase in the emission tax 𝑡 reduces the emission level 𝐸 and emission intensity 

𝐸(𝑄,𝐾𝐸,𝐿𝐸)

𝑄
.  

Proof. Taking the derivative of emissions with respect to the emission tax, we have:  

(9) 
𝜕𝐸

𝜕𝑡
= 𝐸1 ∙

𝜕𝐸

𝜕𝑡
+ 𝐸2 ∙

𝜕𝐾𝐸

𝜕𝑡
+ 𝐸3 ∙

𝜕𝐿𝐸

𝜕𝑡
< 0; 

where the inequality follows from Equations (6) and (7). 

 For emission intensity, we have:  

(10) 
𝜕(𝐸/𝑄)

𝜕𝑡
=  

𝜕𝐸

𝜕𝑡
∙𝑄−

𝜕𝐸

𝜕𝑡
∙𝐸

𝐸2 < 0 

where the inequality follows from Equation (7).  

In this model, we implicitly assume that production has no effect on the market price. This assumption 

is likely to hold in our empirical setting because we focus on a small set of firms concentrated in a small 

geographical area. On the one hand, these firms face the same market because they are located close to 

each other; on the other hand, as there are many other firms and buyers in the market, local water quality 

regulations cannot affect the output market prices. This is important because we cannot directly measure 

output quantity 𝑄 in our firm-level production data. Instead, we can only measure revenue 𝑝 ∙ 𝑄(𝐾, 𝐿). 

Because firms are price-takers in our setting, we can translate the effects of environmental regulation on 

revenue-based TFP to real (output-based) TFP. In the case where prices depend on marginal cost, we will 

underestimate the true TFP effect because the price increases as marginal cost of production increases. 
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Appendix C. An Order Issued by Kunshan Government to 

Improve Water Quality around the Monitoring Stations (Scan 

Copy) 

Figure 4.1 Anecdotal Evidence 
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Kunshan 263 Special Action Team Office 

Kunshan 263 Office【2017】 #186 

 

 

An Urgent Order on Suspending Production of Industrial Enterprises Located in 

the River Basin of Wusong River Zhaotun (Shipu) Water Quality Monitoring 

Station and Two Other River Basins 

 

To Kunshan Development Zone, Kunshan High-tech Zone, Huaqiao Economic Development Zone 

Administrative Board, People's Governments of Townships, Municipal Water Resources Bureau, 

Municipal Environmental Protection Bureau and Municipal Water Affairs Group:  

 According to the recent data from the automatic water quality monitoring stations in Kunshan city, 

the water quality of several river segments used for national and provincial assessment is relatively poor. 

The situation is particularly severe for the Zhaotun water quality monitoring station (worse than Grade 

V), Zhengdong ferry station (worse than Grade V), and Qian Deng Pu Kou station (Grade V), all of which 

may fail to meet the national and provincial assessment requirements.  

 To ensure that the water quality in these river segments meets the annual national assessment 

requirement in 2018, we have decided to suspend the production of industrial enterprises (list attached) 

located near the Wusong River Basin Zhaotun (Shipu) water quality monitoring station and two other river 

basins near water quality monitoring stations, effective from December 25, 2017 to January 10, 2018. The 

suspension of production may be further extended, depending on the conditions of water quality readings. 

Relevant district and township governments should inform the enterprises about the decision. The 

inspection teams should supervise and take production cessation measures. Special investigators should 

be placed in the plants to ensure full compliance. Sluice gates along Wusong River, Taicang Embankment 

and Qian Deng Pu must be closed, and the pumping facilities need to be shut down and stop discharging 

wastewater during this period. District and township governments and relevant departments shall ensure 

that enterprises take proper safety measures in the process of suspending and resuming production.  
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 During the production suspension period, a daily reporting system will be adopted. The Municipal 

Water Resources Bureau shall inspect the status of all sluice gates and pumping facilities and report the 

inspection results to the City’s “263” Office before 4:30pm every day. District and township governments, 

special investigators based in the plants, and wastewater treatment plants shall check whether there are 

violations of the production suspension order and report the results to the Office  (ks263bgs@163.com) 

before 4:30 PM every day. 

 Hereby noticed, and please follow the order.  

 Appendix: List of industrial enterprises that shall suspend production  

 

The “263” Office of Kunshan Government 

 

24th December, 2017 

 

cc. Municipal Office of Kunshan, Government Office of Kunshan 

cc. Kunshan Safety Supervision Bureau, Kunshan City Fire Brigade

mailto:ks263bgs@163.com)
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Appendix D. Appendix Tables 

 
 

Table 4.1 Polluting vs Non-Polluting Industries     

  Polluting Industries Non-Polluting Industries 

  Industry Code Industry Code 

 Mining and Washing of Coal 6 Forestry 2 

 Mining and Processing of Ferrous Metal Ores 8 Extraction of Petroleum and Natural Gas 7 

 

Mining and Processing of Non-metallic 

Mineral 

10 Mining and Processing of Non-ferrous Metal 

Ores 

9 

 Fermentation 14 (6) Agricultural and Sideline Food Processing 13 

 Beverage Manufacturing 15 Food Manufacturing 14 

 Textiles Mills 17 Tobacco Manufacturing 16 

 

Leather, Fur and Related Products 

Manufacturing 

19 Wearing Apparel and Clothing Accessories 

Manufacturing 

18 

 Pulp and Paper Manufacturing 22 (1, 2) Wood and Bamboo Products Manufacturing 20 

 Petrochemicals Manufacturing 25 Furniture Manufacturing 21 

 Chemical Products Manufacturing 26 Paper Products Manufacturing 22 

 Medicine Manufacturing 27 (1, 2, 4) Printing and Reproduction of Recorded Media 23 

 

Chemical Fibers Manufacturing 28 Education and Entertainment Articles 

Manufacturing 

24 

 

Non-Metallic Mineral Products 

Manufacturing 

31 Medical Goods Manufacturing 27 

 Iron and Steel Smelting 32 (1, 2) Rubber Products Manufacturing 29 

 Non-Ferrous Metal Smelting  33 (1) Plastic Products Manufacturing 30 

 Fossil-Fuel Power Station 44 (1) Basic Metal Processing 32 

 

  
Non-Ferrous Metal Processing 33 

 

  
Fabricated Metal Products Manufacturing 34 

 

  
General Purpose Machinery Manufacturing 35 

 

  
Special purpose Machinery Manufacturing 36 

 

  
Transport Equipment Manufacturing 37 

 

  
Electrical Equipment Manufacturing 39 

 

  
Computers and Electronic Products 

Manufacturing 

40 

 

  
General Instruments and Other Equipment 

Manufacturing 

41 

 

  
Craftworks Manufacturing 42 

 

  
Renewable Materials Recovery 43 

 

  
Electricity and Heat Supply 44 

 

  
Gas Production and Supply 45 

 

  
Water Production and Supply 46 

Notes: Industrial classification for national economic activities (GB/T 4754—2002). The division between polluting 

Industries and non-polluting Industries is according to the Ministry of Environmental Protection 

(http://wfs.mep.gov.cn/gywrfz/hbhc/zcfg/201009/t20100914_194483.htm). 

 

 

  

http://www.gravitatechnomech.com/Battery-Recycling/Non-Ferrous-Recycling.html
http://wfs.mep.gov.cn/gywrfz/hbhc/zcfg/201009/t20100914_194483.htm
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Table 4.2 Covariate Balance Between Upstream Townships and Downstream Townships 

  Mean  Mean Difference 

  Downstream Upstream  ≤10km 

    (1) (2)   (3) 

Panel A. Basic Township Characteristics    

 Town Area 7,636 7,345  302.02 

 (Mu) -4,210 -4,233  (1,467.30) 

 Arable Area 3,308 2,734  -58.29 

 (Mu) -2,005 -1,880  (803.44) 

 Distance to County Center 2.34  2.45   0.52 

 (KM) (0.94) (1.04)  (0.70) 

 Old-Region Town 0.21  0.16   -0.14 

 (1=Old-Region Town) (0.41) (0.36)  (0.18) 

 Minority Town 0.01  0.02   -0.00* 

 (1=Minority Town) (0.12) (0.15)  (0.00) 

 No. of Residents Communities 1.65  1.29   -2.52 

  (4.34) (2.72)  (4.86) 

 No. of Villages 25.94  22.03   -1.62 

  (16.77) (14.57)  (5.33) 

Panel B. Basic Infrastructure     

 Road Length 53.55  44.09   -3.83 

 (KM) (46.37) (43.40)  (11.57) 

 # of Villages with Paved Road 24.73  21.27   -0.57 

  (16.51) (13.92)  (5.51) 

 # of Villages with Electricity 25.94  22.03   -1.62 

  (16.77) (14.57)  (5.33) 

 # of Villages with Tap Water 14.24  10.07   0.69 

  (15.65) (13.60)  (6.02) 

Panel C. Human Capital     

 No. of Primary School 18.08  17.02   2.10 

  (9.38) (9.45)  (3.99) 

 No. of Primary School Students 7,271 5,936  -309.76 

  -4,824 -3,790  (2,329.78) 

 Obs. 187 143  104 

Notes: Data are collected from the Township Conditions Survey in 2002. Columns 1–2 report the 

means and standard deviations of township covariates. In columns 3, we test the covariate balance 

between upstream and downstream towns. The difference coefficients are obtained by running OLS 

regressions of township variables on an upstream dummy and a set of water quality monitoring station 

fixed effects. Standard errors reported in the parentheses are clustered at the water monitoring station 

level. 
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Table 4.3 Density Tests for Sorting Using Local Polynomial Density Estimation 

      (1) (2) (3) (4) 

       
Panel  A. Firms 2000-2007, Obs = 6582    

 T  0.09 0.73 -12.07 0.09 

 P>|T|  0.93 0.47 0.00 0.93 

 Bandwidth Left  2.47 1.97 6.17 2.47 

 Bandwidth Right   2.01 1.97 6.17 2.01 

Panel B. Firms in 2013, Obs = 2562    

 T  1.60 1.44 1.26 1.60 

 P>|T|  0.11 0.15 0.21 0.11 

 Bandwidth Left  2.93 2.70 3.60 2.93 

 Bandwidth Right   3.29 2.70 3.60 3.29 

  Bandwidth Selector   Each Diff Sum Comb 

Notes: This table reports RD manipulating tests using the local polynomial density estimators proposed 

by Cattaneo et al. (2017a, 2007b). We use four different bandwidth selectors to check the robustness of 

the results. "Each" means we use two distinct bandwidths based on MSE of each density separately for 

upstream and downstream firms, which is our preferred test. "Diff" bandwidth selection is based on 

MSE of difference of densities with one common bandwidth. "Sum" bandwidth selection is based on 

MSE of sum of densities with one common bandwidth. "Sum" selects the largest bandwidth in our tests 

and creates large noises in the testing results. "Comb" bandwidth is selected as the median of "Each", 

"Diff" and "Sum". Technical explanations of different bandwidth selectors can be found in Cattaneo et 

al. (2017a, 2007b). 
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Table 4.4 Balanced Panel Results 

    Polluting Industries Non-Polluting Industries 

    (1) (2) (3) (4) (5) (6) 

         

Panel A: Water Quality Monitoring and TFP        

 TFP (log)  0.24 0.28 0.47** -0.20 -0.22 -0.14 

  (0.30) (0.30) (0.24) (0.23) (0.23) (0.23) 

 Bandwidth (km) 4.89  4.55  5.23 3.64 3.29 3.02  

              

Panel B: Water Quality Monitoring and 

Residual TFP             

 TFP (log) 0.38* 0.41** 0.63*** 0.05 0.05 0.01 

 (Station FE Absorbed) (0.22) (0.21) (0.22) (0.22) (0.22) (0.20) 

 Bandwidth (km) 6.41  6.37  5.63  3.45  3.17  3.42  

              

Panel C: Water Quality Monitoring and 

Residual TFP             

 TFP (log) 0.40* 0.46** 0.32* 0.13 0.12 0.12 

 (Station and Industry FE Absorbed) (0.21) (0.21) (0.18) (0.18) (0.19) (0.19) 

 Bandwidth (km) 6.24  5.99  6.12  3.69 3.59 2.99 

                

 Obs. 1281  1281  1281  2896  2896  2896  

  Kernel  
Triang

le 

Epanec

h. Uniform 

Triang

le 

Epanec

h. 

Unifor

m 

Notes: This table replicates the baseline results in Table 1.2 with only firms in the balanced panel. Each 

cell in the table represents a separate regression. TFP is estimated using Olley and Pakes (1996) method. 

The discontinuities at monitoring stations are estimated using local linear regressions and MSE-optimal 

bandwidth proposed by Calonico et al. (2014) and Calonico (2017) for different kernel weighting 

methods. Standard errors clustered at the monitoring station level are reported below the estimates. * 

significant at 10% ** significant at 5% *** significant at 1%. 
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Table 4.5 Abatement Facilities 

    (1) (2) (3) 

      

Panel A: Water Quality Monitoring and Abatement Facilities   

 Abatement Facilities -0.83** -0.82** -0.98** 

  (0.32) (0.33) (0.39) 

 Bandwidth (km) 3.28  3.29  2.97 

        

Panel B: Residual Abatement Facilities       

 Abatement Facilities -1.09* -1.03* -1.26* 

 (Station FE Absorbed) (0.60) (0.58) (0.69) 

 Bandwidth (km) 6.09  6.16  4.23  

        

Panel C: Residual Abatement Facilities       

 Abatement Facilities -0.98* -0.92 -1.17* 

 (Station and Industry FE Absorbed) (0.59) (0.57) (0.66) 

 Bandwidth (km) 6.16  6.23  4.40  

          

 Obs. 9041  9041  9041  

  Kernel  Triangle Epanech. Uniform 

Note: Each cell in the table represents a separate regression. The outcome variable is the amount 

of abatement facilities owned by the firm. The discontinuities at monitoring stations are estimated 

using local linear regressions and MSE-optimal bandwidth proposed by Calonico et al. (2014) and 

Calonico (2017) for different kernel weighting methods. Standard errors clustered at the 

monitoring station level are reported below the estimates. * significant at 10% ** significant at 

5% *** significant at 1%. 
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Table 4.6 Political Incentive Results with Politician FE 

  (1) (2) 

VARIABLES Log TFP Log TFP 

      

Downstream  0.35***   0.12  

  (0.05)   (0.08)  

Distance  -0.01**   -0.01**  

  (0.00)   (0.00)  

Downstream*Distance  -0.00   -0.01 

  (0.01)   (0.01)  

Incentive     -0.03  

     (0.07)  

Downstream*Incentive     0.31**  

     (0.11)  

      

Mean of Outcome Variable 2.58 2.58 

Station FE Yes Yes 

Industry FE Yes Yes 

Leader FE Yes Yes 

Year FE Yes Yes 

Observations 19,572 19,572 

R-squared 0.361 0.364 

Note: This table reports the robustness of the "promotion incentive" results to the inclusion 

of politician fixed effects. Column 1 presents the baseline coefficients under this 

specification, column 2 adds the political incentive dummy and its interaction with the 

downstream dummy. Standard errors clustered at the monitoring station level are reported 

below the estimates. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 4.7 Polynomial RD Estimates of the Impact of Water Quality 

Monitoring on TFP          

  Polluting Industries Non-Polluting Industries 

    (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

             

             
Panel A: Control for Station 

FE           

 TFP (log) 

0.30

** 0.33** 0.22 

0.38*

** 

0.65*

** 0.03 0.07 0.02 

0.15

* 0.19 

  

(0.12

) (0.16) 

(0.2

1) (0.12) (0.19) 
(0.07

) (0.10) 

(0.15

) 

(0.0

9) 

(0.1

4) 

 R-Square 0.14 0.14 0.14 0.17 0.16 0.08 0.08 0.08 0.09 0.10 

             
Panel B: Control for Station and 

Industry FE          

 TFP (log)  

0.22

** 0.29* 0.30 

0.32*

** 

0.47*

* 0.00 0.10 0.17 

0.13

* 0.16 

  

(0.09

) (0.14) 

(0.2

0) (0.10) (0.19) 
(0.07

) (0.09) 

(0.13

) 

(0.0

7) 

(0.1

4) 

 R-Square 0.26 0.26 0.26 0.28 0.29 0.27 0.27 0.27 0.29 0.27 

 

Obs. 6,58

2 6,582 

6,58

2 4,462 1,474 

12,4

22 12,422 

12,4

22 

8,98

1 

3,26

0 

 

Polynomial 

Function 

Line

ar 

Quadrat

ic 

Cub

ic Linear Linear 

Line

ar 

Quadr

atic 

Cubi

c 

Line

ar 

Line

ar 

  Sample 

20k

m 20km 

20k

m 10km 5km 

20k

m 20km 

20k

m 

10k

m 5km 

Notes: Each cell in the table represents a separate regression. TFP is estimated using Olley and Pakes 

(1996) method. We report OLS estimates of the coefficient on a "downstream" dummy after controlling 

for polynomial functions in distance from the water quality monitoring stations interacted with a 

downstream dummy. Standard errors clustered at the monitoring station level are reported below the 

coefficients. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 4.8 RD Estimates of the Impact of Water Quality Monitoring on Alternative TFP 

  Polluting Industries Non-Polluting Industries 

    (1) (2) (3) (4) (5) (6) 

         
Panel A: Water Quality Monitoring and TFP       

 TFP (log) - Polluting Industries 0.61* 0.67* 0.83** -0.06 -0.10 -0.05 

  (0.35) (0.37) (0.39) (0.21) (0.22) (0.25) 

              

Panel B: Water Quality Monitoring and 

Residual TFP             

 TFP (log) - Polluting Industries 0.55** 0.54** 0.69** 0.07 0.06 0.00 

 (Station FE Absorbed) (0.27) (0.27) (0.31) (0.13) (0.13) (0.14) 

              

Panel C: Water Quality Monitoring and 

Residual TFP             

 TFP (log) - Polluting Industries 0.31 0.35 0.57* 0.15 0.14 0.08 

 (Station and Industry FE Absorbed) (0.23) (0.24) (0.30) (0.12) (0.13) (0.12) 

                

 Obs. 6,039 6,039 6,039 11,440 11,440 11,440 

  Kernel  
Triang

le 

Epanec

h. 

Unifor

m 

Triang

le 

Epanec

h. 

Unifor

m 

Notes: Each cell in the table represents a separate regression. TFP is estimated using method proposed 

by Ackerberg et al. (2015). The discontinuities at monitoring stations are estimated using local linear 

regression and MSE-optimal bandwidth proposed by Calonico et al. (2014) and Calonico (2017) for 

different kernel weighting methods. * significant at 10% ** significant at 5% *** significant at 1%. 
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Table 4.9 Effect of Monitoring on TFP and Emission by Size     

  Small Firms/Emitters Large Firms/Emitters 

    (1) (2) (3) (4) (5) (6) 

        
Panel A: RD Estimates for TFP (log)     

 Downstream 0.11 0.11 0.24 0.31** 0.32** 0.30 

 

 
(0.17) (0.18) (0.17) (0.14) (0.16) (0.19) 

 Obs. 3,038 3,038 3,038 3,538 3,538 3,538 

        
Panel B: RD estimates for COD Emission Intensity (log)   

 Downstream 0.49 0.44 0.25 0.92* 0.80* 0.48 

  (0.40) (0.36) (0.28) (0.47) (0.45) (0.44) 

  Obs. 4,901 4,901 4,901 4,906 4,906 4,906 

  Kernel  Triangle Epanech. Uniform Triangle Epanech. Uniform 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry fixed 

effects are absorbed before estimating regression discontinuity. In columns 1–3, we report the estimated 

discontinuity for smaller firms or emitters, and in columns 4–6, we report the estimated discontinuity 

for large firms or emitters. Local linear regression and MSE-optimal bandwidth proposed by Calonico 

et al. (2014) and Calonico (2017) for different kernel weighting methods are used for the estimation. * 

significant at 10% ** significant at 5% *** significant at 1%. 
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Table 4.10 Effect of Water Quality Monitoring on Firm Exit     

  Exit – Polluting Industries  Exit – Non-Polluting Industries 

    (1) (2) (3) (4) (5) (6) 

        
Panel A: Conventional RD Estimates     

 Downstream 0.07 0.07 0.11 -0.02 -0.02 -0.04 

 

 
(0.09) (0.09) (0.10) (0.05) (0.05) (0.05) 

        
Panel B: Bias-Corrected Robust RD Estimates    

 Downstream 0.10 0.10 0.15 -0.01 -0.02 -0.04 

  (0.10) (0.10) (0.11) (0.07) (0.07) (0.06) 

  Obs. 6,581 6,581 6,581 12,422 12,422 12,422 

  Kernel  Triangle Epanech. Uniform Triangle Epanech. Uniform 

Notes: Each cell in the table represents a separate regression. Monitoring station and industry fixed 

effects are absorbed before estimating regression discontinuity. In columns 1–3, we report the estimated 

discontinuity for polluting industries, and in columns 4–6, we report the estimated discontinuity for non-

polluting industries. Local linear regression and MSE-optimal bandwidth proposed by Calonico et al. 

(2014) and Calonico (2017) for different kernel weighting methods are used for the estimation. 

Conventional local linear regression discontinuity standard errors clustered at the monitoring station 

level are reported below the estimates in Panel A; bias-corrected RD estimates and robust standard 

errors are reported in Panel B. * significant at 10% ** significant at 5% *** significant at 1%. 
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