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We develop a scheme for engineering genuine thermal states in analog quantum simulation platforms by coupling local degrees of freedom to driven, dissipative ancilla pseudospins. We demonstrate the scheme in a many-body quantum spin lattice simulation setting. A Born-Markov master equation describing the dynamics of the many-body system is developed, and we show that if the ancilla energies are periodically modulated, with a carefully chosen hierarchy of timescales, one can effectively thermalize the many-body system. Through analysis of the time-dependent dynamical generator, we determine the conditions under which the true thermal state is an approximate dynamical fixed point for general system Hamiltonians. Finally, we evaluate the thermalization protocol through numerical simulation and discuss prospects for implementation on current quantum simulation hardware.

I. INTRODUCTION

Preparation of mixed states of many-body systems, particularly thermal states at low temperatures, is valuable for many scientific and algorithmic tasks, e.g., calculating finite temperature response of materials, Gibbs sampling for machine learning and optimization [1–3]. Despite this, most analog quantum simulation platforms typically focus on preparing pure quantum states of many-body systems. This is partly because preparing mixed states on many leading analog quantum simulation platforms, e.g., trapped cold atoms, is challenging due to the lack of scattering mechanisms needed to dissipate energy and thermalize [4, 5]. Therefore, the thermalizing environment must be also engineered and simulated, which is challenging since such environments typically contain an immense number of degrees of freedom.

We develop a technique to engineer thermalization of many-body spin Hamiltonians based on coupling to driven, dissipative ancilla degrees of freedom (DOF). We derive a Born-Markov master equation describing the dynamics of a many-body system coupled to fast-relaxing, driven ancilla qubits, and show that if the ancilla energies are periodically modulated and swept across the system energy spectrum, with a carefully chosen hierarchy of timescales, one can effectively thermalize a many-body system. We use analytic arguments and numerical investigations to demonstrate that the true thermal state is an approximate fixed point of the dynamics. The scheme we develop can be viewed as a protocol for filtering and transforming the structureless electromagnetic vacuum reservoir to a structured reservoir suitable for thermalizing the many-body quantum system at hand. This enables thermalization using a finite number of controlled ancilla DOF.

Our development of this thermalization protocol follows from previous work that examined techniques for thermalizing systems governed by stabilizer Hamiltonians [6, 7]. In these works, it was shown that by weakly coupling driven and dissipated ancilla DOF to a many-body system governed by a stabilizer Hamiltonian (using a two-local coupling), one could drive the many-body system to a thermal state of a specified temperature. When one attempts to generalize the constructions in these works to achieve the goal of thermalizing an arbitrary many-body system, several issues arise. Stabilizer Hamiltonians possess local excitations, and therefore local couplings to ancilla DOF suffice to provide energy excitation and dampening. These Hamiltonians are harmonic in the sense that eigenstates within an excitation sector are separated by a constant (and known) energy — e.g., for the toric code, each quasiparticle excitation adds a known constant energy, depending only on whether it is an electric charge or magnetic vortex [8]. This implies that the ancilla DOFs that induce excitations can be tuned to a single energy (or few energies) to induce energy-conserving transitions between system and ancilla. Consequently, if Boltzmann populations are maintained in the ancilla DOFs, one can guarantee transition dynamics within the system that obey detailed balance. These observations are at the core of the stabilizer Hamiltonian thermalization protocol constructed in [7].

Systems governed by general Hamiltonians possess non-local excitations and non-uniform spectra. Therefore, one does not expect the stabilizer thermalization protocol to translate to a more general setting. However, we will show that by introducing a time-dependent, driven set of ancilla DOF one can formulate a slightly modified protocol that thermalizes systems governed by general Hamiltonians.

We note that this work is also motivated by the recent work by Shabani and Neven [9] that studied how to engineer a reservoir to achieve thermalization of a quantum many-body system. Their constructions were based on approximating Kubo-Martin-Schwinger (KMS) conditions for equilibration, and as a result, the constructions are mostly applicable for engineering reservoirs composed of a large number of harmonic oscillators. In this work we set out to demonstrate that thermalization is also possible with a reservoir composed of a small number of ancilla qudits (finite dimensional systems) when coupled with time-dependent driving and local dissipation. This significantly increases the practicality of the engineered thermalization scheme.

The remainder of this paper is structured as follows. Section II presents the general model, thermalization protocol and
discusses the relevant parameters. Section III derives a reduced equation of motion by averaging over the dynamics of the ancilla DOF in a carefully considered parameter regime. Then in Sec. IV we discuss the importance of the detailed balance condition in dictating the accuracy of our thermalization protocol, and present analytic arguments for the properties of the steady state of our engineered evolution. Sec. V presents the analytic condition in dictating the accuracy of our thermalization protocol and highlights some of its key properties. Then we conclude in Sec. VI with a brief discussion.

II. THE MODEL

Consider a many-body Hamiltonian, $H_{\text{sys}}$, describing coupled quantum spins. We will refer to the spin DOF governed by this Hamiltonian as the principal spins, and these are often localized to a regular lattice, see Fig. 1. We denote the eigenvalues and eigenvectors of $H_{\text{sys}}$ by $\epsilon$ and $|\phi\rangle$, respectively.

Some subset of these principal spins are coupled to ancillary DOF that can also be described as quantum two-level systems, which we will refer to as ancilla spins. The state of the combined system, living in the Hilbert space $\mathcal{H}_{\text{sys}} \otimes \mathcal{H}_{\text{ancilla}}$, evolves according to the time-dependent Hamiltonian ($\hbar = 1$)

$$H(t) = H_{\text{sys}} - \sum_{m=1}^{M} \frac{\Omega_m(t)}{2} \tau_z^m + \sum_{m=1}^{M} g_m \sigma_x^m \tau_x^m,$$

where $\tau_\alpha^m (\alpha = x, y, z)$ define Pauli spin operators on ancilla spin $m$, and $\sigma_\alpha^m$ define Pauli operators on the $k$th principal spin. The ancilla spin energies are time-dependent, and we assume this dependence is periodic and takes the form $\Delta m(t) = \Delta f(t)$ where $\Delta$ is the difference between the system Hamiltonian’s largest and smallest energy, and $f(t)$ is a periodic function. The ancilla are coupled weakly to the system by an excitation exchange interaction between system spin $k_m$ and ancilla $m$ with coupling strength $g_m$. Weak coupling of the system and bath ensures thermalization in the original eigenbasis of $H_{\text{sys}}$. In addition to this Hamiltonian, we assume that each ancilla spin is driven (damped) at a rate $\gamma_m$.

\begin{align}
\frac{d\rho(t)}{dt} &= L_m(t)\rho^{m}(t) \\
&= \gamma^{m+}_m(D[\tau^m_+]|\rho^{m}(t)|D[\tau^m_+]) + \gamma^{m-}_m(D[\tau^m_-]|\rho^{m}(t)|D[\tau^m_-]),
\end{align}

where $\rho^{m}(t)$ is the density matrix for ancilla spin $m$ and $D[A](\cdot) = A(\cdot)A^\dagger - \frac{1}{2}[A^\dagger A(\cdot)]$ with the Pauli raising (lowering) operator $\tau^m_{\alpha}(\tau^m_{\alpha})$. In the following, we will choose

$$\frac{\gamma^{m+}_m(t)}{\gamma^{m-}_m(t)} = e^{\beta \Omega_m(t)},$$

with $\beta = \frac{1}{k_B T}$ being the inverse temperature that we wish to thermalize the principal spin system to. Further, we choose the pumping parameter $\Gamma_m \equiv \gamma^{m+}_m + \gamma^{m-}_m \gg |\frac{\partial\Omega_m(t)}{dt}|$, $\forall t$. In this regime the quasi-static fixed point of the ancilla spin’s evolution (which it reaches in roughly 1/$\Gamma_m$ time) is a density matrix with Boltzmann distributed populations with respect to the inverse temperature and energy $\Omega_m(t)$. One can engineer such an open-system evolution of a two-level system by encoding the two levels within a driven and dissipated (e.g., optically pumped) multi-level system [10, Chap. 7.9].

The number of ancilla ($M$) required and the choice of system-ancilla coupling (i.e., the value of $\alpha$ and $k_m$ in each coupling $\sigma_\alpha^m$) is set by the requirement of ergodicity of dynamics of the system. Intuitively, this requirement states that it should be possible to transition from any eigenstate of $H_{\text{sys}}$ to any other eigenstate through application of a sequence of ancilla-induced operations. We will state a concrete algebraic condition for ergodicity in the following section.

Our thermalization protocol, which aims to drive the collective state of the principal spins to the Gibbs state under $H_{\text{sys}}$ at inverse temperature $\beta$, i.e., $\propto e^{-\beta H_{\text{sys}}}$, proceeds by engineering the above interactions between the principal spins and ancilla spins and then sweeping all $\Omega_m(t)$ over a small number of periods. The intuition for why this should thermalize the principal system comes from noticing that at specified times, some set of ancilla spins is resonant with some energy
gaps in $H_{\text{sys}}$, and since the ancilla spin populations are Boltzmann distributed, the interaction will drive populations in the resonant energy levels towards being Boltzmann distributed. Note that in this work we use the term “gap” to refer to any transition energy in the system, not just an energy difference between neighboring states. Over time and several cycles of the periodic modulation, as the ancilla spins become resonant with more and more energy gaps in $H_{\text{sys}}$, all system populations will be driven to their thermal equilibrium populations. This intuitive description is what we formalize in the following sections.

III. REDUCED DESCRIPTION OF DYNAMICS

Understanding the steady-state properties of the time-dependent evolution prescribed in the previous section is not possible without some simplifications. In order to gain insight into the evolution of the system under the protocol we find a particular parameter regime in which we can average over the ancilla spins and derive a time-dependent Markovian master equation governing the evolution of the principal spins alone.

In order to thermalize the system we need to be in a regime where the system “sees” each ancilla energy for some time in order to exchange energy (at the engineered rates). In addition, we do not want to couple the ancilla spins too strongly to the system, otherwise one cannot guarantee thermalization in the original eigenbasis of $H_{\text{sys}}$. These considerations lead us to require the parameter regime choice:

$$|\frac{df(t)}{dt}| \ll g_m \lesssim \Gamma_m \ll ||H_{\text{sys}}||, \quad \forall m, t \tag{5}$$

As we prove in the Appendix, within this parameter regime, we can derive a time-dependent, Markovian master equation describing the dynamics of the principal spins alone (in an interaction picture with respect to the free Hamiltonian of the spin lattice, $H_{\text{sys}}$):

$$\frac{d\rho(t)}{dt} = \sum_{m=1}^{M} g_m^2 \sum_\omega \lambda_{\omega}^m(\omega) \left[ X_m(\omega)\rho(t)X_m^{\dagger}(\omega) - \frac{1}{2} X_m^{\dagger}(\omega)X_m(\omega)\rho(t) - \frac{1}{2} \rho(t)X_m^{\dagger}(\omega)X_m(\omega) \right]. \tag{6}$$

ancilla couplings generate ergodic system dynamics. Ergodicity of system dynamics can be checked by evaluating the well-known algebraic sufficient condition stated in terms of the frequency resolved Lindblad operators [11]:

$$[K, X_m(\omega)] = 0 \quad \forall m, \omega \quad \Rightarrow \quad K \propto I. \tag{9}$$

In other words, the commutant of the set of frequency resolved Lindblad operators $X_m(\omega)$ is trivial. In the following, we will assume that the number and types of system-ancilla couplings have been chosen to satisfy this condition.

IV. DETAILED BALANCE

What are sufficient conditions for the thermal state of the principal spins,

$$\rho_\beta = \frac{e^{-\beta H_{\text{sys}}}}{\text{tr}(e^{-\beta H_{\text{sys}}})}$$ \tag{10}

to be the steady state of this evolution? To answer this question, we evaluate the fixed point of the generator of evolution in Eq. (6). This follows the standard analysis of fixed points of Lindblad generators, e.g., [11, Ch. 3.3].

We start by listing some identities that are easily derived from the definitions of the relevant operators:

$$[H_{\text{sys}}, X_m(\omega)] = -\omega X_m(\omega) \tag{11a}$$

$$[H_{\text{sys}}, X_m^{\dagger}(\omega)] = \omega X_m^{\dagger}(\omega) \tag{11b}$$
The coherence is determined by the principal spins, and the degree to which these rates violate detailed balance (\(\Delta[\lambda](\omega)\)), as a function of \(\omega\). Note that the vertical axis is in logarithmic scale. The black curves are \(\lambda(\omega)\) and the red curves are \(\Delta[\lambda](\omega)\). The sufficiency of this condition is clear from Eq. (12); i.e., \(dP/\beta\,dt = 0\) if

\[
\lambda^{\mu}_{\omega}(\omega) - \lambda^{\mu}_{-\omega}(\omega) e^{\beta\omega} = 0, \quad \forall m, t, \omega.
\]

This is a detailed balance condition on the "reservoir" spectrum seen by the principal spins that ideally should hold at all times. The sufficiency of this condition is clear from Eq. (12); if it holds all terms in the sum on the right-hand-side are zero. From the Lorentzian form of our engineered time-dependent spectral densities, Eq. (8), it is easy to confirm that this detailed balance condition is not always fulfilled. In fact, we will see that the thermalization performance of our protocol is intimately linked to the degree to which detailed balance is violated by the engineered spectral densities.

However, before discussing detailed balance further it helps to make another observation about the reduced description of dynamics of the principal spins. The Lindblad form of the master equation in Eq. (6) implies that the populations and coherences (on-diagonal and off-diagonal elements of the density matrix, respectively) in the eigenbasis of \(H_{\text{sys}}\) undergo decoupled dynamics. In fact, assuming for simplicity that \(H_{\text{sys}}\) has no degenerate energies or energy gaps, and denoting the populations by \(P_m(t) \equiv \langle \epsilon | \rho(t) | \epsilon \rangle\) and coherences by \(c_{\epsilon, \epsilon'}(t) = \langle \epsilon | \rho(t) | \epsilon' \rangle\), the dynamics of these quantities follows:

\[
\dot{P}_m(t) = \sum_{m=1}^{M} g_m^2 \sum_{\epsilon' \epsilon} \lambda^m_{\epsilon}(\omega_{\epsilon, \epsilon'}) P_{\epsilon'}(t) - \lambda^m_{\epsilon}(\omega_{\epsilon, \epsilon'}) P_{\epsilon}(t)
\]

\[
\dot{c}_{\epsilon, \epsilon'}(t) = \frac{1}{2} \left( \sum_{m=1}^{M} g_m^2 \sum_{\epsilon} \lambda^m_{\epsilon}(\omega_{f, \epsilon}) + \lambda^m_{\epsilon}(\omega_{f, \epsilon'}) \right) c_{\epsilon, \epsilon'}(t).
\]

Here, \(\omega_{\epsilon, \epsilon'} \equiv \epsilon' - \epsilon\), and the sums over \(\epsilon'\) in the first line (and \(f\) in the second line) are restricted to being only over the allowed transitions; i.e., where \(X_m(\omega_{\epsilon, \epsilon'})\) is non-zero (\(X_m(\omega_{f, \epsilon})\) is non-zero for the second line). We observe that the coherences decay exponentially and the populations follow a (time-dependent) rate equation.

Consider a two-state version of the population dynamics with time-independent rates,

\[
\dot{P}_0(t) = \lambda(\omega) P_1(t) - \lambda(-\omega) P_0(t)
\]

\[
\dot{P}_1(t) = \lambda(-\omega) P_0(t) - \lambda(\omega) P_1(t),
\]

with \(\omega = \epsilon - \epsilon_0 > 0\). The steady-state of this dynamics is given by \(P^{eq}_{01} = \frac{\lambda(\omega)}{\lambda(\omega) + \lambda(-\omega)}\) and \(P^{eq}_{00} = 1 - P^{eq}_{01}\). This steady-state yields Boltzmann distributed populations if detailed balance is satisfied; i.e., \(\lambda(-\omega) = \lambda(\omega) e^{-\beta\omega}\). Using this property, we define a metric for violation of detailed balance by transition rates \(\lambda(\pm \omega)\), as

\[
\Delta[\lambda](\omega) = \left| \frac{\lambda(-\omega) - \lambda(\omega) e^{-\beta\omega}}{\lambda(\omega) + \lambda(-\omega)(1 + e^{-\beta\omega})} \right|.
\]

This is the total variation distance (TVD) between the ideal Boltzmann distributed populations (at inverse temperature \(\beta\)) of a two-state system with energy gap \(\omega\) and the equilibrium distribution attained by the rates \(\lambda(\pm \omega)\).

This metric helps us understand the detailed balance properties of the engineered transition rates for our protocol given in Eq. (8). In Fig. 2 we plot \(\log_{10}(\lambda^m_{\omega}(\omega))\) and \(\log_{10}(\Delta[\lambda^m_{\omega}](\omega))\) as a function of \(\omega\) for a fixed time \(t\) for which \(\Omega_m(t) = 8\). Two key points to note from this figure are: (i) as noted previously, the transition rates are significant only in a narrow range around \(\pm \Omega_m(t)\), and (ii) violation of detailed balance is minimal at resonance (\(\omega = \Omega_m(t)\)) and at \(\omega \sim 0\), and is significant only away from these regions. This is encouraging because it means that most of the eigenstate population redistribution will occur for transitions around resonance with \(\Omega_m(t)\), and in this region the detailed balance violation is small. Therefore, while the lack of detailed balance of our engineered rates will ultimately limit the thermalization performance, we expect that due to the properties highlighted above, the impact will be minimal in many cases.

It also helps to examine an explicit expression for \(\Delta[\lambda](\omega)\), and some of its limiting properties:

Figure 2. Examples of the engineered spectral density (\(\lambda(\omega)\)) that dictates transition rates in the dynamic master equation for the principal spins, and the degree to which these rates violate detailed balance (\(\Delta[\lambda](\omega)\)), as a function of \(\omega\). Note that the vertical axis is in log scale. The black curves are \(\lambda(\omega)\) and the red curves are \(\Delta[\lambda](\omega)\), while the markers and linestyle distinguish between intermediate and low temperature (\(\beta = 1\) and \(\beta = 5\), respectively). \(\Omega_m(t) = 8\) and \(\Gamma = 0.1\) for all curves.
\[ \Delta |\lambda\rangle(\omega) = \frac{2e^{\frac{1}{2}(\omega+\Omega)}}{e^{\beta \omega} + 1} \left( \sinh \left( \frac{\beta \omega}{2} \right) \cosh \left( \frac{\beta \Omega}{2} \right) (\Gamma^2 + 4(\omega^2 + \Omega^2)) - 8\omega \Omega \sinh \left( \frac{\beta \omega}{2} \right) \cosh \left( \frac{\beta \Omega}{2} \right) \right) \]

\[ \Delta |\lambda\rangle(\omega) \to 0 \quad \text{as} \quad \omega \to 0 \]

\[ \Delta |\lambda\rangle(\omega) \to 0 \quad \text{as} \quad \beta \to 0 \]

\[ \Delta |\lambda\rangle(\omega) \to \frac{1}{2} - \frac{4\omega \Omega m(t)}{\Gamma^2 + 4(\omega^2 + \Omega_m(t)^2)} \quad \text{as} \quad \beta \to \infty \]

From the limiting behavior we see that the detailed balance violation reduces for increasing temperature and for decreasing frequencies. Moreover, for decreasing temperature, the error metric limits to a saturating non-zero value, meaning that at low temperatures detailed balance violation will never be negligible, except possibly at resonance (\( \omega = \Omega_m(t) \)).

Another interesting observation is the dependence of \( \Delta |\lambda\rangle \) on \( \Gamma \). For fixed values of the other parameters, we see that decreasing \( \Gamma \) decreases \( \Delta |\lambda\rangle \) polynomially. However, due to the operating regime outlined in Eq. (5), a decrease in \( \Gamma \) should be accompanied by a decrease in the ancilla sweeping rate \( (|df/dt|) \) and system-ancilla coupling strength \( (g) \), meaning that the overall running time of the protocol increases.

It is worth elucidating the physical reason why \( \Gamma \to 0 \) yields higher quality thermalization; the ideal scenario from the system’s perspective is to “see” ancilla degrees of freedom at each instant in time with Boltzmann distributed populations and frequencies that are sharply resonant with transitions in \( H_{sys} \). However, the entropy reduction mechanism that prepares the correct population distribution in the ancilla DOF, e.g., optical pumping, necessarily broadens the transition energies of the ancilla. Hence, achieving the ideal scenario of sharp resonances simultaneously with Boltzmann distributed populations is impossible with our protocol, and the best one can do is approximate this with \( \Gamma \to 0 \).

Based on these observations about the behavior of the engineered spectral density that enters the dynamical master equation for the principal spins, we can surmise that the most challenging scenario for our protocol will be to thermalize to low temperature, \( \beta \gg 1 \), a system with energy gaps that are close to each other, but not degenerate and not close to zero. In this case the detailed balance violation at frequencies away from resonance – at the tails of the Lorentzian lineshape of the ancilla – is large, and due to the closely spaced gaps, there will be system transitions that lie on these tails. Therefore, while eigenstate population redistribution for transitions on resonance with the ancilla DOF (at any time) will mostly satisfy detailed balance, the non-zero spectral density away from resonance will drive nearby (in frequency) transitions, and the resulting population redistribution will violate detailed balance significantly. These conclusions will be illustrated in the numerical simulations in the next section.

V. NUMERICAL SIMULATIONS

In this section we evaluate the conclusions of the previous section through numerical simulation of the thermalization protocol on a small system.

We choose a system of two principal spins governed by the Hamiltonian

\[ H_{sys} = -0.7\sigma_z^1 - B\sigma_z^2 + (\sigma_z^1\sigma_x^1 + A \left( \sigma_z^2\sigma_x^2 + \sigma_y^1\sigma_y^1 \right) ) , \]

with variable parameters \( A \) and \( B \). Each principal spin is coupled to an ancilla with the interaction

\[ H_{sys-ancilla} = \sum_{m=1}^{2} g \left( \sigma_x^m \cdot \sigma_x^m \right) . \]

Note that we choose the system-ancilla coupling strength, \( g \), to be the same for both ancillae, and also choose the ancilla damping parameter \( \Gamma \) and energy sweeping rates to be independent of \( m \) (hence we drop the \( m \) subscript on various quantities in the following). We choose a \( \sigma_x \tau_x \) coupling to illustrate our scheme, but a \( \sigma_y \tau_y \) or \( (\sigma_x \tau_x + \sigma_y \tau_y) \) coupling scheme would be equally valid.

In the simulations below we use a piecewise linear (or sawtooth) sweep of the ancilla energies; i.e., over one cycle the modulation looks like \( \Omega(t) = (t/T_{cycle})\omega_{max} \) with \( 0 \leq t \leq T_{cycle} \), and \( \omega_{max} \) being the largest transition frequency for the system spectrum. The frequency is chosen so as to satisfy the parameter regime in Eq. (5); i.e., \( 1/T_{cycle} \ll g \).

In the following, we find it useful to vectorize the dynamical equation in Eq. (6), and write

\[ \frac{d\rho(t)}{dt} = \dot{M}(t)\rho(t) , \]

with

\[ \dot{M}(t) = \sum_{m=1}^{M} g_m^2 \sum_{\omega} \lambda_m(\omega) \left[ (X_m(\omega)^T \otimes X_m(\omega)) - \frac{1}{2} (I \otimes X_m(\omega)^{\dagger} X(\omega)) - \frac{1}{2} (X_m(\omega)^{\dagger} X_m(\omega))^{T} \otimes I \right] , \]
where $\hat{\rho}(t)$ is a vector whose elements are formed by stacking the columns of the density matrix, $\rho(t)$, and $I$ is the identity matrix of the same dimension as $\rho(t)$. We can formally solve this explicitly linear equation and write

$$\hat{\rho}(t) \equiv V(t, 0)\hat{\rho}(0) = T_+ \left[ e^{\int_0^t dt' \hat{M}(t')} \right] \hat{\rho}(0), \tag{19}$$

where $T_+$ denotes time ordering.

We evaluate the steady-state of the dynamical system determined by our thermalization protocol by computing the first-order Trotter product approximation to the integrated map over a period

$$V(T_{cycle}, 0) \approx \prod_{i=1}^{T_{cycle}/\Delta t} e^{\Delta t \hat{M}(i\Delta t)}, \tag{20}$$

with $\Delta t = 0.01$. Since the dynamical generator in Eq. (18) is periodic, the eigenvalue-zero eigenvector (the kernel solution) of this map over one period is the steady state of the engineered evolution. We denote this steady state as $\rho_{ss}$.

In order to assess the quality of thermalization we compute the trace distance between the density matrix at any time and the ideal thermal state, i.e., $\|\rho_t - \rho_\beta\|$, with $\|\mathcal{O}\| \equiv \frac{1}{2} \text{tr} \left( \sqrt{\mathcal{O}^\dagger \mathcal{O}} \right)$. The quality of thermalization of the steady state is then $\|\rho_{ss} - \rho_\beta\|$.

First, consider a fixed system Hamiltonian, given by $A = 0.8$ and $B = 0.5$. The eigenstates of this Hamiltonian, in order of increasing energy are $|\psi_-\rangle = \alpha |01\rangle - \beta |10\rangle$, $|00\rangle$, $|\psi_+\rangle = \alpha |01\rangle + \beta |10\rangle$, and $|11\rangle$, for real coefficients $\alpha \approx \beta \approx \frac{1}{\sqrt{2}}$. To illustrate the thermalization dynamics we propagate the initial state $|01\rangle$ according to the thermalizing master equation Eq. (6), with $\Gamma = 0.1$, $g = 0.1$, and the piecewise linear ancilla energy sweeps as mentioned above. Fig. 3 shows the time development of eigenstate populations and the trace distance to the ideal thermal state under this evolution over a number of consecutive linear sweeps of ancilla energies over the range $[0, \omega_{\text{max}}]$. We choose $\omega_{\text{max}} \sim 5.7$, which is a little over the maximum energy gap in the system. We show time evolution of the populations for two inverse temperatures, $\beta = 1$ and $\beta = 5$. All populations monotonically converge to their ideal values for the given Hamiltonian, with $\|\rho_t - \rho_\beta\| < .01$ at the end of the shown time evolution. Note that the changes in populations mostly occur in jumps over short time periods, and this is because most of the population mixing dynamics occurs during short periods when an ancilla DOF is in resonance with a system energy gap.

Next, we study the behavior as a function of the engineered bath parameters; the ancilla damping rate, $\Gamma$, and the desired inverse temperature, $\beta$. Fig. 4 shows the trace distance between the steady-state and the ideal thermal state as a function of these parameters, with the Hamiltonian parameters fixed at $A = 0.8$, $B = 0.5$. For each point, we choose the other parameters consistent with the regime in Eq. (5) – i.e., $g = \Gamma$ and $T_{\text{cycle}} = 4/\Gamma$. We see that the protocol is able to prepare states that are very close to the true thermal state. The poorest performance is in the region where $\Gamma$ is too large or the desired temperature is too low, but even here the trace distance to the ideal thermal state is close to $10^{-2}$. The region of poorest performance is consistent with our analysis in the previous section that showed that the violation of detailed balance increases when $\Gamma$ or $\beta$ increase.

Next, we study thermalization performance as a function of the parameters $A$ and $B$ in $H_{\text{sys}}$. Although the construction of the thermalization protocol was mostly independent of the system Hamiltonian (except for the range of frequencies over which the ancilla are swept, which is set by the spectral range of $H_{\text{sys}}$), we will see that properties of the Hamiltonian subtly influence thermalization performance. In particular, we show how the impact of the violation of detailed balance at intermediate and low temperatures can vary according to system Hamiltonian properties.

In Fig. 5 (a) and (b) we show, as a function of the parameters $A$ and $B$, the spectrum of $H_{\text{sys}}$ and the connectivity of the eigenstates of $H_{\text{sys}}$, respectively. From Fig. 5 (a) we see that the spectrum varies in a complicated manner across this parameter regime – importantly, in the region $A \lesssim 0.5$, the spectrum becomes congested, with even several points of degeneracy between states $\epsilon_1$ and $\epsilon_2$, and also $\epsilon_2$ and $\epsilon_3$ (we will
label the eigenstates of $H_{\text{sys}}$, in order of increasing energy, as $\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4$, and gaps as $\Delta_{i,j} \equiv \epsilon_j - \epsilon_i$. The connectivity of the eigenstates can mostly be classified into three types, depending on the region in $A, B$ parameter space. In Fig. 5 (b) we show these three regions, labeled R1, R2, R3, and how the eigenstates of $H_{\text{sys}}$ are connected there—a red arrow between the states separated by $\omega$, indicates that $X_m(\omega)$ is non-zero for $m = 1, m = 2$, or both. Fig. 5 (b) shows that while the system is ergodic for all values of $A, B$, the direct connectivity of eigenstates varies, and this will play an important role in thermalization quality. Finally, in Fig. 5(c) we summarize how the spread in transition energies varies for the Hamiltonian parameters by plotting the interquartile range (IQR) for energies of the allowed transitions at each $A, B$. We choose IQR to represent the spread of gaps because it is less sensitive to outliers (there is one large gap at most parameter values) than other measures of deviation.

To summarize thermalization behavior, in Fig. 6 we show the trace distance between the ideal thermal state and the steady state of the engineered evolution for intermediate and low temperatures, as a function of the Hamiltonian parameters $A, B$. The values of the other parameters for all of these plots are $\Gamma = \frac{g}{\beta} = 0.1$, and as before, we used a linear sweep of the ancilla energies over the range $[0, \omega_{\text{max}} = 1.2 \times \Delta_{\text{max}}]$, where $\Delta_{\text{max}}$ is the maximum gap in the Hamiltonian energies for the chosen $A, B$. The linear sweep duration is set by $T_{\text{cycle}} = 4/\Gamma$. We restrict to positive values of $A$ because the thermalization performance is symmetric about $A = 0$.

In the intermediate temperature case, Fig. 6(a), we see that the trace distance is below $10^{-2}$ across the whole parameter range. The worst performance is in a wide region in the center of the parameter space, and by comparing Fig. 6(a) to Fig. 5(c) we see that this region corresponds to the region with the smallest spread in gaps in the system. Therefore we conclude that the poorer performance in this region is due to the effect identified in Sec. IV. Namely, when there are closely spaced gaps, off-resonant transitions can be driven by rates that significantly violate detailed balance, because as shown in Fig. 2 around the tails of the instantaneous Lorentzian spectral density, transition rates are non-negligible and there is significant detailed balance violation at once. Note that in the region $A \sim 0, 0.5 \lesssim B \lesssim 1.2$ the thermalization performance is better even though the gaps are very congested here also. The reason is that the two most important gaps at this temperature, $\Delta_{2,1}$ and $\Delta_{3,2}$, are almost zero and almost degenerate in this region (see Fig. 5(a)), and thus the detailed balance violation is softened here (recall that $\Delta[\lambda](\omega)$ decreases around $\omega \sim 0$, and moreover, if two gaps are almost degenerate, then although one may drive the off-resonant transition, it will be close enough to resonance that the violation of detailed balance is minimal).

Moving onto the low temperature case, Fig. 6(b), we see that the trace distances are uniformly greater than the intermediate temperature case. This is consistent with our previous observation that the effectiveness of the thermalization protocol degrades as the target temperature reduces. Despite this, the achieved trace distance at low temperature ($\beta = 5$) over most of the Hamiltonian parameter space is fairly small ($\sim 10^{-2}$). The exception to this is in part region R1, with $A \lesssim 0.3$ and $B \lesssim 1$. To explain the deviation we return to Fig. 5 (b), where we showed that in region R1 states $\epsilon_1$ and $\epsilon_2$ are not directly connected by an ancilla-induced transition. At $\beta = 5$ the majority of the population of the ideal thermal state in this region is distributed between states $\epsilon_1$ and $\epsilon_2$, however, if these states are not directly connected, in order to distribute population between these states, one needs to go through transitions to higher energy states. But such transitions are highly suppressed at low temperatures because the thermal energy provided by the ancilla DOFs is too small; i.e., $\lambda_1(\omega) \ll 1$ for $\omega \gg 1/\beta$. This accounts for the large trace distance between the steady state and the ideal thermal state in this parameter region of the Hamiltonian at low temperature. This example demonstrates that even if a system is formally ergodic, ideal thermalization can be prevented if all transitions are not thermally activated.

In summary, the thermalization performance can be poor if: (i) the energy gaps in $H_{\text{sys}}$ are congested in frequency (but not degenerate or close to zero), leading to off-resonant transitions driven by rates that significantly violate detailed balance, or (ii) at very low temperatures, if some ancilla-induced transitions are thermally suppressed, effectively hindering ergodicity (even though the system is formally ergodic).

A. Realistic parameters

In order to make the preceding numerical study more concrete we now map the parameters that determine the thermalizaton protocol to realistic values on several quantum simulation platforms.

In most quantum simulation and quantum computing platforms the most stringent restriction is the strength of achievable spin-spin couplings. We refer to this maximum achievable coupling strength as $J_{\text{max}}$ and choose $g = \Gamma = J_{\text{max}}/10$ since the system-ancilla coupling must be weaker
For the superconducting platform we use typical trapped neutral atom platform, and the results are presented running times for the superconducting qubit platform and the corresponding protocol (for values A, B parameter space, indicated by the three color regions in this figure, and labeled R1, R2, R3. For each region we indicate the eigenstates that are connected with red arrows. (c) To summarize how the spread in transition energies varies, we show the interquartile range (IQR) for the allowed transitions at each A, B point.

Figure 5. Eigenstate energies and connectivity for two-qubit spin system studied in section Sec. V. (a) Energies of the four eigenstates as a function of the Hamiltonian parameters A and B. The 2-dimensional plots at the bottom show slices across these energy surfaces at A = 0 and A = 0.5. These slices show greater detail and also allow us to plot the energies (solid lines) and gaps between energies (dotted lines). εi is the energy of state i, and Δij = εj - εi. (b) The physical coupling to ancilla DOF is through interactions of the form σx ⊗ σx. These result in connectivity (matrix elements) between certain eigenstates of the Hamiltonian Hsys, which is roughly of three types, depending on the region in A, B parameter space, indicated by the three color regions in this figure, and labeled R1, R2, R3. For each region we indicate the eigenstates that are connected with red arrows.

Table I. The protocol runtimes are at the upper limit of typical quantum information protocol runtimes for the given experimental platforms. Hence decoherence mechanisms will impact dynamics, and may even be the dominant source of thermalization errors. Further analysis with particular decoherence models is necessary to understand the interplay between decoherence and the intrinsic open-system evolution engineered by our protocol, and how the former impact thermalization quality.

Finally, we note that the values presented in Table I are only for one set of Hamiltonian parameters and for a particular choice for g, and mainly serve to demonstrate that the thermalization target temperature on this platform through $T = \frac{h(10kHz)}{kB\beta}$, and hence $\beta = 1(\beta = 5)$ corresponds to $T \approx 0.48\mu K (T \approx 96nK)$. Therefore, referring to Fig. 3, we see that the thermalization protocol executed on the trapped ion platform enables generation of a thermal state of the two-spin system governed by Hamiltonian Eq. (15) for values $A = 0.8, B = 0.5$ at temperature $T \approx 0.48\mu K (T \approx 96nK)$ in time $T_{th} \approx 0.25s (T_{th} \approx 0.18s)$.

We can similarly estimate the real temperatures corresponding to the simulations in Fig. 3 and corresponding protocol running times for the superconducting qubit platform and the trapped neutral atom platform, and the results are presented in Table I. For the superconducting platform we use typical values of cross-resonance gate based couplings of $\sim 4MHz [18, 19]$ to fix $J_{max} = 10MHz$. For neutral atoms we assume spin-spin coupling through Rydberg interactions, and assuming a Rydberg blockade radius of 10 $\mu m$, where the ratio of the Rydberg interaction to the ground-state interaction is large, we can fix the maximum coupling strength at $J_{max} = 2MHz [20, 21]$. We note that in addition to the ability to engineer the system Hamiltonian and the system-ancilla couplings, our scheme requires an entropy reduction mechanism like optical pumping. Optical pumping or some variant of it are fairly routine on the neutral atom and trapped ion platforms, and we note that similar mechanisms are also possible in superconducting circuits [22].
Figure 6. Log of the trace distance between steady state of engineered dynamics and true thermal state, \( \log_{10} ||\rho_{ss} - \rho_\beta|| \), as a function of Hamiltonian parameters \( A \) and \( B \) for the model studied in Sec. V. (a) Intermediate temperature, and (b) low temperature.

VI. CONCLUSIONS

Naive approaches to engineering thermalization in quantum simulators requires either a coupling to a macroscopic harmonic reservoir or coupling to an extensive number of auxiliary states, each resonant with frequency transitions of the system eigenstates. Both of these approaches require a large number of ancillary DOF, and potentially also a detailed knowledge of the system spectra. In this work, we have developed an alternative approach to engineered thermalization with reduced resource counts by introducing a periodically driven and dissipated ancilla DOF, such that a single ancilla is resonant with different transitions at different times. This time-dependent approach merely requires an estimation of the full spectral width of the system Hamiltonian, and sufficient ancilla DOF to ensure ergodic system dynamics. Considering the interactions between the system and engineered ancilla DOF to be weak compared to interactions within the system, we derived a reduced description of the dissipative dynamics of the system that is in the form of a (time-dependent) Lindblad master equation. We then proved that the thermal state is the fixed point of the system evolution when a detailed balance condition is satisfied by the spectral density generated by the ancilla DOF, and also showed how violations of this condition impact thermalization performance.

Numerical investigations of a simple lattice system reveal the importance of parameter choices for generating thermal states using this protocol. In particular, the impact of detailed balance violation by our engineered “reservoir” varies according to the thermalization temperature and spectral properties of the system Hamiltonian. Thermalizing a many-body system using our protocol is most challenging when the system Hamiltonian has many gaps (transition energies) that are closely spaced (but not exactly degenerate or close to zero) and one demands thermalization to low temperatures. In this regime, the violation of detailed balance becomes most detrimental to thermalization performance. It is worth contrasting this with the thermalization of stabilizer Hamiltonians, which does not suffer from detailed balanced violation or increased thermalization time at low temperature because the system gaps (and thus ancilla energies) are constant and known \([6, 7]\).

Numerical investigations also revealed an interesting obstruction to thermalization at low temperatures; a type of degradation of ergodicity due to suppression of certain transitions from lack of thermal energy.

We have developed this thermalization protocol in the framework of continuous-time dynamics. In future work, we will investigate what a discrete-time, or gate-based, version of such a time-dependent ancilla-driven thermalization protocol looks like (cf. the spectral combing protocol in Ref. [23]). In particular, we are interested in whether a gate-based version of such a thermalization protocol enables one to overcome the fundamental limitation we identified in the continuous-time protocol; namely, that the entropy reduction mechanism that prepares the correct population distribution in the ancilla DOF also broadens the transition energies of the ancilla, and results in driving of off-resonant transitions at rates that violate of detailed balance. Besides, the formulation of a gate-based version of our protocol would enable rigorous comparison to well-established gate-based thermalization protocols, e.g., Ref. [24].
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<th>Platform</th>
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<td>0.3s</td>
<td>96µK</td>
<td>0.2s</td>
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[12] This property relies on the system operator of the system-bath coupling ($\sigma_\alpha$ in Eq. (1)) being Hermitian. However, this derivation can be generalized to cases where the coupling is not Hermitian also.
Appendix A: Derivation of reduced master equation for principal spin lattice

As described in the main text, physical motivations led to a choice of parameter regime for the thermalization protocol:

$$|df(t)| \ll g_m \lesssim \Gamma_m \ll ||H_{\text{sys}}||, \quad \forall m, t \quad \text{(A1)}$$

The dynamics of the system (principal spins defining the many-body model and the ancilla spins) are governed by the Hamiltonian in Eq. (1) and the dissipative evolution of ancilla spins given in Eq. (3). Define $\tilde{R}(t)$ as the density matrix for the combined system and ancilla spins — i.e., $\tilde{R}(t) \in \mathcal{B}^+(H_{\text{sys}} \otimes H_{\text{ancilla}})$, the space of positive, trace one operators on the combined Hilbert space. Further, let $\rho(t) = \text{tr}_a\{\tilde{R}(t)\} \in \mathcal{B}^+(H_{\text{sys}})$ be the reduced density operator for the system ($\text{tr}_a$ denotes a trace over the ancilla subsystem).

We will derive a reduced master equation for $\rho(t)$ assuming one ancilla spin ($M = 1$). The result generalizes immediately since each ancilla is weakly coupled and is independent of all other ancilla, and hence additivity of Lindblad evolutions applies [25]. In the following, we will follow the standard derivation of a master equation in the Born and Markov approximations, but we need to justify some of the steps carefully in this context since instead of a macroscopic reservoir we have a damped and driven ancilla spin.

In the interaction picture (with respect to the free evolution of the system and ancilla) the evolution of the combined system is

$$\frac{d\tilde{R}(t)}{dt} = -i[H_I(t), \tilde{R}(t)] = -i\epsilon\sigma_{x}^{k}\tilde{r}_{s}, \tilde{R}(t),$$

for some spin in the system, $k$, and where the tilde denotes operators in the interaction picture. Following the standard derivation [11], by iterating this equation and formally integrating we get

$$\frac{d\tilde{\rho}(t)}{dt} = -\int_{0}^{t} d\text{str}_a\{[\tilde{H}_I(t), [\tilde{H}_I(t), \tilde{R}(t-s), \tilde{\rho}(t-s)]\}.$$  \hspace{1cm} \text{(A3)}

At this point we make three approximations. First, we replace $\tilde{R}(t-s)$ with $\tilde{\rho}(t-s) \otimes r_{s}^{eq}$, with the justification being that in the weak coupling limit, any entanglement between system and ancilla is quickly damped by the ancilla dynamics and hence we can replace the joint state with a tensor product state. Moreover, the state of the ancilla will can be approximated by an equilibrium weak coupling limit, any entanglement between system and ancilla is quickly damped by the ancilla dynamics and hence we can replace the joint state with a tensor product state. Finally, we take the upper limit of the integral $t \to \infty$, again using the approximation that the correlation function decays rapidly and so integrand values at large values of $s$ are negligible. With these approximations we get:

$$\frac{d\tilde{\rho}(t)}{dt} = -\int_{0}^{\infty} d\text{str}_a\{[\tilde{H}_I(t), [\tilde{H}_I(t), \tilde{\rho}(t) \otimes r_{s}^{eq}]\}.$$  \hspace{1cm} \text{(A4)}

Now let us examine the form of $\tilde{H}_I$ more closely. We first define a frequency resolved operator on the system

$$X(\omega) = \sum_{\{\epsilon', \epsilon|\epsilon' - \epsilon = \omega\}} \Pi(\epsilon)\sigma_{x}^{k}\Pi(\epsilon'),$$

where $\Pi(\epsilon)$ is a projector on the eigenspace of $H_{\text{sys}}$ with eigenvalue $\epsilon$. Using this definition, the following properties are easy to prove:

$$e^{iH_{\text{sys}}t}X(\omega)e^{-iH_{\text{sys}}t} = e^{-i\omega t}X(\omega)$$

$$e^{iH_{\text{sys}}t}X^{\dagger}(\omega)e^{-iH_{\text{sys}}t} = e^{i\omega t}X^{\dagger}(\omega)$$

$$X^{\dagger}(\omega) = X(-\omega)$$

$$\sum_{\omega} X(\omega) = \sum_{\omega} X^{\dagger}(\omega) = \sigma_{x}^{k}$$

$$[H_{\text{sys}}, X^{\dagger}(\omega)X(\omega)] = 0.$$  \hspace{1cm} \text{(A6)}
where the interaction picture. To further isolate the dynamics of interest, we separate out the Lamb shift resulting from the \( r \) equations easily and get

\[
\frac{d\tilde{\rho}(t)}{dt} = g^2 \sum_{\omega,\omega'} \epsilon^{i(\omega'-\omega)t} \Lambda_t(\omega) \left( X(\omega)\tilde{\rho}(t)X^\dagger(\omega') - X^\dagger(\omega')X(\omega)\tilde{\rho}(t) \right) + h.c.,
\]

(A7)

with

\[
\Lambda_t(\omega) = \int_0^\infty ds e^{i\omega s} \text{tr}\{\tilde{\tau}_x(t)\tilde{\tau}_x(t-s)r_t^{eq}\}.
\]

(A8)

Assume that over sufficiently long times (since we are mostly concerned about steady state properties long times are of primary interest) the oscillating factor damps any terms with \( \omega \neq \omega' \). Dropping these terms (which amounts to the secular, or rotating wave, approximation), we get:

\[
\frac{d\tilde{\rho}(t)}{dt} = g^2 \sum_{\omega} \Lambda_t(\omega) \left( X(\omega)\tilde{\rho}(t)X^\dagger(\omega) - X^\dagger(\omega)X(\omega)\tilde{\rho}(t) \right) + h.c.
\]

(A9)

Now let us examine the Fourier transforms of the reservoir correlation function, Eq. (A8). As is customary in the derivation of a Lindblad master equation we assume that the correlation functions are homogeneous in time. This follows easily for large reservoirs near equilibrium but needs more careful thought in our case where we have a driven, dissipated ancilla spin. Since the ancilla energies are periodic there is clearly some non-homogeneity to the correlation function. However, since the change in energy is much slower than the system-reservoir coupling and the ancilla damping we assume that on timescales resolved by the interaction the homogeneity of the correlation function is a valid assumption.

Given time-homogeneity of the correlation function we rewrite \( \Lambda_t(\omega) \) as

\[
\Lambda_t(\omega) = \int_0^\infty ds e^{i\omega s} \text{tr}\{\tilde{\tau}_x(s)\tilde{\tau}_x r_t^{eq}\}.
\]

(A10)

To evaluate this quantity, we need to know time dynamics of the operator \( \tilde{\tau}_x(t) \). These dynamics are dominated by the driving and dissipation of the ancilla spins, and hence we calculate the correlation functions by formulating the adjoint version of the ancilla dynamics from its free Hamiltonian and the master equation in Eq. (3)

\[
\frac{d\varpi(t)}{dt} = i[\varpi(t), \frac{\Omega(t)}{2} \tau_z] + \mathcal{L}_m(t)[\varpi(t)] = \gamma_+(t)D^\dagger[r_t^{eq}]\varpi(t) + \gamma_-(t)D^\dagger[r_t^{eq}]\varpi(t),
\]

(A11)

where \( \varpi \) is any operator acting on \( \mathcal{H}_{\text{ancilla}} \), and \( D^\dagger[A]B = A^\dagger BA - \frac{1}{2}A^\dagger AB - \frac{1}{2}BA^\dagger A \). According to this adjoint evolution equation,

\[
\hat{\tau}_+(t) = i\Omega_t \hat{\tau}_+(t) - \frac{\Gamma_t}{2} \hat{\tau}_+(t),
\]

\[
\hat{\tau}_-(t) = i\Omega_t \hat{\tau}_-(t) - \frac{\Gamma_t}{2} \hat{\tau}_-(t),
\]

(A12)

where \( \Gamma_t = \gamma_+(t) + \gamma_-(t) \). In the quasi-static limit where we ignore the time-dependence of \( \Omega_t \) and \( \Gamma_t \), we can solve these equations easily and get

\[
\tilde{\tau}_x(t) = \tilde{\tau}_+(t) + \tilde{\tau}_-(t) = e^{i(\Omega_t - \frac{\Gamma_t}{2})t} \tau_+ + e^{-i(\Omega_t - \frac{\Gamma_t}{2})t} \tau_-
\]

(A13)

Finally, since \( r_t^{eq} \) is a Gibbs state and hence diagonal in the computational basis, we get

\[
\Lambda_t(\omega) = \int_0^\infty ds e^{i\omega s} \text{tr}\{\tilde{\tau}_x(s)\tilde{\tau}_x r_t^{eq}\}
\]

\[
= \frac{P_0^t}{2} - i(\omega - \Omega_t) + \frac{P_1^t}{2} - i(\omega + \Omega_t),
\]

(A14)

where \( P_0^t = \langle 0 | r_t^{eq} | 0 \rangle \) and \( P_1^t = \langle 1 | r_t^{eq} | 1 \rangle \) are the Boltzmann distributed populations of the ancilla spin.

At this point, we have a Markov master equation (with time-dependent coefficients) describing the evolution of the system alone (in the interaction picture). To further isolate the dynamics of interest, we separate out the Lamb shift resulting from the
coupling to the reservoir from the incoherent dynamics. To do this, we separate the real and imaginary components of Eq. (A14), as $\Lambda_t(\omega) = \frac{1}{2} \lambda_t(\omega) + iS(\omega)$. The Lamb shift Hamiltonian is then [11]

$$H_{LS} = g^2 \sum_\omega S(\omega)X^\dagger(\omega)X(\omega).$$  \hspace{1cm} (A15)

Owing to the properties in Eq. (A6), we know $[H_{sys}, H_{LS}] = 0$, and therefore for the purposes of preparing thermal states of the system, the Lamb shift is inconsequential. It will shift some of the system energies around, however, since our protocol does not require precise knowledge of the system energies this is not important. So we ignore it from now on. The real part of $\Lambda_t$, on the other hand, yields the incoherent dynamics that we want to tune to achieve thermalization of the system. Explicitly, the real part is:

$$\lambda_t(\omega) = \frac{P_0 t \left( \frac{\Gamma_t}{2} \right)}{\left( \frac{\Gamma_t}{2} \right)^2 + (\omega - \Omega_t)^2} + \frac{P_1 t \left( \frac{\Gamma_t}{2} \right)}{\left( \frac{\Gamma_t}{2} \right)^2 + (\omega + \Omega_t)^2}$$ \hspace{1cm} (A16)

To summarize, we write the relevant dynamics of the system alone, in the interaction frame with respect to $H_{sys}$ as:

$$\frac{d\tilde{\rho}(t)}{dt} = g^2 \sum_\omega \lambda_t(\omega) \left( X(\omega)\tilde{\rho}(t)X^\dagger(\omega) - \frac{1}{2} X^\dagger(\omega)X(\omega)\tilde{\rho}(t) - \frac{1}{2} \tilde{\rho}(t)X^\dagger(\omega)X(\omega) \right)$$  \hspace{1cm} (A17)

In the general case where we have many ancilla spins, one simply has a sum of the above Lindblad evolution for each system-ancilla coupling.