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Abstract

Three-dimensional hydraulic fracturing simulation in heterogeneous materials using Lattice
Element Method

by

Zhenxiang Su

Doctor of Philosophy in Civil and Environmental Engineering

and the Designated Emphasis in

Computational and Data Science and Engineering

University of California, Berkeley

Professor Kenichi Soga, Chair

Hydraulic fracturing is a technique for extracting unconventional resources by injecting high
pressure fluid to crack the reservoir layer. This is a multi-scale and multi-physics problem
that involves the behavior of rock matrix and injected fluid flow, as well as their interaction
and resulting fracture propagation. The heterogeneities in the reservoir rocks make the frac-
ture propagation a complex phenomenon and hydraulic fracturing an even more challenging
problem.

In this study, a C++ based three dimensional Lattice Element Method (LEM) simulator is
developed, which is capable of simulating both mechanical and fluid induced fracturing be-
havior in heterogeneous media. In this model, the mechanical response of solid is represented
with a 3D lattice structure. The Timoshenko beam with embedded discontinuity is used as
a solid lattice model, and exponential softening law is incorporated. The fracture surface is
represented by the discontinuity generated in the lattice once it yields. While the fluid lattice
network is a pipe flow system generated at fracture surfaces. This fluid lattice model follows
Darcy’s law and the principle of mass conservation, and interacts with solid lattice network
through hydrostatic pressure. The 3D multi-physics problem is simplified into a network
composed of 1D beam and pipe lattice, which can be simulated with a relatively low compu-
tational cost. The validations and comparisons between numerical and experimental results
indicate that LEM is a promising tool for investigating the process of fracture development.
Its simplicity makes it capable of simulating branching and complex interactions between
multiple fractures, which is extremely difficult in continuum-based methods. A nonlinear
softening law is implemented in the solid lattice model, which allows the simulation of the
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failure of materials with different degrees of ductility. In addition, the potential application
of LEM to early crack detection is explored.

The model is used to investigate the influence of rock heterogeneities on the hydraulic fractur-
ing process, especially the fracture pattern. The results show that, all the factors, including
in situ stress field, scale of weakness and statistical distribution of properties, affect the
results to a different degree. The nodal arrangement is one of the main factors that affect
potential fracture path. The interactions between hydraulic fractures and pre-existing nat-
ural joints are also investigated. The hydraulic fracture penetrates into a joint when the
normal stress on the joint surface is too small to stop the joint from opening under fluid
pressure. Whereas a fracture crossing is more likely to occur when there is little or no slip-
page between two sides of the joints. This implies a possible mechanism of fracture crossing
in which the fracture reinitiates on the other side of the joint due to tensile stress generated
by the friction applied on the joint surface.
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Chapter 1

Introduction

1.1 Background and Motivation

Shales are sedimentary rocks composed of silt or clay size mineral particles, and some of
them may have high organic content. Under high subsurface pressure and temperature for
an extended period of time, these organic materials may be transformed into oil and gas that
are trapped in the rock, thereby becoming the so-called unconventional resources. As shown
in Figure 1.1, the unconventional resources, including shale gas and tight oil, contribute to
over 60 percent of the U.S. dry natural gas and crude oil production in 2018[3]. And the
U.S. Energy Information Administration projects that the majority of U.S. dry natural gas
production through 2050 will be from shale and tight gas resources[2]. This is due to the
development of horizontal drilling and hydraulic fracturing techniques.

Figure 1.1: U.S. dry natural gas and crude oil production (2004-2018) from the U.S.
Energy Information Administration[3]

Unlike the conventional resources such as coal or oil in porous rock, which are easily acces-
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sible, extraction of unconventional resources usually requires hydraulic fracturing. Hydraulic
fracturing has been in use since the 1950’s to crack petroleum reservoir rocks by injecting
high pressure fluid, in order to create pathway for the trapped oil and gas[39]. However, the
process is not free of environmental concerns, such as a potential for contaminating potable
water and causing induced seismicity. Therefore, it is important to understand this process,
both for hydraulic fracturing design and environmental assessment.

Figure 1.2: Simple procedure of hydraulic fracturing [25]
((a) vertical drilling; (b) applying casing; (c) turning; (d) horizontal drilling;

(e) perforation; (f) fluid injection; (g) isolation plug and fluid injection; (h) production)

Figure 1.2 depicts the process of hydraulic fracturing. First, a vertical borehole is drilled
in stages, followed by the installation of steel and cement casings to support the borehole
and prevent leakage. This will typically go down between 1 to 4 kilometers before reaching
the reservoir rock layer, resulting in an in situ stress level in the range from 20 to 80 MPa
[43]. Once it hits the target layer, it will gradually turn and start to drill and install casings
horizontally in stages. This will usually run for several kilometers before the drilling is
completed. A perforation gun is then used to create small holes through the casing into the
target reservoir layer near the end of the borehole, followed by the injection of high pressure
fluid to create fractures. The amount and rate of injected fluid vary site by site, from 400
to 4000 m3 of fluid may be injected in one stimulation stage, and typically the injection rate
ranges are approximately 10 m3/min [51], which is relatively slow in such large scale and
thus hydraulic fracturing could be treated as a static process. In most cases, water is used
as the injected fluid and there is also sand as a proppant to keep the fractures open after
pressure is released. An isolation plug is installed after this part of hydraulic fracturing is
completed, perforation and hydraulic fracturing are then performed on the intact side. This
process is repeated through the whole length of the horizontal well, after which the isolation
plugs are removed for gas and oil production.
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As a multi-scale and multi-physics problem, the hydraulic fracturing may be the most
complicated among above mentioned processes, as it involves the behavior of rock matrix
and injected fluid flow, as well as their interaction and resulting fracture propagation. The
special features of rock materials, such as in-situ stress conditions, heterogeneous mechanical
properties, different scales of layered, grain and flaw structures, make the fracture propaga-
tion in rock a complex phenomenon and make hydraulic fracturing an even more challenging
problem. While these complex factors are hard to be reproduced in lab experiments, theo-
retical models of hydraulic fracturing have been developed since the 1960’s for the design and
investigation of its physical mechanisms, such as the early classic 2D models (PKN, KGD),
and later on the pseudo-3D models (P3D, PL3D) [166]. These classic models are easy to
apply in practice due to their simplicity, but on the other hand they may be oversimplified
to represent the complex fully 3D fracture propagation and interactions in reality. This
leads to the development of more sophisticated numerical models[93][22]. Simplification is
still required as it is infeasible and unnecessary to model all the details, which results in
the different applicability and limitations of various numerical methods depending on their
corresponding assumptions. For example, the standard Finite Element Method usually re-
quires very fine mesh near the crack or remeshing scheme and predefining the fracture path.
As a discontinuum-based method, the Discrete Element Method can represent the fracture
explicitly, but the high computational cost in contact detection limits its application in large
scale problems. The Extended Finite Element Method may currently be one of the best
methods to simulate a moderate number of cracks, but it has difficulties in modeling the
complex fracture interactions, and the additional degrees of freedom to represent the cracks
make it computationally intensive thus hindering its application in 3D scenarios.

The Lattice Element Method (LEM) is a discontinuous numerical model using a truss
or frame structure to effectively simulate the mechanical response of a solid. This method
represents the initiation and propagation of fractures by breaking corresponding yielding
lattices, thus it could simulate random fracture development and the singularity related issues
in continuum-based methods like FEM could be easily avoided[129]. Another advantage
that makes LEM particularly suitable for simulating rock fracturing processes is that it is
convenient to introduce different scales of weakness and heterogeneities into the model. For
example, the size of the lattice could be selected in the scale of micro-crack or weakness of the
rock, while larger pre-existing fractures could be represented by pre-breaking certain lattices.
Weak regions, layered structures and statistical distribution of mechanical properties in rocks
could be modeled by modifying the strength and stiffness of corresponding lattices.

Based on LEM,Wong proposed the Dual Lattice Model (DLM), which is a novel technique
to simulate hydraulic fracturing[172]. As illustrated in Figure 1.3, the 3D solid material and
fracture flow are represented by two fully coupled 3D lattice networks. The Rigid Body
Spring Model (RBSM) is used as the lattice model of the solid network[12]. While the
fluid lattice network is a pipe flow system generated at fracture surfaces. This fluid lattice
model follows Darcy’s law and the principle of mass conservation, and interacts with the solid
lattice network through hydrostatic pressure. The 3D multi-physics problem is simplified into
a network composed of 1D beam and pipe lattice, which can be simulated with a relatively
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low computational cost so that it is able to deal with large scale problems, but still provides
an opportunity to examine the complex interactions of tensile and shear fracture generations
in heterogeneous 3D porous media.

Figure 1.3: Schematic illustration of Dual Lattice Model [172]

A relatively simple lattice model and solution scheme are adopted inWong’s original work.
The solid lattice is perfectly brittle, which means it initially behaves linearly elastically, and
loses all the load bearing capacity once its strength is reached. The total displacements of
nodes against the initial state following the secant modulus are solved every time step, which
assumes that the model behaves elastically until the end of the reloading process and may
potentially result in a different stress path from that obtained by an incremental scheme.
The step size is limited as only a small number of lattices are allowed to break in each time
step to preserve accuracy. This study is a continuation of Wong’s work. A more robust
solid lattice model proposed by Nikolic is adopted, which uses a linear elastic Timoshenko
beam with embedded discontinuity as a single lattice[119]. In this model, the lattice can
develop plastic strain in both axial and transversal directions once yielded. The post-peak
strength of the lattice follows the exponential softening law and its decreasing rate could be
adjusted by an input material parameter. This model is physically more realistic compared
with the previous elastic-perfectly plastic model, and enables the original method to simulate
materials with different degrees of ductility. And the corresponding implicit solution scheme
computes incremental nodal displacements with respect to the last time step, which provides
more accurate stress paths and eases the limit on step size.

The main objective of this research is to develop a C++ based LEM simulator that
couples this solid lattice model with the pipe network approach for fluid flow. Due to the
discrete nature of the LEM and the simplified representation of solid, it is expected that
LEM could easily simulate complex fracture behavior, such as branching and interactions
between multiple fractures, including crossing and arrest. Additionally, due to the nonlinear
softening law implemented in the solid lattice model, it is anticipated that this model is
capable of simulating the failure of materials with different degrees of ductility, which would
be reflected in the loading curve and fracture pattern. The capability of this simulator to
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achieve these expectations will be examined. In addition, with this efficient tool for hydraulic
fracturing simulation, the influence of rock heterogeneities on the development of hydraulic
fractures will be investigated. And the possible factors that affect the interactions between
hydraulic fractures and pre-existing natural joints will also be explored.

1.2 Outline of the Thesis

The outline of this thesis is as follows.
Chapter 2 gives a literature review on fracture mechanics, various numerical methods

developed to simulate rock fracture and hydraulic fracturing, with an emphasis on the LEM.
Some experimental studies on various factors that affect the propagation of hydraulic frac-
tures are also reviewed.

Chapter 3 first describes the method for generating a solid lattice network and its geo-
metric features, then illustrates the solid and fluid lattice models and their coupling scheme.
The implementation of this method is then discussed, including the structure of the code,
the parallelization scheme for the matrix assembler and solver, and a comparison of different
preconditioners for the iterative solver. And finally the performance is presented.

Chapter 4 presents the simulations conducted using the solid lattice model. The model is
first verified with some typical problems, including an elastic cantilever beam, the Brazilian
test and a sample with a pre-existing flaw. Four-point-bending tests on mortar beams with
pre-existing notches under different loading conditions are simulated and compared with
experimental results. The potential application of LEM to early crack detection is discussed.
Uniaxial compression tests on cylindrical samples composed of lattices with various post-peak
softening curves are conducted to demonstrate the capability of this model in simulating
ductile materials.

Chapter 5 presents hydraulic fracturing simulations conducted with the solid fluid cou-
pled lattice model. This coupled model is first verified elastically using the classic penny
shaped crack problem. A series of fluid injection tests are performed to investigate the in-
fluence of rock heterogeneities on hydraulic fracture propagation. The interactions between
hydraulic fracture and pre-existing joints are also simulated and various factors that affect
the interactions, especially fracture crossing, are discussed.

Chapter 6 summarizes this study and gives some recommendations for potential future
works.
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Chapter 2

Literature Review

2.1 Fracture Mechanics

The fracture phenomena could be viewed from three different scales. Atomically, the frac-
ture is the process that breaks the inter-atomic bonds; For materials with micro-structures,
the fracture could happen around those features, such as the grains in a polycrystalline ma-
terial, or the fibers in a composite; While macroscopically, which is also the standpoint of
engineering applications, the material is generally assumed to be homogeneous continuum
with some flaws. Micro-cracks nucleate and grow around these flaws and finally coalesce into
macroscopic fractures[182]. Fracture mechanics is the subject that studies the propagation
of cracks in continuum under a wide variety of loadings and environments, based on the the-
ory of solid mechanics. Extensive research has been done in this area and there are a large
number of publications that review or introduce this field with different depth[41][142][182].

The pioneering work in the field of fracture mechanics was done by Griffith[58]. Before
the 1920’s, it was already noticed that even for geometrically similar structures with the
same homogeneous material and micro-structure, smaller size structures generally have larger
strength, which is the so-called ’size effect’. And there were elasticity solutions that showed
the stress singularity near a wedge apex. But the validity of the maximum stress criterion on
predicting material failure was not questioned[41]. In his series of experiments on glass and
metal, Griffith observed that the bulk strength of a solid is two orders of magnitude smaller
than the theoretical strength to break the material’s molecular bonds[58]. Griffith suggested
that the microscopic flaws in the material contribute to this inconsistency and the size effect.
And he proposed a new theory that interprets the propagation of fracture as the formation
of new surfaces inside the solid, the surface energy required in this process is balanced by
the work done from external loading and strain energy released from the material. With
this assumption, Griffith derived the fracture stress for a plate containing an elliptical crack
under uniaxial tension as,

σ =

√
2γE

πa
(2.1)
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for plane stress condition and,

σ =

√
2γE

π(1− ν2)a
(2.2)

for plane strain condition. Where E is the Young’s modulus, γ is the surface energy and a
is the half length of the elliptical crack. This model was extended to a biaxial compression
case by Griffith in 1924[57]. This criterion was applied to rock and extended to 3D later on
by other researchers[117].

However, it was soon discovered that the energy required to fracture the material is orders
of magnitude larger than the corresponding surface energy, especially for ductile materials.
And experiments on metal showed that plastic deformation happens even on absolute brittle
crack surfaces, which prevents the stress at the fracture tip from going to infinite[126]. There-
fore, Griffith’s work was largely ignored by the engineering community until the 1950’s[41].
In the 1950’s and early 1960’s, Irwin and Orowan reinterpreted and extended Grifiith’s clas-
sical work, which started the modern developments of fracture mechanics[142]. In addition
to the surface energy, they independently proposed to add the work of plastic deformation
around the crack tip as a dissipative energy into Griffith’s energy balance relation[81][126].
The magnitude of plastic work varies largely depending on the material. In his later work,
Irwin expressed the singular part of any component of the Cauchy stress tensor near the
crack tip as,

σij =
K√
2πr

fij(θ) (2.3)

Where r is the distance from any point to the crack tip, fij is a function of the polar angle θ.
This shows that different stress tensors have the same dependence on coordinates and differ
only by the constant factor K. Irwin named this coefficient as the stress intensity factor and
designated the quantity K2/E as the energy release rate G[79]. Irwin classified cracks into
three types according to the directions of displacements of their lips in the vicinity of the

Figure 2.1: Modes of fracture[182]
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crack tip as shown in Figure 2.1 and expressed the stress intensity factor for each mode as,

KI = lim
r→0

√
2πrσn KII = lim

r→0

√
2πrτn KIII = lim

r→0

√
2πrτt (2.4)

Where σn, τn, τt are the normal and two shear stresses that are normal and tangential to
the crack front respectively[80]. The stress intensity factors are proportional to the load
and attain their critical values at the time of crack initiation. With the assumption that
the plastic zone only appears in the small vicinity of the crack for brittle fracture cases,
Irwin applied the theory of elasticity and used the single parameter, fracture toughness, to
characterize the fracture resistance of the material, which made the energy balance theory
an effective design tool. Irwin and his colleagues made numerous contributions to the field
of fracture mechanics. Their works are summarized in [180].

However, under large operation loads, most engineering materials show some inelastic
behavior in the region whose size is comparable to the crack length. And the size of this
plastic zone will generally increase with the crack length. This makes the small scale yielding
assumption in Irwin’s theory not hold[41]. Therefore, several more general theories were
proposed to evaluate the fracture in elastic-plastic materials. One of the attempts is the
crack growth resistance curve (R-Curve), which is a plot of the total energy dissipation rate
(crack growth resistance) versus crack length. Together with another plot of energy release
rate versus crack length for a given loading configuration as the driving force, the stability of
a given crack could be determined[182]. Rice developed a way to compute the energy release
rate using the path-independent line integral encircling the crack tip in two dimensional
nonlinear elastic solid as,

J =

∫
Γ

(Wdy −T · ∂u
∂x
ds) (2.5)

WhereW is the strain energy density, T and u are traction and displacement vectors respec-
tively, x, y are coordinate directions and ds is the increment along the path Γ that encircles
the crack tip. This is the so-called J-Integral[141]. This integration could be straightfor-
wardly computed and easily implemented in numerical methods. Thus J became attractive
in analyzing asymptotic stress, characterizing crack-tip deformation and as a crack extension
criterion.

Theoretical methods provide accurate solutions for relatively simple geometries and ide-
alized material properties. The results could be implemented in numerical methods and also
as benchmarks. They could be used to interpret experimental data as well. But in reality,
the problems are usually much more complex, thus experiments and numerical simulations
are also necessary for investigating the fracture behavior.
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2.2 Numerical Simulation of Fracture and Hydraulic

Fracturing

2.2.1 Rock Fracture

As rocks are generally heterogeneous and nonlinear materials, and the fracture process in-
volves complicated interactions between cracks of different scales, analytical theories, such as
linear elastic fracture mechanics, cannot satisfactorily describe this process. And although
many laboratory and in situ experimental methods have been developed, they are frequently
costly or infeasible in practice. Thus numerical method, which is able to simulate a vari-
ety of test scenarios at a much lower cost, is a necessary tool in investigating the fracture
behavior in rocks. Especially with the rapid development of computational mechanics and
computer technology in the last few decades, numerous robust numerical methods have been
developed and applied in the field of rock mechanics. Some recent publications provide
state-of-the-art reviews on the various computational methods for simulating the fracture in
rocks[121][113][84]. This section will give an overview on some of the most popular methods.

The numerical techniques for fracture simulations could be classified into two categories,
continuum and discontinuum based methods. Generally, continuum-based methods are suit-
able for modeling the global responses in a large rock system. But they usually have dif-
ficulties modeling the fragmentation process, detailed crack tip behavior and interactions
between fractured rock blocks. Discontinuum-based methods model the crack initiation and
propagation explicitly and are easy to simulate block movements. Thus while they are suit-
able for simulating fracture interactions, they may have difficulties modeling the pre-failure
macroscopic response of rocks. There are also some attempts to develop hybrid methods,
which bring together the advantages of both continuum and discontinuum-based methods.

Continuum-based Methods

The Finite Element Method (FEM) is one of the most popular numerical methods in en-
gineering, including geomechanics, due to its robustness and flexibility for the treatment
of material heterogeneity, plasticity and complex boundary conditions[85]. However, as a
continuum-based method, FEM itself is not able to describe the fractures, which involve
discontinuities and singularities. Various techniques have been proposed to facilitate the
simulation of fracture processes in rocks by FEM. One type of approach is the smeared
crack model, where cracks are smeared over a distinct area and constitutive calculations
are performed independently at each integration point. The stress and material stiffness
would be affected by the presence of cracks[169][34]. These models are easy to implement
but not true localization limiters[84]. Within the framework of FEM, element erosion may
be one of the simplest methods that incorporate the discrete nature of fractures. Instead of
representing the topology of the crack, this method models fractures by deactivating failure
elements. And the deactivation is done by either deleting those elements directly or setting
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their stresses to zero[10][87]. However, this method is extremely sensitive to the mesh and
not well suited for brittle fracture analysis[156]. In addition, it has difficulties modeling frag-
mentation and is computationally expensive[113]. The inter-element crack methods, which
are usually combined with cohesive zone models, are generally considered a better alter-
native. In this method, constitutive relation is imposed between finite elements, and the
crack propagation is modeled explicitly by separating corresponding elements along edges
once the stress reaches cohesive strength[176][19]. Many problems have been investigated
with this method, especially those involving dynamic fracture or complex fracture patterns.
The major shortcoming of this method is that the cracks can only develop along the edges
of elements, which results in overestimation of the fracture energy and strong mesh de-
pendency[137]. Therefore, much finer mesh or special meshing schemes may be required to
remedy this problem[156][130]. Another commonly used approach is the joint element, which
is an indirect representation of discontinuities. The influence of fractures is modeled through
constitutive laws of these elements[52]. Due to the continuum assumption, no real detach-
ment occurs and only small displacement is allowed. Ill-conditioning of the global stiffness
matrix would possibly arise as such elements have high aspect ratios. Various regularization
techniques have been developed for FEM, and details can be found in [137].

(a) (b)

Figure 2.2: (a) Standard and enriched shape functions [84]; (b) An arbitrary crack (dashed
line) in a structured XFEM mesh with step enriched (light gray) and tip enriched (purple)

elements [9] (SC : set of tip enriched nodes; SH : set of step enriched nodes).

Generally, one common shortage of the standard FEM approaches in simulating the
fracture process is the mesh dependency, such as requiring very fine mesh size, remeshing, or
a predefined fracture path. The extended finite element method (XFEM) was developed to
overcome these difficulties[8][116], with the idea of enrichment originating from the Partition
of Unity[111]. In this method, the nodal displacement field is composed of both continuous
and discontinuous parts. The continuous part is the standard FEM interpolation. While for
the discontinuous part, additional degrees of freedom are introduced and multiplied with the
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enriched shape functions, which are the products of standard shape functions and enrichment
functions (Figure 2.2a). Different enrichment functions are used for the crack tip and the
rest respectively (Figure 2.2b). The propagation of strong (cracks) and weak (material
interfaces) discontinuities can thus be modeled by these enriched elements independently of
the mesh. Detailed review about XFEM can be found in [44][9]. Although XFEM performs
well in problems involving a few to a moderate number of cracks, one of its key challenges
is modeling numerous cracks and complex interactions between fractures, such as branching
and coalescence, due to the increasing complexity in the formulation and the absence of
reliable crack branching criteria [137][156]. And its computational cost is relatively high,
especially in three dimensional scenarios, which also hinders its application. Despite these
drawbacks, XFEM may be one of the most powerful numerical techniques in simulating
rock fracture process and has been implemented in various commercial software, such as
ANSYS and ABAQUS. The Finite Element Method with embedded discontinuities (EFEM)
is another extension of the standard FEM with a similar enrichment idea, but using an
element enrichment scheme instead of the nodal enrichment[127][38]. The approximation of
the displacement field is enriched with additional parameters that are inherent to the element.
The jump in the displacement field can thus be captured within the single element. Both the
EFEM and XFEM are capable of representing strong and weak discontinuities without the
need for remeshing [75]. One major advantage of EFEM over XFEM is that the enrichment is
completely embedded inside the element so that the additional unknowns can be condensed
at the element level. Therefore, its implementation is more straightforward with existing
FEM code[137]. However, there are some studies that indicate the piece-wise constant crack
opening of EFEM generates some inaccuracies, such as stress locking, violation of traction
continuity, and an inaccurate representation of the displacement field[86]. Some comparative
studies between EFEM and XFEM suggest that EFEM has higher accuracy in some cases
for coarse meshes and a reduced computational cost, but its accuracy may strongly depend
on the fault orientation with respect to the element. While XFEM is independent of fault
alignment and more promising in modeling fractured reservoirs[124][33].

The Finite Difference Method (FDM) is another widely used continuum-based method
for solving ordinary or partial differential equations, which discretizes the domain into a
grid of nodes and approximates the derivatives using finite difference computed over the
grid with different schemes. It is a direct technique to solve problems without interpolation
functions or iterative solutions. There are some researches that simulate rock fractures using
FDM by incorporating micro-cracks into cells and checking propagation criteria based on
linear elastic fracture mechanics[91][100]. A major disadvantage of standard FDM is that
it requires a regular grid, which would cause difficulties in representing irregular geometries
and heterogeneities, especially when simulating rock materials. But this has been overcome
by more general FDM that is able to work on irregular meshes[134]. And eventually this
led to the development of the Finite Volume Method (FVM), which discretizes the integral
form of the PDEs with control volumes. FVM can be applied with an unstructured grid and
varying material properties in different cells, which makes it as flexible as the FEM[85]. One
can discretize the problem domain using a finite volume formulation and then solve it in
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an FDM scheme [170][149]. However, despite the above improvements, it is still difficult for
FDM/FVM to model fracture propagation appropriately due to the continuity requirement
between the neighboring nodes. Although FVM is a popular method in rock engineering and
has been used to study the mechanisms of fracturing processes, it is achieved by material
failure at the nodes instead of creating strong discontinuities explicitly in the model[85].
Therefore, this method is usually not considered a robust technique for simulating rock
fracture process[113].

Discontinuum-based Methods

In discontinuum-based methods, the discontinuities are incorporated explicitly. The Discrete
Element Method (DEM) is one of the most popular methods in this category. DEM was
first introduced by Cundall to model the rock system as rigid blocks[28], and then applied
to model the granular material as particles by Cundall and Strack[31]. In this method, the
domain of interest is represented by an assemblage of blocks or particles, which could be
either rigid or deformable. The transnational and rotational displacements of each individ-
ual element follow the equations of motion. The contact between elements is modeled by
appropriate constitutive laws and needs to be continuously updated. Therefore, the contact
patterns keep changing and detachment could occur as the elements move. Thorough de-
scriptions of DEM can be found in [27][67]. Due to the above features of DEM, fractures
could be represented explicitly along the boundaries of elements. Thus this method has been
extensively applied in the field of rock mechanics[85]. The Bonded Particle Model (BPM)
is a particle-based DEM proposed for simulating rock fracturing process[136]. This model
approximates rock materials by an agglomerate of cemented rigid discs (2D) or spheres (3D)
with nonuniform size distribution, and the crack would be generated when the tensile or
shear strength of the bond is reached. The key difficulties of DEM are the choice of contact
laws and the calibration of material parameters. The procedures to uniquely determine the
material parameters that capture a variety of macroscopic properties are still missing[84].
Efficient and accurate contact detection is another key challenge. The contact between
polygonal/polyhedral blocks or irregular particles is complicated especially in 3D scenarios,
which require high computational costs. Meanwhile, most contact detection algorithms are
for convex bodies only. In addition, the explicit time integration scheme requires a relatively
small time step, which further increases the computational cost of this method. A thorough
discussion about these problems can be found in [30]. Despite these weaknesses, DEM has
been employed successfully in the investigations of the rock fracturing process. A review of
its wide variety of applications is given in [15].

The Discontinues Deformation Analysis (DDA) is an implicit type of DEM, which was
first introduced by Shi and Goodman and has been developed rapidly in the field of rock me-
chanics since then[151][152]. Although DDA has a similar application area as explicit DEM,
they are different theoretically. Instead, DDA shares some procedures with the FEM. This
method uses standard FEM mesh generation, and calculates the motions and deformations
of the blocks directly from the equations of equilibrium by minimizing the total potential
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energy of the system[121]. Thus it is a displacement method instead of a force method like
explicit DEM. But DDA also accounts for interactions between blocks along discontinuities,
and thus shares similar challenges as DEM on the efficient and robust contact detection
algorithms. As an implicit method, relatively larger time steps could be applied in DDA
so that computational costs could be reduced. And due to its closed-form integration for
the stiffness matrices of elements, it could be implemented based on current FEM code with
all the advantageous features[85]. Therefore, DDA is an attractive method for solving rock
mechanics problems. Its validation and wide range of applications are given in [107][150].

The Lattice Element Method (LEM) is another discontinuum-based method commonly
adopted for fracture simulation. Its principle and application will be discussed in Section
2.3.

2.2.2 Hydraulic Fracturing

The hydraulic fracturing problems are more challenging than the rock fracture problems dis-
cussed above, as they involve the interactions and coupling of at least three basic processes:
deformation of rock matrix under fluid pressure; fluid flow within the fracture; and fracture
propagation[1]. Any one of these processes itself could be highly complicated. Therefore,
they are usually simplified in some aspects in order to make the problem more tractable to
simulate. For example, the intact rock matrix is typically assumed to behave linearly elas-
tically; lubrication theory and Poiseuille’s law are usually applied to model fluid flow; the
fracture propagation criteria vary depending on the selected numerical method, but the Lin-
ear Elasticity Fracture Mechanics is often adopted[1][99]. Due to the different assumptions
and simplifications, as well as the various combinations of solid and fluid schemes, numerous
numerical approaches have been proposed for hydraulic fracturing simulations. State-of-the-
art reviews on the various approaches can be found in [93][22]. As the fluid flows through
the fractures, it typically has a lower dimension than the solid part and thus is normally a
relatively simpler model. The selection of both fluid and fracture models usually depends on
the solid model, which dominates the simulated behavior. Therefore, the numerical methods
for hydraulic fracturing simulations usually share similar features and limitations as those
mentioned in the last part that simulates rock fractures.

Continuum-based Methods

Among the continuum-based solid models, the standard FEM has also been used to simu-
late hydraulic fracturing. One type of approach utilizes the discrete fracture models, which
represent the fractures explicitly in the mesh. For example, some early works combine FEM
with classic hydraulic fracturing models. Specifically, FEM is used to model the rock defor-
mation and fluid flows within the rock matrix, KGD type models are adopted to simulate the
propagation of fractures, while the fluid flows inside fracture could be solved by either FEM
or FDM following Poiseuille’s law and the continuity equation[16][73]. The leakoff is usually
handled by analytical models such as the Carter’s model[69]. It is suggested that these pre-
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liminary analytical 2D models should only be used in benchmark studies instead of practical
design[177]. There are also some approaches that use more robust pseudo-3D fracture models
such as P3D, which may be great pre-screening tools due to its simplicity, but the applica-
tion is limited to planar fractures[177]. The cohesive zone models and zero-thickness joint
element are also widely used in FEM to simulate hydraulic fracturing, which is capable of
representing real-time crack growth and avoiding singularity problems[183]. Some relatively
complicated scenarios, including the propagation of a fully 3D non-planar fracture, and the
interactions between hydraulic and natural fractures, could also be simulated by these mod-
els[148][45]. However, similarly as in rock fracture simulations, these methods with discrete
fracture models either require pre-defining the fracture path, or efficient remeshing schemes,
which increases the computational cost and may induce accuracy problems due to the map-
ping between old and new elements[22]. Another type of approach with standard FEM is
based on continuum damage mechanics, where the fractures are represented by the contin-
uum elements with reduced strength and modulus, while the permeability is also related to
the strain or stress state of corresponding elements[165][179]. Biot’s consolidation theory
could be used to solve the rock deformation and fluid flow inside the rock. Navier–Stokes
equation and Darcy’s law are also commonly adopted to describe fluid flow in the fracture
and matrix in these methods. This type of approach is able to avoid mesh-related problems,
and more advanced constitutive models, such as the Mohr-coulomb criterion, are easier to
be implemented. However, the path and shape of hydraulic fractures cannot be precisely
captured unless with very small elements. Thus adaptive mesh schemes are often used[99].

The damage-based smeared crack models are usually adopted in FDM types of methods
for hydraulic fracturing simulations as well. In these methods, the rock deformation is
computed with FDM, while the fluid flow inside the fracture also usually follows Poiseuille’s
law and the continuity equation, and could be solved by either FDM or FVM. Darcy’s law
is used to compute the leakoff and fluid transport inside the rock matrix. Different types of
elements are used to represent the intact rock, fracture and crack tip. The transformation
between different types for an element occurs when the corresponding failure criterion is
achieved[192][138]. This type of approach usually shares similar limitations as the standard
FEM with continuum damage crack models.

As a numerical method designed for simulating fracture propagation, XFEM is also pop-
ular in modeling hydraulic fracturing. In order to model the discontinuous pore pressure field
across the media due to infiltrated fluid, different schemes have been proposed to enrich the
finite element approximation of fluid pressure on nodes[114][42]. The fracture fluid is usually
assumed to follow lubrication theory and should be coupled with rock deformation. Various
coupling strategies are discussed in detail in [53], and a scheme that is capable of simulating
viscous flow and fluid lag is developed. Besides LEFM, the cohesive zone models are also
commonly adopted in XFEM to approximate the damage behavior at the crack tip[42]. The
friction on fracture surfaces is incorporated in [90], and the corresponding model is used to
investigate the interactions between hydraulic fracture and natural frictional joints. Simulat-
ing hydraulic fracturing using XFEM has also been implemented in FEM based commercial
software. For example, non-planar fracture propagation from deviated well is simulated
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using ABAQUS with Mohr-Coulomb plasticity model[162]. However, all of the above imple-
mentations are in 2D. Fully 3D implementation of XFEM is extremely difficult. Although
there are some attempts, with strict assumptions, such as continuity of the fracture front
and constant fluid pressure along fracture surfaces[62][61]. Compared with standard FEM,
mesh-related problems are generally circumvented in XFEM due to the introduced discon-
tinuous fields. But XFEM has the same limitations as FEM in simulating branching and
complex fracture intersections. In addition, the computation of stress intensity factors is not
as straightforward as that in FEM[22].

Discontinuum-based Methods

Different from the continuum-based methods, DEM simulates fracture propagation from
a microscopic perspective. In order to model various hydromechanical behavior, different
strategies to couple the solid DEM model with the fluid flow have been proposed. Detailed
reviews can be found in [46][164]. An early DEM approach to simulate hydraulic fractur-
ing utilizes the UDEC, which is a commercial package that implements 2D block based
DEM[29][66]. The fluid flow along block edges is described by Darcy’s law for contact and
Poiseuille’s law for joint. Fracture propagation is represented by the change of joint aper-
ture. This approach is also extended to 3D with the package 3DEC[63]. The issue in these
models is that the potential fracture path is biased as the fractures propagate along pre-
defined block boundaries[177]. Another package, PFC2D, which implements 2D DEM with
rigid disc elements, has also been used in hydraulic fracturing simulations[6]. Fractures are
represented by voids and channels between particles, and the fluid flow within these spaces
follows the Poiseuille’s law and continuity equation. In addition, DEM is often coupled with
the Computational Fluid Dynamics (CFD), which solves the Navier-Stokes equations typi-
cally by finite volume or finite element approximations. CFD calculates the flow field based
on the particle positions and porosity given by DEM, and returns the drag forces back to
DEM[71]. This model is used to investigate the interactions between Shale and proppants
after hydraulic fracturing[36]. Traditional CFD-DEM has some fundamental limitations on
the mesh size and computation cost, and may have convergence problems when the porosity
changes rapidly[164]. The Lattice Boltzmann Method (LBM) is another numerical method
often coupled with DEM for fluid simulations. Instead of solving the Navier–Stokes equa-
tions directly, LBM reproduces incompressible viscous flow by modeling the streaming and
collision of fictive fluid particles. The interactions between fluid and DEM particles are
computed based on the momentum exchange[64]. As an extension of LBM-DEM, LBM cou-
pled with BPM has been used to simulate the hydraulic fracturing process[163]. Generally,
LBM-DEM well captures the fluid particle interactions and enables multi-phase analysis,
but is computationally inefficient and limited to low Reynolds number flows[164]. DEM has
some notable advantages over continuum-based methods, such as no extra fracture crite-
rion is required and no need to update the topology as fracture propagates. However, the
computational cost increases rapidly with the number of particles, especially in 3D cases.
Consequently, in large scale simulations, the particle size can only be much larger than the
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rock grains, thus losing their physical meanings[22].
The Discrete Fracture Network (DFN) is a computational model that explicitly represents

the geometrical properties and topological relationships between fracture sets, which could
be generated through geological mapping, stochastic realization or geomechanical simula-
tion[94]. As unconventional reservoirs are usually disjointed masses of rock, the interactions
between fluid induced fractures and pre-existing natural joints greatly affect the hydraulic
fracturing process[32]. Therefore, the DFN is commonly incorporated into the simulation to
account for this effect. DFN could be integrated with various widely used numerical meth-
ods including FEM, FDM and DEM. A summary of these models is given in [94]. Example
research that uses DFN to study hydraulic fracturing could be found in [112][140]. The
application of DFN requires a significant amount of data to construct a reasonable model.
In addition, the risk of over predicting the fracture network connectivity and treatment
pressures should be noticed[177].

2.3 Lattice Element Method and Its Application in

Fracture Simulation

The prototype of LEM was first proposed by Hrennikoff in 1941, which models the 2D elastic
continuum with a truss framework[70]. This lattice analogy was utilized to investigate the
fracture process of disordered media in the field of theoretical physics in the 1980’s[193][68].
Due to the rapid development of computer technology, this method has gained increasing
attention and continuously evolved. Various lattice type models have been proposed and
also extended to 3D[102]. As a discontinuous numerical model, LEM represents a solid with
a truss or frame structure, which is the assemblage of discrete 1D lattices. The initiation
and propagation of fractures are modeled by breaking corresponding yielding lattices. The
distinctions between different lattice models are mainly at the lattice level, including the
regularity, type, constitutive relation and failure criterion.

Both regular and irregular lattice networks could be used in LEM. The regular network
is a structured grid, commonly with triangular, square or hexagonal mesh. Heterogeneities
could be introduced by varying lattice properties or removing certain lattices to create flaws.
In general, the regular network is simple to generate and much easier to produce uniform
strain throughout the sample. However, as the cracks can only occur at the lattice locations,
such a network will usually generate over regular crack patterns, which is strongly biased and
not realistic. Therefore, an irregular lattice network with disordered mesh is generally more
favorable in fracture simulation. The unstructured grid automatically introduces geometric
heterogeneity into the system, which greatly reduces the mesh dependence of the crack
path. Various schemes have been proposed to generate the irregular lattice network, such as
Voronoi construction[115], particle packing[4] and Delaunay triangulation[65].

Generally, there are two types of lattice models: the spring model and the beam model. In
the early LEMmodels, the nodes are connected with normal springs, which only provide axial



CHAPTER 2. LITERATURE REVIEW 17

resistance. This simple model results in a fixed Poisson’s ratio for a 2D triangular structured
network[133]. The shear and rotational springs were then introduced. By combining different
types of springs and adjusting corresponding parameters, the elastic behavior of the lattice
network varies and its Poisson’s ratio could be adjusted in certain ranges. This approach is
referred to as the Lattice Spring Model (LSM). Some typical examples include: the Kirkwood
model with normal and rotational springs[128], the Distinct Lattice Spring Model (DLSM)
with normal and multibody shear springs[187]. Another option named the Lattice Beam
Model (LBM) uses beams as the lattice elements, which can resist axial and shear forces, as
well as bending moments[146]. Nodes in these models have all the transitional and rotational
degrees of freedom (3 DOFs in 2D and 6 DOFs in 3D). The classic Euler-Bernoulli beam and
Timoshenko beam are commonly used as a lattice in LBM. Generally, LBM is an extension
of LSM, while LSM keeps the intrinsic simplicity of the prototype. Thus both models have
been widely used[129].

Various constitutive relations have been proposed for the lattice. The classic lattice
model is linearly elastic and perfectly brittle, which would be completely removed from
the network once yielded. Although this model would result in a very brittle macroscopic
response of the structure, it is extensively used due to the principle of local simplicity in
the lattice model[129]. In order to simulate more ductile responses, including local softening
effects, more sophisticated models with different post-peak behavior are developed, such
as the multilinear[89] and exponential[119] softening models. There are also models that
incorporate nonlinear hardening behavior before the peak[118]. These models are able to
simulate the degradation of material stiffness and redistribution of internal forces so that the
progressive failure of the structure could be better captured. But they are more complex and
the negative slope may lead to numerical instability and convergence problem. The selection
of the constitutive model depends on the application. The lattice failure criteria are usually
determined based on either critical stress or strain value. Yielding would be triggered once
the threshold is reached. Various criteria combining the contributions of forces and bending
moments have been proposed, especially for beam lattices[12][146][102]. These criteria are
usually dependent on the mesh size, which leads to the recent development of fracture energy
based criteria that solves the problem[185]. More detailed reviews about the lattice models
can be found in [122][129].

LEM is an attractive numerical method for simulating material failure and fracturing
behavior due to its advantageous features. It models complex 3D physical phenomena with
a network composed of 1D lattices. Such simplification lowers the computational cost but
still successfully represents the localized failure. The major challenges in continuum-based
methods, such as the singularity related issues and simulating complex interactions between
multiple cracks, are easily solved in LEM due to its discrete feature. In addition, material
heterogeneity can be easily introduced by varying the lattice properties and orientations.
LEM shares similar basic concepts with BPM but without the need for contact detection due
to the fixed nodal connectivity in LEM. Consequently, LEM is much less computationally
demanding than BPM or other DEM based methods, but its application is thus usually
limited to small deformation scenarios. In addition, the lattice physically represents the bond
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between solid grains, which ideally should have a similar size as the weak micro-structures in
the material. Therefore, this method is not suitable for investigating the mechanisms related
to smaller scales, such as the microscopic behavior at the crack tip. Despite these limitations,
LEM has been extensively applied to simulate fracture propagation in various materials,
including wood[159], bone[110], plain and reinforced concrete[89][103]. And because of its
simplicity in incorporating heterogeneity, the application of LEM is especially common in the
field of rock engineerings, such as fracture propagation in jointed rock mass[186], blasting[125]
and earthquake rupture[97].

There are also a few studies that simulate fluid transport or hydraulic fracturing with
lattice type models. In these methods, fluid is commonly represented using another set of
lattices functions as pipes. Zhao and Khalili simulated the behavior of saturated soil using a
lattice model that couples fluid flow with porous media. The soil skeleton is modeled with a
lattice spring model, while pipelines connecting pore spaces represent the fluid network[188].
In a series of works by Grassl et al., a dual lattice model was developed to simulate fluid
mass transport in quasi-brittle materials. The solid deformation is modeled by a lattice
spring network generated from Voronoi tessellation. The fluid is assumed to flow along the
boundaries of Voronoi cells and is represented by transport lattices. This model was also
used to simulate hydraulic fracturing in a thick-walled cylinder under inner fluid pressure.
But the solid and fluid models are not fully coupled in this approach, as the influence of
solid deformation on transport properties is ignored[55][54][56]. A similar transport lattice
was also proposed by Nikolic et al., but the solid and fluid lattice networks are coincident in
their model. And the Timoshenko beam with an embedded discontinuity is used as a solid
lattice. The failure of saturated poroplastic medium under drained compression test was
simulated with this model[120]. Wong proposed a fully coupled dual lattice model for hy-
draulic fracturing simulation, which represents the 3D solid material and fracture flow by two
fully coupled 3D lattice networks. The Rigid Body Spring Model is used as the solid lattice
model, while the fluid flows along pipes connecting fracture surfaces, and follows Darcy’s law
and the principle of mass conservation[172]. Damjanac et al. developed a similar dual lattice
model but originated from the idea of the Synthetic Rock Mass (SRM), which follows the
formulation of BPM. The Smooth Joint Model (SJM) is used to represent the pre-existing
natural joints[32]. This model was used to investigate the interactions between the hydraulic
fractures and natural joints[189]. The linear elastic and perfectly brittle constitutive relation
is used in both models.

2.4 Experimental Studies on Hydraulic Fracturing

Besides analytical and numerical studies on hydraulic fracturing, numerous field and labo-
ratory experiments have been conducted to investigate the factors that influence the propa-
gation of hydraulic fractures.

Field study is usually complex due to the unique mechanical properties and geologic
conditions on site. Warpinski et al. examined hydraulic fracture behavior under various
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conditions through a series of field experiments conducted in a tunnel complex at the U.S.
DOE’s Nevada Test Site, where realistic in situ medium and appropriate boundary conditions
are provided[167][168]. These experiments demonstrate that the minimum principal stress is
the predominant factor that affects hydraulic fracture containment, which limits the height
of a fracture and confines it within a specific rock layer. Fractures are usually arrested at
the formation interface due to the large gradient of the minimum principal stress[167]. The
field hydraulic fractures are usually not planar, even in the most homogeneous formation.
Multiple stranding, meandering and large scale surface roughness commonly occur especially
in the vicinity of geologic discontinuities. Warpinski and Teufel observed that hydraulic
fractures offset, divide and coalesce many times as they cross the joints. And they are
usually terminated after a short distance across the fault (Figure 2.3) due to a change in
stress field[168].

Figure 2.3: A colored-sand-propped hydraulic fracture terminates near a small
displacement fault [168]

Laboratory study is generally much easier to conduct and control various conditions. Tan
et al. conducted hydraulic fracturing experiments on shale specimens with well developed
beddings[158]. The cubic samples were confined using a true triaxial machine before fluid
was injected, and the maximum horizontal stress was applied along the wellbore direction.
The results show that the propagation of hydraulic fracture is controlled by the in situ stress
field and cemented strength of bedding planes. When the stress difference is large, hydraulic
fracture develops perpendicular to the minimum stress direction and cuts through bedding
planes as shown in Figure 2.4a. With the increment of minimum stress, hydraulic fractures
start to have complex interactions with bedding planes and may even be arrested (Figure
2.4b, 2.4c). The experiments conducted by Zhou et al. on cement mortar samples show that
the stress difference also affects the fracture propagation even in relatively homogeneous
materials[190]. A dominant hydraulic fracture is formed in the case with a large horizontal
stress difference. The resulting fracture pattern is increasingly random as the difference
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reduces and eventually becomes net shaped when the difference is zero. El Rabaa found
that the stress field changes as fracture develops, thus the direction of subsequently created
fracture would be affected by the new stress field[40].

(a) σV :σh=3 (b) σV :σh=1.5 (c) σV :σh=1.2

Figure 2.4: Interactions between hydraulic fractures and bedding planes in some
representative specimens[158]

Chen et al. showed that the path of hydraulic fracturing is affected by the fluid vis-
cosity and rock heterogeneity through a series of tests conducted on Kurokami-jima granite
specimens with different fluids (water, oil and CO2)[23]. They found that a macroscopically
straight fracture is tortuous and has many branches on the microscopic scale due to the inter-
actions with rock heterogeneities such as pores, grains, pre-existing fissures and matrix with
varying properties. Figure 2.5 depicts the interactions between fracture and mineral grains.
They also indicate that fluid with a higher viscosity yields a smoother fracture pattern.

Blanton studied the interactions between hydraulic fracture and pre-existing joints through
experiments performed on shale and gypsum[13]. He indicates that the differences in the in
situ stress and the approaching angle between hydraulic fracture and joints are the key factors
determining the type of interaction. The fractures are more likely to cross the joints under
a high stress difference and a large approaching angle. Zhou et al. also conducted a series
of experiments on cement mortar samples to investigate the fracture interactions[191][190].
Three types of interaction were identified, including crossing, arrest and penetration. They
indicate that the occurrence of different interactions is dependent on the difference in the in
situ stress, approaching angle and shear strength of the joints. They also related the injec-
tion pressure profile to the condition of the pre-existing joint network. More small natural
joints on the fracture path would result in a higher frequency of fluctuation in the pressure
profile.
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(a) Propagate along the grain boundaries (b) Cut across the grain

Figure 2.5: Interactions between hydraulic fractures and mineral grains
observed under ultraviolet light[23]
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Chapter 3

LEM Theory and Implementation

3.1 Generation and Properties of the Solid Lattice

Network

3.1.1 Generation of the Solid Lattice Network

In this study, in order to generate the solid lattice network, the domain that represents the
specimen is discretized into cells by performing Voronoi tessellation on a set of disordered
nodes distributed throughout the domain. Each Voronoi cell is a convex polyhedron that
every point in this volume is closer to its corresponding node than any other nodes in
the domain [123]. Non-intersecting lattice network can thus be generated by connecting
neighboring nodes that share the same face of a Voronoi cell with a lattice. This node
set would be used as computational nodes in the simulation. Physically, the Voronoi cell
represents a grain of rock or similar structure with a corresponding scale of weakness. While
the lattice represents the cohesive link between two grains [119]. A similar approach has
been employed in other LEM research, such as [12][119][172].

In this study, considering that the grains of simulated materials (e.g., cement mortar,
shale) are irregularly arranged but have relatively homogeneous sizes, and in order to have
more control over the simulated scale of weakness, it is desired to use disordered node set,
but have relatively small variations in the lattice length, which is also the distance between
neighboring nodes. Therefore, the following scheme to generate the disordered node set is
proposed, as shown in Figure 3.1a-d. The domain is defined by the bounding curves and
surfaces. An open source mesh generator, GMSH [50], is then used to perform 3d unstruc-
tured tetrahedral mesh on the domain (Figure 3.1a-c). The curves are first discretized. The
resulting 1D mesh is then used to mesh the surfaces, and similarly for the volume, both
by Delaunay refinement [47]. The mesh size is controlled by an input factor, characteris-
tic length, defined at the vertices of the domain. GMSH carries out the mesh generation
procedure with both mesh quality and compliance with the prescribed mesh size taken into
account. Therefore, the mesh sizes are not exactly equal to the characteristic length but
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would be close. In this usage, a constant characteristic length is used throughout the do-
main, resulting in tetrahedrons with relatively uniform sizes. In case a different mesh size is
required, such as local refinement around the potential crack path or simulating inclusion, it
could also be achieved by dividing the domain and assigning different characteristic lengths
to each subdomain. Finally, the centroids of these tetrahedral mesh elements are taken as the
nodes of the lattice network, which are disordered, but with relatively homogeneous spacing
(Figure 3.1d).

Figure 3.1: Process to generate lattice network in this study

Voronoi tessellation is then performed on this node set using the C++ library Voro++
[144] (Figure 3.1e). The neighboring nodes that share the same face are connected with a
lattice (Figure 3.1f), which is also the dual Delaunay triangulation of this node set. The cross
sectional area of a lattice is equal to the area of the corresponding face. These nodes and
lattices form the solid lattice network that would be used in LEM simulation, and physically
it represents a solid composed of bonded Voronoi cell shaped grains.
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3.1.2 Geometrical Features of the Solid Lattice Network

In order to understand the geometrical features of the lattice network generated according to
the above procedure, lattice models for a 10 × 10 × 20 m column were created with different
mesh sizes by assigning different values of characteristic length. The size information about
these models is summarized in Table 3.1, and example models are shown in Figure 3.2. This
section will refer to the model by its normalized cell volume, which is the mean volume of
its Voronoi cells divided by the total volume of the model.

Figure 3.2: LEM column models with different normalized cell volumes

Characteristic Number of Number of Normalized cell
length (m) nodes elements volume vn

1.00 9906 73768 1.01× 10−4

0.75 23793 180489 4.20× 10−5

0.65 34669 266204 2.88× 10−5

0.50 70411 548293 1.42× 10−5

0.35 198557 1570046 5.04× 10−6

0.25 534918 4274717 1.87× 10−6

Table 3.1: Summary of model sizes

For each model, several geometric properties of the cells and lattices were computed.
Figure 3.3a depicts the probability density functions (PDF) of the cell sphericity, which is
defined as,

Ψ =
π

1
3 (6V )

2
3

As

(3.1)

Where V and As are the volume and surface area of the Voronoi cell respectively. In order
to facilitate comparisons, the cell volume, lattice cross sectional area A, and length L of
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each model were normalized by dividing by their respective means. In addition, L was also
normalized by the characteristic lengths. The resulting PDFs are shown in Figure 3.3b-e.

Figure 3.3: Geometrical features of lattice networks for models with different normalized
cell volume vn ((a) PDFs of cell sphericity Ψ; (b) PDFs of cell volume V/Vmean; (c) PDFs
of lattice cross area A/Amean; (d) PDFs of lattice length L/Lcharacteristic; (e) PDFs of lattice

length L/Lmean; (f) Lmean/Lcharacteristic vs vn)

The PDFs of Ψ and A/Amean nearly do not vary with the mesh size, while those of
V/Vmean and L/Lmean become slightly more concentrated around the mean values as mesh
refined. This indicates that the lattice network resulting from this discretization method
has relatively homogeneous structural units throughout the domain. As the mesh is refined,
the sizes of these structural units reduce while the patterns remain similar. This method
generates more stable and consistent lattice networks, which gives more control over the
results and unexpected randomness could be avoided. On the other hand, the heterogeneity
due to lattice arrangement is reduced. The distribution of cell sphericity is concentrated
around 0.75, indicating that the shape of resulting rock grains (Voronoi cells) is mostly in
between tetrahedron (Ψ = 0.671) and cube (Ψ = 0.806). These grains have relatively uniform
sizes, as the majority of the cell volumes are between 0.5 and 1.5 times their means. The
PDFs of A/Amean show that there are a large number of lattices that have very small cross
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sectional areas, and the small concentration at around 3 indicates there are a certain number
of lattices with relatively large cross sectional areas. While the PDFs of L/Lmean show that
there are also two concentrations for lattice length. These two quantities are related, as
depicted in Figure 3.4, which is the scatter plot of lattice cross sectional area versus length,
taking all the lattices in the finest meshed model as an example. This plot demonstrates
that there are two types of lattices in the network: those that are thick but short and those
that are thin but long. Considering that the nodes of this network are the centroids of
tetrahedrons generated by Delaunay refinement, the shape of cells resulting from Voronoi
tessellation performed on this node set would still be similar to the tetrahedron (Figure 3.1h).
It is actually a ”rounded” tetrahedron: the four large triangular surfaces remain, but the
parts around the four vertices are cut by multiple smaller faces. Similarly as the distance from
the centroid of a tetrahedron to its faces and vertices, the short lattices connect neighboring
nodes share the large face, while the long lattices connect neighboring nodes share the small
face around the original vertex. Physically, such a long lattice represents the bond between
two angular grains at the tip. While the majority of loads applied to the model would be
sustained by the short lattices, which represent the bonds at large contact surfaces between
grains. Therefore, these long lattices do not have much influence on the overall mechanical
properties of the lattice network. Figure 3.3d shows the PDFs of lattice length normalized
by corresponding characteristic length, where the peaks slightly shift toward characteristic
length as the mesh is refined. Figure 3.3f also shows that, although the average lengths of
lattices are smaller than the characteristic length, it becomes closer as the mesh is refined.
For consistency and clarity, the characteristic length is used to describe the lattice size in
the following part of this thesis. But it should be noted that this is not the average length
of lattices, and the short lattices, which determine the mechanical properties of the lattice
network, have lengths that are approximately half of this value.

Figure 3.4: Lattice cross sectional area versus length (vn = 1.87× 10−6)
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Figure 3.5 depicts the orientations of lattices in models with different mesh sizes. The
numbers around the circumference and along the radius represent the polar and azimuthal
angles respectively, of the lattice in spherical coordinates. The lattice is counted into the bin
that represents its orientation and the bin counts are normalized by the mean value. The
lattices show preference along 0◦ and 90◦ polar angle, and 90◦ azimuthal angle. And there
is also a slight preference that orientates along 45◦ or 135◦ polar angle, and 45◦ azimuthal
angle. This is due to the effect of boundary lattices that connect two cells at side faces
(0◦ and 90◦ polar angle) or top and bottom faces (90◦ azimuthal angle). Note that the cell
surface on the boundary could either be the large face, or the small face near its tip, thus
resulting in these two preferred lattice orientations. The proportion of boundary lattices
decreases as the mesh is refined, causing a reduction of this preference. Therefore, excluding
the boundary lattices, the lattice orientation should be approximately isotropic.

Figure 3.5: Lattice orientations for model with different mesh sizes

3.1.3 Embedding Rough Surface in the Network

The pre-defined rough surface within the model may be required in case of simulating the pre-
existing fracture or weak plane with a certain degree of roughness. This can be achieved by
utilizing the feature of GMSH, which allows the embedding of pre-defined mesh structures
within the prescribed domain, and the generated mesh will conform to these embedded
entities.

The rough surface is generated following the approach presented in [106] and with the
script [105]. It starts from a smooth meshed surface, and roughness is introduced by applying
deviation on every vertex of mesh elements along the normal direction of the surface. The
deviation is treated as a stationary Gaussian stochastic process D, whose mean < D >= 0.
In order to obtain a continuous pattern, D should be correlated in the tangential direction
of the surface. Assume it has a Gaussian autocorrelation matrix R, that,

R =< DDT >, Rij = e−
||ti−tj ||

2

2l2 (3.2)
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Where ti and tj are the coordinates of vertex i and j respectively, l is the prescribed cor-
relation length. D could be constructed by applying transformation matrix L on Gaussian
white noise W , where < WW T >= I, by D = LW . There is,

R =< DDT >=< LWW TLT >= L < WW T > LT = LLT (3.3)

Therefore, the matrix L could be computed from R by Cholesky decomposition. The devi-
ation vector d that would be applied on the vertices, could be computed as,

d = rqLw (3.4)

Where w is a vector of random numbers following normal distribution, rq is the root mean
squared roughness, which is a scalar that controls the amplitude. In summary, the resulting
degree of roughness is controlled by the two parameters, correlation length l in the tangential
direction and root mean squared roughness rq in the normal direction.

Once 3D mesh with this embedded rough surface is generated, the nodes above and below
this surface would be recorded, and thus corresponding lattices that connect between these
two node sets could be identified. The cross sections of these lattices form the rough surface
in the LEM network. Although these two surfaces do not coincide, they should have similar
roughness. Figure 3.6 shows the examples of surfaces (160 × 160 square) embedded in the
GMSH model (top) and their resulting surface in the LEM network (bottom) with different
l and rq.

Figure 3.6: Embedded surfaces with different roughness
(Top: GMSH model; Bottom: LEM network)

3.2 Solid Lattice Network Formulations and the

Lattice Softening Model

The Timoshenko beam with an embedded discontinuity proposed by Nikolic is used as the
solid lattice model. Following the derivation in [119][88].
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3.2.1 Finite Element Approximation of the Lattice Model

Consider a 3D 2-node Timoshenko beam of length le in a local coordinate system (Figure
3.7a), the displacement vector u that has 6 degrees of freedom could be expressed as,

u(x) = [u(x), v(x), w(x), ϕ(x), ψ(x), θ(x)]T (3.5)

Where x is the distance from starting node, u, v, w are the 3 transitional displacement (u is
in the longitudinal direction while v and w are in the two transversal directions) and ϕ, ψ, θ
are the 3 rotational displacement (ϕ is torsional while ψ and θ are bending). When the local
coordinate axis is selected to pass through the shear centre of its cross-section, corresponding
strain is,

ϵ(x) = [ϵ(x), γv(x), γw(x), κu(x), κv(x), κw(x)]
T

= [
du(x)

dx
,
dv(x)

dx
− θ(x),

dw(x)

dx
+ ψ(x),

dϕ(x)

dx
,
dψ(x)

dx
,
dθ(x)

dx
]T

(3.6)

(a) Timoshenko beam [119] (b) Timoshenko beam with embedded discontinuity

Figure 3.7: Sketch of a 3D 2-node Timoshenko beam

In order to represent the tensile and shear failure modes of the lattice, discontinuity in
displacement field is embedded at the middle of the beam, expressed as,

α = [αu, αv, αw, 0, 0, 0]
T (3.7)

Its components represent the displacement jumps in the 3 transitional direction (Figure
3.7b). The displacement field becomes,

u(x) = ū(x) +αH le
2
(x)

= [ū(x), v̄(x), w̄(x), ϕ̄(x), ψ̄(x), θ̄(x)]T + [αu, αv, αw, 0, 0, 0]H le
2
(x)

(3.8)

Where ū(x) represents the original displacement field, H le
2
(x) is the Heaviside function,

H le
2
(x) = 0 when x ≤ le

2
, H le

2
(x) = 1 when x > le

2
. Using finite element approximation to

express the displacement field along the 2-node element,

u(x) = N1u1 +N2u2 +αH le
2
(x) (3.9)
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Where u1 and u2 are the nodal displacement vectors without discontinuity, N1 = 1− x
le
and

N2 = x
le

are the linear shape functions. This could be rearranged, and expressed in matrix
form as,

u(x) = N1u1 +N2(u2 +α) +α(H le
2
(x)−N2)

= N1ua1 +N2ua2 +α(H le
2
(x)−N2)

= Nua +Mα

(3.10)

Where ua1 = u1 and ua2 = u2 + α are the total nodal displacement vectors, ua =
[ua1

T ,ua2
T ]T . The two shape function matrices are,

N =


N1 0 0 0 0 0 N2 0 0 0 0 0
0 N1 0 0 0 0 0 N2 0 0 0 0
0 0 N1 0 0 0 0 0 N2 0 0 0
0 0 0 N1 0 0 0 0 0 N2 0 0
0 0 0 0 N1 0 0 0 0 0 N2 0
0 0 0 0 0 N1 0 0 0 0 0 N2

 (3.11)

M =


M 0 0 0 0 0
0 M 0 0 0 0
0 0 M 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 (3.12)

Where M = H le
2
(x) − x

le
. In this formulation, Nua is the regular part of the displacement

field with standard shape functions, whileMα is the localized part requires treatment within
the framework of incompatible modes [76]. The strain expression could be obtained by taking
derivative, as,

ϵ(x) = Bua +Gα+ δ le
2
α = Bua +Gα+ δ le

2
α (3.13)

The two shape function matrices are,

B =


B1 0 0 0 0 0 B2 0 0 0 0 0
0 B1 0 0 0 −N1 0 B2 0 0 0 −N2

0 0 B1 0 N1 0 0 0 B2 0 N2 0
0 0 0 B1 0 0 0 0 0 B2 0 0
0 0 0 0 B1 0 0 0 0 0 B2 0
0 0 0 0 0 B1 0 0 0 0 0 B2

 (3.14)

G =


G 0 0 0 0 0
0 G 0 0 0 0
0 0 G 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 (3.15)
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Where B1 = G = dN1

dx
= − 1

le
, B2 = dN2

dx
= 1

le
. And δ le

2
is the Dirac function, which is

derivative of the Heaviside function H le
2
(x). Let δ le

2
be the matrix that,

δ le
2
=



δ le
2

0 0 0 0 0

0 δ le
2

0 0 0 0

0 0 δ le
2

0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


(3.16)

Noted that shear locking will occur when using a single element to represent a Timoshenko
beam due to its linear nature [77]. This effect is mitigated by setting N1 and N2 in matrix
B equal to 1

2
in implementation [18].

According to the virtual work principle at the element level, the work done by internal
force through a virtual strain δϵ could be expressed as,

W int,(e) =

∫ le

0

(δϵ)Tσdx =

∫ le

0

(Bδua)
Tσdx+

∫ le

0

(δα)T (G+ δ le
2
)Tσdx (3.17)

Where σ = C(Bua+Gα) is the force in the element,C is the material matrix of Timoshenko
beam,

C =


EA 0 0 0 0 0
0 GAκ 0 0 0 0
0 0 GAκ 0 0 0
0 0 0 GIpol 0 0
0 0 0 0 EI11 0
0 0 0 0 0 EI22

 (3.18)

Where E, G, A, Ipol, I11, I22 are the elastic modulus, shear modulus, cross sectional area,
second polar moment of area and two moments of inertia of the beam respectively. κ is the
shear coefficient of the Timoshenko beam. For simplicity, it is assumed that the beam has
a circular cross section with the same area as the corresponding face of the Voronoi cell.
Therefore, the shear coefficient is related to Poisson’s ratio v, as [26],

κ =
6(1 + v)

7 + 6v
(3.19)

The first part on the right hand side of Equation 3.17 is the standard part of internal virtual
work, the standard internal force vector is thus obtained, and it should be balanced by the
external force applied on this element, that is,

f int,(e) =

∫ le

0

BTσdx = f ext,(e) (3.20)
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While the second part on the right hand side of Equation 3.17 is the enhanced part, which
gives the element residual at discontinuity, that needs to be enforced to 0,

h(e) =

∫ le

0

(GT + δ le
2
)σdx =

∫ le

0

GTσdx+ t = 0 (3.21)

Here t =
∫ le
0
δ le

2
σdx is the traction vector at discontinuity, thus,

t = −
∫ le

0

GTσdx (3.22)

Equation 3.20 and 3.21 are the two equations need to be satisfied to solve for the variables
ua and α.

3.2.2 The Constitutive Model and Failure Criteria of the Lattice

In each simulation step, the embedded discontinuity, or crack opening, α, is solved locally
in each lattice with loading condition and constitutive model of the lattice. The softening
model applies in each of the three transitional directions separately and has the same form.
Thus in the following part of this section, subscript i is used to represent any of the three
directions u, v, w. Initially, the lattice is intact (αi = 0) and behaves linearly elastically.
When applied stress reaches its strength, the lattice enters the post-peak softening stage
where the crack starts to open and its load capacity reduces.

Following the derivation in [74] to describe this behavior. The traction when intact lattice
yields in tension (i = u) is,

ty,i = Aσy,i (3.23)

Taking into account the contribution of friction and cohesion to shear resistance, when
(i = v, w),

ty,i = Aσy,i +Ntanϕ+ c (3.24)

Where σy,i is the tensile or shear strength in the corresponding direction, and A is the
cross sectional area. ϕ and c are the friction angle and cohesion as lattice properties and
N is compression force applied to the lattice. Define the parameter ξi, representing the
accumulated absolute value of discontinuity increment, and the softening variable qi(ξi) is
the reduction in load capacity. Therefore in the softening stage, the lattice’s effective load
capacity, or traction at yield, becomes,

teffy,i (ξi) = ty,i − qi(ξi) (3.25)

Note that the load capacity is reduced as ξi increasing, thus this model is not suitable to
describe cyclic behavior. Define Gf,i as the work done by applied traction during the crack
opening process, it could be computed as,

Gf,i =

∫ ∞

0

teffy,i (ξi)dξi (3.26)
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Various softening laws could be assumed to relate teffy,i (ξi) with ty,i so that to obtain different
post-peak behavior. As in [119], exponential softening law is used in this study, assuming
that,

teffy,i (ξi) = ty,ie
−cy,iξi (3.27)

Where cy,i is a constant coefficient. Thus the work done is,

Gf,i =

∫ ∞

0

teffy,i (ξi)dξi =

∫ ∞

0

ty,ie
−cy,iξidξi = − ty,i

cy,i
e−cy,iξi |∞0 =

ty,i
cy,i

(3.28)

Expressing cy,i with the work done,

cy,i =
ty,i
Gf,i

(3.29)

Combining Equation 3.25, 3.27 and 3.29, the softening variable in this case is,

qi(ξi) = ty,i − teffy,i (ξi) = ty,i − ty,ie
−

ty,i
Gf,i

ξi
= Aσy,i(1− e

−
Aσy,i
Gf,i

ξi
) (3.30)

To make the softening behavior independent of lattice size, define the fracture energy as a
material property, G′

f,i =
Gf,i

A
. Thus the softening variable becomes,

qi(ξi) = Aσy,i(1− e
−

σy,i

G′
f,i

ξi
) (3.31)

Define the failure function as,

Φi = |ti| − teffy,i (ξi) = ti − (ty,i − qi(ξi)) (3.32)

Where ti is the applied traction in a simulation step. The lattice yields and crack opening
changes in this step if Φi > 0.

The element-wise procedure to compute crack opening is illustrated below. For time step
k + 1, with the updated nodal displacement from global lattice network ua

(k+1), and crack
opening related parameters form last time step α(k), ξ(k), the trial traction vector could be
computed as,

ttrial,(k+1) = −
∫ le

0

GTC(Bua
(k+1) +Gα(k))dx (3.33)

Let BT
i be the row of matrix B, and Ci be the diagonal element of matrix C, corresponding

to direction i, the trial traction in this direction is a function of nodal displacement and
crack opening,

t
trial,(k+1)
i (ua

(k+1), α
(k)
i ) = −

∫ le

0

GCi(B
T
i ua

(k+1) +Gα
(k)
i )dx (3.34)

The failure function with this trial traction is,

Φtrial,(k+1) = |ttrial,(k+1)
i (ua

(k+1), α
(k)
i )| − (ty,i − qi(ξ

(k)
i )) (3.35)
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If Φtrial,(k+1) ≤ 0, the loading on this lattice in this direction is less than its effective capacity,
thus the lattice behaves elastically and the crack opening remain the same as last step,

α
(k+1)
i = α

(k)
i , ξ

(k+1)
i = ξ

(k)
i (3.36)

While if Φtrial,(k+1) > 0 plastic deformation needs to happen at the discontinuity to release
the loading and keep it right within the capacity. Thus the updated failure function is zero,

Φtrial,(k+1)
u = |ttrial,(k+1)

i (ua
(k+1), α

(k+1)
i )| − (ty,i − qi(ξ

(k+1)
i )) = 0 (3.37)

Subtracting Equation 3.35 from Equation 3.37,

Φtrial,(k+1)
u =Φtrial,(k+1) + |ttrial,(k+1)

i (ua
(k+1), α

(k+1)
i )| − |ttrial,(k+1)

i (ua
(k+1), α

(k)
i )|

+ qi(ξ
(k+1)
i )− qi(ξ

(k)
i )

=Φtrial,(k+1) +

∣∣∣∣−∫ le

0

GCi(B
T
i ua

(k+1) +Gα
(k+1)
i )dx

∣∣∣∣
−
∣∣∣∣−∫ le

0

GCi(B
T
i ua

(k+1) +Gα
(k)
i )dx

∣∣∣∣+ qi(ξ
(k+1)
i )− qi(ξ

(k)
i )

(3.38)

Noted that the sign of t
trial,(k+1)
i is determined by the part BT

i ua
(k+1), so does that of Gα

(k)
i

after being taken out from absolute value,

Φtrial,(k+1)
u =Φtrial,(k+1) − sign(t

trial,(k+1)
i )

∫ le

0

GCiGα
(k+1)
i dx

+ sign(t
trial,(k+1)
i )

∫ le

0

GCiGα
(k)
i dx+ qi(ξ

(k+1)
i )− qi(ξ

(k)
i )

=Φtrial,(k+1) + sign(t
trial,(k+1)
i )GCi(α

(k+1)
i − α

(k)
i ) + qi(ξ

(k+1)
i )− qi(ξ

(k)
i )

(3.39)

Let sign(t
trial,(k+1)
i )(α

(k+1)
i − α

(k)
i ) = λ, the update rule could be written as,

α
(k+1)
i = α

(k)
i + sign(t

trial,(k+1)
i )λ, ξ

(k+1)
i = ξ

(k)
i + λ (3.40)

And λ could be obtained by solving the nonlinear equation with respect to λ,

Φtrial,(k+1)
u = Φtrial,(k+1) +GCiλ+ qi(ξ

(k)
i + λ)− qi(ξ

(k)
i ) = 0 (3.41)

This is solved by the Newton-Raphson method in the implementation, and the updated crack
opening under a given nodal displacement could be obtained.

Considering that the structure would be damaged by yielding, although the plastic de-
formation is computed in each of the three transitional directions separately, this model
assumes that when the lattice is in tension, yielding would be triggered in all directions
once the traction in any one direction reaches its capacity. This is achieved by updating the
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load capacities in the otherwise non-yielding directions to the current traction values. For
example, if the intact lattice starts to yield in u direction in step k + 1, for i = v, w, the
updated load capacity and strength are,

tyu,i = Aσyu,i = t
(k+1)
i (3.42)

Noted that the softening variable qi is related to the ratio
σy,i

G′
f,i
, the fracture energy G′

f,i

needs to be updated correspondingly in order to maintain the same normalized shape of the
reaction curve. Because yielding occurs at lower traction, the corresponding strain decreases
as well, and the work done should be related to the ratio by second order,

G′
fu,i = G′

f,i

(
tyu,i
ty,i

)2

(3.43)

Figure 3.8 shows a 2D example of displacement controlled tests. The same tensile displace-
ment increment was applied in each case, while the shear displacement increment varied.
Yielding in the shear direction is triggered as the tensile reaction reaches the peak (0.4 kN).
They have different updated shear capacities but the same shape as normalized softening
curves.

Figure 3.8: Tensile and shear reaction curves for single lattice with different shear
displacement increment

3.2.3 Solving Procedures

The nodal displacement is obtained by solving the two equations (Equation 3.20 and 3.21)
with variables ua and α. If the crack opening does not change, the lattice behaves linearly
in this step and the enhanced part of internal work vanishes. Therefore, in this case, only
Equation 3.20 governs and it is linear. The change of nodal displacement could be obtained
by solving, [

K
] (

∆ua

)
=
(
f ext − f int

)
(3.44)

Where

K =
∂(f int − f ext)

∂ua

=

∫ le

0

BTCBdx (3.45)
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If the lattice yields and crack opening changes, Equation 3.20 and 3.21 should be solved
together, which is a nonlinear system and the Newton-Raphson method is used.[

K F
F T H

](
∆ua

∆α

)
=

(
f ext − f int

0

)
(3.46)

Where

F =
∂(f int − f ext)

∂α
=

∫ le

0

BTCGdx (3.47)

H =
∂h

∂α
=

∫ le

0

GTCGdx+Ks (3.48)

Ks is the matrix of consistent tangent stiffness components for the discontinuity [153], whose
elements are zeros except the first three diagonal elements, as,

Ks,i =
dqi(ξi)

dξi
=
Aσ2

y,iξi

G′
f,i

e
−

σy,i

G′
f,i

ξi
(3.49)

The complete form of matrix K, F and H are shown in Appendix A. To eliminate ∆α from
the equation, from the second row of Equation 3.46,

∆α = −H−1F T∆ua (3.50)

Substitute into the first row,

K∆ua − FH−1F T∆ua = f ext − f int (3.51)

Define the matrix K̂ = K − FH−1F T , Equation 3.46 becomes,[
K̂
] (

∆ua

)
=
(
f ext − f int

)
(3.52)

In case the lattice is yielded only in some of the directions, the local stiffness matrix is
assembled by corresponding rows of K and K̂. Finally, the local matrix system (Equation
3.44 or 3.52) is assembled into a global matrix system for solving.

Figure 3.9 shows the key steps in the solving process for this solid lattice network problem.
The part in the dashed box takes the status of the solid lattice network and computes
corresponding fluid forces under injection as part of force boundary conditions, which is
used only in hydraulic fracturing problems and will be discussed in the next section. Details
of this dashed box are shown below in Figure 3.12.
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Step k + 1, Newton-Raphson
iteration count nr = 0

Solved parameters from step k:
ua

(k), α(k), ξ(k)

Force and displacement
boundary conditions:
f ext,(k+1), ∆ua

bd,(k+1)

Global: update nodal displacement
ua

(k+1)(nr) with applied boundary ∆ua
bd,(k+1)

Local: check lattice failure criteria,
compute temporary α(k+1)(nr), ξ(k+1)(nr)

Global: assemble force vector
(f ext − f int)(k+1)(nr)

∣∣∣∣(f ext − f int)(k+1)(nr)
∣∣∣∣ ≤ tol

Local: update crack opening
α(k+1) = α(k+1)(nr), ξ(k+1) = ξ(k+1)(nr)

Local: update lattice strength for the lattices
that start to yield in this step

Solved parameters in step k + 1:
ua

(k+1), α(k+1), ξ(k+1)

Global: assemble global stiffness

matrix K̂
(k+1)(nr)

and solve for
displacement increment ∆ua

(k+1)(nr)

Global: update nodal displacement
ua

(k+1)(nr)+ = ∆ua
(k+1)(nr)

nr+ = 1

yes

no

Fluid model to solve
for fluid forces

Figure 3.9: Solving process for solid lattice network in a time step
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3.2.4 Nodal Stress Calculation

In every time step after the internal forces between lattices are obtained, the nodal stress is
computed by summing the contributions from all the lattices connected to this node [20],

σn
ij =

1

2Vcell
ΣNne

e=1F
e
i l

e
j (3.53)

Where i and j represents the global coordinate directions (x, y, z), Nne is the number of
elements connecting to this node. F e

i is the i-component of the force contributed from lattice
e, lej is the j-component of the vector joining the centroids of these two cells and Vcell is the
volume of this cell.

3.3 The Fluid Model and Coupling Scheme

In order to simulate the hydraulic fracturing process, the fluid lattice model proposed by
Wong is used in this study, which utilizes pipe flow networks to approximate the injected fluid
flowing through fractures within rock mass [172]. This fluid lattice model follows Darcy’s law
and the principle of mass conservation, and interacts with the solid lattice network through
hydrostatic pressure. In each simulation step with the prescribed injection rate and resulting
fracture geometry from the previous step, pressure distribution across the fluid network could
be computed, which is then converted to forces acting on solid nodes.

3.3.1 Generation and Formulation of the Fluid Lattice Network

Figure 3.10: 2D example of fluid lattice network development

Figure 3.10 illustrates the idea of this model with a simple 2D example that shows the
developing process of a fluid lattice network (fracture fluid) within a solid lattice network
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(rock). Before the injection test begins, a solid lattice is broken to create the pre-existing
fracture, represented by the Voronoi facet of the corresponding lattice. An injection fluid
node is then placed at the centroid of this facet (Figure 3.10a). As fluid is injected, pressure
will be generated within this fractured space and acts normally to the facet. In the lattice
network, this pressure is converted to nodal forces acting on the solid nodes of this broken
lattice in the longitudinal direction, which is also perpendicular to the facet. As pressure
continues building up, adjacent solid lattices break and fracture propagates to corresponding
facets. Because these facets are now connected to the one with the injection node, fluid nodes
are placed on their centroids to represent the possible arrival of fracture fluid. Adjacent fluid
nodes on facets that shares the same edge are connected with a fluid lattice (pipe) (Figure
3.10b). It should be noted that although a single pipe is straight visually for simplicity, the
actual fluid path is assumed to follow the Voronoi facets. After pressure distribution across
the updated fluid network is obtained, each fluid node is iterated to compute the nodal force
applied on its corresponding solid lattice. Each solid node could possibly be subjected to
multiple forces from different fluid nodes and their effects are superposed. These forces act as
a boundary condition for the next time step and make the fracture further develops (Figure
3.10c).

In more complex scenarios with various isolated pre-existing fractures and multiple injec-
tion nodes distributed across the system, breadth first searches starting from each injection
node should be conducted to identify all the fracture surfaces, and possibly other injection
nodes, connecting to it. The fluid networks are then created in each group of fractures
that contains at least one injection node and pressure distribution is computed within each
fluid network separately. Therefore, the solid network is subjected to multiple isolated force
boundary conditions in such cases. Regrouping of fracture should be performed each time
step due to their development, closure or coalescence, and the fluid networks are updated
correspondingly. As the fractures and corresponding fluid networks are 2D surfaces within
the 3D solid lattice network, the fluid model is much smaller than the solid model. Conse-
quently, the computational time within the fluid level is negligible compared with the solid
part. But this model requires iterations between fluid and solid phases each time step to
achieve convergence, which will be discussed in the following part. Therefore, simulating
fluid injection problems is much more time consuming than solid problems.

Figure 3.11a shows a 3D example of elements in the system. The Voronoi cells represent-
ing rock grains are connected by solid lattices and fluid nodes are inserted at the centroids
of facets corresponding to broken lattices (dash line). The fluid is assumed to fill up the
fractured space, thus for a fluid node i, its storage Si is equal to the volume of the space,

Si = Aiδi (3.54)

Where Ai is the area of the facet and δi is the aperture, which are respectively also the cross
sectional area and longitudinal crack opening of the corresponding solid lattice. Assume the
fluid in the system flows between adjacent facets and follows Darcy’s law, thus the volumetric
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flow rate from fluid node i to j could be expressed as,

qij =
kijaij
µ

(
dp

dl

)
ij

(3.55)

Where µ is the dynamic viscosity of the fluid, kij and aij are the permeability and cross
sectional area of fractured space in between these two nodes, and

(
dp
dl

)
ij

is the pressure

gradient. For a laminar flow of incompressible fluid that follows Darcy’s law and passes
through fractures idealized as parallel planar plates, the permeability is given by the cubic
law [171],

k =
δ2ρg

12
(3.56)

Where ρ is the density of fluid and g is the gravitational acceleration.

(a) 3D lattice system (b) Equivalent fluid channels

Figure 3.11: 3D lattice system and equivalent fluid channels

For simplicity, assume the fluid flows through the rectangular equivalent channels that
connect the two fluid nodes and align perpendicular to the common edge, as shown in
Figure 3.11b. Each channel represents the flow path between these two nodes within the
corresponding facet, and has a width equal to the length of the common edge, wij, and a
length equal to the distance from the corresponding fluid node to the edge, li and lj. For an
incompressible fluid, the flow rate is the same for the two channels. Therefore, the Darcy’s
law could be written for each segment,

qij =
δ3iwijρg

12µ

pi − pe
li

(3.57)
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qij =
δ3jwijρg

12µ

pe − pj
lj

(3.58)

Where pe is the pressure at the common edge. Sum the two equations to eliminate pe, obtain,

qij =
wijρg

12µ( li
δ3i

+
lj
δ3j
)
(pi − pj) = Kij(pi − pj) (3.59)

Here Kij is used to represent the part that relates flow rate and pressure difference, define
it as equivalent permeability. And there is Kij = Kji.

Consider fluid node i, which is connected to a set of adjacent fluid nodes whose indices
are in the set Ni. According to the conservation of mass at this node, there is,

qexti − si −
∑
j∈Ni

qij = 0 (3.60)

Where qexti is the volumetric injection (+) or extraction (-) flow rate, si is the increment (+)
or decrement (-) of fracture storage per unit time, qij is the outflow (+) from node i to j, or
inflow (-) from node j to i. si could be computed from Equation 3.54,

si =
Si

t
=
Aiδi
t

(3.61)

Or alternatively,

si =
∆Si

∆t
=
Ai∆δi
∆t

(3.62)

Where t is the total simulated time, ∆t and ∆δi are the simulated time and change of
aperture in this time step. Substitute Equation 3.59 into 3.54,

−
∑
j∈Ni

[Kij(pi − pj)] = si − qexti (3.63)

This relation holds for all the nodes and could be assembled into a global matrix system,[
K
] (

p
)
=
(
s
)
−
(
qext

)
(3.64)

Each row of the system represents the mass conservation equation for the particular node.
The elements in matrix K are,

Kij =


−
∑
j∈Ni

Kij i = j

Kij j ∈ Ni

0 j /∈ Ni and i ̸= j

(3.65)

In each step, s and K could be obtained from fracture geometry computed in the solid
phase, together with prescribed qext in fluid node, the pressure distribution p could be solved.
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However, noted that the rank of matrix K is row(K)− 1, as summing all the rows gives a
zero row. There is one more unknown variable than the number of independent equations.
The system could be solved by guessing one of the pressures at a random fluid node as
a known boundary condition and then solving for the rest. While in implementation, the
injection pressure (or one of them if there are multiple injection nodes in one fluid network)
is chosen as the guessed variable.

Another problem with solving Equation 3.64 is that the distribution of fluid pressure
will affect the fracture apertures in the solid network, and thus the permeability matrix and
storage vector. Therefore, this is a nonlinear equation as both K and s are functions of p.
But the functional relation involves the solid phase in the lattice level, which is complex and
cannot be expressed explicitly. In this case, fixed point iteration is used to solve the system
with an initial guess p(0). The pressure in the (n+1)-th fixed point iteration could be solved
as,

p(n+1) =
(
K(p(n))

)−1 (
s(p(n))− qext

)
= g(p(n)) (3.66)

Let F be the set with indices of all the fluid nodes, the averaged pressure change in every
fluid node is computed as the residual of fixed point iteration,

Rn+1
fpi =

1

|F|
∑
i∈F

∣∣∣p(n+1)
i − p

(n)
i

∣∣∣
p
(n+1)
i + p

(n)
i

(3.67)

Where |F| is the number of elements in set F. The iteration is treated as converged when
Rfpi is smaller than a specified tolerance ϵfpi.

After the pressure distribution under the guessed injection pressure is solved, the validity
of this result is checked by the global mass conservation, which requires the total injected
fluid volume to be approximately equal to the total increment of storage in the network.
The relative difference between these two parts is defined as,

Rgmc =

∑
i∈F

qext
i −

∑
i∈F

si

|
∑
i∈F

qext
i |+ |

∑
i∈F

si|
(3.68)

Rgmc > 0 indicates that the injected fluid volume is larger than that stored in the fractures,
thus the guessed injection pressure needs to increase to achieve larger apertures. Similarly
the guessed value needs to reduce when Rgmc < 0. With an initial guess p

(m+1)
in and a

prescribed constant c, the (m+ 1)-th guessed value is first determined as,{
p
(m+1)
in = cp

(m)
in , pin,min = p

(m)
in if R

(m)
gmc > 0

p
(m+1)
in = 1

c
p
(m)
in , pin,max = p

(m)
in if R

(m)
gmc < 0

(3.69)

The upper and lower bounds pin,max and pin,min are also assigned during this process. After

the first time that the sign of the residual changes, that is, R
(m)
gmcR

(m+1)
gmc < 0, the guessed
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value could be bounded and thus bisection method is used,p(m+1)
in =

p
(m)
in +pin,max

2
, pin,min = p

(m)
in if R

(m)
gmc > 0

p
(m+1)
in =

p
(m)
in +pin,min

2
, pin,max = p

(m)
in if R

(m)
gmc < 0

(3.70)

The global mass conservation is satisfied when |Rgmc| is smaller than a specified tolerance
ϵgmc. It is also possible that the desired residual cannot be achieved due to the oscillation of
the results. As a compromise, when convergence is still not achieved after a certain number
of iterations, the guessed value would be accepted if the bound is small enough,

pin,max − pin,min

p
(m)
in

≤ ϵpbd (3.71)

3.3.2 Solid-Fluid Coupling Scheme

Figure 3.12 shows the key steps of solving the process for fluid pressure distribution by
coupling the solid and fluid lattice networks. Essentially the purpose of this process is to de-
termine the force boundary conditions for solid parts at fracture surfaces due to the pressure
generated by the prescribed injected fluid volume. Therefore, it could be incorporated into
the process for solving the solid lattice network at the dashed box in Figure 3.9. This model
assumes that the fracture forms much faster than the fluid flows, thus the solid fluid models
are decoupled and fluid pressure does not change when solving for fracture development in
the solid phase (the major part of Figure 3.9). While fluid pressure distribution is solved
under a given fracture pattern, although it needs to iterate between the fluid and solid model
to determine the corresponding fracture aperture, no new crack would be generated in this
process. The pressure is non-negative values in the whole process. In case negative pressure
is obtained by solving the matrix system, it is set to zero to indicate that the fluid has not
yet reached this node.
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Solved parameters from step k:
ua

(k), α(k), ξ(k)

Set initial guess p
(0)
in

Compute initial K, s using α(k)

Solve for pressure distribution
p(n+1) = g(p(n))

Rfpi ≤ ϵfpi

|Rgmc| ≤ ϵgmc

To solid phase: updated ua
(k), α(k), ξ(k)

and external nodal forces f ext,(k+1)

under resulting pressure distribution for step k + 1

Compute external nodal
forces due to fluid
pressure f ext,(n+1)

Update fluid network

Update guessed pin

Recover solid network
to input status
ua

(k), α(k), ξ(k)

Solid phase: solve for
crack opening thus

update K, s
(no new crack)

yes

yes

no

no

Figure 3.12: Solving process for fluid pressure distribution in a time step
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3.4 Implementation

3.4.1 Structure of the Code

The LEM code is written on a generic template-based modern C++14 code with the class-
orientation paradigm. Figure 3.13 shows the Unified Modelling Language (UML) diagram
of this code.

The LEM class owns all the other related classes for the LEM method and controls the
whole process. Three main types of classes directly controlled by LEM are the mesh, assem-
blers and solver. Functions for various simulation cases are implemented here, including
time stepping and the solving processes for solid or solid-fluid coupled models illustrated in
Figure 3.9 and 3.12.

The Mesh class reads the text file for solid node coordinates generated as described in
Section 3.1, initializes the network and then stores the vectors of pointers to the classes
of the lattice network’s basic structures, including nodes and elements (lattice) for both
solid and fluid parts. NodeBase is the base class that stores the index and coordinates for a
particular node and is inherited by the SolidNode and FluidNode classes, which respectively
store specific information of a solid (e.g., nodal forces, displacements and geometries of
corresponding Voronoi cell) or fluid (e.g., fracture geometries, storage and connectivity)
node. The ElementBase class stores information for a solid lattice, such as local stiffness
matrix and crack openings. And it has access to the corresponding SolidNode objects at
its two ends. Classes representing different lattice models could inherit from ElementBase.
Only TimoshenkoBeam class is related to this study, which implements the solid lattice
model described in Section 3.2. Mesh also manages the FluidNetwork, which stores fluid
lattices networks and has direct access to FluidNode, FluidElement and FluidMaterial.
FluidMaterial stores properties of fluid and FluidElement computes the permeability of
corresponding pipe. Breadth first search algorithm for updating the active fluid nodes and
connectivity is also implemented in FluidNetwork. DistributionGenerator is a small
independent class in Mesh for applying probability distribution on properties of solid lattices.
In summary, the whole lattice network is established in the Mesh class. Operations on the
networks, such as discretizing the domain, applying boundary conditions, computing lattice
crack opening and extracting the results are implemented as functions in Mesh by iterating
through corresponding structures. The Intel Threading Building Blocks (TBB) library [135]
is utilized to accelerate the iteration process.

The TimoshenkoMatrixAssembler and FluidMatrixAssembler classes also have access
to nodes and elements through pointers by communicating with Mesh, which allows them to
extract corresponding information (local stiffness matrix and nodal forces for solid; perme-
ability and storage for fluid) to assemble the global matrix system as described by Equation
3.52 and 3.64. VectorXd and SparseMatrix structures from Eigen library [60] are used to
store the data. Boundary conditions are applied by modifying corresponding elements in the
matrix and right hand side vector. After the system is solved, the assemblers apply resulting
displacement increments or pressures back to corresponding solid or fluid nodes.
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Figure 3.13: Structure of the LEM code
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Assemblers pass the pointers to its stored global matrix and vectors to Solver, which
solves the system of the form Ax = b. As the fluid network is one dimension less than the
solid network, the size of its matrix system is also much smaller, allowing it to be solved
by a direct solver nearly instantaneously. SimplicialLDLT from Eigen library [60], which
performs a LDLT Cholesky factorization, is used to solve the fluid matrix system. While the
dimension of matrix systems for solid networks typically exceeds millions for models at the
scale of interest. Iterative solvers are more suitable for such large sparse matrix systems. As
the stiffness matrix is symmetric and positive definite, Conjugate Gradient (CG) solver is
used. Self written CG solvers with matrix operation provided in Eigen or Intel Math Kernel
Library (MKL) [161] are implemented in CGEigen and CGMKL classes. But eventually, the
parallel CG solver implemented in PETSc library [7] is used for better performance.

The IO class reads JSON files for simulation setting such as material properties, boundary
conditions and applied loading. It also writes required simulation results into text or CSV
files, such as reaction, injection pressure histories and element status. In each simulation
step, VtkWriter writes the resulting displacement and stress field across the network, as
well as fracture patterns, into VTP files by utilizing the Visualization Toolkit (VTK) [147].
These data are visualized using ParaView [5].

3.4.2 Preconditioned Conjugate Gradient Solvers

For Conjugate Gradient method that solves matrix system of the form Ax = b, the error
after n iterations is proportional to, (√

κ(A)− 1√
κ(A) + 1

)n

(3.72)

Where κ(A) is the condition number of matrix A, computed from its extreme singular values
σmax(A) and σmin(A), as,

κ(A) =
σmax(A)

σmin(A)
(3.73)

Therefore, this method would converge in less number of iterations for a matrix with a smaller
condition number. A standard approach to accelerate convergence is to select a nonsingular
matrix M as preconditioner [35], and rewrite the system for left preconditioning as,

M−1Ax = M−1b (3.74)

Such that the new matrix has a smaller condition number,

κ(M−1A) < κ(A) (3.75)

A smaller condition number could be obtained when the matrix M is closer to A. A trivial
case is M = A, which solves the problem immediately but to obtain M−1 itself is as
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complicated as the original problem. Two commonly used preconditioners are considered
here. The first is Jacobi preconditioner,

M = D = diag(A) (3.76)

Where D is the diagonal matrix of A. This is efficient for diagonally dominant matrices.
The second is the incomplete Cholesky preconditioner,

M = LLT (3.77)

Where L is a sparse lower triangular matrix that approximates Cholesky factorization of A,
but with lower cost.

A simple test problem that simulates one step of the uniaxial tension test on an elastic
cuboid specimen of the size 0.8 × 0.48 × 0.48, is used to understand the nature of the
solid matrix system and to determine which preconditioner takes the least amount of time
and is thus the best suitable for this application. Two models were created with lattice
characteristic lengths 0.05 and 0.025 respectively. The information about their mesh sizes
and features of corresponding stiffness matrices are shown in Table 3.2. The densities indicate
that the stiffness matrix is quite sparse. While the resulting condition numbers are in the
magnitude of 106, which is relatively large and thus preconditioner may be required for fast
convergence.

Model
Number of Number of Matrix Number of

Density
Condition

nodes elements dimension non-zero elements number

M0.05 7071 52081 424262 3135867 1.74× 10−3 400156
M0.025 55467 430491 3328022 26675678 2.41× 10−4 974601

Table 3.2: Summary of model sizes and matrix properties

(a) Original matrix (b) Approximate minimum degree reordering

Figure 3.14: Sparsity patterns for stiffness matrices of model M0.05
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The sparsity plot for the stiffness matrix of model M0.05 is shown in Figure 3.14a, which
is quite random. Ordering of the matrix has a significant effect on the number of nonzero
in Cholesky factorization and also on the rate of convergence of preconditioned CG [37].
Approximate minimum degree reordering is applied on the matrix and the resulting sparsity
plot is shown in Figure 3.14b. The pattern of the sparsity plot for model M0.025 is similar.
The distribution of the magnitude of values in the stiffness matrix of modelM0.05 is shown in
Figure 3.15. Most of the values are in between 10−4 to 102, which does not involve extremely
large or small values. The magnitude varies with prescribed lattice properties, but the width
of the range should remain similar.

Figure 3.15: Magnitude distribution of non-zero elements in stiffness
matrices of model M0.05

The self written CG solver utilizing implemented matrix operations from the MKL li-
brary is used in this test. Matrix vector multiplication is accelerated with the function
mkl sparse d mv. For the incomplete Cholesky preconditioner, the Eigen library is used to
generate a preconditioner with approximate minimum degree reordering. And after each
CG iteration is completed, the multiplication of M−1 with a vector is computed by solving
two triangular matrix systems using mkl sparse d trsv function. A relative tolerance of
ϵr = 10−7 is used as stopping criteria for all the cases. That is, the method is converged
when the residual of n-th iteration satisfies,

||r(n)||2 ≤ ϵr||r(0)||2 (3.78)

The tests are run on a local laptop and the resulting convergence plots and duration for
each iteration are shown in Figure 3.16 and 3.17. For the cases with incomplete Cholesky
preconditioner, the duration for solving the triangular system in each iteration is also plotted
in the same figure with the dashed line. In Figure 3.16b and 3.17b, the horizontal axis is
cut at 500 and 1000 iterations, as the right parts are only for no preconditioner cases and
are nearly the same as the left parts. The total number of iterations and time taken in this
process for each case are listed In Table 3.3.
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(a) Convergence plot (b) Duration per iteration

Figure 3.16: Solver performance for model M0.05

(a) Convergence plot (b) Duration per iteration

Figure 3.17: Solver performance for model M0.025

Preconditioner
M0.05 M0.025

# iterations Total time (s) Condition number # iterations Total time (s) Condition number

None 1677 4.28 400156 2833 82.80 974601
Jacobi 311 0.95 18123 626 18.53 84270

Incomplete Cholesky 167 1.00 1958 350 23.93 8150

Table 3.3: Number of iteration, condition number and total time used for each preconditioner

According to Figure 3.16a and 3.17a, CG with either Jacobi or incomplete Cholesky
preconditioner converges in much fewer iterations and thus shorter time than the cases
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without preconditioner. While compared with Jacobi, incomplete Cholesky reduces the
number of iterations by nearly half. However, it still takes slightly more time than Jacobi, as
shown in Table 3.3. This is because in each iteration, incomplete Cholesky needs to solve two
additional triangular matrix systems on account of M−1. In dense case, this is an O(N2)
operation, where N is the dimension of the matrix, which is in the same magnitude of matrix
vector multiplication (the main source of computation for one CG step). In sparse cases,
the cost of this operation is also comparable with the cost of the rest of the CG operation
in this step. While for the Jacobi preconditioner, only O(N) operation for this step, as M
is a diagonal matrix. Therefore as shown in Figure 3.16b and 3.17b, the duration for each
step of Jacobi is nearly the same as no preconditioner, while that of incomplete Cholesky
is more than double, and the difference comes from solving the triangular matrix systems.
In summary, according to this set of tests, Jacobi may be the most efficient preconditioner
for this application. It reduces the number of iterations significantly compared with no
preconditioner, in the cost of a negligible number of additional flops, resulting in the shortest
time for convergence.

3.4.3 Performance of the Code

Figure 3.18: Parallelized assembler and solver
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Solving the large matrix system for a solid network is the most time consuming part of
the serial code. Assembling the global stiffness matrix also takes a substantial amount of
time. Therefore, while the majority of the code is in serial, these two parts are parallelized
using the Message Passing Interface (MPI) standard with MPICH [59]. Although such local
parallelization is not as efficient as the fully parallelized code, it deals directly with the most
time consuming part of the whole process and better utilizes the parallel solver implemented
in the PETSc library, thus accelerating the code substantially with considerably less amount
of effort.

The parallelization scheme is shown in Figure 3.18. After the root processor computes
the nodal forces and stiffness matrices locally in each lattice, it determines the partition
of the matrix system evenly by rows for each sub-processor, places the data (nodal forces,
elements in stiffness matrix and corresponding indices) into vectors as buffers, and then
distributes these data to each sub-processor. Upon receiving the data, sub-processors start
to assemble lists of Triplet for elements and corresponding indices in the global stiffness
matrix, then create the SparseMatrix by setFromTriplets. All of these data structures
and functions are from the Eigen library. In the solver class, the data in Eigen containers
passed from the assembler are converted to PETSc data structures, then preconditioned with
Jacobi (PCJACOBI) and solved by the parallelized CG solver (KSPCG), all from PETSc library.
The solved displacement increments in sub-processors are then sent to the root processor
and the code is back to serial.

Model
Number of Number of Matrix

nodes elements dimension

M7 100504 788079 6030342

M5 240179 1899382 14410742

M4 489847 3911253 29390822

M3.5 738050 5912644 44283002

M3.25 915194 7350725 54911642

Table 3.4: Summary of model sizes

Uniaxial compression tests on cubic specimens of the size 200× 200× 200 with different
lattice characteristic lengths (from 3.25 to 7) were conducted to evaluate the performance
of this code. Table 3.4 lists the sizes of these models. The code was run in the Skylake
(SKX) compute nodes of the supercomputer Stampede2 from the Texas Advanced Com-
puting Center (TACC). Considering that models with around 250000 nodes are the most
commonly used in simulations conducted for this study (mainly in Chapter 4 and 5), the
code was run with varying numbers of MPI processors for model M5, and the time spent for
one assembler and solver step in each part was recorded and shown in Figure 3.19. The time
spent reduces significantly with the increasing number of MPI processors initially. When
the number of processors exceeds 12, the effect becomes marginal. Figure 3.19a shows that
for assembler, when the number of processors is large, the time spent is dominated by the
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serial part (assemble send buffers) and communication (send data), thus it cannot be further
optimized with this scheme. Figure 3.19b shows that nearly all the time spent by the solver
is in solving the system iteratively, which utilizes implemented function in PETSc and has
better efficiency. While Figure 3.20 shows the time spent for one assembler and solver step
for models of different sizes run with 24 MPI processors.

(a) Assembler (b) Solver

Figure 3.19: Time spent for one assembler and solver step for model M5 with different
number of MPI processors

(a) Assembler (b) Solver

Figure 3.20: Time spent for one assembler and solver step for models of different sizes with
24 MPI processors
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Table 3.5 shows the time spent on main operations in 10 elastic steps of uniaxial com-
pression test on model M5 ran with 24 MPI processors. The whole test finished in around
15 min. The mesh initialization takes approximately 10% of the simulation time. But this
operation is only required once when the code starts, thus it is negligible in large simulations
with lots of time steps. The solver is still the most time consuming part, and the global
matrix assembler also takes a substantial amount of time, but they are comparable to the
rest and are acceptable. This also shows the importance of parallelizing these two parts.
It should be noted that the model behaves elastically through this test and the Newton-
Raphson method converges in 2 iterations in all the time steps. When simulating fracture
development that involves breakage of lattice, the required number of Newton Raphson it-
erations may largely increase. And line search method would be used for more complicated
scenarios where the Newton-Raphson method becomes difficult to converge. Therefore, the
time spent on this part could significantly increase in practice. In addition, hydraulic frac-
turing problems require iterating between solid and fluid phases, thus would take even more
time. In simulations run for this study with models of similar sizes, it usually takes 5 to 10
hours to simulate dry crack scenarios for 70 to 100 steps. And it may take over one day to
simulate hydraulic fracturing scenarios also for 70 to 100 steps. This may not be fast, but it
is more due to solution methods for this numerical problem. The time spent may possibly be
further optimized by utilizing other numerical methods. The code itself has a decent speed
for these operations. In this example, writing VTK files takes nearly the same amount of
time as the solver. But this is in the post processing stage and requires only once every time
step. Thus it would not be a problem for complicated cases as discussed above.

Procedure Time (s) Percentage (%)

Total time (10 steps) 913.189 100.00

Initialize mesh 87.202 9.55

NR iterations


Check lattice softening criteria 63.601 6.96
Compute nodal forces 69.07 7.56
Assemble stiffness local 48.144 5.27

matrix global 87.576 9.59
Solver 254.789 27.90

Post processing

{
Compute nodal stress 4.431 0.49
Write VTK files 238.821 26.15

Sum 853.634 93.48

Table 3.5: Time spent for 10 elastic steps of uniaxial compression test on model M5 with
24 MPI processors
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Chapter 4

LEM Simulations on Fractures in
Solid

4.1 Validation

4.1.1 Elastic Cantilever Beam Tests

The solid lattice model was first validated elastically using the cantilever beam problem.
Seven LEM models for a 0.4 × 0.4 × 10 m beam with different mesh sizes were created. The
characteristic lengths of the lattice vary from 0.02 to 0.1 m, and the models are named as
B0.02 to B0.1 correspondingly, where the subscript represents its lattice characteristic length
in meters. The beam was chosen to have a high aspect ratio so that the Euler–Bernoulli
beam theory is applicable [48]. The microscopic elastic modulus and Poisson’s ratio for a
single lattice were chosen to be 50 GPa and 0.2 respectively.

(a) Stress strain curves (b) Young’s modulus versus model size

Figure 4.1: Results of uniaxial compression tests on the beams
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Uniaxial compression tests were first conducted. Roller support was applied at one end
of the beam, while 0.01 m constant longitudinal displacements were applied on the other end
in each of the five incremental steps. In all the cases, the beam behaves linearly throughout
the test, as the stress-strain curves show in Figure 4.1a. The slope of each curve represents
the macroscopic Young’s modulus of the corresponding beam, which decreases slightly as
the mesh is refined but tends to converge at the end, as depicted in Figure 4.1b. The model
sizes and corresponding macroscopic Young’s modulus are listed in Table 4.1.

Model
Number of Number of Young’s modulus Maximum deflection Averaged maximum stress

nodes elements (GPa) value (m) error (%) value (MPa) error (%)

B0.1 8080 54016 33.16 0.360 -8.45 63.84 -14.88
B0.075 18759 131806 32.55 0.372 -5.29 73.64 -1.82
B0.05 57409 422807 32.19 0.380 -3.4 70.26 -6.32
B0.04 110173 828418 32.06 0.382 -2.79 77.48 3.30
B0.03 276511 2130217 31.91 0.386 -1.90 77.85 3.80
B0.025 453149 3527008 31.85 0.388 -1.41 76.26 1.67
B0.02 850290 6683699 31.79 0.389 -0.98 75.91 1.21

*Theoretical value: 0.393 75.00

Table 4.1: Summary of properties and point load test results for cantilever beam models

The point load test was then conducted, as sketched in Figure 4.2. Rigid boundary
condition was applied at left end of the beam, while 0.5 MPa stress acting transversely was
applied at the surface of right end to simulate the 80 kPa point load P .

Figure 4.2: Sketch of point load test on a cantilever beam

According to the Euler–Bernoulli beam theory [48], deflection of the beam as a function
of distance to the fixed end, x, is,

w(x) =
Px2

6EI
(3L− x) (4.1)
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Where E is the macroscopic Young’s modulus, L is the length of the beam, I is the second
moment of inertia of the cross section. The maximum deflection of 0.393 m is achieved when
x = L = 10 m. While the maximum moment in the beam occurs at the fixed end, resulting
in the maximum normal stress at the edge of this cross section,

σm =
PLc

I
(4.2)

Where c is the distance from the centroid of the cross section to the edge. In this case, the
maximum stress is 75 MPa.

Figure 4.3: LEM simulated deflection and longitudinal stress fields

Figure 4.3 depicts the simulated deflection and longitudinal normal stress fields for model
B0.1, B0.05 and B0.02. It is observed that the stress profiles have small local fluctuations but
decrease as the mesh is refined. For each beam, the average stress at the edge of the left
end surface was computed and compared with the theoretical value, as listed in Table 4.1.
Although error exists due to mesh heterogeneity, the results are close enough when the
characteristic length is finer than 0.04 m. The deflection at the center line of each beam is
plotted in Figure 4.4, together with the theoretical deflection profile calculated according to
Equation 4.1. The Young’s modulus of B0.02 was used in the calculation as the closest value
to convergence. The resulting maximum deflections at the right end are also listed in Table
4.1. The simulated results approach the theoretical profile as mesh refined. Although they
are not identical as full convergence has not been achieved, the errors are smaller than 2%
when the characteristic length is finer than 0.03 m.
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Figure 4.4: Theoretical and simulated deflection profiles

4.1.2 The Uniaxial Tension Test and Brazilian Test

The solid lattice model was also validated using both the uniaxial tension test and the
Brazilian test to examine the fracture development process and prediction of model strength.

The uniaxial tension test was first conducted on a cylindrical sample with 0.03 m in
radius and 0.15 m in height to measure its macroscopic tensile strength for comparison. The
completely brittle lattice was used and it has the following microscopic properties: elastic
modulus of 50 GPa, Poisson’s ratio of 0.2, tensile strength of 6.45 MPa, shear strength of 21
MPa, and its characteristic length is 0.002 m. 10−6 m longitudinal displacement was applied
in every step.

(a) Displacement fields and fracture patterns (b) Stress strain curve

Figure 4.5: Results of uniaxial tension tests on cylindrical sample
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The fracture development process and stress strain curve of the test are shown in Figure
4.5. Before the peak stress is reached, small cracks start to develop and are distributed
randomly across the sample, which weakens the structure. The stress continues increasing
with strain, but the slope decreases. As the number of these small individual cracks increases,
they start to quickly coalesce into localized fractures at multiple locations, which leads to
stress drop. The largest fracture keeps developing rapidly and eventually cuts through the
sample. The peak stress is observed before fracture localization, which is 4.60 MPa.

(a) Typical loading types in Brazilian test [96]
(b) Setup for LEM

simulations

Figure 4.6: Sketch of setup for Brazilian test

The Brazilian tests were conducted on cylindrical samples with 0.05 m in radius and 0.1
m in height, whose lattices have the same characteristic length and microscopic properties
as those used in the above uniaxial tension test. Some studies suggested that early shear
failure fracture may occur due to stress concentration near the loading jaw, thus additional
simulations were conducted on samples with large shear strength lattice [95]. The lattice
properties for each test case are summarized in Table 4.2.

The boundary condition is an important factor that would significantly affect the es-
timated tensile strength from the Brazilian test [96][143]. Three typical loading types are
shown in Figure 4.6a. Experimental studies indicated that the Type 2 condition gives a
much smaller measured strength than Type 1 and 3, because large stress is concentrated
around the boundary due to the small contact area, which would cause localized premature
fracture [96]. While the contact area for Type 1 and 3 cases is a curved surface instead of
an idea line as assumed theoretically, due to the deformation of rock and loading jaw, which
increases the measured loading [108]. The setup for LEM simulations is shown in Figure
4.6b. The bottom contact arc over 2α central angle was set as a rigid boundary, while a
constant displacement increment 3 × 10−6 m in −z direction was applied to the top arc in
each step. In this setup, the arc of contact has a constant central angle and moves downward
rigidly, which is actually different from each of the three loading types in Figure 4.6a. But
when α is small, it becomes similar to the Type 2 condition, indicating the simulation may
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possibly underestimate the tensile strength. Cases with different angles of contact arc were
also tested.

Case Lattice strength (MPa) Angle of contact Maximum load Tensile strength

ID tensile σst shear σss arc 2α (◦) P (kN) value (MPa) error (%)

1 6.45 21 2.3 16.78 2.14 -53.54
2 6.45 21 4.6 22.75 2.90 -37.00
3 6.45 21 8.0 28.71 3.66 -20.49
4 6.45 210 2.3 31.81 4.05 -11.92
5 6.45 210 4.6 32.57 4.15 -9.82
6 6.45 210 8.0 34.05 4.34 -5.71

*Tensile strength from uniaxial tension test: 4.60

Table 4.2: Summary of lattice properties and Brazilian test results

Figure 4.7: Fracture pattern and z displacement field at different applied displacement dz
for Brazilian tests Case 2 and 5

Figure 4.7 demonstrates examples of the fracture development process for Case 2 and
5, with different shear strengths. Varying the angle of the contact arc does not have a
significant influence on this process. Figure 4.8 depicts the reaction-displacement curves for
all the cases.

For the case with σss = 21 MPa, lattices near the two boundaries start to break in
shear (colored in red) at around 80% of peak stress. As the shear fractures accumulate, the
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boundaries slightly penetrate into the sample and start to split it. Consequently, tensile
cracks (colored in blue) initiate from these two locations and propagate toward the center
of the sample. During this stage, the reaction deviates from the linearly increasing trend
and remains relatively constant until the tensile cracks connect together and cut through
the sample, causing a significant drop in reaction. When α is small, the shorter contact
arcs start to penetrate earlier, as fewer shear fractures are required, but the development
of the splitting process is also slower. This explains the earlier but longer plateau in the
reaction curves for small α cases. This failure phenomenon is consistent with observations in
some experiments, especially those with the type 2 boundary condition as discussed above
[96]. But this is not the failure mechanism assumed in the Brazilian test and is likely to
underestimate the strength.

Due to this simulated boundary condition, the presence of early shear fractures around
boundaries is probably unavoidable. Therefore, simulations on models with large shear
strength lattices (σss = 210 MPa) were conducted to change the mechanism of fracture
initiation. Theoretically, according to the Griffith criterion, tensile cracks should be initiated
from the center of the sample under this loading condition [95]. However, in the simulation,
due to mesh heterogeneity and the discrete nature of the sample, small fractures are randomly
distributed across the middle part of the sample, both at the center and near the boundaries
(Figure 4.7). But those fractures at the center have larger apertures and develop more
rapidly. They quickly coalesce and propagate toward the boundaries and eventually cut
through the sample.

Figure 4.8: Reaction curves for Brazilian tests

The tensile strengths were estimated as,

σtbr =
2P

πDt
(4.3)
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Where P is the maximum load, D and t are the sample diameter and height respectively
[82]. The results are compared with the value measured by the uniaxial tension test and
listed in Table 4.2. According to experimental studies, the Brazilian test is more likely
to overestimate the tensile strength [95]. While in this simulation, due to the boundary
condition and relatively small central angle of the contact arc, all the cases underestimate
the strength. But both simulated failure mechanisms were observed in experiments, and the
cases with large lattice shear strength give close estimations.

4.1.3 Uniaxial Compression Test on a Specimen with an Inclined
Pre-existing Open Flaw

Fracture patterns and processes in samples with pre-existing flaws under compression have
been extensively studied. Wong and Einstein conducted a systematic evaluation of the crack
behavior of such samples, with a single open flaw specifically, using a high speed camera
[173]. They proposed to categorize the cracks emanating from the pre-existing flaws into
seven types according to their trajectories and initiation mechanism, as shown in Figure 4.9.

Figure 4.9: Various crack types initiated from the pre-existing flaws [173]
(T = tensile cracking opening; S = shearing displacement)

A similar test was simulated using LEM to examine the macroscopic crack behavior
induced by the solid lattice model. A rectangular plate sample with dimensions of 70 ×
150 × 20 mm was created using lattices with a characteristic length of 1.7 mm, and the
same microscopic properties as those used in the uniaxial tension test sample in the last
section. The pre-existing open flaw, which is 20 mm long and has 45◦ inclination angle,
was generated by removing corresponding lattices. The aperture is approximately 1.2 mm,
which is much larger than the total applied displacement on the top surface (0.192 mm).
Therefore, it could be ensured that there is no contact between the crack surfaces and that
it remains open throughout the test. The sample was fixed at the bottom surface, and 0.003
mm downward displacement (strain increment ∆ϵ = 0.002%) was applied on the top surface
in each step.
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The model configuration and fracture development process are shown in Figure 4.10.
The fractures at the final step (ϵ = 0.128%) are classified into three groups and numbered
based on the temporal sequence (Figure 4.11c). The tensile wing cracks (Group 1) start
to emanate at the early stage (ϵ = 0.03%) and develop slowly afterward. The Type 2
tensile cracks (Group 2) initiate successively at the bottom and top tip of the flaw when ϵ
is approximately 0.09% and 0.104% respectively, and subsequently develop in the vertical
direction. When ϵ exceeds 0.12%, a large number of cracks emerge and develop rapidly in
an inclined band roughly in the plane of the flaw, circled as Group 3 in Figure 4.11c. These
cracks are distributed across the region instead of coalescing into a distinct major fracture.
Nearly all the cracks in Group 1 and 2 originate from the tensile failure of the corresponding
lattice, whereas Group 3 contains both tensile and sheared originated cracks. It should be
noted that the origin of a single crack only represents the failure type of the corresponding
lattice. Although it is strongly related to the macroscopic movement of the sample, it is not
exactly equivalent. For example, the shear movement could generate both tensile and shear
cracks, depending on the orientation and strength of lattices.

Figure 4.10: Model configuration, z displacement field and fracture pattern at different
compressive axial strain ϵ

According to Wong and Einstein’s experiments and review of other studies, the tensile
wing cracks appear in every test and are the cracks that first develop in the vast majority of
cases [173]. This is correctly simulated by the LEM model. While the types of subsequently
emanated cracks vary from case to case, depending on various factors, such as material
properties and geometry of the pre-existing flaw. In this simulation, the Type 2 tensile
cracks develop following the tensile wing cracks. A similar pattern was observed in the
experiments done by Ingraffea and Heuze [78], as shown in Figure 4.11a. Although in their
case, these cracks originate from the circled locations, which are slightly away from the flaw
tips. While the shear zone was observed by Lajtai, following the development of tensile
wing cracks (Figure 4.11b) [92]. Although some of them combined into distinct shear cracks,
which does not occur in this simulation.
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In summary, the LEM simulation well predicts the pattern and temporal sequence of
the tensile wing cracks. Due to the various factors that affect fracture behavior, overall
fracture patterns vary between experiments. Therefore, the simulation does not exactly
match the result of one particular experiment. But for each individual crack type generated
by simulation, a similar pattern was observed in other studies.

(a) Ingraffea and Heuze [78] (b) Lajtai [92] (c) Simulated crack groups

Figure 4.11: Sketch of crack patterns and types from other experimental studies [173] and
the crack groups in this LEM simulation
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4.2 Simulations of Four-Point-Bending Experiments

on Mortar Beams

4.2.1 Background and Experimental Setup

In a previous experimental study aiming at investigating the feasibility of distributed fiber
optic strain sensor (DSS) for early crack detection, four-point bending tests on mortar beams
with a pre-installed single-edge notch were performed under different loading conditions. In
this section, the same tests will be simulated using LEM and compared with the experimental
results in order to investigate the capacity of LEM in modeling real fracture scenarios and
its potential application in early crack detection.

Each mortar beam specimen has the dimension of 2000 × 200 × 240 mm, and a single
notch with 0.5 mm aperture was installed in the middle of the top surface of the specimen.
Three tests with different loading conditions and notch orientations were performed, as
demonstrated in Figure 4.12. The specimens were subjected to symmetric loading in Case 1
and 3, while unsymmetric loading in Case 2. The notch is perpendicular to the longitudinal
axis of the beam in Case 1 and 2, while it has a 45◦ inclination angle in Case 3. The depth of
the notch is around 48 mm for Case 1 and 75mm for Case 2 and 3. With these configurations,
it was expected that the failure modes would be tensile (Mode I), in-plane shear (Mode II)
and anti-plane shear (Mode II) for Case 1, 2 and 3 respectively. The mortar was prepared
by mixing standard Portland cement and fine aggregates, with a water-to-cement ratio of
0.5 and an aggregate-to-cement ratio of 3.0. The compressive strength of mortar in each
case was measured by uniaxial compression test on cylindrical specimens, and the results
are: 42.48 MPa for Case 1, 39.82 MPa for Case 2 and 49.47 MPa for Case 3.

(a) Case 1 (b) Case 2 (c) Case 3

Figure 4.12: Sketch of setup for four-point-bending tests

The experimental setup is shown in Figure 4.13a and sketched in Figure 4.14a. The
mortar beam was supported at the bottom by two steel rods serving as roller supports.
The loading head was applied on top of the steel spreader beam, transferring the load to
the two steel rods serving as top supports. Step-wise incremental displacement was applied
on the loading head and DSS strain measurements from the interrogator units (IUs) were
taken in between each loading step. The total displacements applied on the loading head
at each step are shown in Figure 4.13b. The maximum applied displacements before failure
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are 4.67 mm, 6.05 mm and 2.24 mm for Case 1, 2 and 3 respectively. The arrangement of
DSS is shown in Figure 4.14a. The fibers were embedded in the specimens at seven different
heights in four rows, and each cable of four rows was connected to different fiber optic IUs.
The Rayleigh scattering based distributed sensors used in this study is in the second row
from the left. The fibers are labeled Line 1 through Line 7 from top to bottom. The notch
cuts through Line 1 in Case 1, and Lines 1 and 2 in Cases 2 and 3, respectively. The IU
called the NBX 7020 based on TW-COTDR from Neubrex with 20 mm special resolution
and 10 mm sampling interval was used. A 2.0mm diameter cable called NZS-DSS-C07 from
NanZee was embedded in the mortar specimens. The cable structure is shown in Figure
4.14b. More detail about the theory and application of DSS can be found in [11][184]. Five
linear variable differential transformers (LVDT) were set up at the bottom of the beam to
measure the vertical displacements. The positions of supports and LVDTs for each case are
listed in Table 4.3.

(a) Experimental setup (Case 1)
(b) Applied displacement on

loading head at each loading step

Figure 4.13: Experimental setup and applied displacements

(a) Experimental setup and fiber arrangement (Case 1) (b) Cable structure

Figure 4.14: Sketch of experimental setup and cable structure
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Case
Support LVDT

upper left upper right lower left lower right left outer left inner center right inner right outer

1 250 1750 750 1250 300 600 1000 1400 1700
2 200 1400 600 1800 300 700 1000 1300 1700
3 250 1750 750 1250 300 600 1000 1400 1700

*The values represent longitudinal distance to left end in mm

Table 4.3: Summary of positions of supports and LVDTs for each case

4.2.2 Numerical Model Setup

The LEM models are generated with the same dimensions as those mortar beams used in
experiments. Figure 4.15 shows the Case 1 model as an example, which is 2000 mm in the
x direction, 200 mm in the y direction and 240 mm in the z direction. The characteristic
length of lattices is 12 mm. The elastic modulus of a single lattice is set to be 40 GPa and
Poisson’s ratio is 0.2, the resulting macroscopic Young’s modulus is 27.1GPa, measured from
the uniaxial tension test on these numerical beam samples. This value is close to the modulus
of dry mortar materials. The notches are created by removing corresponding lattices across
the notch planes. Ideally, the support should be a straight line parallel to the y axis, which
intersects the faces of Voronoi cells on the bottom or top surface. The corresponding nodes
of these cells are selected as support nodes to assign boundary conditions. The nodes at the
bottom left support are fixed in all directions to simulate rigid support, while those at the
bottom right support are fixed in the z direction as roller support. Constant displacement
increment in the –z direction is applied each time step on the nodes representing the two
upper supports to simulate the displacement controlled test. In order to compare with the
measurement from DSS, query lines are set at the fiber locations. Longitudinal displacements
of the nodes within 1 mm of the line, which is the radius of the cable, would be recorded
as measurements. As this is a discrete model, moving averages between adjacent seven
nodes (spread over the length of approximately 20 mm, which is the special resolution of
the IU) were taken to smooth the data. The gradient of displacement was computed as
strain. Moving averages between the adjacent 25 data points were taken to further smooth
the strain data.

Figure 4.15: Experimental setup (Case 1)
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4.2.3 Elastic Tests for Model Validation

The LEM models were first validated by comparing simulated deformations against the
results from FEM simulations using the COMSOL Multiphysics [24]. Finite element models
of these beams were created in the software with the same configurations. For each of the
three cases, the same amount of downward displacement, 0.36 mm, was applied on the two
upper supports of both the LEM and FEM models. The deformations were small such that
these models were kept in the elastic range. Longitudinal displacements and strains at fiber
locations were output, as shown in Figure 4.16 and 4.17. The results of LEM simulations
match well with FEM.

Figure 4.16: Longitudinal displacement at fiber locations
((a)Case 1 LEM; (b)Case 1 FEM; (c)Case 2 LEM; (d)Case 2 FEM; (e)Case 3 LEM;

(f)Case 3 FEM)
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Figure 4.17: Longitudinal strain at fiber locations
((a)Case 1 LEM; (b)Case 1 FEM; (c)Case 2 LEM; (d)Case 2 FEM; (e)Case 3 LEM;

(f)Case 3 FEM)

4.2.4 Comparison between Numerical and Experimental Results

There are three sets of data recorded in the experiments: 1) reactions and displacements of
the loading head recorded by the loading system; 2) vertical displacements at the bottom
surface measured by the five LVDTs; 3) longitudinal strains at the seven heights measured
by the DSS.

According to these measurements and resulting fracture patterns, the vertical displace-
ments of the two upper supports are approximately the same in Case 1 and 3 during the
tests. However, due to the unsymmetric setup of Case 2, the displacement of the upper left
support is larger (will be discussed later in this section). Therefore, in each step of the LEM
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simulation, 0.01 mm downward displacements were applied on the two upper supports in
Case 1 and 3, and on the upper left support in Case 2, while the displacement increment
on the upper right support in Case 2 needs to be calibrated. Considering the mortar is a
brittle material, the completely brittle lattice is used in the LEM model. Simulations with
different lattice strengths and displacement increments on the upper right support for Case
2 were conducted to calibrate these parameters by comparing the results with experimental
measurements. Finally, they were determined as: tensile strength σst = 6.45 MPa, shear
strength σss = 10.5 MPa, the ratio of displacement increment between the upper left and
right support for Case 2 dleft/dright = 0.38.

The experimental and simulated results with the calibrated parameters are shown below.

Fracture patterns

Figure 4.18: Fracture patterns and LEM stress fields (blue in compression, red in tension)
((a) Case 1 exp.; (b) Case 1 LEM; (c) Case 2 exp.; (d) Case 2 LEM; (e) Case 3 exp.; (f)

Case 3 LEM)

As depicted in Figure 4.18, the simulated fracture patterns well match the experimental
results of Case 1 and 2. In Case 1, the specimen was subjected to symmetric loading and
the maximum moment occurred in between the two lower supports. Therefore, a tensile
(Mode I) crack was developed from the notch and cut through the beam vertically. In Case
2, the specimen was subjected to unsymmetric loading, and the purpose of this setup was
to generate an in-plane shear crack (Mode II) from the notch. However, a tensile crack
developed at the location of the lower left support, which was intact initially, and the beam
failed in bending. This behavior was also captured by LEM. The reason why this happened
will be discussed later. For Case 3, the specimen with a 45◦ inclined notch against the
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longitudinal axis was subjected to the same loading as Case 1. It was expected that anti-
plane shear (Mode III) would occur at the notch. But this location was also subjected
to the bending moment as in Case 1, thus the beam could also fail in tension, or more
possibly the mixed behavior. The simulated and experimental fracture patterns are slightly
different. The fracture developed straightly to the bottom in the simulation. In terms of
the fracture tip, which was originally at the notch tip, it gradually rotated and eventually
became approximately perpendicular to the longitudinal direction at the bottom surface.
However, the experimental fracture shows a sharp turn in the path. The fracture tip was
approximately perpendicular to the beam axis in the middle, where this turn occurred. The
lower part of this pattern looks more like a tensile crack as in Case 1. This indicates that
the angle between the initial crack path and vertical direction is larger in the experiment
than simulation, which is possibly due to the combined effect of tensile and shear stress.
While almost all the simulated fractures originated from tensile failure. Therefore, in this
case, although the simulated and experimental fracture looks similar, the mechanism that
generated them may be different.

Figure 4.19: Main fracture development and stress field
((a) Case 1; (b) Case 2; (c) Case 3)
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Figure 4.19 shows the fracture development processes for the three cases. For Case 1
and Case 3, the fracture only initiates from the tip of the pre-existing notch. Except for
some micro-cracks that develop near the main fracture, other parts of the beam remain
intact. Because tensile stress is concentrated at the notch tip, the stress levels of the lattices
in this region are much higher and reach their strength, which leads to the breakage of
lattices and results in the generation of micro-cracks. And as the fracture develops, the
stress level on other parts of the beam is reduced due to the rebound of intact parts, thus
no other fracture is generated. While no stress concentration occurs in Case 2, because the
location that initiates the major fracture was originally intact. Instead, the stress levels over
a relatively larger region are increased due to the bending moment. The breakage of lattices
happens more randomly under the effect of heterogeneous lattice arrangement. Therefore,
the initially developed fractures are more scattered. The stress could be concentrated once
initial fractures appear, thus eventually forming a major fracture as in the other cases.

(a) Spreader beam (b) Mortar beam

Figure 4.20: Force equilibrium diagram (Case 2)

The reason that the expected shear fracture did not occur from the notch in Case 2 could
be explained by a simple analysis of the beams. Assume the force applied on the spreader
beam is P , and the distance from the loading head to the upper right and upper left support
is l1 and l2 respectively (Figure 4.20a). Also assume that the distance between two upper
supports is the same as that between two lower supports, and let it be L. According to
moment equilibrium, the resulting force at the two upper support could be computed as,

Ful =
l1
L
P, Fur =

l2
L
P (4.4)

For the mortar beam, let the distances from the lower right to the upper right support,
and from the lower left to the upper right support, be l3 and l4 respectively (Figure 4.20b).
Note that l2 should be larger than l3 to keep the system stable. Also according to moment
equilibrium, the resulting force at the two lower support could be computed as,

Fll = Ful +
Full3 + Furl3

l3 + l4
= Ful +

l3
L
P, Flr = Fur −

Full3 + Furl3
l3 + l4

= Fur −
l3
L
P (4.5)
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Therefore, the shear force and moment diagram of the mortar beam could be obtained, as
depicted in Figure 4.21. The shear force at the middle of the beam, where the notch is
located, is l3

L
P , while the local maximal moments appear at the locations of the lower left

and upper right support, is l1l3
L
P and (l2−l3)l3

L
P respectively.

(a) Shear force diagram (b) Moment diagram

Figure 4.21: Shear force and moment diagram for mortar beam (Case 2)

The shear stress on the cross section at middle of the beam is,

τ =
V

A
=

l3
L
P

bhn
=

l3
Lbhn

P (4.6)

While the maximum tensile stresses on the cross sections at the lower left and upper right
support, are,

σll =
Mllc

I
=

l1l3
L
P 1

2
h

1
12
bh3

=
6l1l3P

Lbh2
(4.7)

σur =
Murc

I
=

(l2−l3)l3
L

P 1
2
h

1
12
bh3

=
6(l2 − l3)l3P

Lbh2
(4.8)

Where b is the width of the beam, hn and h are the heights at the middle and supports
respectively. The values of l1 and l2 were not recorded in the experiment. According to the
reactions at the upper supports recorded in simulation during the elastic stage, Fur/Ful =
l2/l1 = 1.5, and L = 1200 mm inferring that, l1 = 480 mm, l2 = 720 mm. In this simulation,
the other parameters, l3 = 400 mm, l4 = 800 mm, b = 200 mm, h = 240 mm, hn = 165 mm.
The shear and tensile stresses at the critical cross sections, expressed in terms of the applied
force P , are,

τ = 1.01× 10−5P, σll = 8.33× 10−5P, σur = 5.55× 10−5P (4.9)

Therefore, in this case, the maximum tensile stress occurs at the location of the lower left
support and is around 8 times larger than the shear stress in the middle. This beam should
fail in bending at the lower left support, and this is what was observed in both the experiment
and simulation. As for the condition to initiate a mode II shear failure at the notch location,
considering the ratio between shear and tensile stress in Equation 4.6, 4.7 and 4.8, both l1
and l2 − l3 = l4 − l1 should be small, which means the lower left and upper right support
should be much closer. Therefore, the experimental setup for Case 2 is problematic.
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Reaction curves

Figure 4.22: Reaction-Applied Displacement curves ((a) Case 1 exp.; (b) Case 1 LEM; (c)
Case 2 exp.; (d) Case 2 LEM; (e) Case 3 exp.; (f) Case 3 LEM)

Figure 4.22 depicts the reaction curves for all the cases. Although the applied loading head
displacements are step-wise in the experiments, as shown in Figure 4.13b, a slight rebound
occurred in between each step as DSS measurements were taken, which are reflected in the
reaction curves.

In the beam theory, under bending moment, yielding will occur at the edge of cross
section, where resulting tensile stress is maximized. While microscopically in the LEMmodel,
the lattices in this region are subjected to large tensile force, resulting in the failure in tension
and development of mode I fracture. However, the lattices at the bottom surface would
always be in compression under this loading condition. Because a lattice is the smallest unit
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in this discrete model, and the bending failure of a single lattice is ignored in the model, these
lattices would not break. Therefore, the bending initiated tensile crack cannot cut through
the section, and its propagation slows down as it approaches the bottom. This explains the
decreasing post-peak slope in the simulated reaction curves at the end stages. While due
to the rapid development of the main fracture after the peak reaction, the experiment was
not able to capture the post-peak behavior of the beam. Although the simulated results in
this stage cannot be validated, they are likely not affected by the bottom lattices before the
fracture approaches and the occurrence of decrement in slope.

The simulated peak reaction is close to the experiment in Case 1 but is much larger in
Case 2 and 3. As discussed in the last section, the failure in Case 3 is likely to be governed by
the combined effect of tensile and shear stress in the notched section. However, in the lattice
model, the failure criteria consider the effects of tensile and shear separately (Equation
3.32), which leads to overestimating the strength in the combined scenario as in Case 3,
where the contribution from tensile and shear are comparable. Although further reducing
the shear strength of lattices could possibly match the experimental results, this would
result in an unreasonably low shear strength value and still could not precisely represent
the failure mechanism. Therefore, this test case reflects a shortage of this lattice model. It
may be adequate to model the case dominated by a single loading type. However, more
sophisticated failure criteria that account for the combined effect should be established if it
is to be used in such circumstances, especially when predicting the sample strength.

Note that the applied displacements on the upper supports in the simulation are much
smaller than those recorded on the loading head in the experiment. Because of the experi-
mental setup, the spreader beam and wooden supports at the bottom deformed during the
loading process. Therefore, the actual displacement applied on the mortar beams should be
much smaller. This is reflected by the photos recorded during the experiment and could also
be shown by a simple beam analysis.

(a) Spreader beam (b) Mortar beam

(c) Cross
section of
spreader
beam

Figure 4.23: Force equilibrium diagram (Case 1)

Consider Case 1 as an example, assume the loading is P applied at the middle of spreader
beam (Figure 4.23a), the deflection at this point, against the end, is given as [48],

δmid =
PL3

48EI
(4.10)
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The steel spreader beam has a rectangular hollow section (Figure 4.23c), with an estimated
height of 0.121 m, outer width of 0.0387 m and thickness of 0.005 m, resulting in the second
moment of inertia, I = 2.442 × 10−6 m4. Assume its Young’s modulus E = 200 GPa, the
deflection at the middle of the spreader beam could be estimated, in terms of the loading,
as,

δmid(mm) = 1.439× 10−1P (kN) (4.11)

For the mortar beam, the deflection against upper left support is,

δ(x) =
1
2
Px

6EI
(3aL− 3a2 − x2) 0 ≤ x ≤ a (4.12)

Thus the difference of deflection between upper and adjacent lower support, which is applied
deflection on the mortar beam, is,

δapplied = δ(a)− δ(0) = δ(0.5)− δ(0) =
5

324

PL3

EI
(4.13)

The second moment of inertia, I, is expected to be bounded by those of rectangular cross
sections with heights 192 mm and 240 mm (without and with the notch). That is, I =
1.180 × 10−4 to 2.304 × 10−4 m4, while E = 27.14 GPa, L = 1.5 m, thus the applied
deflection on the mortar beam could be estimated, in terms of the loading, as,

δapplied(mm) = (0.833× 10−2 to 1.626× 10−2)P (kN) (4.14)

Therefore, the applied displacement on the upper supports of the mortar beam is approx-
imately ten times the deflection at the middle of the spreader beam, which matches the
magnitude of experimental and simulated displacements in the reaction curves. Therefore,
the loading head displacement is unreliable for comparison purposes.

Relative displacements at bottom surface

Although the measurement of LVDTs on the bottom surface of the beam is affected by
the possible deformation of bottom supports, the difference between these values reflects
the differential displacement of the beam, which may be relatively more accurate and thus
could be used to calibrate LEM results. As shown in Figure 4.24, the reference point is set
at the middle of the beam, simulated vertical displacements of the bottom surface at peak
reaction and during crack development processes are plotted together with measured values
at the largest applied displacement in the experiment. The numbers in the legends represent
the applied displacements. For Case 1 and Case 3, the simulated deformation during crack
development matches experimental results. While due to the unsymmetric loading in Case 2,
more deformation occurred at the bottom left support, which led the mortar beam to slightly
rotated. The simulated deformation matches measured results after rotating approximately
0.03◦ against bottom right support (Figure 4.24c).
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Figure 4.24: Vertical displacement at bottom surface along the beam
((a) Case 1; (b) Case 2; (c) Case 2 (rotated); (d) Case 3)

Longitudinal strains

The experimental and simulated longitudinal strain along fibers are shown in Figure 4.25 to
4.27. The experimental data were measured at the largest applied loading head displacement,
while the simulated data presented here were recorded at peak reaction, and two steps
afterward in the post-peak stage, to show the influence of crack development on the strains.
The DSS were embedded in the beams so that the measurements would not be affected by
the supports or loading frames as other data. Therefore, this strain data is more reliable to
compare and be used for calibration.

For Case 1, generally the simulated strain at peak reaction (Figure 4.25b) matches exper-
imental values at the top and bottom layers of fiber. The main difference is that Line 5 is in
tension in the experiment while in compression in the simulation. The most possible reason
is that this fiber was not precisely placed at the indicated location during installation. This
is supported by the measurements from the same fiber during earlier stages, which also gives
tensile strain consistently. Another possibility is that the development of cracks near the
notch shifts the cross sectional neutral axis below this line. However, this should affect the
entire section, including measurements from other fibers, which is not the case. Micro-cracks
initiated near this fiber may generate tensile stress, but this influence should be limited lo-
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cally within a small region instead of resulting in tensile measurements throughout the entire
fiber. Therefore, it is more probable that there are installation issues with this fiber. As
the crack develops, stress within the beam is released and thus the overall simulated strain
decreases, except at the middle part in front of the crack tip, which becomes in tension and
increases rapidly as the crack approaches. The measurements become discontinuous once
the fiber is cut through by the crack, which indicates the position of the crack tip.

For Case 2, more deformation happens on the left part of the beam due to the unsym-
metric loading. The strain is expected to have a similar magnitude at the top (Line 1) and
bottom (Line 7) layers of fiber. However, the measurement indicates that the strain at the
top is approximately 50% less than that at the bottom. As this difference appears through-
out the entire fiber, it may be due to the installation problem as well. It is also possible that
the development of micro-cracks near the top surface under tension reduces the strain level
at this part. The simulated strains at peak reaction (Figure 4.26b) match the measurement
of the bottom fiber. As the crack initiate and develop from the top surface, the strains at
the top fiber reduce and become close to the measurements (Figure 4.26c), but only at the
left part of the beam where fractures occur.

For Case 3, the strain distribution looks similar to that in Case 1 due to the same
loading condition. The experimentally measured strains are smaller than the simulated
values, indicating that the failure occurred with less deformation. This is due to the combined
failure mechanism as discussed in previous sections.

Figure 4.25: Axial strain at the fiber locations (Case 1)
((a) exp (4.17mm); (b) LEM (0.18mm); (c) LEM ( 0.21mm); (d) LEM (0.22mm))
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Figure 4.26: Axial strain at the fiber locations (Case 2)
((a) exp (6.05mm); (b) LEM (0.28mm); (c) LEM ( 0.29mm); (d) LEM (0.30mm))

Figure 4.27: Axial strain at the fiber locations (Case 3)
((a) exp (2.24mm); (b) LEM (0.24mm); (c) LEM ( 0.25mm); (d) LEM (0.27mm))
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4.2.5 Potential Usage of the LEM in Crack Detection

One of the strengths of LEM is that it can capture the states of a specimen during the rapid
process of fracture propagation, which is hard to achieve in experiments. The strain field
is one of the quantities that could be measured in structural health monitoring [11], and it
is affected by the stress field induced by crack development. The simulation could possibly
provide a correlation between the strain field and crack location, which may be helpful in
interpreting the monitored strain values for crack detection.

Estimation of experimental strain and crack tip distance

Figure 4.28: Matching experimental strain curve with simulation at different applied
support displacements (Case 1)

((a) Line 7; (b) Line 6; (c) Line 5; (d) Line 4; (e) Line 3; (f) Line 2; (g) Line 1)
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The tip position of the main fracture is recorded at every time step in the simulation. For
each fiber location that is in front of the fracture, its distance to the fracture tip could be
computed. Together with strain value at these points, the relation between strain and dis-
tance to fracture tip could be established. But in the experiment, only the strain values are
measured by the fibers, while the distance from the corresponding fiber to the fracture tip
remains unknown. The simulated strains at different time steps could be utilized to com-
pare with measured values to correlate each experimental step with the possible simulation
step, thus using the simulated crack tip distance at this step as an approximation for the
experimental value.

As shown in Figure 4.28, take experimental measurements at the largest applied loading
head displacement (4.17 mm) in Case 1 as an example. For each fiber location, the over-
all shape of the experimental strain curve is compared with simulated strain curves under
different applied upper support displacements in order to determine which simulation step
most closely matches the experiment. The similarity between experimental and simulated
curves is evaluated both by eyes and some statistical measures, such as Procrustes distance.
However, as some of the adjacent simulation steps give very similar strain curves, there are
several possible simulation steps matched for each experimental curve. And different exper-
imental curves match different simulation steps. Also considering the experimental results
at smaller loading head displacements, the final results, which relate the measured strain
and estimated crack tip distance, are shown in Figure 4.29. For each strain value at the
middle of the beam, measured by a fiber at certain applied loading head displacement, there
are several possible values of crack tip distance and the range (connected by the dashed
line) is relatively large. In this case, the uncertainty may be excessive and render this plot
meaningless. This process may be more useful if the uncertainty could be reduced.

Figure 4.29: Measured strain values (at notched section) with possible range of crack tip
distance (Case 1)



CHAPTER 4. LEM SIMULATIONS ON FRACTURES IN SOLID 82

Simulated strain vs crack tip distance

Now consider the relation between strain and crack tip distance established by purely the
simulation results. In the four-point-bending case, besides the influence of the crack tip, the
strain at the notched section is also affected by the bending moment and varies with the
cross section as fracture develops. In order to eliminate the contribution to the strain field
by the loading, and investigate the influence of mesh size, another set of simulations was
conducted.

(a) Plate 1 (b) Plate 2
(c) Cross section

at middle

Figure 4.30: Configurations of plate model and fiber arrangement

Two plate models of the dimension 1200 × 96 × 960 mm, with a 96 mm height single
notch at the middle, were created. The characteristic length of lattices in Plate 1 is 12 mm,
while that in Plate 2 varies from 25 mm (edge) to 5 mm (center). The model configurations
and cross section are shown in Figure 4.30. The query lines (fibers) are labeled from top to
bottom, as Line 1 to Line 14. All the lattice properties are the same as those in the four-
point-bending tests. The−x surface of the model is fixed and 0.0025 mm tensile displacement
is applied on the +x surface. The longitudinal strain field induced by this uniaxial tensile
loading could be easily computed and is approximately constant throughout the sample.
According to the principle of superposition, the strain value due to the influence of the crack
tip could be obtained by subtracting this value from the recorded strain at the fiber location.

Under prescribed loading, mode I fracture initiates from the notch and propagates toward
the −z direction. In each simulation step, the longitudinal strains along each fiber were
computed by taking the gradient of longitudinal displacement of the nodes whose distance
from the query line is within the sampling radius rq (10 mm for Plate 1, 10 mm and 2 mm
for Plate 2). The strain value at the notched section (middle plane) was recorded, together
with the distance from the crack tip to the corresponding fiber. The relation between strain
and crack tip distance could thus be established, as shown in Figure 4.31. The strains are
approximately zero before the crack tip approaches, except the bottom fiber (Line 14), which
is slightly in compression. This is because constant displacement increment was applied on
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the two side faces (−x and +x), the forces acting on the parts above the crack tip generate
a bending moment on the lower part of the plate, which, in this case, is similar as a beam
under bending. As the fracture propagates downward, the cross sectional area decreases,
which increases the influence of this moment. Therefore, the bottom fiber is in compression
when the crack tip is far away. Similarly, this bending moment is likely to generate tensile
strain on the parts close to the crack. But this effect is relatively small compared with that of
the crack tip, especially for the fibers in the upper part of the plate, when the cross sectional
area is large and the influence of this moment is negligible. Regardless of the bottom fiber,
in each case, the records at different fiber locations follow a similar trend and form a curve.
Despite the difference in mesh size and sampling radius, the curves from different cases look
nearly the same, which shows the rapid strain increment as the crack tip approaches. Because
the completely brittle lattice is used in the model, this demonstrates the capability of LEM
to capture the purely elastic strain field induced by the crack tip before its arrival. But in
case the crack tip distance is smaller than the sampling radius, the nodal displacements may
be averaged from elastic deformation (intact lattice) and free movement (broken lattice),
which is physically meaningless. Thus the computed strain value in this small crack tip
distance is unreliable. It should be noted that the value of crack tip distance when strain
starts to increase, and the strain value when the crack arrives, varies with lattice properties
such as elastic modulus and strength, as well as the loading condition. These factors should
be calibrated before utilizing this method to give predictions in practice.

Figure 4.31: Strain vs crack tip distance
((a) Plate 1, rq = 10 mm; (b) Plate 2, rq = 10 mm; (c) Plate 2, rq = 2 mm)

However, in most materials, there would be a plastic zone around the crack tip and result-
ing in plastic strain, which cannot be ignored. Since the softening behavior is implemented
in this lattice model, it potentially could also be used to simulate this combined elastic and
plastic strain, but it needs very careful calibration and possibly extremely fine mesh size,
which may be difficult in practice. As illustrated in Figure 4.32, the size of the plastic zone
should be first estimated [17], then appropriate lattice fracture energy and strength could be
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selected so that the lattice reaches peak stress and starts yielding once it enters the plastic
zone, and its residual stress becomes zero as the crack tip arrives.

Figure 4.32: Sketch of possible way to simulate plastic strain around crack tip

4.3 Uniaxial Compression Tests on Cylindrical

Samples with Different Ductility

The implementation of the softening lattice model facilitates LEM to simulate ductile materi-
als. Although there are multiple definitions of ductility, one commonly accepted description
is that, the capacity for enduring substantial, non-localized post-yield strain without no-
table strength loss and gross fracturing on the scale of the specimen [132]. This is a purely
macroscopic or phenomenological definition, without any implication on the microscopic
mechanisms, which involve various factors, such as crystal plasticity, micro cracking and
pore collapse, and are highly dependent on the materials and loading types [174][160]. Simi-
larly in this lattice model, although the implemented softening behavior does not physically
represent the actual mechanism, it enables the lattice to sustain loading after yielding. Con-
sequently, as an assemblage of lattices, the whole model is expected to endure greater strain
for the same amount of strength loss, which corresponds to the definition of ductile behavior.

Laboratory studies indicate that confining pressure in the triaxial test significantly affects
the ductility of the samples [132][174]. For example, Figure 4.33 depicts the triaxial test
results of marble samples at various confining pressures conducted by Paterson [131]. As the
confining pressure increases, the stress strain curves show greater peak stress value and strain
level at macroscopic failure. There is also an increasing tendency for the curve to continue
rising and eventually exhibit strain hardening behavior. The failure mode changes from axial
splitting to localized shear fracture, conjugate fracture pairs, and eventually cataclastic flow.
With increasing ductility, the shear zone broadens and deformation occurs outside the shear
zone as well.
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(a) Stress strain curves (b) Failure patterns

Figure 4.33: Triaxial test results at various confining pressures by Paterson[131]

In this set of simulations, uniaxial compression tests were conducted on cylindrical sam-
ples with different lattice fracture energy to show the influence of plastic lattices on the
macroscopic behavior of the samples. The sample dimensions are 0.02 m in radius and 0.1
m in height. The lattice has the following microscopic properties: elastic modulus of 40
GPa, Poisson’s ratio of 0.2, tensile strength of 6.45 MPa, shear strength of 10.5 MPa, and
its characteristic length is 0.0013 m. Different values of axial and transversal fracture energy
were assigned to lattices in different models. The resulting reaction curves for a single lattice
are shown in Figure 4.34. The samples are fixed at the bottom, and 2× 10−6 m longitudinal
compressive displacement was applied on the top surface in every step.

(a) Axial (b) Transversal

Figure 4.34: Reaction curves for single lattice with different fracture energy
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Figure 4.35: Stress strain curves of uniaxial compression tests on cylindrical samples with
different ductility

The resulting stress strain curves and fracture patterns are shown in Figure 4.35 and 4.36.
The stress strain curves exhibit similar trends as the experimental curves under different
confining pressure, indicating the macroscopic ductile behavior could be simulated using
this LEM model by varying the softening behavior of single lattices. The transition in
fracture patterns was also captured. The samples failed with a localized shear fracture in
the most brittle. As the fracture energy increases, conjugate fracture pairs appear and the
distribution becomes increasingly scattered across the sample. It should be noted that in
the most ductile case, the lattices are perfectly plastic after reaching the peak, thus the
fracture surfaces shown in the figure represent yielding instead of broken lattices. However,
the axial splitting failure mode was not captured in these simulations, even in the model with
perfectly brittle lattices. This implies that either this method cannot simulate the particular
mechanism that initiates the axial splitting, or there are other factors besides the behavior
of each individual lattice that contributes to the ductility of the whole model.
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Figure 4.36: Stress strain curves

4.4 Summary

In this chapter, besides being verified elastically, the solid lattice network gives similar val-
ues of tensile strength from both uniaxial tension and Brazilian tests, and it is capable of
predicting the pattern and temporal sequence for the development of tensile wing cracks.

In the four-point-bending tests, the simulated deformations, strain fields and fracture
patterns well match the experimentally measured values. These examples indicate that al-
though LEM is a simplified model, it is still a reliable tool to simulate and investigate rock
fracturing behavior. Besides, it is shown that LEM is capable of capturing the purely elastic
strain field induced by the crack tip before its arrival, which may potentially be applied in
early crack detection. However, it should be noted that as the lattice is a simplified repre-
sentation of the bond between solid grains, it ideally should have a similar size as the grain,
which limits its application in investigating microscopic phenomena, such as crack tip behav-
ior. Another limitation of this solid model is that the lattice failure criteria evaluate loading
in three orthogonal directions separately, which may possibly overestimate the strength in
combined loading scenarios.

The simulated compression tests on cylindrical samples with different lattice softening
curves give a similar trend in stress strain curves as the experimental curves under different
confining pressure, and the transition in fracture patterns are also captured, which indicates
the macroscopic ductile behavior could be simulated using this LEM model by varying lattice
parameters. However, in the case of the perfectly brittle lattice, although the stress strain
curve implies an extremely brittle macroscopic failure behavior, the expected corresponding
axial splitting failure mode did not occur. Pre-existing imperfections in rock materials, such
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as pores and micro-cracks, are usually attributed as the cause of axial splitting in some
literature [49]. Recall that in Section 4.1.3, vertically developed fractures did occur in the
samples with a pre-existing inclined flaw but were not observed in these cylindrical specimens.
The heterogeneity introduced by the lattice geometry may not be enough to represent those
imperfections in rock.
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Chapter 5

LEM Simulations on Hydraulic
Fracturing

5.1 Validation by the Penny Shaped Crack Problem

Before conducting hydraulic fracturing simulation, the elastic behavior of the solid fluid cou-
pled model was validated using the penny shaped crack problem, which has been extensively
studied and one of the important analytical solutions was given by Sneddon [155][154][21].
The hydraulic fracturing simulations in the following sections will also start from this geom-
etry.

The circular crack with a radius R is located in an infinite domain with homogeneous
material and subjected to internal hydrostatic pressure P0. The aperture of this crack is
given as,

δ(r) =
8P0R

πE ′

√
1− (

r

R
)2 (r ≤ R) (5.1)

Where E ′ is the plane strain Young’s Modulus, E ′ = E/(1− v2), v is the Poisson’s ratio
and r is the distance from the crack center. And the induced normal stress at the crack
plane (z = 0), acting in the perpendicular direction, is derived as,

σzz(r) =
2P0

π
(

R√
r2 −R2

− sin−1R

r
) (r > R) (5.2)

The LEM model used for the validation test is shown in Figure 5.1a. A 0.25 m radius
penny shaped crack was created at the center of a 2 × 2 × 2 m cube specimen. The lattice
characteristic length is 0.05 m, which is also the size used in the following sections. And
the microscopic elastic modulus and Poisson’s ratio of a single lattice are 50 GPa and 0.2
respectively. A uniaxial compression test was conducted and gave the following macroscopic
properties for the whole sample: Young’s modulus E = 32.16 GPa and Poisson’s ratio
v = 0.19. Although a smooth plane was embedded as the crack surface, due to the way
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the LEM code discretizes the domain and connecting nodes, the generated crack surface
is not completely flat, which may cause some discrepancies with the analytical solutions.
The analytical solution applies to an infinite domain, which cannot be modeled due to the
limit of model size. Therefore, the simulations were conducted with two types of boundary
conditions. The fixed boundary applies rigid constraints on all six faces, while the released
boundary applies rigid constraints only at the four corners of the bottom face. It is reasonable
to use these two conditions as the upper and lower bounds of the analytical scenario. 5 MPa
hydrostatic pressure was applied on the crack surface.

Figure 5.1: LEM model for validation test

(a) Aperture (b) Error against analytical solution

Figure 5.2: Resulting crack aperture from analytical solution and LEM simulations
(Lattice characteristic length = 0.05 m)
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Figure 5.2a depicts the analytical and simulated crack aperture along the normalized
radius r/R. The analytical curve was computed using Equation 5.1 with measured sample
plane strain Young’s modulus E ′ = 33.36 GPa. There is a small difference in the simulation
results for fixed and released boundaries. The corresponding simulated aperture for an infi-
nite domain is expected to fall between these two conditions. The errors between analytical
and simulated results were computed as,

err =
usim − uana

uana
× 100% (5.3)

Where usim and uana are the simulated and analytical displacement respectively, and the
results are shown in Figure 5.2b. There are constant errors less than 5% when the normalized
radius is below 0.8, indicating that the simulation gave slightly smaller deformations. This
is due to the effect of the mesh size. Another set of simulations with the same configuration,
but a smaller lattice characteristic length (0.04 m), was conducted and the results are shown
in Figure 5.3. The errors decrease as the mesh becomes finer. The other part of the error
appears after the normalized radius is beyond 0.8 and increases sharply as it approaches
the edge. This is expected in the discrete model with a relatively homogeneous lattice size.
Because there is a discontinuity in the apertures of adjacent broken and intact lattices, the
smooth transition to 0 aperture cannot be represented. Despite these errors, the simulation
results generally fit the analytical solution.

(a) Aperture (b) Error against analytical solution

Figure 5.3: Resulting crack aperture from analytical solution and LEM simulations
(Lattice characteristic length = 0.04 m)
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Figure 5.4: Resulting normal stress from analytical solutions and LEM simulations

The nodal stresses in a 0.05 m slice centered on the crack plane were computed and
compared with analytical solutions. The results and the analytical curve are plotted in
Figure 5.4. A positive value represents in tension. A small discrepancy is expected as this is
a discrete model, and the nodes are not perfectly laid on the plane. Although the simulated
results are slightly scattered especially when it is close to the crack, they are centered around
the analytical curve and generally fit well. The exception happens in the close vicinity of
the crack, where some nodes have small stresses even close to 0. Because the calculation of
nodal stress (Equation 3.53) considers the contributions from all the lattices connecting to
the node. A lattice connected to an adjacent node above or below the crack, which is in the
compressive zone, could be in compression and provide a negative contribution to the stress.
The lattice size, which is around 0.2 (dimensionless), also contributes to this error, as this
relatively coarse grid cannot capture the rapid change of stress in this region. The induced
stresses of the released boundary case are slightly greater than those of the fixed boundary
case because of larger deformation. However, the difference is smaller enough and negligible.
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5.2 Hydraulic Fracturing Simulations on Penny

Shape Crack with Various Heterogeneities

5.2.1 Model Setup and Material Properties

This series of simulations aims to examine the effect of several types of heterogeneities, in-
cluding mesh size, property distribution, and background stress field, on the development of
fractures. The model setup is depicted in Figure 5.5, a 0.2 m radius, penny-shaped fracture
was created in the center of a 2 m cube specimen. As input dimensions for simulation are
digits, their magnitude could be scaled so long as the length-related units also change cor-
respondingly. The dimensions described in Figure 5.5a were multiplied by 100 in simulation
and thus the unit was converted to centimeter to avoid small digits. Noticed that Figure
5.5a depicts a smooth pre-existing crack within the sample. However, as described in the
previous chapter, the cross sections of these randomly oriented lattices that are cut through
by the prescribed planar area form a rough surface, as shown in Figure 5.5b. Therefore,
the pre-existing crack surfaces in the actual LEM models used in this set of simulations are
tortuous and their areas are thus larger than the circular plane. Compressive stress fields
were applied to the samples after the pre-existing cracks were created to close the crack.
Therefore, the initial aperture sizes are zero.

(a) Sketch (b) LEM model

Figure 5.5: Model configuration

In all the tests, the fluid would be injected from the center of the penny-shaped crack.
On the −x, −y and −z faces, roller supports were applied, while uniform pressures σx, σy,
and σz were applied to the +x, +y and +z faces, respectively. Several megapascals to tens
of megapascals are used to represent the subsurface stress field at several hundred meters
depth. In test cases subjected to an isotropic stress field (stress ratio σz/σx = 1), the applied
pressure in all three directions was 2.5 MPa. In cases of anisotropic stress fields, x is the
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minor stress direction and σx remains 2.5 MPa, z is the major stress direction, and the
stress ratio varies as σz increases from 7.5 to 15 MPa. While σy is fixed at 5 MPa to make
it the intermediate stress direction. The value of the coefficient of lateral earth pressure is
related to the soil friction angle for normally consolidated soil [83]. Therefore, it typically
falls between 0.3 and 0.7. While in overconsolidated cases, the value is also affected by
the overconsolidation ratio and usually exceeds 1 [109]. Because of the simulation setting,
the largest stress should always be applied along the z axis to ensure it is the major stress
direction. Therefore, cases with a stress ratio of less than 3.5 may be more realistic. But tests
with higher stress ratios were still conducted to simulate extreme scenarios.

Rock is usually composed of multiple materials and contains large numbers of defects.
The statistical theory that models the progressive mechanical breakdown of materials as-
sumes that these defects are statistically distributed throughout the material and could be
appropriately described by the Weibull distribution[181]. This kind of elemental scale het-
erogeneity could be easily modeled in LEM by varying individual lattice properties. Uniform
and Weibull distributions were applied to the lattice strength and modulus to account for
this effect. The dispersion of the Weibull distribution is controlled by the shape parameter
k. The distribution is more concentrated around the mean value as k increases. Figure 5.6
shows the probability density functions of Weibull distributions with mean value 1 but dif-
ferent shape parameters. The reasonable range limit of the shape parameter for describing
the brittle failure of rock is between 1 and 6 [178], commonly between 2 to 3.5 [175]. Consid-
ering 1 is the lower bound of k and would result in a large number of extremely weak lattices
(Figure 5.6), which are uncommon in reality. When k is greater than 3, the distribution
tends to be concentrated and the model behaves similarly to uniform cases. In this set of
simulations, k is selected to be 2 or 3.

Figure 5.6: Probability density function of Weibull distribution with mean value u = 1 and
different shape parameters k
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Three models with different lattice characteristic lengths, including 3.5 cm, 5 cm and 7
cm, were constructed to study the effect of mesh size. And one additional model with the
same nodal density but a different arrangement was created for the 5 cm case to investigate
the influence of nodal arrangement. These four models are referred to asM3.5,M5 1,M5 2 and
M7, where the first subscription represents the lattice characteristic length of the model in
centimeters, while the second subscription (5 cm cases only) is used to distinguish the models
with the same nodal density. These models’ approximate number of nodes and lattices are
listed in Table 5.1.

Model
Number of nodes

(million)
Number of lattices

(million)
M3.5 0.75 6

M5 1, M5 2 0.25 2
M7 0.1 0.8

Table 5.1: Approximate number of nodes and lattices of the models

The values of above mentioned heterogeneity-related factors are provided in Table 5.2.
For the uniformly distributed cases, the lattice has the following microscopic properties:
tensile strength of 17.2 MPa, shear strength of 28 MPa, elastic modulus of 50 GPa, and
Poisson’s ratio of 0.2. While in circumstances where the lattice strengths and modulus
follow a Weibull distribution, the above values are used as the distribution’s mean. The
injection rate is 1.25 × 10−4 m3/s and the time step length is 0.05 s. The viscous effects
are ignored in this set of simulations, meaning the fluid fills out the whole fracture network
connected to the source, and constant hydrostatic pressure is applied throughout the network
in each step. Therefore, the time resolution is actually governed by the injection volume in
each time step, which is the multiple of injection rate and time step length, and is 2.5 ×
10−3 m3. Calibrations were conducted before choosing this value, such that the simulation
is stable, has enough time resolution, and can be completed within a reasonable amount of
time.

Parameters Values
σx (MPa) 2.5
σy (MPa) 2.5, 5
σz (MPa) 2.5, 7.5, 8.75, 10, 15

Stress ratio (σz/σx) 1, 3, 3.5, 4, 6
Distribution uniform, Weibull (k = 2, 3)

Characteristic length
of mesh (cm)

3.5 (M3.5), 5 (M5 1, M5 2), 7 (M7)

Table 5.2: Simulation parameters for the fluid injection tests
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Before the hydraulic fracturing simulations, uniaxial compression tests were conducted
on all the models and their Young’s modulus was measured, as listed in Table 5.3. In ad-
dition, the ratios of Young’s modulus between different models and the model M5 1 were
computed. The model M5 2 has approximately the same Young’s modulus as M5 1 (around
0.1% difference). This small discrepancy could be attributed to the different nodal arrange-
ments. Although the Young’s modulus decreases slightly as the lattices become finer, the
changes are minor (less than 1%), indicating that the mesh sizes of these models are suffi-
ciently small that the macroscopic modulus is unaffected. While the application of Weibull
distribution produces a more noticeable difference (between 5% to 10%). The Young’s mod-
ulus decreases as the lattice properties become more scattered, which is consistent with the
results in literature [181].

Model
Young’s Modulus

E (GPa)
Ratio between Young’s

Modulus E/EM5 1

M5 1 32.135 1.000
M5 2 32.173 1.001
M3.5 31.952 0.994
M7 32.382 1.008
M5 1,

Weibull k=3
31.149 0.969

M5 1,
Weibull k=2

30.152 0.938

Table 5.3: Young’s modulus of different models

5.2.2 Results and Discussions

Injection pressure, fracture area and opening

Figures 5.7 to 5.9 depict the relationships between fracture area, injection volume, mean
aperture, and injection pressure during the whole injection process for model M5 1 under
different stress ratios, as well as for different models, or model with different property dis-
tributions, under the same stress ratio 4. As changing the unit of length of the input model
is equivalent to scaling its size, some related quantities are normalized in the analysis for
greater generalizability. The mean apertures are normalized by the radius of the penny
shape crack (0.2 m). In addition, for models other than M5 1, or in cases Weibull distri-
butions were applied, the mean apertures are also multiplied by the ratio Between Young’s
modulus specified in Table 5.3 to eliminate the influence on deformation caused by different
macroscopic Young’s modulus. As illustrated above, the actual fracture surfaces are tor-
tuous due to the randomly oriented lattices. Consequently, the real fracture area, which
is obtained by summing the cross sectional areas of corresponding lattices, is greater than
the area covered by a smooth surface. Therefore, the fracture areas are normalized by the
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total pre-fractured area (approximately 0.19 m2), both taking tortuosity into account. The
injection volumes are normalized by the volume of the original penny shape crack during the
process, which is equal to its total area multiplied by the mean aperture. Considering that
the fracture would eventually grow along the direction of the major principal stress, which
means it needs to overcome the minor principal stress to open the aperture and develop.
The injection pressures are normalized by the minor principal stress, which is 2.5 MPa for
all the cases.

(a) Model M5 1 under different stress ratio (b) Different models under stress ratio 4

Figure 5.7: Mean aperture at different fracture area

(a) Model M5 1 under different stress ratio (b) Different models under stress ratio 4

Figure 5.8: Fracture area history
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(a) Model M5 1 under different stress ratio (b) Different models under stress ratio 4

Figure 5.9: Injection pressure history

At the initial stage when the normalized injection volumes are below around 0.8, the
fractures do not develop (Figure 5.8) while the pre-existing cracks keep opening (Figure 5.7).
After that, the number of fractures starts to increase approximately linearly with injection
volumes, while the mean apertures remain relatively unchanged. This result is reasonable
based on the injection pressure and crack radius history. Because although the injection
pressures decrease in the later stage, the fracture developments result in larger crack radii
and thus increase the total force. Some crack radius related quantities were computed using
the results of model M5 1 under stress ratio 1, as shown in Figure 5.10. Because the fracture
occurs on the original plane and is roughly circular, the analytical solution for the aperture
of a penny-shaped crack (Equation 5.1) is applicable in this instance. Prior to analysis, the
radius was calculated as the mean value of radii in different directions and normalized by
the original crack radius (0.2 m). The normalized injection pressure was subtracted by 1 to
eliminate the part that overcomes the applied compressive stress field. Figure 5.10b depicts
the products of normalized net injection pressure and radius at different normalized fracture
areas. The products are approximately constant after the fracture starts to develop, and the
trend is similar to that of the mean aperture shown in Figure 5.7. This result is consistent
with Equation 5.1, which states that the aperture is proportional to the product of applied
pressure and crack radius for a given location.

Figure 5.9 demonstrates that injection pressures initially grow nearly linearly as injection
volumes approach 1 and reach a maximum shortly after fractures begin to develop. All cases
reach the peak pressure at almost the same normalized injection volume, indicating that the
maximal injection pressure is required to open the pre-existing fracture to the point that
initiates the fracture development process. Also consider the case of modelM5 1 under stress
ratio 1, the classic solution in the theory of linear elastic fracture mechanics is applicable.
The mode I stress intensity factor at the fracture tip for this geometry is,
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KI = P
√
πrF (

2r

L
) (5.4)

Where P is the injection pressure, r is the fracture radius and L is the sample length
[157]. F is a monotonically increasing function with the ratio 2r/L as the variable. The
fracture would start to propagate when KI exceeds the critical stress intensity factor, also
known as the fracture toughness, which is a material property and keeps constant. In LEM
simulation, appropriate pressure is applied to initiate new fractures in each step. Therefore,
the above criteria could be applied for analysis. As the fracture toughness is constant, stress
intensity fracture must reach a similar level in each step to initiate the crack. As shown in
Figure 5.10c, the computed stress intensity factor drops following fracture initiation. This
results from the sudden decline of the injection pressure after it reaches the peak, whereas
the radius does not have a dramatic increment. But the stress intensity factor does not
change significantly at a later stage when the fracture stably develops, which is consistent
with the theory. As the radius of the crack expands as the fracture propagates, the injection
pressure must drop to attain equivalent stress intensity factors, and this was reflected in
results shown in Figure 5.9. Figure 5.10a further demonstrates that the rate of growth of
radius is decreasing because the less incremental radius is required to create the same annular
area while the injection rate remains unchanged. This explains the decline in the rate of
pressure decreasing. However, even if the rate is slow, if the model is sufficiently large to
allow the radius to grow indefinitely, the pressure would continue to decrease and eventually
approach the magnitude of the applied stress field.

(a) (b) (c)

Figure 5.10: Crack radius related quantities for the simulation on model M5 1 with stress
ratio 1

The influence of stress ratio

According to Figure 5.9a, a greater stress ratio results in a steeper slope at the initial stage
and higher peak pressure. This is because, with a higher stress ratio, the stress in the



CHAPTER 5. LEM SIMULATIONS ON HYDRAULIC FRACTURING 100

direction perpendicular to the fracture surface is greater, necessitating a higher injection
pressure to open the aperture for the same injection volume. Initial post-peak slopes are
identical in all circumstances. However, when the normalized injection volumes exceed 2,
the slopes of cases with stress ratios of 4 and 6 decrease slightly more quickly than those
of the other cases. This is because, as depicted in Figure 5.12, fractures develop along the
major stress direction for these two cases at this stage. Therefore, the pressures required
to open these parts of fractures are reduced. Consequently, the mean apertures are slightly
smaller (Figure 5.7a), and to maintain the same volume for the injected fluid, the fractured
areas are greater (Figure 5.8a), that is, fractures develop more easily for these two cases at
the later stage.

In order to understand the influence of the applied stress field on the peak injection
pressure, some additional simulations were conducted on model M5 1, with different dip
angles (0◦, 45◦) of pre-existing cracks and under various stress ratios. The dip angle α is
the angle between the initial crack plane and the major principal stress direction (z axis), as
demonstrated in Figure 5.11a. And Figure 5.11b shows the results. When α = 90◦, which
are the previous cases where the major principal stress is imposed perpendicular to the pre-
existing fracture surface, the peak injection pressure increases linearly with the stress ratio.
The injection pressure could be divided into two parts. The first part overcomes the applied
compressive stress field before the aperture is able to open. This thus forms the linearly
increasing part of the data in the Figure. While the second part of injection pressure opens
the crack and contributes to the stress for crack initiation. For the same geometry, the same
net pressure is required to achieve the critical stress intensity factor. Therefore, this part of
the pressure remains constant even as the stress ratio increases.

The scenario differs when α is less than 90◦. Depending on the dip angle, the applied
stress field generates tensile or shear stress around the crack tip, which also contributes to
the fracture initiation instead of closing the crack [49][173]. When α = 0◦, the surface normal
of pre-existing crack is along the direction of minor principal stress, which keeps constant
for all the cases. Therefore, regardless of the stress ratio, the part of injection pressure that
overcomes this applied stress field remains the same. However, the major principal stress
field would open the crack and generates tensile stress at the crack tip, which becomes part
of fracture initiation stress and reduces the required injection pressure. Consequently, there
is a slight decrement in peak pressure for the case under stress ratio 6. When the dip angle
increases from 0 to 45, the crack initiation stress decreases, as different crack modes would
be generated [101]. Therefore, for the cases that α = 45◦, the stress induced by the major
principal stress field contributes a larger portion of fracture initiation and further reduces the
extra injection pressure required. However, there is also a component of the major principal
stress field that is perpendicular to the crack surface, which tends to close the crack and
requires injection pressure to overcome. The combination of the above two effects results in
the curve for α = 45◦ in Figure 5.11b, which increases with stress ratio, but at a decreasing
rate.
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(a) Sketch of the model (b) Peak stress versus stress ratio

Figure 5.11: Peak stress versus stress ratio, for model M5 1 with different dip angles of pre-
existing cracks

The influence of mesh size and nodal arrangement

The influence of mesh size and property distribution on the injection pressure history is
depicted in Figure 5.9b. The injection pressure for the model M5 1 and M5 2 are approxi-
mately identical until having slight deviation after normalized injection volume 2, and they
exhibit nearly the same fracture area history throughout the test (Figure 5.8b). This sug-
gests that, while the mesh size is the same for samples with similar fracture patterns, the
node arrangement does not significantly alter the general behavior. The discrepancy at a
later stage may be the result of a deviation in fracture pattern due to a different potential
crack path restricted by the arrangement of the nodes (Figure 5.12).

Comparing the results of models with different mesh sizes (M3.5, M5 1, and M7) under
the same normalized injection volume reveals that the models with smaller mesh sizes are
subjected to lower injection pressure (Figure 5.9b) and have larger normalized fracture areas
(Figure 5.8b), indicating that fractures are easier to develop in the model with smaller mesh
size. This is because finer mesh results in shorter and more slender lattices, whose strength
is reduced due to their smaller cross sectional areas. These lattices would break under a
lower stress level generated by a narrower aperture. Thus, microcracks are generated, which
further weaken the structure and cause the fractures to propagate.

The influence of property distribution

For the influence of property distribution, as shown in Figures 5.8b and 5.9b, under the same
normalized injection volume, more scattered cases (smaller shape parameter k for Weibull
distribution) have slightly higher injection pressures and smaller fracture areas, but the
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differences are relatively small. This may indicate that a more scattered distribution may
make the fracture slightly more difficult to propagate in the model. In general, though, this
may not have as much impact as the other factors. However, the heterogeneity induced by
property distribution has some noticeable influence on the fracture pattern, which will be
discussed in the next section.

Fracture pattern

Figure 5.12: Fracture patterns and z displacement fields at final stage (normalized injection
volume 7) for samples with different nodal arrangements and property distributions

Figure 5.12 shows the final stage fracture patterns and displacement fields in the major
stress direction (z) at the xz-plane cross sections that cut through the middle of the samples.
Generally, the fractures develop first along the pre-existing crack direction, then turn to the
major stress direction. This transformation occurs more rapidly in cases with a greater stress
ratio. It was also observed that z deformations are reduced when fractures develop along the
z axis. This is because these cracks are able to open in the direction of minor stress (x), which
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is easier under the same pressure and also provides volume for the injected fluid. Except for
the isotropic cases (stress ratio 1), all of these fractures develop predominately on one side
of the model, especially in cases where the stress ratio is high and the fractures turn to the
z axis. The fractures in model M5 1 grow on the right, while those in model M5 2 develop on
the left. This variation may be due to the different potential crack paths defined by the node
arrangement in these models. Although the preferred development directions are different,
the fracture patterns in M5 1 and M5 2, under the same stress ratio and uniform property
distribution, are similar.

As the property distribution is applied, the fractures become increasingly dispersed in
the more heterogeneous scenarios, as shown in Figure 5.13. For the uniform and k=3 cases,
the fractures are almost continuous. The majority of newly generated fracture surfaces are
connected to the main fracture. While as k decreases, more isolated fracture surfaces are
formed, mostly around the front of the main fracture. This is due to the heterogeneous
lattice properties. Weak lattices would break under a lower stress level, which could be
achieved even away from the main fracture. While some strong lattices have high strength
and do not break even within the main fracture. These strong lattices reduce the fracture
openings by sustaining part of the loading. This may be one of the reasons why fracture is
more difficult to propagate in models with more dispersed lattice properties.

The fracture paths are also affected by the property distribution, but they generally
remain comparable. For the cases under stress ratio 6, the fractures develop two-way at
one side of the pre-existing fractures, along the z direction. Under such a large stress field,
the pre-existing fractures are nearly closed, while the newly formed fractures open in the
x direction. For k=3 cases, there are branches on the right side even under stress ratios
of 3.5 and 4, albeit the bottom one does not develop eventually. For the k=2 case with
a stress ratio of 4, the fracture grows downward, unlike the other cases. The reason may
be that, there are multiple potential crack paths in each simulation, and fractures typically
develop along the weakest one. While the randomly applied property distribution results in
a varying number of weaker lattices on each path, this alters the order of weak paths and,
thus, the path along which fractures eventually develop. Another thing to notice is that,
compared to uniform cases with the same stress ratio, it appears that fractures in samples
applied property distribution turn to the major stress direction faster.
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Figure 5.13: Fracture patterns of the model M5 1, under stress ratio 3, with different
property distributions

Figure 5.14 depicts the final stage fracture patterns and z displacement fields for the tests
on the modelsM3.5 andM7, which have different mesh sizes. Also compared with the results
of model M5 1 in Figure 5.12, it is seen that, at the same stress ratio, the fractures turn to
the major stress direction earlier as the meshes become finer. This indicates that the rate at
which fractures turn is related to the nodal density, or equivalently, the scale of weakness. A
similar number of lattices may need to be traversed for the transition of fractures developing
from minor to major principal stress direction. In the model with a finer mesh, the transition
zone is smaller, therefore this process could be either completed earlier or developed to a
later stage. Also due to weaker individual lattices, microcracks are easier to occur in finer
models, as mentioned previously. Consequently, the injection pressure and crack opening are
reduced, but the fracture area is increased, causing the fractures to develop further.

Fractures in model M3.5 are more likely to occur on both sides of the pre-existing cracks.
The reason may be that, denser and shorter lattices may reduce the heterogeneity induced by
the lattice orientation. As the model becomes more homogeneous, the fractures may not
have a strong preference to develop on one particular side. For the case under stress ratio
6, the fracture at the left initially develops in two-way with similar rates and results in the
bifurcation. But at some point the lower branch stops developing. This bifurcation may
also be generated due to the relatively homogeneous lattice orientations along the potential
crack path. But the tie is eventually broken by heterogeneity.
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Figure 5.14: Fracture patterns and z displacement fields at final stage (normalized injection
volume 7) for samples with different nodal densities

Inclination angle

To investigate the rate of change in fracture direction at the xz-plane, 10 cm stripes of
fractures at the center line of the samples were taken for analysis. The fractures developed
in different stages (10 time steps per stage, converted to normalized injection volumes in
the figures) were distinguished with different colors as shown in Figure 5.15a. The normal
vectors of newly developed fracture surfaces at the right part in each stage were recorded
and their average was computed. The inclination angle between the averaged vector and z
axis, which is also the angle between the direction of fracture development and xy plane,
was computed and plotted in Figure 5.15b.

Figure 5.15a demonstrates that the fractures developed at the 1st stage (0-1.16) are nearly
identical for all the cases, even though under different stress ratios, and are almost along
the direction of pre-existing fractures. This indicates that, at the initial stage, either the
influence of stress ratio is insufficient to alter the fracture direction, or the mesh size is not
fine enough to capture the different influences of various stress ratios. While in subsequent
stages, the fractures start to turn to the major stress direction at different rates, depending
on the stress ratio. The lengths of colored fractures indicate the number of fractures that
have developed and how far they have progressed in the corresponding stage.

Figure 5.15a further demonstrates that, as the stress ratio rises, more fractures develop
on the right side of pre-existing cracks, while fractures on the left side are fewer and stop
developing earlier. For example, fractures in cases with stress ratios of 3 and 3.5 develop on
both sides at all stages, but are more concentrated on the right side in the 3.5 case. While in
cases with stress ratios of 4 and 6, few fractures develop on the left in the third stage (2.60-
4.04), and their development ceases thereafter. The reason is that, fractures start to develop
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unevenly due to heterogeneities such as lattice length, orientation or properties. While the
newly developed inclined fractures would be easier to open, as the stress field perpendicular
to the fracture surfaces decreases. So once the balance is broken by heterogeneity, the side
with more fractures would be more vulnerable and continue to fracture. This further leads to
the shift of the maximum opening position. As shown in Figure 5.16, it reduces the opening
of fractures on the opposite side, away from the maximum opening position, making the
fractures more difficult to develop there. In addition, as the stress ratio increases, fractures
develop more unevenly. In order to maintain the same volume for injected fluid, fractures
need to extend further in the preferred direction.

(a) Fractures developed at different stages (b) Inclination angle

Figure 5.15: Inclination angle of the fractures (10 cm stripe at the middle of the sample)

As shown in Figure 5.15b, the computed inclination angle of the pre-existing crack is
not exactly zero because it is averaged over a number of randomly oriented small fracture
surfaces. Similarly in the later stage, but these averaged values are close enough to represent
the orientation of macroscopic fracture directions. The changes of inclination angle in the
1st stage are almost the same for all cases and relatively small compared to the later stages,
which is consistent with Figure 5.15a showed. In later stages, the rate of change increases as
the stress ratio rises. When the inclination angles are below 70◦, they increase approximately
linearly with the injection volume. Then the rates decrease and the angles nearly do not
increase after 80◦, as they are already developing along the major stress direction. They do
not reach 90◦ for the same reason mentioned above, as they are approximations using the
averaged normal vector. For the isotropic case (stress ratio 1), the fluctuation indicates that
locally the fractures may not develop exactly in the plane, but generally they do.
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Figure 5.16: 3D view of the fracture development in model M5 1 under stress ratio 4.
Notice the shift of maximum opening position

Effects of applied boundary conditions

Note that in most simulations conducted on model M5 1, the fractures mainly develop at
the right part and turn toward the +z direction. One potential cause of this behavior is
the applied asymmetric boundary conditions. Fixing one side of the model and applying
stress on the other side, together with induced deformation from the fracture, generates
an asymmetric displacement field in the sample, which may possibly affect the path of
fracture development. In order to examine the influence of boundary conditions, another
two sets of simulations were conducted on model M5 1 under stress ratio 4, with uniform
and Weibull distribution (k = 2) respectively. Reversed boundary conditions were applied:
roller supports were applied on the +x, +y, and +z faces, while uniform pressures σx, σy,
and σz were applied to the −x, −y, and −z faces respectively.

The final stage fracture patterns are shown in Figure 5.17 and 5.18. Original and reversed
boundaries gave similar fracture patterns for both cases, especially when they developed
on the same side and turned toward the same direction. Comparing the two patterns by
overlaying the colored fracture surfaces (original boundary in red, reversed boundary in blue)
together, it turns out that a large part of the surfaces from the two fractures is completely
identical (results in purple). There are also some discrepancies that cannot be ignored,
indicating that the applied boundaries affect fracture developments to some degree. This
is expected due to the mesh heterogeneity (irregular arrangement of nodes). The resulting
nodal forces converted from applied boundary pressure would not be identical, member stress
would thus change and alter the broken status for some lattices. In general, however, the
fracture paths and development trends remain similar and are mainly unaffected by the
boundaries. Also considering that the preferred fracture paths vary in different models, it is
more probable that this is due to model heterogeneity.
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Figure 5.17: Fracture pattern resulted from original and reversed boundary conditions
(Tests on model M5 1, uniform distribution, stress ratio 4)

Figure 5.18: Fracture pattern resulted from original and reversed boundary conditions
(Tests on model M5 1, Weibull distribution with k = 2, stress ratio 4)
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5.3 Simulations of the Interactions between

Hydraulic and Pre-existing Fractures in the

Penny Shape Cracked Samples

5.3.1 Model Setup and Material Properties

This series of simulations aims to investigate the interactions between hydraulic fractures
and pre-existing fractures, with a focus on the factors that affect fracture crossing. The
model setup is depicted in Figure 5.19, besides the 0.2 m radius penny-shaped crack created
at the center of the 2 m cube specimen, which is identical to the model used in Section
5.2, two additional 1.6 m × 1.6 m pre-existing square fractures are created in the yz plane,
0.4 meters away from the center of penny shaped crack, as shown in Figure 5.19a. The
model M5 1 from Section 5.2, with 0.25 million nodes, 2 million lattices and 5 cm lattice
characteristic length, is used in all the simulation cases of this section. The LEM model
is shown in Figure 5.19b, as explained previously, all the pre-existing fracture surfaces are
rough, and their initial aperture sizes are also zero. The fluid would be injected from the
center of the penny-shaped crack.

(a) Sketch (b) LEM model

Figure 5.19: Model configuration

Also similarly as in Section 5.2, roller supports were applied on the −x, −y, and −z faces
and uniform pressures σx, σy, and σz were applied to the +x, +y, and +z faces, respectively.
σy and σz are fixed at 5 MPa in all the cases. While σx, the stress field perpendicular to the
pre-existing fracture surfaces, is one of the most important factors affecting fracture crossing.
Because it determines whether the pre-existing square fractures could remain closed under
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the injection pressure, and the magnitude of friction generated at the square fracture surface,
which is a key element in the mechanism of fracture crossing. σx needs to be large enough
to trigger the fracture crossing. Most of the cases were simulated under σx = 40 MPa, which
is a relatively large value, to make the fracture crossing easier to occur so that the influence
of other factors could be examined. Cases that σx = 20 or 30 MPa were also conducted for
comparison and to show the influence of the applied stress field. This arrangement of stress
field makes x the major principal stress direction, which ensures the fracture develops in a
plane.

Cohesion c and friction angle ϕ are also important factors that affect fracture crossing,
because they directly determine the magnitude of forces on the square fracture surfaces that
resist the relative movements between adjacent solids. It should be noted that in this section,
these two quantities refer to lattice parameters rather than the macroscopic properties of
the sample. As defined in the LEM formulation, the ultimate shear strength of a lattice is,

Vu = Vf +Ntanϕ+ c (5.5)

Where Vf is the material shear strength and N is the longitudinal compressive stress.
Both cohesion c and friction angle ϕ contribute to the ultimate shear strength. c provides a
constant increment, while the effect of ϕ depends also on the normal pressure. This equation
applies to all the lattice statuses. Vf starts to decrease when the lattice begins to yield and
soften, and finally becomes zeros when the lattice is completely broken. Therefore, for a
completely broken lattice under compression, its resistance to shear yielding and transversal
movement entirely comes from c and ϕ, which is the case for those pre-existing fractures.
For intact lattices, increasing these two parameters would increase their shear strength. But
this would not have a significant influence because in the hydraulic fracturing test, nearly all
the lattices fail in tension. In this set of simulations, c varies from 0 to 5 MPa and ϕ varies
from 0◦ to 45◦.

The approach angle (dihedral angle, denoted as β in this section) between hydraulic and
pre-existing fractures also affects fracture interactions. However, to ensure the hydraulic
fractures develop in the original plane, the major stress direction needs to be fixed in the
same plane. Variation of approach angle is achieved by rotating the pre-existing square
fractures along the y axis, as shown in Figure 5.20. Consequently, the magnitude of stress
applied perpendicular to the square fractures decreases. Therefore, the influence of the
approach angle cannot be considered separately. 45◦, 60◦ and 90◦ approach angles were
tested in this set of simulations.

As discussed in Section 5.2, heterogeneity induced by lattice property distribution affects
fracture propagation. Most of the cases were tested using models with uniform lattice prop-
erties. But a small number of tests were also conducted under Weibull distribution with
different shape parameters k to examine its influence. Above mentioned parameters and
their values are listed in Table 5.4.
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Figure 5.20: Side view of LEM models for different approach angles

Parameters Values
Stress field σx (MPa) 10, 20, 30, 40
friction angle ϕ (◦) 0, 15, 30, 45
cohesion c (MPa) 0, 2.5, 5

approach angle β (◦) 45, 60, 90
Distribution uniform, Weibull (k = 1, 2, 3)

Table 5.4: Simulation parameters for the fracture interactions tests

The same microscopic properties of lattices as in Section 5.2 are used here: tensile
strength of 17.2 MPa, shear strength of 28 MPa, elastic modulus of 50 GPa, and Pois-
son’s ratio of 0.2. The injection rate is 1.25 × 10−4 m3/s and the time step length is 0.05 s.
The viscous effects are also ignored in this set of simulations.
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5.3.2 Mechanism of Fracture Crossing in the LEM

Figure 5.21: Four basic interaction types between hydraulic fracture and natural fracture
[22]

The interactions between hydraulic fracture and pre-existing natural fracture could be clas-
sified into four basic types, including crossing, arrest, penetration and offset (Figure 5.21)
[22]. A combination of different types, such as crossing and penetration, could also happen
and form more complex scenarios. These basic interaction types could be observed in this
set of simulations.

Figure 5.22 illustrates the mechanism of fracture crossing in this LEM code. As sketched
in Figure 5.22a, the natural fracture is initially closed under the applied stress field σx. When
the hydraulic fracture contacts the natural fracture, the rock matrix (solid lattices) on the
hydraulic fracture side (left of natural fracture) is separated into upper and lower parts and
subjected to the fluid pressure p, which leads to opposite z displacement field dz in the rocks.
As an example, Figure 5.22b shows the z displacement field at the cross section in the xz
plane cutting through the middle of the sample, where red represents upward movement
while blue stands for downward. Meanwhile, this contact allows fluid flows into the natural
fracture and reduces the effective stress at the fracture surface. The natural fracture may
open if the bond strength and applied stress field are not large enough to overcome the fluid
pressure. In this case, hydraulic fracture develops along the natural fracture as fluid further
flows into it, which is the penetration type of interaction (Figure 5.21c).

If the natural fracture surfaces are able to remain in contact, friction fz would be gen-
erated due to relative movement, or the tendency of it, between rocks at two sides of the
natural fracture. This joint friction and cohesion provide resistance to shear slip on the
fracture surface. Because of the opposite tendency of movement, the resistance acts oppo-
sitely at the upper and lower part of the natural fracture. This results in tensile stress in
the middle, which is in front of the hydraulic fracture tip. An example normal stress field
is shown in Figure 5.22c, where red means in tension while blue represents in compression.
Most part of the sample is in compression due to the applied stress field and fluid pressure,
but high tensile stress is concentrated on the other side of the natural fracture, which is also
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around the tip of the hydraulic fracture. The magnitude of this tensile stress is related to the
shear resistance, which is determined by the combination of the applied stress field, friction
angle and cohesion. If the tensile stress is not large enough to break the lattices, the hy-
draulic fracture would be arrested (Figure 5.21b). Otherwise, those lattices break in tension
and small fracture surfaces are generated on this side. The hydraulic fracture propagates
through the joint, which is the crossing type of interaction (Figure 5.21a). This mechanism
is similar to the compressional crossing described in [139]. The occurrence of shear slip on
the natural fracture surface is possible for both crossing and arrest cases, which depends on
the magnitude of shear resistance and was observed in this set of simulations. This result
was also verified by other research, both experimentally and numerically [104][189].

An offset scenario (Figure 5.21d) was observed in the case with 45◦ approach angle,
though the crossed fractures were not fully developed. The cause of this scenario may be
more likely due to fluid pressure instead of shear resistance, which will be discussed in detail
in the next part.

Although all these interaction types were observed, it should be noted that viscosity is
ignored in this simulation, which leads to constant fluid pressure developed in the whole
natural fracture once it has contact with hydraulic fracture. This does not simulate real
penetration or arrest scenarios due to the additional fluid pressure. And this is likely to
cause crossing more difficult to happen because the effective stress is reduced.

(a) Sketch (b) Z displacement field (c) Z normal stress field

Figure 5.22: Model configuration

In fracture crossing cases, the process may be classified into four stages. Figure 5.23
shows the fracture pattern (projected to xy plane) and normal stress field in z direction
(cross section cut through the middle of sample in xy plane) at different stages.

The first stage begins with the injection of fluid and continues until the hydraulic frac-
ture reaches the natural fracture (Figure 5.23a). Some studies suggested that shear failure
of the pre-existing joint may occur before having contact with hydraulic fracture due to the
increased stress level induced by approaching hydraulic fracture [189]. This could also be
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observed in this simulation, where a very small number of new fracture surfaces were gen-
erated on the joints in this stage. But at least in this set of simulations, this effect has no
substantial impact on the fracture interactions and could be ignored. As hydraulic fracture
reaches the natural fractures, tensile stress develops in small regions across the joints. But
this stress is small and the lattices remain intact. Because of this resistance, the hydraulic
fracture develops mainly along the y axis, in between and parallel to the two joints.

Figure 5.23: Fracture development process (σx = 40 MPa, c = 2.5 MPa, ϕ = 30◦)
(vni represents normalized injection volume)

In the second stage, the contact length between hydraulic and natural fracture increases
as the crack grows. This leads to greater regions on the other sides of the joints becoming
in tension, and the magnitude of tensile stress also increases. Consequently, some lattices in
these regions break and generate small fracture surfaces (Figure 5.23b). These fractures are
randomly distributed in these regions and could be either adjacent to the joint or isolated,
depending on the location of stress concentration, lattice strength and orientation. These
small individual fractures continue to grow and coalesce in the third stage. They are even-
tually connected to the joints and filled with fluid (Figure 5.23c). Therefore, the hydraulic
fracture crosses the joint in this stage. These crossed fractures are independent and may not
be connected directly. Some parts adjacent to the contact line could remain intact at this
stage. But it could be observed that higher tensile stress concentrates at the intact location
between crossed fractures, which would subsequently break these lattices. The difference in
injection volume between the second and third stages is relatively small, which indicates that
fracture evolves quickly in this period and these two stages may not be clearly distinguished
from each other. In simulation results, there are cases where fractures stop developing at
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the second or third stage. The former is classified as arrest, while the latter is classified as
partially cross.

It enters into the fourth stage if the fracture continues to develop. All the lattices adjacent
to the contact line would break and the crossed fractures connect together. The hydraulic
fracture becomes circular again with a continuous arc (Figure 5.23d). It appears that the
joints do not significantly influence the propagation of hydraulic fracture once it is completely
crossed. The type of interaction is classified as cross in this stage.

5.3.3 Results and Discussions

The influence of various parameters on the fracture interactions is directly reflected in the
fracture patterns. For each set of parameters, simulation results, such as injection pres-
sure histories, joint displacements, and stress fields around the contact region, would be
investigated to explain how the corresponding fracture pattern was generated.

Similar to Section 5.2, the data is normalized for better generalizability. The injection
volumes are normalized by the volume of the original penny shape crack during the process,
which is equal to its total area multiplied by the mean aperture. Length related quantities,
such as openings and shear slips of the joints, are normalized by the initial radius of the penny
shaped crack (0.2 m). Stress related quantities, such as injection pressures and normal stress
fields, are normalized by the applied stress field in z direction (5 MPa), which is the stress
that hydraulic fractures need to overcome to develop. A 0.1 × 0.1 × 0.1 m box volume
adjacent to each joint, on the opposite side of hydraulic fracture and aligned along the same
x axis as the center of penny shaped crack (Figure 5.24), was taken to compute the mean
nodal normal stress in z direction.

Figure 5.24: Cubic volumes for computing mean nodal stress
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Cohesion and friction angle

Figure 5.25: Fracture patterns for different values of friction angle and cohesion
(σx = 40 MPa, β = 90◦)

Figure 5.25 depicts the xy plane projected fracture patterns for cases with uniform lattice
property, 90◦ approach angle and 40 MPa applied stress field, but different friction angles
and cohesion values. It should be noted that due to the restriction of model size, the
simulations were stopped when hydraulic fractures became close to model boundaries to
eliminate possible influence on fracture development from the boundaries. Therefore, for
different cases, the final stage fracture patterns shown in the figure are at different normalized
injection volumes vni.
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The types of interaction between hydraulic and natural fractures are summarized later
in Table 5.5. Generally, as friction angle and cohesion increase, it becomes easier for the
hydraulic fracture to cross the joints. The hydraulic fractures are mostly arrested on both
sides for the cases with ϕ = 0◦, and mostly become partially crossed when ϕ = 15◦. When
ϕ is larger than 30◦, each case has at least one fully cross event. There are visible changes
in fracture patterns when ϕ increases from 0◦ to 15◦, and from 15◦ to 30◦. However, similar
fracture patterns are observed after ϕ is greater than 30◦. This indicates that the resulting
friction is already large enough to generate tensile stress that leads the hydraulic fracture
to cross the joints. The increment of cohesion also makes crossing easier to occur, but the
influence is not as great as the friction angle. Because a large stress field σx is applied on
the joints, most part of the shear resistance is contributed by friction. Cohesion is expected
to have more significant effects in cases with smaller σx.

Figure 5.26: Interactions between hydraulic fracture and bedding layers in experiment [72]

In crossing cases under relatively large shear resistance, it is noticed that the crossing
events could happen either on both sides, or on one side while the other is arrested or partially
crossed. Therefore, this does not seem to be related to the shear resistance. Heterogeneity
may explain the reason why, in some cases, the hydraulic fracture mainly develops and
crosses on one side. Heterogeneity causes the hydraulic fracture arrives at the two joint at
different time, and various tensile strength on the other side of the joints, due to lattice
orientations or cross sectional areas. Consequently, the hydraulic fracture usually crosses
one of the joints faster than the other. Crossing gives the hydraulic fracture new directions
to develop, which reduces injection pressure and prevents the tensile stress adjacent to the
other side of the joint from building up. Thus it becomes more difficult to cross the other
joint. Figure 5.26 shows an unevenly developed fracture pattern observed in an experiment
from literature [72], which looks similar to those shown in Figure 5.25.
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Figure 5.27: z normal stress for different values of friction angle and cohesion

Figure 5.27 depicts the normalized mean z direction normal stress history in small cubic
volumes adjacent to the joints as shown in Figure 5.24. The initial values are −1 in all the
cases, which is equal to the applied compressive stress field in z direction σz.

The change of these mean stress curves could be explained together with the fracture
development process (Figure 5.28), using the case in Figure 5.27e as an example. The
stress increases gradually at the initial stage as the fracture tip approaches. After hydraulic
fracture reaches the joints, the continuing development of contact length increases the volume
subjected to tension, and also the magnitude of shear resistance, which generates tensile
stress (Figure 5.28a-b). These two factors cause the sudden increment in the slopes of
the stress curves. When the tensile region covers the entire selected cubic volume, further
increment of contact length only increases mean stress by increasing the shear resistance.
Therefore, the mean stress keeps increasing but the slope decreases (Figure 5.28b-c). During
this process, the hydraulic fracture mainly develops on the right side due to heterogeneity,
resulting in larger stress observed on the right. Due to lattice breakage and compressive stress
field by fluid pressure, the stress on the right starts to decrease when the hydraulic fracture
crosses the joint (Figure 5.28c-d), and drops to negative (in compression) as completely
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crossed (5.28d-e).
The slope in the third stage (Figure 5.28b-c), which is determined by shear resistance,

increases as friction angle and cohesion. In cases with large friction angles, the stress builds
up faster to the peak and leads to fracture crossing (5.27e,f). When ϕ is relatively small
(5.27d), the stress increases slower and the hydraulic fracture can only be partially crossed
at the end of the simulation. It can be observed that cohesion also slightly increases the
slopes (5.27a,b,c), but the influence is not large enough.

Figure 5.28: Fracture patterns at different injection volume
(σx = 40 MPa, c = 0 MPa, ϕ = 30◦)

Applied stress field

Figure 5.29: Fracture patterns for different applied stress field σx
(c = 2.5 MPa, ϕ = 45◦)
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Figure 5.30: z normal stress for different applied stress field σx

Figure 5.29 depicts the fracture patterns for cases with uniform lattice property, 90◦ approach
angle, 2.5 MPa cohesion and 45◦ friction angle, but under different applied stress fields σx.
The normalized applied stress σxn is marked in the brackets for comparison with normalized
injection pressure and mean stress. Figure 5.30 shows their mean normal stress history
curves near the joints. Generally, as σx increases, greater shear resistance is generated on
the joint surfaces and hydraulic fracture becomes easier to cross the joints.

For the case with σx = 10 MPa, hydraulic fracture stops developing once it reaches the
left joint. As the joint connects to the fluid network, the total fracture surface area suddenly
increases, thus less aperture is required to keep the constant injection rate. Therefore, the
corresponding injection pressure is largely reduced (Figure 5.31a). However, the reduced
pressure is still larger than σx, which completely opens the left joint. On the other hand,
the pressure is much less than the threshold required for fracture development. Therefore,
the system starts to behave linear elastically. As fluid is injected, the joint keeps opening
and injection pressure increase slowly. Normal stress on the other sides of the joints remains
in compression (5.30). The interaction type of this case is classified as penetration.

Figure 5.31: Injection pressure for different applied stress field σx

When σx = 20 MPa, the joint starts to become difficult to open under this relatively
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large stress field. Thus the pressure drop when hydraulic fracture connects to a joint is
much smaller than the previous case (Figure 5.31b). The reduced pressure is slightly less
than σx, which allows most parts of the joint to remain close. However, this also results in
a small normal compressive stress between joint surfaces, which could not provide enough
shear resistance. Therefore, the tensile stress adjacent to joints builds up slowly (Figure
5.30b) and hydraulic fracture is arrested. As σx continues to rise, the slopes of mean stress
curves increase and fracture crossing happens (Figure 5.30c,d). When σx = 40 MPa, the
pressure drop at connection is very small (Figure 5.31d), indicating that the entire joints
almost remain closed and injected fluid stays in the hydraulic fracture.

Approach angle

Figure 5.32: Fracture patterns for different approach angles β
(σx = 40 MPa)

Figure 5.32 shows the fracture patterns for the cases with different approach angle β under
the same applied stress field σx. The fracture patterns are taken at the steps where they are
close to the model boundaries, or for most cases with β = 45◦, until exceeding the simulation
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time limit. Figure 5.33 and 5.34 depict the normalized injection pressure histories for cases
with β = 60◦ and 45◦ respectively. Generally, as β increases, the normal stress perpendicular
to the square fracture surfaces rises, thus hydraulic fracture becomes easier to cross the joints.

Figure 5.33: Injection pressure for different cohesion and friction angles (β = 60◦)

Figure 5.34: Injection pressure for different cohesion and friction angles (β = 45◦)

Large injection pressure drops are observed in all the cases in Figure 5.33 and 5.34.
The hydraulic fracture might contact the two joints at the same or in two successive steps,
resulting in a single large drop. Alternatively, a large drop followed by a smaller drop appears
when the two contacts happen at different steps. The stress field that is perpendicular to
the joint surface, σn, is composed of components of the two orthogonal applied stress fields,
σx (40 MPa) and σz (5 MPa). For β = 60◦, σn is around 37 MPa, whereas when β = 45◦,
it is approximately 32 MPa. Noticed that σn are larger than those of the cases shown in
Figure 5.31b,c. However, larger pressure drops are observed here, especially for the cases
with β = 45◦. This indicates that the inclined joints are easier to open under the same
injection rate. The reason is, when the hydraulic fracture, which opens along the z axis,
connects to the joints, the solid of joint surfaces also moves in this direction due to continuity.
When β = 90◦, this only results in a shear slip. However, this movement contributes to the
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opening of the inclined joints. In addition, the components of σx and σz that are parallel
to the joint surfaces may tend to induce shear slip of the joints. Although the surfaces are
locked because of the roughness, this may also contribute to joint opening when the fluid
pressure is applied. Therefore, as the normal stress on the joint surfaces decreases, hydraulic
fractures are more difficult to cross the joints.

As the injection pressure builds up again after the drop, very few new fracture surfaces
are formed and the hydraulic fracture develops very slowly. As discussed in Section 5.2,
obvious fracture developments are only observed after the injection pressure approaches its
peak. Therefore, for cases with β = 60◦, the injection pressures reach the peak again and
gradually reduce in the later stage (Figure 5.33), indicating the fractures continue developing.
While when β = 45◦, the fractures only have limited development in the case shown in Figure
5.34a, and only start to develop relatively faster at a very late stage in other cases (5.34b,c,d).
The joints open visibly in these cases with β = 45◦, thus penetration type of interaction is
involved and no cross event is observed. However, for the case with c = 5 MPa and ϕ = 45◦,
a small crossed fracture with an offset to the main hydraulic fracture appears on the other
side of the right joint. Because the joint opens, the mechanism to form this offset fracture is
different from the one discussed previously for crossing events. This fracture is likely to be
initiated at a random location where fluid induced tensile stress is concentrated locally due
to heterogeneity from the mesh and other previously formed fractures.

Property distribution

Figure 5.35: Fracture patterns for different property distributions
(σx = 40 MPa, c = 5.0 MPa, ϕ = 45◦)

As discussed in Section 5.2, when the property distribution is applied, the fractures become
increasingly dispersed and more difficult to propagate in the more heterogeneous scenarios.
This also happened here, as shown in Figure 5.35. The heterogeneity reduces Young’s mod-
ulus of the sample, resulting in a greater aperture of hydraulic fracture, which also makes
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it develop slower. It seems the influence of heterogeneity on fracture crossing only becomes
relatively significant for the extreme case (k = 1). Although The crossing events start earlier
in more uniform cases, full crossing happens eventually, except for the k = 1 case, which is
still in partial crossing. The slower development of hydraulic fracture may be part of the
reason for this discrepancy.

Effects of applied boundary conditions

Also note that the fractures mainly develop on the right part in most simulations. Similarly
to Section 5.2, reversed boundary conditions were applied to examine the influence of bound-
aries. The case under σx = 40 MPa, with ϕ = 45◦, c = 2.5 MPa and a uniform distribution
was chosen, where the hydraulic fracture crosses the right joint but is arrested on the left.
Roller supports were applied on the +x and +y faces, while uniform pressures σx and σy
were applied to the −x and −y faces respectively. While the boundary conditions at −z and
+z faces remain the same.

The projected fracture patterns are shown in Figure 5.36. The fractures that result
from reversed boundary slightly shift to the left and partially cross the left joint. But the
majority of these two patterns are the same (in purple), especially since both of them mainly
develop on the right. Therefore, as in Section 5.2, the boundary conditions affect the fracture
developments and interactions but do not significantly affect the results.

Figure 5.36: Fracture pattern resulted from original and reversed boundary conditions
(σx = 40 MPa, ϕ = 45◦, c = 2.5 MPa, uniform distribution)
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Summary and fracture crossing criteria

Table 5.5 summarizes the type of interaction on both joints for each scenario.

Case Applied stress field Friction angle Cohesion Approach angle
Distribution

Type of interaction

ID σx (MPa) ϕ (◦) c (MPa) β (◦) left right

1 40 0 0.0 90 uniform arrest arrest
2 40 15 0.0 90 uniform partially cross partially cross
3 40 30 0.0 90 uniform partially cross cross
4 40 45 0.0 90 uniform cross cross
5 40 0 2.5 90 uniform arrest arrest
6 40 15 2.5 90 uniform partially cross partially cross
7 40 30 2.5 90 uniform cross cross
8 40 45 2.5 90 uniform arrest cross
9 40 0 5.0 90 uniform arrest arrest
10 40 15 5.0 90 uniform arrest cross
11 40 30 5.0 90 uniform cross partially cross
12 40 45 5.0 90 uniform partially cross cross
13 30 45 2.5 90 uniform partially cross cross
14 20 45 2.5 90 uniform arrest arrest
15 10 45 2.5 90 uniform penetration N.A.
16 40 15 2.5 60 uniform partially cross partially cross
17 40 30 2.5 60 uniform partially cross partially cross
18 40 45 2.5 60 uniform arrest partially cross
19 40 30 5.0 60 uniform partially cross partially cross
20 40 45 5.0 60 uniform arrest cross
21 40 15 2.5 45 uniform penetration penetration
22 40 30 2.5 45 uniform penetration penetration
23 40 45 2.5 45 uniform penetration penetration & offset
24 40 45 5.0 45 uniform penetration penetration & offset
25 40 45 5.0 90 Weibull k=1 partially cross partially cross
26 40 45 5.0 90 Weibull k=2 partially cross cross
27 40 45 5.0 90 Weibull k=3 cross cross

Table 5.5: Interaction type summary for all the simulation cases

Several analytical criteria have been derived to predict whether a crossing event will hap-
pen when a hydraulic fracture encounters a natural joint [14][168][139]. As described above,
the fracture crossing mechanism in this LEM code is similar to the compressional crossing
proposed by Renshaw and Pollard (R&P), thus their crossing criterion developed based on
this concept would be considered here [139]. This criterion is based on elastic fracture theory
and specially designed for an orthogonal intersection between hydraulic fracture and non-
cohesive natural joints, with an assumption that crossing will only occur when there is no
slip between joint surfaces. This criterion states that the crossing will occur when,

−σHMax

T0 − σhMin

>
1 + µf

3µf

(5.6)

Where σHMax and σhMin are the major and minor principal stress parallel and perpendicular
to the hydraulic fracture respectively. µf is the coefficient of friction on the joint surface
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and T0 is the material tensile strength. The left hand side of this inequality is named as
the crossing stress ratio. Because of the no slip assumption, which is in contrast with some
experimental and numerical results [189], the crossing may occur at lower crossing stress
ratios than predicted.

Sarmadivaleh and Rasouli further modified this criterion to extend its applicability to
the non-orthogonal intersection between hydraulic fracture and cohesive joints [145]. For
orthogonal intersection with a cohesive joint, the influence of joint cohesion c is treated as
an additional frictional force,

c = −µf ′σH′ (5.7)

Where µf ′ is an equivalent coefficient of friction and σH′ is the normal stress applied on the
joint surfaces, including the in situ stress field and induced stress from the tip of hydraulic
fracture. The modified criterion shares the same form as Equation 5.6,

−σHMax

T0 − σhMin

>
1 + µf ′′

3µf ′′
(5.8)

Where µf ′′ = µf + µf ′ , and µf ′ was derived as,

µf ′ = −(1 + µf )
c

σHMax

(5.9)

Therefore, both sides of Equation 5.8 could be calculated for simulation results of orthogonal
cases in Table 5.5 (Case 1∼15) and compared with this criterion. The major and minor
principal stress here is σx and σz respectively. Because this analysis was conducted locally
at the fracture tip, it is reasonable to use lattice properties as the tensile strength, cohesion
and friction coefficient. The case is classified as complete crossing when at least one cross
event exists. When there is no cross event but at least one partial cross event, it is classified
as partial crossing. And the others are classified as no crossing. The results are shown in
Figure 5.37. Note that as there are simulation cases with ϕ = 45◦ and c ̸= 0, their equivalent
friction coefficients are larger than 1. The simulation results are generally consistent with
the R&P criterion. But as this criterion possibly overestimates the crossing boundary due to
the no slip assumption, indicating that crossing is a bit difficult to happen in this simulation.
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Figure 5.37: The R&P criteria for orthogonal intersection and simulation results
(Case 1∼15)

For the non-orthogonal intersection case on cohesive joint with the approach angle β, the
modified criterion becomes,

−σn
T0 − σt

>
(1− sinβ

2
sin3β

2
) + 1

µf ′′cos
β
2

(|sinβ
2
cosβ

2
cos3β

2
+ α|)

1 + sinβ
2
sin3β

2

(5.10)

Where σn and σt are the normal and tangential stresses applied on the joint surfaces trans-
formed from the applied in situ stress field. And the parameter,

α =
τ

T0−σt

cosβ
2
(1+sinβ

2
sin 3β

2
)

(5.11)

Which takes into account the shear stress generated at the inclined joint surfaces τ ,

τ = −σHMax − σhMin

2
sin(π − 2β) (5.12)

µf ′′ = µf + µf ′ still holds, but the equivalent friction coefficient from the cohesion becomes,

µf ′ =
c
σn

1−sinβ
2
sin 3β

2

(1−sinβ
2
sin 3β

2
)+ 1

µf cos
β
2

|sinβ
2
cosβ

2
cos 3β

2
+α|

− 1
(5.13)
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The modified R&P criterion and simulation results are shown in Figure 5.10. Generally,
the simulation results are consistent with the criterion. The cases with β = 60◦ are mostly
partial cross, which may be due to the fact that they are close to the crossing boundary.
While none of the cases with β = 45◦ crosses, as they are below the boundary.

(a) β = 60◦, Case 16∼20 (b) β = 45◦, Case 21∼24

Figure 5.38: The modified R&P criteria for non-orthogonal intersection
and simulation results

5.3.4 Summary

In this chapter, the solid fluid coupled lattice model is verified elastically using the classic
penny shaped crack problem. The deformation and normal stress field match well with
analytical values.

The fluid injection tests indicate rock heterogeneities affect the propagation of hydraulic
fracture. The fractures tend to develop along the major stress direction, and the ratio
between magnitudes of major and minor stress fields determines the turning rate of the
fracture. The characteristic length of lattices represents the scale of weakness in the material,
and the fracture is easier to develop in the model with finer mesh. Different arrangements
of nodes represent the heterogeneous grain orientations and connectivities, and result in
different potential paths for the fractures. As the statistical property distribution is applied
to the lattices, the fractures become increasingly dispersed and slightly more difficult to
propagate in the more heterogeneous scenarios. The interactions between hydraulic fracture
and natural joints are mainly affected by the magnitude of normal stress and resistance
against slip on the joint surface. The fracture crossing is more likely to occur when there
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is little or no slippage between two sides of the joints. The simulation results give similar
predictions on fracture crossing as the theory based on the compressional crossing mechanism.

These simulations demonstrate LEM is a promising tool for modeling and investigating
hydraulic fracturing behavior. The discrete nature and simplicity of this method make it
capable of modeling complex interactions between multiple fractures. However, also due to
the simplified representation of fluid using steady state Darcy flow, some microscopic mech-
anisms, such as potential phase change at the crack tip, cannot be modeled. The simulations
also indicate that lattice network geometry is one of the main factors that determine the
potential crack path. This result suggests that when investigating fracture patterns with
LEM, tests on multiple samples with different nodal arrangements may be necessary.
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Chapter 6

Conclusions

6.1 Summary of This Study

In this study, the C++ based three dimensional LEM simulator is developed, which is capable
of simulating both mechanical and fluid induced fracturing behavior in heterogeneous media.
The Timoshenko beam with embedded discontinuity lattice model incorporates softening
behavior into the single lattice, which allows this method to simulate materials with different
degrees of ductility. The implicit incremental solution scheme allows a relatively larger
step size. Together with the pipe flow model as the fluid lattice, this method simplifies
the 3D multi-physics problem into a network of 1D lattices, which simulates the complex
behavior with a relatively low computational cost. The validations and comparisons between
numerical and experimental results indicate that LEM is a promising tool for investigating
the process of fracture development. Its simplicity makes it capable of simulating branching
and complex interactions between multiple fractures, as shown in fluid injection tests, which
is extremely difficult in continuum-based methods. But this also hinders its application in
investigating mechanisms related to microscopic scale.

With this solid lattice model, the potential application of LEM to early crack detection
is explored. After calibrating simulation parameters by matching numerical and measured
results, LEM could be used to interpret future measurements. As the numerical model is ca-
pable of capturing the strain field induced by the crack tip before its arrival, when abnormal
strain is measured during monitoring, corresponding LEM simulations could be conducted
to understand the status of the structure, such as overall deformation and potential frac-
ture locations. The capability of this model to simulate materials with different degrees of
ductility is also examined. The simulated stress strain curves match experimental curves
representing different ductility, and the transition in fracture pattern is also captured. This
indicates the macroscopic ductile behavior could be simulated using this LEM model by
varying lattice parameters. However, axial splitting failure mode cannot be modeled even
with the perfectly brittle lattice. Vertically developed fractures are observed in the speci-
men with a pre-existing open flaw but not in the intact cylinder. This possibly implies the
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mechanism of splitting type failure, which is due to the axial tensile cracks initiated from
small imperfections in the material. This also indicates that the heterogeneity introduced
by the lattice geometry may not be enough to represent those imperfections.

The solid fluid coupled lattice model is used to investigate the influence of rock hetero-
geneities on the hydraulic fracturing process, especially the fracture pattern. All the factors,
including in situ stress field, scale of weakness and statistical distribution of properties, affect
the results to a different degree. Recall that the resulting fracture paths from simulations
conducted on the same lattice model usually exhibit similar trends even when other types of
heterogeneity are introduced. This indicates that one of the main factors that affect fracture
pattern is the nodal arrangement, which determines the orientations of all the lattices in the
network and thus the potential fracture path. Therefore, it is suggested that when investi-
gating fracture patterns with LEM, tests on multiple samples with the same nodal density
but different arrangements may be necessary. The interactions between hydraulic fractures
and pre-existing natural joints are also investigated. The hydraulic fracture penetrates into
a joint when the normal stress on the joint surface is too small to stop the joint from opening
under fluid pressure. Whereas a fracture crossing is more likely to occur when there is little
or no slippage between two sides of the joints. This implies a possible mechanism of fracture
crossing in which the fracture reinitiates on the other side of the joint due to tensile stress
generated by the friction applied on the joint surface.

6.2 Recommended Future Works

Some recommended future works based on this LEM model are as follows.
The capability of this LEM model is demonstrated by the simulations in this study. The

influence of more types of rock heterogeneity could be explored with this model. For example,
similar to applying probability distribution on the lattice properties, three dimensional noise
could be utilized to generate random regions with continuously changing lattice properties.
The effect of inclusions inside the rock matrix could be investigated, as this could also be
directly achieved by modifying the lattice properties in certain regions[98].

As discussed in Section 4.2, one shortage of this solid lattice model is the lattice failure
criteria, which evaluates the loading in three orthogonal directions separately. It is adequate
to model the case dominated by a single loading type, but may overestimate the strength in
combined loading scenarios. More sophisticated failure criteria could be developed to extend
the applicability of this model.

As shown in Section 3.4.3, as a code primarily in serial, it has a decent speed for each
of the individual operations. However, for a network with around 250000 solid nodes, it
still takes hours to run the dry crack scenarios, and may need over one day to simulate
hydraulic fracturing cases, which hinders it from simulating large real field scenarios. This is
probably due to the low convergence rate of the adopted solution scheme, especially in solid
fluid coupled cases, fixed point iteration is used to compute the pressure distribution and
the bisection method is used to find the appropriate injection pressure. More sophisticated
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numerical methods may be explored to accelerate the rate of convergence. In addition, fully
parallelizing the code could also achieve substantial speed up and ease the memory limit
when running on a multi-node high performance computer.

Although in the current fluid lattice model, leakages can be added into the mass con-
servation equation, LEM itself cannot reliably compute their values at each fluid node. In
addition, it may be valuable to incorporate the thermal effect into the simulation. This
could be achieved by coupling the current LEM model with a hydro-thermal FEM code.
The Voronoi cells in LEM could be replaced with tetrahedrons or hexahedrons, thus these
two codes can share the same solid mesh. Each cell in LEM is an element in FEM, while
the fracture generated in LEM could be treated as an internal surface in FEM. In each step,
LEM computes the fracture geometry and fluid pressure distribution, which are then used
in FEM as boundary conditions to calculate fluid and thermal transports inside the rock
matrix, the resulting values of leakages and thermal induced deformation are then sent to
LEM.
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[159] Svetlana Vasić et al. “Deformation Rates Effects in Softwoods: Crack Dynamics with
Lattice Fracture Modelling”. In: Engineering Fracture Mechanics 76.9 (June 2009),
pp. 1231–1246. doi: 10.1016/j.engfracmech.2009.01.019.

[160] G. Walton et al. “Post-Yield Strength and Dilatancy Evolution Across the Brit-
tle–Ductile Transition in Indiana Limestone”. In: Rock Mechanics and Rock Engi-
neering 50.7 (July 2017), pp. 1691–1710. doi: 10.1007/s00603-017-1195-1.

[161] Endong Wang et al. “Intel Math Kernel Library”. In: High-Performance Computing
on the Intel Xeon Phi. Springer, 2014, pp. 167–188.

[162] HanYi Wang. “Numerical Modeling of Non-Planar Hydraulic Fracture Propagation
in Brittle and Ductile Rocks Using XFEM with Cohesive Zone Method”. In: Journal
of Petroleum Science and Engineering 135 (Nov. 2015), pp. 127–140. doi: 10.1016/
j.petrol.2015.08.010.

[163] Min Wang, Y.T. Feng, and C.Y. Wang. “Numerical Investigation of Initiation and
Propagation of Hydraulic Fracture Using the Coupled Bonded Particle–Lattice Boltz-
mann Method”. In: Computers & Structures 181 (Mar. 2017), pp. 32–40. doi: 10.
1016/j.compstruc.2016.02.014.

[164] Tuo Wang et al. “A Review of Methods, Applications and Limitations for Incorporat-
ing Fluid Flow in the Discrete Element Method”. In: Journal of Rock Mechanics and
Geotechnical Engineering 14.3 (June 2022), pp. 1005–1024. doi: 10.1016/j.jrmge.
2021.10.015.

https://doi.org/10.1007/BF00372173
http://www.jstor.org/stable/43633558
https://doi.org/10.1098/rspa.1946.0077
https://doi.org/10.1098/rspa.1946.0077
https://doi.org/10.1007/s00466-007-0210-x
https://doi.org/10.1115/1.801535
https://doi.org/10.1115/1.801535
https://doi.org/10.1016/j.fuel.2017.05.033
https://doi.org/10.1016/j.engfracmech.2009.01.019
https://doi.org/10.1007/s00603-017-1195-1
https://doi.org/10.1016/j.petrol.2015.08.010
https://doi.org/10.1016/j.petrol.2015.08.010
https://doi.org/10.1016/j.compstruc.2016.02.014
https://doi.org/10.1016/j.compstruc.2016.02.014
https://doi.org/10.1016/j.jrmge.2021.10.015
https://doi.org/10.1016/j.jrmge.2021.10.015


BIBLIOGRAPHY 147

[165] Magnus Wangen. “Finite Element Modeling of Hydraulic Fracturing in 3D”. In: Com-
putational Geosciences 17.4 (Aug. 2013), pp. 647–659. doi: 10.1007/s10596-013-
9346-2.

[166] N. R. Warpinski et al. “Comparison Study of Hydraulic Fracturing Models—Test
Case: GRI Staged Field Experiment No. 3”. In: SPE Production & Facilities 9.01
(Feb. 1, 1994), pp. 7–16. doi: 10.2118/25890-PA.

[167] Norman R. Warpinski, Richard A. Schmidt, and David A. Northrop. “In-Situ Stresses:
The Predominant Influence on Hydraulic Fracture Containment”. In: Journal of
Petroleum Technology 34.03 (Mar. 1, 1982), pp. 653–664. doi: 10.2118/8932-PA.

[168] N.R. Warpinski and L.W. Teufel. “Influence of Geologic Discontinuities on Hydraulic
Fracture Propagation (Includes Associated Papers 17011 and 17074 )”. In: Journal
of Petroleum Technology 39.02 (Feb. 1, 1987), pp. 209–220. doi: 10.2118/13224-PA.

[169] S. Weihe, B. Kröplin, and R. De Borst. “Classification of Smeared Crack Models
Based on Material and Structural Properties”. In: International Journal of Solids and
Structures 35.12 (Apr. 1998), pp. 1289–1308. doi: 10.1016/S0020-7683(97)00104-
2.

[170] M A Wheel. “A Geometrically Versatile Finite Volume Formulation for Plane Elas-
tostatic Stress Analysis”. In: The Journal of Strain Analysis for Engineering Design
31.2 (Mar. 1, 1996), pp. 111–116. doi: 10.1243/03093247V312111.

[171] P. A. Witherspoon et al. “Validity of Cubic Law for Fluid Flow in a Deformable
Rock Fracture”. In: Water Resources Research 16.6 (Dec. 1980), pp. 1016–1024. doi:
10.1029/WR016i006p01016.

[172] John Kam-Wing Wong. “Three-Dimensional Multi-Scale Hydraulic Fracturing Simu-
lation in Heterogeneous Material Using Dual Lattice Model”. In: (May 19, 2018). In
collab. with Apollo-University Of Cambridge Repository, Apollo-University Of Cam-
bridge Repository, and Kenichi Soga. doi: 10.17863/CAM.17439.

[173] L.N.Y. Wong and H.H. Einstein. “Systematic Evaluation of Cracking Behavior in
Specimens Containing Single Flaws under Uniaxial Compression”. In: International
Journal of Rock Mechanics and Mining Sciences 46.2 (Feb. 2009), pp. 239–249. doi:
10.1016/j.ijrmms.2008.03.006.

[174] Teng-fong Wong and Patrick Baud. “The Brittle-Ductile Transition in Porous Rock:
A Review”. In: Journal of Structural Geology 44 (Nov. 2012), pp. 25–53. doi: 10.
1016/j.jsg.2012.07.010.

[175] Teng-fong Wong et al. “Microcrack Statistics, Weibull Distribution and Microme-
chanical Modeling of Compressive Failure in Rock”. In: Mechanics of Materials 38.7
(July 2006), pp. 664–681. doi: 10.1016/j.mechmat.2005.12.002.

[176] X.-P. Xu and A. Needleman. “Numerical Simulations of Fast Crack Growth in Brit-
tle Solids”. In: Journal of the Mechanics and Physics of Solids 42.9 (Sept. 1994),
pp. 1397–1434. doi: 10.1016/0022-5096(94)90003-5.

https://doi.org/10.1007/s10596-013-9346-2
https://doi.org/10.1007/s10596-013-9346-2
https://doi.org/10.2118/25890-PA
https://doi.org/10.2118/8932-PA
https://doi.org/10.2118/13224-PA
https://doi.org/10.1016/S0020-7683(97)00104-2
https://doi.org/10.1016/S0020-7683(97)00104-2
https://doi.org/10.1243/03093247V312111
https://doi.org/10.1029/WR016i006p01016
https://doi.org/10.17863/CAM.17439
https://doi.org/10.1016/j.ijrmms.2008.03.006
https://doi.org/10.1016/j.jsg.2012.07.010
https://doi.org/10.1016/j.jsg.2012.07.010
https://doi.org/10.1016/j.mechmat.2005.12.002
https://doi.org/10.1016/0022-5096(94)90003-5


BIBLIOGRAPHY 148

[177] Benyamin Yadali Jamaloei. “A Critical Review of Common Models in Hydraulic-
Fracturing Simulation: A Practical Guide for Practitioners”. In: Theoretical and Ap-
plied Fracture Mechanics 113 (June 2021), p. 102937. doi: 10.1016/j.tafmec.2021.
102937.

[178] Baicun Yang et al. “The Reasonable Range Limit of the Shape Parameter in the
Weibull Distribution for Describing the Brittle Failure Behavior of Rocks”. In: Rock
Mechanics and Rock Engineering 54.6 (June 2021), pp. 3359–3367. doi: 10.1007/
s00603-021-02414-1.

[179] T. H. Yang et al. “Influence of Heterogeneity of Mechanical Properties on Hydraulic
Fracturing in Permeable Rocks”. In: Rock Mechanics and Rock Engineering 37.4 (Oct.
2004), pp. 251–275. doi: 10.1007/s00603-003-0022-z.

[180] S. Ya. Yarema. “On the Contribution of G. R. Irwin to Fracture Mechanics”. In:
Materials Science 31.5 (1996), pp. 617–623. doi: 10.1007/BF00558797.

[181] S.C. Yuan and J.P. Harrison. “A Review of the State of the Art in Modelling Pro-
gressive Mechanical Breakdown and Associated Fluid Flow in Intact Heterogeneous
Rocks”. In: International Journal of Rock Mechanics and Mining Sciences 43.7 (Oct.
2006), pp. 1001–1022. doi: 10.1016/j.ijrmms.2006.03.004.

[182] Alan T. Zehnder. Fracture Mechanics. Lecture Notes in Applied and Computational
Mechanics 62. London ; New York: Springer Science+Business Media, 2012. 223 pp.
isbn: 978-94-007-2594-2 978-94-007-2595-9.

[183] G.M. Zhang et al. “Three-Dimensional Finite Element Simulation and Parametric
Study for Horizontal Well Hydraulic Fracture”. In: Journal of Petroleum Science and
Engineering 72.3-4 (June 2010), pp. 310–317. doi: 10.1016/j.petrol.2010.03.032.

[184] Xiang-fei Zhang et al. “Numerical Simulation for Synergetic Deformation of Optical
Fiber Sensor and Asphalt Mixture”. In: KSCE Journal of Civil Engineering 23.7 (July
2019), pp. 3075–3087. doi: 10.1007/s12205-019-2112-9.

[185] Zhennan Zhang et al. “A Hyperelastic-Bilinear Potential for Lattice Model with Frac-
ture Energy Conservation”. In: Engineering Fracture Mechanics 142 (July 2015),
pp. 220–235. doi: 10.1016/j.engfracmech.2015.06.006.

[186] Gao-Feng Zhao. “Modelling 3D Jointed Rock Masses Using a Lattice Spring Model”.
In: International Journal of Rock Mechanics and Mining Sciences 78 (Sept. 2015),
pp. 79–90. doi: 10.1016/j.ijrmms.2015.05.011.

[187] Gao-Feng Zhao, Jiannong Fang, and Jian Zhao. “A 3D Distinct Lattice Spring Model
for Elasticity and Dynamic Failure”. In: International Journal for Numerical and
Analytical Methods in Geomechanics 35.8 (June 10, 2011), pp. 859–885. doi: 10.
1002/nag.930.

[188] GaoFeng Zhao and Nasser Khalili. “A Lattice Spring Model for Coupled Fluid Flow
and Deformation Problems in Geomechanics”. In: Rock Mechanics and Rock Engi-
neering 45.5 (Sept. 2012), pp. 781–799. doi: 10.1007/s00603-012-0291-5.

https://doi.org/10.1016/j.tafmec.2021.102937
https://doi.org/10.1016/j.tafmec.2021.102937
https://doi.org/10.1007/s00603-021-02414-1
https://doi.org/10.1007/s00603-021-02414-1
https://doi.org/10.1007/s00603-003-0022-z
https://doi.org/10.1007/BF00558797
https://doi.org/10.1016/j.ijrmms.2006.03.004
https://doi.org/10.1016/j.petrol.2010.03.032
https://doi.org/10.1007/s12205-019-2112-9
https://doi.org/10.1016/j.engfracmech.2015.06.006
https://doi.org/10.1016/j.ijrmms.2015.05.011
https://doi.org/10.1002/nag.930
https://doi.org/10.1002/nag.930
https://doi.org/10.1007/s00603-012-0291-5


BIBLIOGRAPHY 149

[189] Kaikai Zhao et al. “Investigating the Interaction of Hydraulic Fracture with Pre-
Existing Joints Based on Lattice Spring Modeling”. In: Computers and Geotechnics
122 (June 2020), p. 103534. doi: 10.1016/j.compgeo.2020.103534.

[190] Jian Zhou, Yan Jin, and Mian Chen. “Experimental Investigation of Hydraulic Frac-
turing in Random Naturally Fractured Blocks”. In: International Journal of Rock
Mechanics and Mining Sciences 47.7 (Oct. 2010), pp. 1193–1199. doi: 10.1016/j.
ijrmms.2010.07.005.

[191] Jian Zhou et al. “Analysis of Fracture Propagation Behavior and Fracture Geometry
Using a Tri-Axial Fracturing System in Naturally Fractured Reservoirs”. In: Interna-
tional Journal of Rock Mechanics and Mining Sciences 45.7 (Oct. 2008), pp. 1143–
1152. doi: 10.1016/j.ijrmms.2008.01.001.

[192] Lei Zhou and Michael Z. Hou. “A New Numerical 3D-model for Simulation of Hy-
draulic Fracturing in Consideration of Hydro-Mechanical Coupling Effects”. In: In-
ternational Journal of Rock Mechanics and Mining Sciences 60 (June 2013), pp. 370–
380. doi: 10.1016/j.ijrmms.2013.01.006.

[193] J. M. Ziman. Models of Disorder: The Theoretical Physics of Homogeneously Dis-
ordered Systems. Cambridge [Eng.] ; New York: Cambridge University Press, 1979.
525 pp. isbn: 978-0-521-21784-2 978-0-521-29280-1.

https://doi.org/10.1016/j.compgeo.2020.103534
https://doi.org/10.1016/j.ijrmms.2010.07.005
https://doi.org/10.1016/j.ijrmms.2010.07.005
https://doi.org/10.1016/j.ijrmms.2008.01.001
https://doi.org/10.1016/j.ijrmms.2013.01.006


150

Appendix A

Local Stiffness Matrix
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