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Abstract

Within internet there exists the 90-9-1 principle (also called
the 1% rule), which dictates that a vast majority of user-
generated content in any specific community comes from the
top 1% active users, with most people only listening in. When
combined with other demographic biases among social media
users, this casts doubt as to how well these users represent
the wider world, which might be problematic considering how
user-generated content is used in psychological research and
in the wider media. We conduct three computational studies
using pre-existing datasets from Reddit and Twitter; we exam-
ine the accuracy of the 1% rule and what effect this might have
on how user-generated content is perceived by performing and
comparing sentiment analyses between user groups. Our find-
ings support the accuracy of the 1% rule, and we report a bias
in sentiments between low- and high-frequency users. Limita-
tions of our analyses will be discussed.
Keywords: 90-9-1 principle; participation bias; cognitive sci-
ence; data science; social media

Introduction
Psychological science suffers from unprincipled sampling
procedures, and, correspondingly, unrepresentative popula-
tions. Undergraduate participant pools are less diverse and
more educated compared to the general population (Henrich
et al., 2010; Nielsen et al., 2017; Rad et al., 2018), and even
though participants from crowd-sourcing platforms like Me-
chanical Turk are more diverse than students, they do not rep-
resent broader population in either political orientation, edu-
cation, or age (Sheehan, 2017). Further issues arise from the
US-centricity of psychological research, which often leads to
researchers comparing their subject pool against U.S. popu-
lation and attempting to generalise their findings on the basis
of this comparison (Cheon et al., 2020).

These biases have led for calls to use larger, more natural-
istic datasets—and with new developments in computational
methods, social scientists now have the tools and resources
to examine human behaviour, particularly by scraping data
from social media sites. Yet, even in large-scale naturalistic
datasets, there exists vast demographic differences: For ex-
ample, Twitter users tend to be younger as well as more urban
and educated, and Reddit users are predominantly 18- to 34-
year-olds and twice as likely to be men than women; likewise,
while 46% of female U.S. adults report using Pinterest, only
16% of men report doing the same (Pew Research, 2021).
This means larger sample sizes do not necessarily lead to a
decrease in error, but can even increase it when the represen-
tativeness of the data deviates substantially from the broader
population (Kaplan et al., 2014). These findings suggest large
data sources may not be as representative as we might have

hoped; perhaps even less so in some ways than now lamented
convenience sampling procedures (e.g., Hauser et al., 2022).

Much of cognitive science remains focused on conducting
controlled laboratory studies, so concerns about the demo-
graphic skew on social media sites may seem like a problem
for computational social science broadly, but not cognitive
science. However, cognitive scientists (e.g., Low et al., 2020;
Priniski & Horne, 2018; 2019; Dayter & Messerli, 2022) and
adjacent fields like natural language processing (Tadesse et
al., 2019; Tan et al., 2016; Turcan & McKeown, 2019) rely
extensively on these sources and some of the most influential
findings in political and social psychology are based at least
in part on data from a single domain like Twitter or Reddit
(e.g., Jones & Silver, 2019; Mosleh et al., 2021). Rarely do
studies “pair” data with laboratory experiments to address the
generalisability of their work (e.g., Priniski & Horne, 2018).

To make matters worse, skewed demographics are not the
entirety of the problem. How content is created on these
sites may also pose problems for the validity of psycholog-
ical claims made based on social media data alone. Natural
language corpora harvested in the early days of social me-
dia appeared to follow a 90-9-1 principle, sometimes known
as the 1% rule (Carron-Arthur et al., 2014; Nielsen, 2006;
van Mierlo, 2014). This principle states that in any internet
community, participants are divided in such a way that 90%
of users (Lurkers) consume content while rarely creating it,
9% (Contributors) modify existing content (in the form of up-
votes, likes, or retweets) and sometimes create it, and 1% (Su-
perusers) are the most active participants, responsible for vast
majority of contributions in their selected platform. Origi-
nally observed in the so-called “blogosphere”—where the di-
vide was estimated to be an even larger 95–5–0.1 split—the
distribution of content creators to users extends well-beyond
this domain (Nielsen, 2006). For example, Wikipedia (2023)
states it has had 130,218 active contributors in January even
though the number of total page views in English Wikipedia
amounts to 10 billion from 814 million unique devices. Still,
little research has been conducted to verify whether this prin-
ciple holds on contemporary social media ecosystems or in-
vestigate how it could impact our understanding of distinctly
psychological questions (van Mierlo, 2014). In three stud-
ies, we set out to examine the distribution of content creation
on social media sites used and examine the impact possible
distributional issues could have on commonly deployed tech-
niques used in social science.
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Datasets
We first conducted secondary data analysis on an existing
natural language corpora gathered from Reddit (Baumgart-
ner, 2015; Gaffney & Matias, 2018). We use data from Jan-
uary 2015 (Studies 1 and 2) and October 2014 (Studies 1
and 3). After removing the most clearly labeled bot accounts
(used for statistical reporting as well as entertainment pur-
poses) and observations where either the author or the body of
comment were missing, we were left with 49,186,418 com-
ments from 2,500,848 users from the January 2015 dataset
and 42,315,878 comments from 2,209,348 users from the
October 2014 dataset. We conducted another secondary data
analysis on a set of Twitter data (Baoi, 2014) which con-
tains 316,669 tweets from October 21-23, 2014, in which
the tweets mined included hashtags #Gamergate or #NotY-
ourShield.

Study 1: Testing the 1% rule’s accuracy on
Reddit and Twitter

Methods
We first set out to confirm the validity of the 1% rule; that
is, we examined what proportion of users participate at dif-
ferent topical and community levels on Reddit, a commonly
used data source for cognitive scientists and social psychol-
ogists. We ranked users based on their post frequency, log-
transforming both values to predict participant submissions
on the basis of their rank. Thereafter, we sampled sixteen
subreddits and used them to fit a regression model predicting
submissions based on subreddit, rank, and the interaction of
these predictors. This allowed us to examine how a model’s
fit changes depending on subreddit size, a possible predic-
tor of misinformation bubbles or echo chambers (Priniski
& Holyoak, 2020). Across all subreddits, we expected that
user participation would be well approximated by Zipf’s law
(Carron-Arthur et al., 2014), a power law, which if an accu-
rate description of the data, should indicate that the frequency
of user submissions is inversely proportional to their rank.

Results
Reddit Table 1 shows how top 1% of most active users for
January 2015 make up a total of 25% of all comments on the
website, with the number of comments made by people clas-
sified to this hypothesised group ranging from 262 to 13,830.
The top 10% of users are responsible for 68% of comments,
whereas 27% of our users are ‘singleton-posters’ – those who
left a comment once only during the observation period, repli-
cating early findings from Whittaker and colleagues (1998).

We calculated the Pearson correlation coefficient between
user-rank and post frequency r = -.96. A regression model
predicting post frequency on rank accounted for 92% of the
variance. Including subreddits in the model improved model
fit, accounting for 96% of the variance. Figure 1 shows a sam-
ple of subreddits from January dataset and their adherence
to Zipf’s law even though the number of participants in any
given subreddit varies greatly. For example, during this time

Figure 1: Log-transformed user-rank vs post frequency across
different subreddits: The plot shows how user-participation
consistently follows Zipf’s law regardless of subreddit size.

period, r/AskReddit had 603,442 active participants whereas
r/HouseOfCards had 1,501. Still, it should be acknowledged
that including subreddit in the model improved its fit, sug-
gesting that different communities may not abide by Zipf’s
law to precisely the same degree.

Table 1: Reddit, January 2015

Percentile (Group) Comments, % Range
1 (Superusers) 25 262-13,830
2-10 (Contributors) 43 42-262
11-100 (Lurkers) 32 1-42

The same procedure was performed on the October 2014
dataset. Top 1% most active users make up a total of 25%
of all comments, with the number of comments ranging from
256 to 11,217, and top 10% were responsible for 68% of com-
ments, replicating the effects reported above. The Pearson
correlation coefficient between user-rank and their post fre-
quency was r = -.96. A regression model predicting post fre-
quency on rank accounted for 92% of the variance. Including
subreddits in the model improved model fit, accounting for
96% of the variance.

Twitter Due to known biases in certain platforms, we repli-
cated the preceding findings using an existing Twitter dataset
from the same time period. Again, user rank and post fre-
quency followed Zipf’s law, with Pearson’s r = -.97. Most ac-
tive 10% of users were responsible for 79% of tweets marked
with hashtags #Gamergate and #NotYourShield (Table 2).

Confirming prior results of natural corpora data, our re-
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Table 2: Twitter, October 2014

Percentile (Group) Comments, % Range
1 (Superusers) 37 144-2,480
2-10 (Contributors) 42 10-144
11-100 (Lurkers) 21 1-10

sults show how user-participation follows Zipf’s law and that
vast majority of engagement on social media sites commonly
used in cognitive and social science at any level comes from
a small fraction of the user base. These findings support the
claim that the 1% rule is a fairly generalisable principle of
user activity in an online environment. However, our Reddit
data shows the users we hypothesised to be ’Lurkers’ to have
quite the impact, making 32% of all comments. Furthermore,
the range of comments suggest many of these users are any-
thing but idle observers. Hence, while the rule is a good gen-
eralisation, it is not a precise fit, and a classification model
would be a more prudent method of labeling users based on
their activity (e.g., Pew Research, 2019).

Study 2: Participation inequality and its impact
on perceived public discourse: A case study

using sentiment analysis following the Charlie
Hebdo attack

Methods
How might a vocal minority producing majority of content
on social media sites impact researchers’s psychological con-
clusions? To address this question and generalise our findings
beyond the initial dataset we’ve considered thus far, we used a
dataset which was collected prior to and immediately follow-
ing the Charlie Hebdo attack – a terrorist attack on the French
satirical weekly newspaper in January 2015. We chose this
event due to it being the focus of multiple previous studies on
how Islam is portrayed in the social media (e.g. Cervi et al.,
2021; Giglietto & Lee, 2017; Marzouki et al., 2020), with Ay-
din and colleagues (2022) saying social media contributions
have been integral in framing how Islam is perceived online.
Using our January 2015 dataset, we filtered user comments
to those which included any of the following keywords (or
their derivatives): ‘islam’, ‘muslim’, or ‘arab’; we did this to
focus on the sentiment of users toward minority groups the
attack prompted. We were left with 151,445 comments from
64,104 users. Sentiment scores were calculated using BING-
dictionary (Hu & Liu, 2004), which determines a word to be
either positive or negative, which we then transform into a
score of 1 or -1. Due to aforementioned finding that our data
does not neatly fit the 90-9-1 paradigm, user activity is hence-
forth treated as a continuum1, and any group differences are
analysed as four equal-sized quartiles.

1Thank you to an anonymous reviewer for making this point.

Results
We compiled descriptive statistics (Table 3) to illustrate the
impact the most active users have on sentiment counts, with
the top 25% most active users creating 91% of positive men-
tions and 92% of negative mentions. Overall, 29% of the
non-neutral words analysable by our sentiment analysis were
labeled positive.

We performed a Bonferroni-adjusted contrast analysis to
test the difference in mean sentiment ratings for quartiles
across four different temporal categories: Pre-attack (Jan-
uary 1st-6th), During (7th-12th), Post-attack (13th-18th), and
Aftermath (19th-31st). We calculated mean sentiment score
per submission for all users while controlling for their overall
activity. There were differences in mean sentiment scores be-
tween quartiles in all temporal categories at p < .01, most no-
tably between first quartile (Q1) when compared to the fourth
and least active quartile. In all significant findings, sentiment
estimates followed a linear progression, with the more active
quartile showing less negative sentiments than the less active
one. General trend is shown in Figure 2.

In the Pre-attack temporal condition, the most active quar-
tile was found to be less negative in comparison to the least
active quartile (t(103,916) = 3.3, CI = [.047, 2.7]), and the
same was true for Q2 (t(103,916) = 3.7, CI = [.25, 2.9]), and
Q3 (t(103,916) = 3.9, CI = [.35, 3.3]). In the During time-
frame, when the Paris attacks were unfolding, the first quar-
tile held less negative sentiments than Q2 (t(103,916) = 4.0,
CI = [.091, .74]), Q3 (t(103,916) = 3.2, CI = [.017, 1.2]),
and Q4 (t(103,916) = 3.3, CI = [.73, 2.4]). Lastly, they held

Figure 2: Mean sentiment scores across four activity quartiles
throughout January, 2015. There is a significant difference in
user sentiment based on their overall activity, with the least
active conversationalists showing more negative sentiments
in the context of the keywords ’islam’, ’muslim’, or ’arab’.
Overall, user sentiments decrease during the Paris attacks, but
return to their baseline value by the end of the month.
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Table 3: Descriptive statistics from sentiment analysis.

Quart. Positive (%) Negative (%) Comments (%)
Q1 253,538 (91) 624,522 (92) 138,260 (91)
Q2 17,304 (6.2) 40,108 (5.9) 9,346 (6.2)
Q3 4,613 (1.7) 10,661 (1.6) 2,660 (1.8)
Q4 2,322 (.84) 5,594 (.82) 1,179 (.78)

less negative sentiments than Q4 in the Post-attack condition
(t(103,916) = 3.4, CI = [.11, 2.4]) after police operations had
ended. In the Aftermath condition, when discussion around
the keywords had returned to its baseline rate, the sentiments
between different quartiles converged, with only Q2 showing
different sentiment to Q4 (t(103,916) = 3.3, CI = [.047, 1.8]).

There were, also, differences in sentiment scores within
groups between different temporal categories. In the Pre-
attack – During comparison, mean sentiment scores were
different for Q1 (t(103,916) = 8.7, CI = [.28, .60]), Q2
(t(103,916) = 6.5, CI = [.54, 1.6]), and Q3 (t(103,916) = 5.0,
CI = [.54, 2.4]). We observed no difference in mean senti-
ment scores across groups at the Pre-attack – Aftermath com-
parison, which coincides with work from Silva (2018), who
found no difference in public opinion after the attacks across
a wide range of issues.

These findings indicate that discussion around the Paris at-
tacks and in the context of keywords ‘islam’, ‘muslim’, or
‘arab’ was dominated by a very vocal minority of users. We
found groups to differ not just on activity but on measures
of sentiment, too – by only focusing on global differences in
sentiment scores we could fail to have both an accurate mea-
sure of attitudes in general, but also focusing on the most ac-
tive users could obscure the effects of events on a less vocal,
majority group.

Study 3: Understanding the source of
sentiment: An investigation into Gamergate

related subreddits
Methods
To better understand the differences between user groups and
how their behaviour affects the perceived sentiment of com-
munities, we investigate user comments surrounding Gamer-
gate made on Reddit during October 2014. Gamergate was
a manifestation of a culture war within gaming commu-
nity, which quickly turned into a misogynistic hate cam-
paign where female developers and Gamergate critics were
targeted and harassed online and offline. The event has been
widely used in research on political psychology (e.g., Mas-
sanari, 2016; Mortensen, 2016). We used the following
keywords and their derivatives to filter relevant comments:
‘anita’, ‘sarkeesian’, ‘zoe’, ‘quinn’, ‘quinnspiracy’, ‘feminist
frequency’, ‘gamergate’, ‘kotaku’, and ‘game journalism’.
Exploratory analyses showed largest proportion of comments
containing these keywords coming from r/KotakuInAction (a

pro-gamergate subreddit) with with 47,240 comments out of
210,870 (22%) including at least one of the keywords. Like-
wise, r/GamerGhazi (an anti-gamergate subreddit) contained
8,283 keyword-related comments (28%). Together with these
two subreddits, we included r/AskReddit, a “control” subred-
dit which contains 85,213 topical comments (2.5%), giving
us a total of 140,736 keyword related comments to analyse.
We calculate mean sentiment per user comment and perform
a contrast analysis to investigate differences between groups
and subreddits.

Figure 3: Mean sentiment scores per submission in differ-
ent subreddits, with users in topic-specific subreddits holding
more negative sentiments than those in the more general pur-
pose subreddit r/AskReddit.

Results
We found the most active quartile to produce 87% of all dis-
cussion in the context of the keywords, and we found con-
verging lines of evidence to Study 2, whereby low-frequency
users produce more negatively labelled language when en-
gaging in a conversation, whether the submission contained
one of the keywords or not. There is, also, a strong posi-
tive correlation between the baseline sentiment score in re-
lation to how user groups react to keywords being present,
with Pearson’s r = .75. This exacerbates differences be-
tween high and low frequency users and may make it hard
to make generalisable statements about even specific subred-
dits – not to even mention the site as a whole. In all subred-
dits, there exists a statistically significant difference in senti-
ment, with discussion being less negative without keywords
present in r/AskReddit (t(1,022,975) = 110, CI = [1.2, 1.2])
as well as the Gamergate specific subreddits r/GamerGhazi
(t(1,022,975) = 12, CI = [.38, .60]), and r/KotakuInAction
(t(1,022,975) = 40, CI = [.63, .72]), visualised in Figure 3.
Bonferroni corrected contrast analysis yielded no differences
in sentiment between the two Gamergate related subreddits in
the presence of a keyword, with each submissions containing
on average two negatively labelled words.
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Discussion
We sought to understand how users interact with and pro-
duce online content and how this can inform cognitive and
social scientists’s understanding of the lurking biases in their
datasets. In Study 1, we observed that the 1% rule accurately
characterises contemporary online user activity, with vast ma-
jority of content being produced by an overactive and—to our
surprise—a less negative minority of users. One reason most
active users could behave in a cordial manner is due to them
being a priori required to act as such for them to commu-
nicate their thoughts effectively; a user who repeatedly says
distasteful things is unlikely to have others want to engage in
a conversation with them.

In Study 2, we found different activity groups tending to
similar sentiment use in the context of the keywords men-
tioned as the events unfolded, and a similar effect was ob-
served by Jones and Silver (2019) during the Hawaii false
missile alert, whereafter anxiety levels regressed to the mean
among Twitter users, even though their pre-alert anxiety lev-
els were vastly different. This might just reflect a tem-
porary agreement between interlocutors, who tend to copy
each other’s word use. While this might seem to only be of
relevance to political or social psychology, data from sites
like Reddit is frequently used in cognitive science research,
with a study (Jung et al., 2021) investigating language use
in loneliness-related subreddits identifying linguistic markers
on how lonely individual express their feelings. However,
as we can see from our data, users differ in how they con-
verse their feelings, especially with regards to sensitive top-
ics, depending on how their activity level. Moreover, in Study
3 we found discussion to vastly differ between subreddits –
hence, while some laud the opportunity to study special inter-
est groups like subreddits focused on ADHD or depression,
researchers run the risk of analysing discussions which do not
generalise across individuals or subreddits.

These findings add to already existing differences within
social media users, who have been found to differ in Big Five
personality traits, , with openness to experience and extraver-
sion predicting frequency of use well as engagement with
other users (Correa et al., 2010; Gosling et al., 2011). Thus,
while participants from social media sites might be more di-
verse than university students, the individuals studied might
be especially skewed in their personality traits, as they repre-
sent only a small minority of all social media users – which,
as was mentioned in the Introduction, when combined with
large sample sizes might lead to an increase rather than de-
crease in error (Kaplan et al., 2014).

One major difference between our work and that of Carron-
Arthur et al. (2014) and van Mierlo (2014) are that whereas
they studied “closed systems”, sites like Reddit or Twitter do
not require users to have a registered account in order for
them to observe or engage with the content. This is a sig-
nificant limitation in our analyses, as we cannot analyse null
users - those who consume the user-generated content but do
not themselves participate in the process. This leads to our

estimates being especially conservative: While our January
dataset includes comments from 2,500,852 users, Reddit is
estimated to have had 120 million monthly active users in
2015. Supposing, then, that there exists another hundred mil-
lion silent observers, these findings (which show how users
differ in their conversational style both in frequency and sen-
timent) only highlight how minute and extraordinary commu-
nity those participating in social media platforms really are—
and what power they have in shaping discussion and research.
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