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ABSTRACT OF THE DISSERTATION 
 

Quantum Systems of Indirect Excitons in GaAs Heterostructures 

 

 

by 

 

Darius Jamsheed Choksy 

 

Doctor of Philosophy in Physics 

University of California San Diego, 2023 

Professor Leonid Butov, Chair 

 
 

 Semiconductors have proven themselves to be an excellent platform for both the 

development of new technologies and the study of fundamental physics. Various semiconductor 

materials provide us the ability to control and study the bulk system behavior, electronic behavior, 

and light-matter interactions. 
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 Of particular interest to this dissertation is the study of a quasi-particle that can form in 

semiconductors known as an exciton. Made from an electron and hole, it also has very useful 

photonic properties. In our work we study excitons created by photoexcitation, where a laser 

excites an electron from the lattice, creating an electron and hole, the electrons and holes created 

can then form a bound state known as an exciton. Excitons can transform into photons via radiative 

recombination. 

 Our experiments typically deal with a system of quantum wells, engineered to keep the 

electrons and holes spatially separated, a bound pair of an electron and hole with the electron and 

hole in different quantum wells is known as an indirect exciton. Some of the properties of indirect 

excitons are an electric dipole moment, energy controlled by voltage, long lifetimes, macroscopic 

transport, and they are bosons. These properties as well as their interaction with light allow for 

systems to be created that act as proof-of-concept prototypes for excitonic devices, as well as a 

platform to study fundamental physics of cold bosons. The work in this dissertation is primarily 

focused on dipole-dipole attraction and the formation of a Fermi edge singularity in these systems. 

These works give us new insights into the interactions of bosons and formation of new states of 

matter. 
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Chapter 1: Introduction to Indirect Excitons 
 

 Predicted by Frenkel in 1931, an exciton is a quasi-particle formed from an electron, photo 

excited from the valence band to the conduction band, and an electron hole. This bound state can 

then travel through the lattice [1] [2]. As such excitons can be used to study light-matter 

interactions and bosons in semiconductors. Due to their low mass, excitons can also form Bose-

Einstein condensates at much higher temperatures than atomic systems [3]. Additionally, this light-

matter behavior allows for the construction of excitonic devices that directly couple with optical 

communications. As such excitons provide a useful platform for both the development of devices 

and study of bosonic interactions [4].  

 

1.1: Coupled Quantum wells 
 

 The systems studied in this dissertation are based on a set of coupled quantum wells (CQW) 

formed of GaAs quantum wells with an AlGaAs barrier. In these systems both direct and indirect 

excitons form. A direct exciton (DX) is an electron and hole bound in the same GaAs quantum 

well (QW), while an indirect exciton (IX) is formed from an electron and hole in the spatially 

separated QW. The GaAs QWs are typically 10nm apart but this separation can be varied. We 

typically use GaAs and AlGaAs systems as GaAs has a direct bandgap and the processing of 

GaAs/AlGaAs systems can be done to high precision with few defects. 
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Figure 1.1: a) Couple Quantum well (CQW) energy band diagram with applied voltage to 

induce the indirect regime. b) Schematic diagram of voltage gates on sample showing CQWs. 

 

 Additionally, a voltage gate is applied to the sample such that an electric field can be 

applied perpendicular to the planes of the quantum wells. This electric field reduces the energy of 

the IX by edFz where e is electron charge, d is the separation between the electron and hole layers 

and Fz is the applied electric field. The energy of DX is EDX = Eg – Eb,DX while the energy of the 

IX is EIX = Eg – Eb,IX - edFz  where Eb,DX  and Eb,IX are the binding energy of the DX and IX 

respectively (Eb,IX ~3meV in a 150-40-150nm GaAs/AlAs CQW) and Eg is the bandgap (~1.5eV 

for GaAs). As such a strong enough electric field edFz> Eb,DX -Eb,IX causes the IX to be the 

energetically favorable state. A schematic of the band diagram can be seen in Figure 1.1 [5] [6]. 

Due to this change in energy with an applied electric field we can see a transition from a DX 

regime to an IX regime with increasing voltage, and can even use the applied voltage to control 

the IX energy, a shift of IX emission energy vs voltage can be seen in Figure 1.2. 
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Figure 1.2: Exciton emission energy as a function of applied voltage.  Indirect regime is 

designated in orange and shows a linear shift of the IX photoemission energy with voltage while 

in the direct regime, designated in blue, the DX photoemission energy is basically unchanged with 

voltage. 

 

1.2: IX properties 
 

 IX Potential Landscape 

 As discussed in the previous section, the energy of the IX can be tuned and controlled with 

an applied electric field by - edFz. We can use these features to design gates such that there are 

areas in the plane of the CQWs that are more energetically favorable to IXs and thus create IX 

based devices or environments more suitable for studying fundamental physics. Typically there is 

a single CQW system through the entire sample. Some examples of excitonic devices are 

transistors, ramps, and photonic storage devices, while some geometries to better study 

fundamental physics are traps or split-gate devices [4]. Simply by designing a different shape of 

electrode on the surface of the heterostructure the potential landscape in the plane parallel to the 

CQWs can be controlled. 
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Long lifetime 

 The application of the electric field and spatial separation of the CQW allows us to control 

the lifetime of the IX by adjusting the overlap of the electron and hole wave functions. The lifetime 

of IXs is inversely proportional to the overlap of the electron and hole wavefunctions squared. As 

such IXs typically have lifetimes from tens of ns to tens of μs, many orders of magnitude larger 

than the DX lifetime which is on order of tens of ps [7].  

Dipole moment 

 As an IX is a bound pair of an electron and hole with spatial separation, it has a built-in 

dipole moment. This causes dipolar interactions between neighboring IXs, causing IXs to repel 

each other in-plane and attract out of plane in certain orientations [8]. Thus, IXs within the same 

CQW will repel each other and this repulsion increases the IXs energy with increasing density. 

Disorder screening 

 Disorder is the distribution of energy states, and typically interferes with experimental 

results by adding random changes to the local energy landscape. In the CQW systems described 

previously disorder is typically due to fluctuations on the QW widths, as the energy of a particle 

in a QW with width L scales roughly as 1/L2, fluctuations in the width of a wider well cause smaller 

variations in energy [9]. The repulsive interactions between the in-plane IXs can screen disorder 

in the sample. At lower densities the IXs are relatively localized, but at higher densities this 

disorder can be screened [10]. 

Long-range transport 
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 The combination of tunable long lifetimes, repulsive dipole interactions, and disorder 

screening can lead to macroscopic transport. Experiments have shown that IXs can transport 

hundreds of microns [11] [12] [13]. This transport allows for the study of the evolution of IX 

clouds over time, their interactions with other IX clouds, and the construction of macroscopic 

devices used to facilitate IX transport such as conveyers, stirring potentials, and ramps [4]. 

Macroscopic transport, much larger than the diffraction limit of optical experimental setups also 

allows for the study of IXs via spatially and spectrally resolved optical imaging of the 

photoemission. 

Fast cooling 

 The cooling of hot photoexcited excitons down to the temperature of the cold lattice occurs 

via emission of bulk longitudinal acoustic phonons. The rate of cooling is about three orders of 

magnitude faster for excitons in GaAs QWs than bulk GaAs due to relaxation of the momentum 

conservation law in a direction perpendicular to the QW plane [14] [15] [16] [17]. Additionally, 

by using pulsed excitation, measuring after the pulse, and by measuring large distances away from 

the excitation spot (possible due to the longer transport), heating of the exciton system due to the 

laser excitation can be minimized. 

Excitation and density 

 IXs density can be controlled via laser excitation. By tuning the laser to the DX energy 

more efficient absorption of exciting photons can occur. This more efficient absorption also 

reduces heating via the laser. Additionally, by increasing the laser intensity, the density of IXs 

increases as more photons are absorbed. At increasing density, the repulsion between IXs causes 

broadening of the emission spectrum [18]. 
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Coherence 

 Because the temperature of quantum degeneracy is inversely proportional to mass Tq = 

2πħ2n/(m) a lower mass results in a higher temperature of quantum degeneracy. The mass of an 

IX is ~0.22m0  in GaAs CQW with a well width of 80nm and separation of 40nm, where m0 is the 

mass of a free electron and as such they have orders of magnitude lower degeneracy temperatures 

than atomic systems. Spontaneous coherence with coherence length much longer than in a classical 

gas has been observed in a cold exciton gas [3]. 

 

1.3: IXs as a system to study cold bosons 
 

Low mass and density control 

 IXs excel as a platform for studying cold bosons. An IX’s low mass results in  relatively 

high temperatures of quantum degeneracy. Additionally with controllable density the transition 

between bound hydrogen-like IXs at low density to e-h plasma at high density can be studied. The 

low density excitonic regime with the density, n, can be described as n << 1/aB
D where aB

D is the 

Bohr radius to the dimension of the system [19]. In the high density, regime n > 1/aB
D the hydrogen-

like IXs dissociate and an e-h plasma forms where excitons can form at the Fermi edge as Cooper 

pair-like bosons [20].  

Bose-Einstein Condensate (BEC) and Bardeen-Cooper-Schrieffer (BCS) 

 For condensates to form in e-h systems ultracold temperatures are required. The ultracold 

regime is where the temperature is less than the binding energy and temperature of quantum 

degeneracy Tq given by 𝑇q~
2𝜋ℏ2

𝑚x
𝑛, the phase diagram for ultracold e-h system is given in Figure 

1.3 [20] [19].  
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In the low density regime spontaneous coherence and condensation have been observed. 

The measured first order coherence function and distribution in momentum space agree with 

theory of a Bose-Einstein Condensate (BEC) of equilibrium bosons, where all of the particles are 

in the ground state [3]. Other effects in an IX BEC are ordered exciton states [21], 

commensurability [22], Pancharatnam–Berry phase [23], Interference Dislocations [24], and spin 

textures [25]. 

As density increases the IXs dissociate and an e-h plasma forms. In this e-h plasma Cooper 

pair-like excitons can form. While hydrogen-like excitons form at momentum states close to zero, 

the Cooper pair-like excitons form close to the Fermi momentum [20]. 

These Cooper pair-like excitons can form a Bardeen-Cooper-Schrieffer-like (BCS-like) 

condensate an analogy to super conducting. A requirement for Cooper pair-like exciton formation 

is the matching of the electron and hole Fermi surfaces [20]. IXs being generated via laser 

excitation allows for the study of a charge neutral system that has an equal number of electrons 

and holes, this in turn means the Fermi momentum of electrons and holes are equal. As such, with 

sufficient cooling, the system can potentially form a BCS-like condensate. 
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Figure 1.3: Phase diagram of ultracold e-h system. In the low density regime a BEC of hydrogen-

like IX can form below the critical temperature. At high densities Cooper-pair-like excitons a BCS-

like exciton condensate can form. 

Dipolar Bosons 

 As dipoles, IXs allow for the study of dipolar boson interactions. When all dipole moments 

point the same direction the energy from this interaction, 𝑈𝑑𝑑, is given by 𝑈𝑑𝑑(𝒓) =
𝑑2

𝜀

1−3cos2𝜃

𝑟3
 

where 𝜃 is the angle between the dipole direction and the relative position of the dipoles, 𝑑  is the 

dipole moment, 휀 the dielectric constant, and 𝑟 is the distance between dipoles. We see from this 

equation that typically IXs feel dipolar repulsion as they exist in the same plane of the CQW, 

however by creating a system with two sets of CQW a system can be constructed where some IXs 

feel dipolar attraction [8].  

 

 1.4: IXs in devices 
 

 The unique properties of IXs make them an interesting platform to construct devices that 

use excitons, rather than electrons. The ease of control of the potential landscape of an excitonic 
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device also makes it relatively easy to develop device designs. Previous research has shown optical 

excitonic transistors [26] [27], transistors [28] [29], and excitonic integrated circuits [30].  

Optically active 

 Due to their radiative recombination, IXs can interface with optical communications 

systems directly. Additionally, the photons emitted retain information about momentum and spin 

of the IX. 

Bosonic particles 

 Rather than fermionic particles communicating information in electronic devices, IX are 

bosons. As such a condensate of IX would require a much lower switching voltage for an excitonic 

transistor than a similar electronic device as a BEC would all be in the ground state, which is 

impossible in the electronic system due to Pauli exclusion. 

 Device scaling 

 The numerous properties of IX also allow for the construction of smaller devices compared 

to other systems. The exciton Bohr radius is typically 10nm in GaAs and 1nm or less in transition 

metal dichalcogenides (TMDs), and due to their ability to optically couple, this allows for the 

construction of optically active devices potentially at sub-photon wavelength scales 

(400~1000nm). 

Existing devices and future work 

 Much work has already been done on excitonic devices; however, the exciton range of 

existence is limited by temperature where 𝑘𝐵𝑇~𝐸𝑋 where 𝑘𝐵 is the Boltzmann constant and 𝐸𝑋 is 

the exciton binding energy. Thermal energy disrupts the bound pair. In GaAs/AlAs CQWs 

excitonic devices have been seen to operate up to 100K [28]. In GaAs IX’s binding energy has 

been observed up to ~10meV while TMDs have shown binding energies up to 350meV, allowing 
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for the existence of excitons at room temperature [31]. This provides a potential medium for room 

temperature IX devices. 

 

1.5: Previous work 
 

 Before working on the projects described in chapters 3 and 4 I participated in two other 

projects. The first of which was on a wide single quantum well sample where I aided in 

measurements and sample fabrication. Typical experiments studying IXs involve separated layers 

of electrons and holes, however disorder in CQW is typically due to fluctuations on the QW widths, 

as the energy of a particle in QW with width L scales roughly as 1/L2 [9]. As such wide QWs will 

have less disorder. A wide single quantum well (WSQW) has been studied in IX systems, but no 

long range transport was demonstrated [32] [33]. Due to the quality of the sample studies by our 

group and quality of electrode fabrication we demonstrated high IX mobility, spectrally narrow IX 

emission, voltage-controllable IX energy, and long and voltage-controllable IX lifetime [9]. 

 The second project involves a TMD heterostructure made from MoSe2/WSe2 where I aided 

in the construction of the assembly stage used to construct the sample.  

 

1.6: Thesis outline 
 

 The experimental methods such as optical spectroscopy and electric field application used 

in subsequent chapters are described in chapter 2.  The experimental results of attractive behavior 

between dipolar bosons are discussed in chapter 3 alongside comparisons with theory. Finally, 

chapter 4 describes the realization of a Fermi-edge singularity in a neutral electron-hole plasma, 

which evidences the formation of Cooper pair-like excitons at the Fermi edge, the first 

experimental results of Cooper pair-like excitons. 
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Chapter 2: Experimental Methods 
 

2.1 Optical Spectroscopy 
 

 Due to the ability to create IXs via laser excitation and their photoluminescence upon 

decay, optical spectroscopy is a powerful way to study IXs. Excitons are first generated via laser 

excitation which excites electrons and holes and the energy landscape of the sample allows 

formation of spatially indirect excitons. The wavelength of the laser excitation is often controlled 

in these systems in order to maximize absorption or study the behavior with changing excitation 

wavelength. Laser(s) excitation is focused onto the sample via an objective lens, typical spot size 

FWHM is 3-10 µm. By varying how laser excitation is applied different exciton clouds can be 

formed. Two types of lasers were used in the works presented in chapters 3 and 4, in chapter 3 

diode lasers, tuned to 1.532 and 1.541 eV, were used and a Titanium Sapphire laser (Ti Saph) was 

used in chapter 4. While the titanium sapphire laser has a tunable wavelength by changing the laser 

cavity, the diode laser’s wavelength is primarily temperature dependent. As such we constructed 

temperature-controlled mounts using Peltier chips to control the wavelength of the diode laser. 

This resulted in control of the wavelength across a range of ~±5nm with accuracy within a quarter 

nm. Due to resonances in the laser system certain wavelengths would be preferred over others, 

which varies from diode to diode.  

As an exciton decays it emits a photon, the exciton photoluminescence (PL) is then focused 

onto a spectrometer and nitrogen cooled charge coupled device camera (CCD) which allows for 

the spatially and spectrally resolved images of IX PL. To achieve temporal resolution, we utilized 

coupled pulse generators, one which controls the laser pulse emission and the second, slaved to 

the first, controls an intensified CCD’s (ICCD) integration window and timing with respect to the 

laser pulse. While the diode lasers could be controlled by the pulse generators alone, the Ti Saph 
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needed to be sent through an acousto-optic modulator which would direct the beam down the 

beamline in time with the pulse. The combination of ICCD and pulsed laser allows pulsed 

excitation (typically on order of 1µs) and control of the temporal measurement window (typicallu 

on order of 50ns), allowing for the study of emission  at any time during or after the laser pulse. 

An example of this set up, used in the measurements presented in Chapter 4, is shown in Figure 

2.1. If measured while the laser is on, the expansion of the exciton cloud can be studied, while if 

measured with the laser off the decay of the exciton photoluminescence, as well as luminescence 

without contributions from laser excitation and bulk emission can be studied. One can use this to 

measure the lifetime of the IX in a system. Measuring after the pulse is also particularly useful as 

excitation resonant with the DX emission is often used to maximize IX created, and results in laser 

light very close spectrally to the IX emission. This can make it difficult to detect the IX PL when 

the exciting laser is on. Additionally, laser excitation can heat the exciton system, so by measuring 

after the laser has turned off there is sufficient time for the excited system to cool to the lattice 

temperature.  

 

Figure 2.1: Schematic of optical excitation and collection used in Chapter 4. Resonant excitation 

from the Titanium Sapphire laser is fed into an AOM which is pulsed with a signal generator. The 

pulsed excitation is then sent through an axicon to shape the beam and focused onto the sample 

via an objective. The emission is then focused onto a spectrometer and then ICCD that is controlled 

by a signal generator. This allows for the coordination of the pulsed laser and timed emission 

collection. 
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2.2 Cryogenic measurements 
 

Due to IX being limited by 𝑘𝐵𝑇~𝐸𝑋  all of the measurements here were performed in a 

helium vapor cryostat. This cryostat allows for the control of the temperature of the sample from 

1.5-300K. Measurement temperatures in chapter 4 vary from 2-25K.  

 

2.3 Coupled quantum wells 
 

 To form spatially indirect excitons a pair of coupled quantum wells (CQWs) is typically 

used. In GaAs samples this is formed from GaAs quantum wells separated by AlGaAs.  

 The CQWs in GaAs require an applied voltage for the formation of IX. To achieve this a 

platinum electrode is applied to the top of the sample while a Si doped n+ GaAs backgate serves 

as a bottom ground electrode. The width of the GaAs wells determines the binding energy, lifetime, 

and dipole moment. This allows for a system with 2 CQW with different energies, described in 

chapter 3 [8]. The GaAs samples are grown via molecular beam epitaxy.  
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Chapter 3: Attractive and repulsive dipolar interaction in 

bilayers of indirect excitons 
 

3.1 Introduction 
 

A spatially indirect exciton (IX), also known as an interlayer exciton, is a bound pair of an 

electron and a hole confined in separated layers. Due to the electron-hole separation, IXs have 

built-in electric dipole moment ed, where d is the distance between the electron and the hole layers, 

and e is the electron charge. Furthermore, due to the electron-hole separation, IXs have long 

lifetimes within which they can cool below the temperature of quantum degeneracy [34]. These 

properties make IXs a platform for exploring quantum gases with dipolar interaction.  

IXs can be realized in a pair of quantum wells separated by a narrow tunneling barrier. For 

one layer of IXs in a single pair of coupled quantum wells (CQWs), the out-of plane IX electric 

dipoles lead to repulsive dipolar interaction between side-to-side IX dipoles (Fig. 3.1). This 

configuration is extensively studied both theoretically and experimentally. The phenomena 

originating from the repulsive dipolar interaction in a single IX layer include the enhancement of 

IX energy with density that has been known since early studies of IXs [35] [14] [36] [37] [5], 

screening of the in-plane disorder potential by repulsively interacting IXs [21] [38] [39] [10] that 

leads to IX delocalization and long-range IX transport [21] [38] [39] [10] [11] [40] [41] [42] [43] 

[44] [45] [9], strong correlations, [10] [46] [47] [48] [49] [50] [51] [52] [53], and predicted crystal 

phases [54] [55] [56] [57] [58] [59] [60] [61].  

Quantum gases with dipolar interaction are also explored with cold atoms. In these systems, 

dipolar interactions lead to droplet structures with spatial ordering and coherence [62] [63] [64] 

[65] [66], few-body complexes [67] [68], and a pair of superfluid and crystal phases in bilayers of 

dipoles [69] [70] [71] [72].  
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The specific property of dipolar interaction is its anisotropy. For instance, for two parallel 

dipoles tilted at angle θ relative to the line connecting them, the interaction at r>>d1, d2 is given 

by 𝑣(𝑟)~𝑒2𝑑1𝑑2(1 − 3cos2𝜃)/𝜖𝑟3, where 𝜖 is the dielectric constant of the material and p1,2 = 

ed1,2 are the dipole moments. For the out-of-plane IX dipoles in a single IX layer this expression 

reduces to 𝑣(𝑟)~𝑒2𝑑2/𝜖𝑟3 describing the repulsive dipolar interaction between IXs.   

The other specific property of dipolar interaction for the IXs is the induced orientation of 

IX dipoles. The heterostructure design and/or applied voltage, which produces the electric field in 

the heterostructure, determine the quantum well layers where electrons and holes are confined: 

Exchanging the quantum wells by the electron and the hole, i.e., flipping the IX dipole, is 

energetically unfavorable. Furthermore, tilting the IX dipole relative to the z direction causes an 

in-plane separation of the electron and the hole in the IX and, as a result, reduces the IX binding 

energy. This induces the orientation of IX dipoles in the direction normal to the QW plane.  

The induced orientation of the IX dipoles and the repulsive dipolar interaction for a single 

IX layer makes it challenging to explore the attractive dipolar interaction in IX systems. The 

studies of IX dipoles have been concentrated on the case of repulsively interacting IXs [34]- [58]. 

However, the angle dependent dipolar IX interaction and, in particular, dipolar attraction give 

access to new phenomena in quantum dipolar gases. For instance, the dipolar attraction leads to 

the phenomena in cold atoms outlined above [62]- [72]. IX attraction can be realized by extending 

IX heterostructures beyond a single CQW design, and studies of attractively interacting IX dipoles 

were recently started in two stacked CQW pairs [73] [74] [75].  

In this chapter, we explore the attractive dipolar interaction between IXs in a two-CQW 

heterostructure with two IX layers in two separated CQW pairs (Fig. 3.1). The intra-CQW 

interaction between IX side-to-side dipoles is repulsive similar to single CQW heterostructures 
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[34]- [58]. The inter-CQW interaction between IX head-to-tail dipoles is attractive. It changes to 

repulsive with increasing in-plane separation between the IXs and, in turn, θ following the 

anisotropy of dipolar interaction outlined above. Both our experimental measurements and our 

theoretical simulations show: (i) a monotonic energy reduction for IXs in one layer with increasing 

density of IXs in the other layer, and (ii) an in-plane shift of a cloud of IXs in one layer towards a 

cloud of IXs in the other layer. This behavior is qualitatively consistent with attractive dipolar 

interaction, however, the measured IX energy reduction and IX cloud shift are higher than the 

values given by the correlated liquid theory.  

 

3.2 Experiment  
 

The studied two-CQW heterostructure [Fig. 3.1(a)]is grown by molecular beam epitaxy. 

Indirect excitons IX2 form in CQW2, indirect excitons IX1 form in CQW1. CQW2 consists of two 

15-nm GaAs QWs separated by a 4-nm Al0.33Ga0.67As barrier, CQW1 consists of two 12-nm GaAs 

QWs separated by a 4-nm Al0.33Ga0.67As barrier. CQW2 and CQW1 are separated by a 12-nm 

Al0.33Ga0.67As barrier, narrow enough to allow substantial interlayer interaction between IX2 and 

IX1, yet wide enough to suppress tunneling of electrons and holes between CQW2 and CQW1. n
+-

GaAs layer with nSi ∼ 1018 cm−3 serves as a bottom electrode. The CQW pair is positioned 100 nm 

above the n+-GaAs layer within the undoped 1-μm-thick Al0.33Ga0.67As layer. The two CQW pairs 

are positioned closer to the homogeneous bottom electrode to suppress the fringing in-plane 

electric field in excitonic devices [76]. The top semitransparent electrode is fabricated by applying 

2-nm Ti and 7-nm Pt on a 7.5-nm GaAs cap layer. Applied gate voltage Vg =−2 V creates an 

electric field in the z direction. The cross section of the heterostructure is presented in section 3.5.5.  
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Figure 3.1: Two-CQW heterostructure and x-energy image. (a) Diagram of the two-CQW 

structure with two CQW pairs. IX2 forms in CQW2, and IX1 forms in CQW1. Schematic below 

shows IX dipoles. − electrons and + holes. The intra-CQW interaction between IX2 (or IX1) side-

to-side dipoles is repulsive. The inter-CQW interaction between IX2 and IX1 head-to-tail dipoles 

is attractive. (b) Differential x-energy luminescence image. The arrows indicate the excitation spot 

positions of the L2 and L1 lasers resonant to direct excitons in 15-nm CQW2 and 12-nm CQW1, 

respectively. L2 generates IX2. L1 generates IX1 and a smaller concentration of IX2. The laser 

powers PL1 = 10 μW, PL2 = 250 μW. The differential x-energy image is obtained by subtracting 

the x-energy images created by only L1 on and by only L2 on from the x-energy image created by 

both lasers on. In the differential x-energy image, the yellow and blue colors indicate the 

enhancement and reduction of the IX luminescence intensity, respectively. For the energy axis, the 

blue region on the right side and the yellow region on the left (observed for IX1) correspond to an 

energy decrease. For the position axis, the blue region on the low side and the yellow region on 

the high side (observed for IX1) correspond to a cloud shift up. The differential x-energy image 

shows an increase in IX2 energy, a decrease in IX1 energy, and a spatial shift of the IX1 cloud 

towards the IX2 cloud. 

 

The IX2 energy is lower than the IX1 energy. This energy difference gives an opportunity 

to selectively generate IX2 by optical excitation. Excitons are generated by semiconductor lasers 

L2 and L1 at the energies 1.532 and 1.541 eV resonant to spatially direct excitons (DXs) in CQW2 

and CQW1, respectively. The resonant to DX excitation increases the light absorption and, in turn, 

IX density for a given laser power [77]. L2 generates IX2. L1 generates IX1 and roughly a two times 

smaller concentration of IX2 due to a weaker non resonant absorption of L1 light in CQW2. L2 and 

L1 excitations are focused to ∼5-μm half width at half maximum spots, which are separated by 50 
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μm. This configuration allows exploring the effects of IX interactions on the IX cloud position. IX 

photoluminescence (PL) is measured in a 20-ns time window starting 20 ns after the end of the L1 

and/or L2 excitation pulses. This allows for studying of only long-lived IXs after DXs recombined. 

Both IX2 and IX1 have long lifetimes in the range of hundreds of nanoseconds (∼800 ns for IX2 

and ∼260 ns for IX1) allowing them to travel over long distances reaching hundreds of microns.  

Time-resolved imaging experiments are performed with a laser pulse duration 2000 ns, 

period 4000 ns, and edge sharpness ∼2 ns. The rectangular-shaped pulses are realized by a pulse 

generator driving the semiconductor lasers. The pulse duration and period are optimized to allow 

the IX PL image to approach equilibrium during the laser excitation and decay between laser 

pulses. The PL images are captured using a PicoStar HR TauTec time-gated intensifier. The PL 

passes through a spectrometer with a resolution of 0.18 meV before entering the intensifier coupled 

to a liquid nitrogen-cooled CCD. The measurements are performed at Tbath = 1.7K.  

To analyze the attractive interlayer IX interaction in the IX bilayer we measure how the 

selective generation of IX2 affects the energies and cloud position of IX1. Figure 3.1 (b) presents 

the differential x-energy image obtained by subtracting the x-energy images created by only L1 on 

[Fig. 3.10(c) in section 3.7] and by only L2 on [Fig. 3.10(b)] from the x-energy image created by 

both lasers on simultaneously [Fig. 3.10(a)]. The differential x-energy image shows an increase in 

IX2 energy, a decrease in IX1 energy, and a spatial shift of the IX1 cloud towards the IX2 cloud. 

These phenomena are detailed below.  
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Figure 3.2: Decrease and increase of IX energy due to attractive and repulsive dipolar IX 

interactions: Experiment. (a) The decrease in IX1 energy with increasing L2 power and, in turn, 

IX2 density. PL1 = 10 μW. An energy decrease corresponds to attractive IX1-IX2 interaction. (b) 

The redshift of the IX1 spectrum with turning on L2, which increases IX2 density. The black line 

shows the IX1 spectrum when only L1 is on, PL1 = 10 μW. The green line shows the IX1 spectrum 

when an additional L2 is on, PL2 = 250 μW. (c) IX1 energy as a function of both PL1 and PL2. (d) 

The increase in IX2 energy with increasing L2 power and, in turn, IX2 density. PL1 = 0. An energy 

increase corresponds to repulsive IX1-IX2 interaction. (e) The blueshift of the IX2 spectrum with 

increasing L2 power, which increases IX2 density. PL2 = 25 μW (black line) and 250 μW (green 

line). (f) IX2 energy as a function of both PL1 and PL2. (g) The change in IX1 energy vs the change 

in IX2 energy. Each set of data corresponds to increasing L2 power. For the sets of data presented 

by orange, red, purple, blue, cyan, and green points, L1 = 5,10,25,50,100, and 250 μW, 

respectively. 

 

First, we consider the IX energy variations. Figures 3.2(a)-2(c) show that the increase in 

L2 power (PL2) and, in turn, IX2 density (n2) leads to a monotonic decrease in IX1 energy. An 

energy decrease corresponds to attractive IX1-IX2 interaction. In comparison, when only IX2’s are 

present in the system (L1 is off), the increase in PL2 and, in turn, n2 leads to a monotonic increase 

in IX2 energy [Figs. 3.2(d)–2(f)]. An energy increase corresponds to repulsive IX2-IX2 interaction, 

which has been extensively studied in single layers of IXs [34]- [58].  

Figures 3.2(c) and 3.2(f) also show that the increase in PL1 leads to a monotonic increase 

in both IX1 and IX2 energies. L1 generates both IX1 and IX2, therefore, the effect of increasing PL1 
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on IX1 (or IX2) energy is a combined effect of attractive IX1-IX2 and repulsive IX1-IX1 (or IX2-

IX2) interactions. The monotonic increase in both IX1 and IX2 energies with PL1 indicates that the 

repulsive interaction is stronger. This is consistent with the relative strength of the attractive [Fig. 

3.2(a)] and repulsive [Fig. 3.2(d)] interaction in the experiments with increasing PL2 which 

increases only IX2 density. 

 

Figure 3.3: Attraction of the IX1 cloud to the IX2 cloud: Experiment. (a) The IX1 cloud profiles at 

different PL2’s and, in turn, IX2 densities. PL1 = 10 μW. The profiles of the L1 and L2 laser excitation 

spots are shown by black and purple lines, respectively. The dashed line indicates the center of the 

L1 excitation spot. (b) The center-of-mass position of the IX1 cloud as a function of PL2 for different 

PL1’s. 

 

In the mean-field approximation the repulsive interaction between IXs in a single layer 

increases the IX energy by Δ𝐸 = 4𝜋𝑒2𝑑𝑛/𝜖. This equation known as the “plate capacitor” formula 

provides a qualitative explanation for the observed monotonic increase in ΔE with the exciton 

density n [35]. However, the capacitor formula can significantly overestimate ΔE(n) due to the IX 

correlations [10] [46] [47] [48] [49] [50] [51] [52] [53]. To compare the attractive and repulsive 
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dipolar interactions, avoiding the complexity of the relation between E and n, Fig. 3.2(g) presents 

the change in IX1 energy E1 vs the change in IX2 energy E2 for the data in Figs. 3.2(c) and 

3.2(f).The energy shifts E are measured relative to the IX energies at the lowest n. Figure 3.2(g) 

shows that for all studied PL1’s, the increase in PL2 and, in turn, n2 leads to E2 larger in absolute 

value than E1, indicating that the repulsive IX2-IX2 interaction is stronger than the attractive IX2-

IX1 interaction.  

We also consider the spatial shift of the IX1 cloud toward the IX2 cloud. Figure 3.3 shows 

that the IX1 cloud attracts to the IX2 cloud. With increasing PL2, the spatial shift is nonmonotonic. 

This behavior is observed for different PL1’s. A larger spatial shift, reaching ∼10 μm, is observed 

at low PL1 [Fig. 3.3(b)].  

 

3.3 Theory 
 

We analyze the dipolar interaction in IX bilayers theoretically and compare the 

experimental data with theoretical simulations. The numerical simulation of a such two-species 

many-body system is performed through the hypernetted chain (HNC) formalism [78]. The intra- 

and interlayer interactions are modeled by assuming that the wave function of electrons and holes 

are isotropic Gaussians and they experience a Coulomb interaction, see section 3.5. The HNC 

method has been previously used for studying bosons with dipolar interactions in single-layer 

systems [79]. Unless the interaction strength is very high, the HNC predictions for basic many-

body properties, such as pair-correlation functions and energy per particle were shown to be in 

good agreement with the more accurate Monte Carlo calculations [56] [71] [72].  
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Figure 3.4: Decrease and increase in IX energy due to attractive and repulsive dipolar IX 

interactions: Theory. (a) The decrease in IX1 energy with increasing IX2 density. n1 = 1.5 × 1010 

cm−2. An energy decrease corresponds to attractive IX2-IX1 interaction. (b) IX1-IX2 density 

correlation function. n1 = n2 = 1010 cm−2. (c) IX1 energy as a function of both IX1 and IX2 densities. 

(d) The increase in IX2 energy with increasing IX2 density. n1 = 0. An energy increase corresponds 

to repulsive IX2-IX2 interaction. (e) IX2-IX2 (red solid line) and IX1-IX1 (black dashed line) density 

correlation functions. n1 = n2 = 1010 cm−2. (f) IX2 energy as a function of both IX1 and IX2 densities. 

(g) The change in IX1 energy vs the change in IX2 energy. Each line corresponds to increasing IX2 

density. For the blue, orange, green, red, and purple lines, n1 = 0.5, 1, 1.5, 2, and 2.5 × 1010 cm−2, 

respectively. 

 

The simulated IX energy shifts caused by the attractive and repulsive IX dipolar 

interactions are presented in Fig. 3.4. Figures 3.4(a) and 3.4(c) show that the increase in n2 leads 

to a monotonic decrease in IX1 energy due to the attractive IX1-IX2 interaction, in qualitative 

agreement with the experimental data in Figs. 3.2(a) and 3.2(c). In contrast, the increase in n2 (or 

n1) leads to a monotonic increase in IX2 (or IX1) energy [Figs. 3(d) and 3(f)] due to the repulsive 

IX2-IX2 (or IX1-IX1) interaction, in qualitative agreement with the experimental data in Figs. 3.2(d) 

and 3.2(f).  

In the simulations, n1 is increased selectively keeping n2 intact. In the experiment, an 

increase in n1 is accompanied by an increase in n2 as outlined above. This leads to different 
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variations of IX2 energy with n1 in the experiment [Fig. 3.2(f)] and the theory [Fig. 3.4(f)]. 

However, the conclusions on the attractive IX1-IX2 interaction and repulsive IX2-IX2 interaction 

derived from the experiment and the comparison between the experiment and the theory are based 

on the n2 dependence and are not affected by the difference in the n1 dependence.  

The density correlation functions for the cases of attractive IX1-IX2 and repulsive IX1-IX1 

and IX2-IX2 interactions are presented in Figs. 3.4(b) and 3.4(e), respectively. For the attractively 

interacting IXs [Fig. 3.4(b)], the correlation function enhancement above 1, the mean-field value, 

increases the interaction energy compared with the vanishing interlayer interaction in the mean-

field approximation. On the contrary, the repulsively interacting IXs avoid each other [Fig. 3.4(e)] 

that lowers the intralayer IX interaction energy compared with the uncorrelated state assumed in 

the mean-field approximation.  

The energy shift in Fig. 3.4(d) is close to 1/3 of the shift given by the plate capacitor 

formula, in other words, the exciton density is related to the measured energy shift caused by the 

intralayer IX interaction by the formula Δ𝐸 = 1/3 × 4𝜋𝑒2𝑑𝑛/𝜖.In Figs. 3.2(d) and 3.4(d), the 

ranges of the energy shift in the experiment and the theory are similar so that the range of the L2 

laser power in Fig. 3.2(d) approximately corresponds to the range of the exciton density n2 in Fig. 

3.4(d).  

As for the experimental data, we compare the attractive and repulsive dipolar interactions 

in a graph showing E1 vs E2. Figure 3.4(g) shows that for all studied n1, the increase in n2 leads to 

calculated E2 larger in absolute value than E1, in qualitative agreement with the experimental data 

in Fig. 3.2(g).  
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Figure 3.5: Attraction of the IX1 cloud to the IX2 cloud: Theory. (a) The IX1 cloud profiles 

simulated for different PL2’s and, in turn, IX2 densities. PL1 = 250 μW. The profiles of the L1 and 

L2 laser excitation spots are shown by black and purple lines, respectively. The dashed line 

indicates the center of the L1 excitation spot. (b) The center-of-mass position of the IX1 cloud as a 

function of PL2 for different PL1’s. 

 

We also simulated the spatial shifts of the IX1 cloud toward the IX2 cloud. The simulations 

of the IX spatial profiles are based on the IX generation, diffusion, and recombination and are 

outlined in section 3.5.3. Figure 3.5 shows that the IX1 cloud attracts to the IX2 cloud in the 

simulations, in qualitative agreement with the attraction observed in the experiment (Fig. 3.3). In 

comparison, both our experimental measurements (Fig. 3.8) and theoretical simulations (Fig. 3.9) 

show that two clouds of repulsively interacting IX2 repel each other, see section 3.6.  

Although both the experimental measurements and the theoretical simulation show: (i) a 

monotonic IX1 energy reduction with increasing IX2 density, and (ii) an in-plane shift of IX1 cloud 

towards the IX2 cloud, consistent with attractive dipolar interaction, the measured IX1 energy 

reduction and IX1 cloud shift are higher than the values given by the correlated liquid theory 

[compare Fig. 3.2(a) with Fig. 3.4(a),Fig. 3.2(g) with Fig. 3.4(g), and Fig. 3.3 with Fig. 3.5]. The 
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interaction- and/or disorder-induced IX mass enhancement may be one possible reason for this 

discrepancy. The magnitude of IX1 energy reduction E1 scales with the strength of interlayer IX1-

IX2 dipolar attraction (Fig. 3.6). For the case of a single pair, E1 can be estimated as the binding 

energy of IX1-IX2 biexciton state Eb. For a bare IX mass mIX ∼ 0.2 m0 [80], Eb ∼ 0.3 meV (Fig. 

3.7). Higher Eb can be achieved for higher IX masses, and, e.g., for the reduced IX mass enhanced 

to 2 m0, Eb reaches ∼1.2 meV (Fig. 3.7), making the IX1-IX2 interaction scale comparable to the 

experiment (Fig. 3.2). A mass enhancement can be caused by interaction, however, only a 

relatively weak interaction-induced mass enhancement, up to ∼25%, was observed in electron-

hole systems in single QWs [81]. The studies of effects of interaction and/or disorder on the IX 

mass can be a subject of future work.  

 

Figure 3.6: Model interaction potentials: u22 (top) and u11 (middle) are the intra-CQW potentials 

for IX2 and IX1, respectively; u12 (bottom curve) is the inter-CQW interaction potential. 

Parameters: d1 = 20, d2 = 25, D =43, a =5(all in nanometers); 𝜖 = 13. 
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Layered heterostructures with more than one IX layer, such as IX bilayers in this paper, 

and, generally, with more than two electron and hole layers, such as three-layer heterostructures 

in Ref. [82], could be new platforms for studying systems with attractive dipolar interaction. For 

heterostructures with a fixed set of materials, the range of parameter variation may be limited. For 

instance, for the GaAs/AlGaAs heterostructures used in this paper, it is difficult to achieve a 

significant change in the dipolar attraction between the IXs by varying the AlGaAs spacer layer 

thickness ds: A significant reduction of ds would lead to substantial tunneling of electrons and holes 

between CQW1 and CQW2, destroying both IX1 and IX2, whereas a significant enhancement of ds 

would lead to a substantial reduction of the dipolar interaction, which drops as 1/r3 and is already 

weak for ds = 12 nm in the heterostructure studied in this paper.  

 

Figure 3.7: Probability density distributions of inter-CQW biexcitons within the rigid-body 

approximation. The interaction potential u12 (the same as in Fig. 3.6) is shown by the curve with a 

dip (black curve). The probability distributions (wave functions squared) of the bound states are 

depicted by the curves with the maxima. These curves are plotted in arbitrary units and are offset 

to show the binding energies Eb. They correspond (top to bottom) to the reduced masses of 0.5, 1, 

and 10 of the exciton mass. 
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However, a significant change in the parameters can be achieved by using different 

materials. In particular, van der Waals heterostructures offer an opportunity to study IX bilayers 

with small d and/or ds (significantly smaller than in the GaAs heterostructures) and high IX binding 

energies (significantly higher than in the GaAs heterostructures), see Ref. [83] and references 

therein. The studies of dipolar interactions in IX bilayers and other IX systems with multiple 

electron and hole layers in van der Waals heterostructures can be a subject of future work.  

 

3.4 Conclusion 
 

 To summarize, we presented experimental and theoretical studies of attractive dipolar 

interaction in IX bilayers. We found that increasing density of IXs in one layer causes a monotonic 

energy reduction for IXs in the other layer. We also found an in-plane shift of a cloud of IXs in 

one layer towards a cloud of IXs in the other layer. This behavior is qualitatively consistent with 

attractive dipolar interaction. The measured IX energy reduction and IX cloud shift are higher than 

the values given by the correlated liquid theory. 

 

3.5 Supplemental Information 
 

3.5.1 Interaction Potentials 
 

We modeled IXs as composite bosonic particles with a rigid internal charge distribution. 

The interactions of such particles can be specified in terms of potentials uij(r), 1 ⩽ i, j ⩽ 2, which 

are functions of pairwise in-plane distances r of the excitons. We use subscripts 1 and 2 to label 

the CQWs (12-nm and 15-nm wide, respectively). To compute these interaction potentials, we 

assumed that the charge distributions of all the electrons and holes are spherically symmetric 
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Gaussians. The radius a of the Gaussians is our adjustable parameter that accounts for the width 

of the quantum wells and the internal motion of particles about the center of mass of each exciton. 

We computed these interaction potentials by taking the convolutions of the Coulomb kernel 

𝑒2/𝜖√𝑟2 + 𝑧2
2

with the charge densities of the interacting particle pairs. The result for the inter-

CQW potential u12(r) = u21(r) is 

𝑢12(𝑟) = ∑ ∑ 𝑉(√𝑟2 + 𝑧𝜎𝜏2 )𝜏=±𝜎=± ,  (A1) 

𝑉(𝑟) =
𝑒2

𝜖𝑟
erf(

𝑟

2𝑎
),  (A2) 

𝑧𝜎𝜏 = 𝜏
𝑑1−𝜎𝑑2

2
+ 𝐷,  (A3) 

where erf(x) is the error function and D is the z-axis distance between the CQW centers. The intra-

CQW potentials ukk(r), k = 1, or 2, are given by the same equation with D = 0 and the electron-

hole separations d1 and d2 replaced by dk. The plots of these potentials for parameter values 

representative of our experimental device are shown in Fig. 3.6. At r << a all of them approach 

constant finite values, and at large r, these potentials behave as 1/r3. Potentials u11(r) and u22(r) are 

strictly repulsive. The potential u12(r) is attractive in the range of distances r selected for the plot. 

At larger r, it eventually becomes repulsive, but it is already very small at such r. 

The potentials uij(r) serve as inputs to our computer program that computes many-body 

properties within the zero temperature HNC formalism. Another input parameter is the effective-

mass mIX of the excitons, which we took to be 0.2 of the free-electron mass m0. Our implementation 

of the HNC method is based on Ref. [78]. The output of these calculations include the pair-

correlation functions Gij(r), the energy density ε = ε(n1,n2), and the chemical potentials, 

𝜇𝑗 = 𝜕ε/𝜕𝑛𝑗 ,  (A4) 

of the excitons as functions of their number densities n1 and n2 in the CQWs. If the shake-up 

effects, i.e., many-body relaxation processes following the exciton recombination, can be 
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neglected, then the exciton emission energies (or exciton “single-particle energies”) Ej should 

coincide with their chemical potentials, 

𝐸𝑗 ≈ 𝜇𝑗. (A5) 

Based on this assumption, we have constructed the plot of ΔE1 vs ΔE2 shown in Fig. 3.4(g) of the 

main text. Representative intra-CQW and inter-CQW pair-correlation functions are plotted in Figs. 

3.4(b) and 3.4(e). At short distances, these functions show a deep “correlation hole” for excitons 

of the same CQW and a strong correlation peak for excitons of different CQWs. 

 

3.5.2 Biexciton binding energy  
 

From previous theoretical work on double-layer bosonic systems with repulsive intralayer 

and attractive interlayer dipolar interactions [69] [70] [71] [72], we expect that the exciton system 

at low enough equal densities n1 = n2 should be made of bound pairs, the inter-CQW biexcitons. 

If n1≠ n2, then biexcitons and unpaired excitons may coexist. A rough estimate of the required 

density is given by the Mott criterion stating that the biexcitons should appear when the 

dimensionless parameter min(n1,n2)b
2 is less than some critical number, which is usually 

numerically small, perhaps, 0.02. Here b is the spatial size of the biexciton. Within our rigid-body 

approximation, the biexciton bound state can be easily found numerically. In the relative 

coordinates, this problem reduces to solving a Schrödinger equation for a particle of reduced mass 

mIX/2 subject to the confining potential u12(r). For the same parameters as in Fig. 3.6, we obtained 

the binding energy to be Eb = 0.286 meV. From Fig. 3.7 we deduce the spatial size of the biexciton 

to be b ∼ 30 nm so that the Mott critical density for biexcitons is on the order of 1010 cm−2, not too 

far from the exciton densities realized in our experiment. 
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Figure 3.8: Repulsion between the IX2 clouds: Experiment. (a) The IX2 cloud profiles when only 

the left L2 is on (L L2 on, green line), when only the right L2 is on (R L2 on, red line), and when 

both left and right L2’s are on [(L L2 + R L2) on, blue line]. The sum of L L2 on profile and R L2 

on profile (L L2 on + R L2 on) is shown by the orange line. Profile (L L2 + R, L2) on is wider 

than the sum of L, L2 on profile and R, L2 on profile, indicating the repulsion between the IX2 

clouds. The profiles of the left and right L2 laser excitation spots are shown by purple and brown 

lines, respectively. The dashed lines indicate the centers of the excitation spots. (b) The width of 

the IX2 cloud when both left and right L2’s are on [(L L2 + R L2) on, blue points] in comparison 

to the width of the IX2 cloud obtained as the sum of L L2 on the cloud and R L2 on the cloud [L 

L2 on + R L2 on, orange points] as a function of PL2. 

The following argument suggests that Eb is, in fact, the maximum possible shift of the 

single-particle energies due to the inter-CQW attraction. Indeed, in the limit of high densities 

where average intra-CQW exciton separation is smaller than D, correlations are negligible. At 

intermediate densities where HNC should be accurate, the dependence of, say, E1 = E1(n1,n2) on 

n2 with n1 held fixed is either monotonic or flat within computational accuracy, see Figs. 3.4(c) 

and 3.4(f). Therefore, the asymptotic limit n1 = n2 → 0 where all excitons are paired and 

𝐸1 = 𝐸2 = −𝐸𝑏 (A6) 

should correspond to the largest possible attraction effect. Note that the HNC method reproduces 

this asymptotic limit only approximately. The tendency toward pairing is manifested in the 



31 

 

aforementioned peak in the pair-correlation function G12(r) at r = 0. The shape of this peak 

computed by the HNC resembles the probability distribution of the biexciton, cf. Figs. 3.4(b) and 

3.7. The integrated weight N = n2 ∫G12(r)d2r of the peak (where the integration extends up to r ∼

b) is the average number of excitons of CQW1 attracted to an exciton in CQW2. When the 

biexcitons form, N should approach unity. Yet within our HNC calculations N keeps increasing as 

n1 = n2 decreases. This suggests that the standard HNC method is inadequate in the low-density 

regime where we should instead use Eq. (A6).  

 

Figure 3.9: Repulsion between the IX2 clouds: Theory. (a) The IX2 cloud profiles simulated when 

only the left L2 is on (L L2 on, green line), when only the right L2 is on (R L2 on, red line), and 

when both left and right L2’s are on [(L L2 + R L2) on, blue line]. The sum of simulated L L2 on 

profile and R L2 on profile (L L2 on + R L2 on) is shown by the orange line. The profile (L L2 + R 

L2) on is wider than the sum of L L2 on the profile and R L2 on the profile, indicating the repulsion 

between the IX2 clouds. The profiles of the left and right L2 laser excitation spots are shown by 

purple and brown lines, respectively. The dashed lines indicate the centers of the excitation spots. 

(b) The width of the simulated IX2 cloud when both left and right L2’s are on [(L L2 + R L2) on, 

blue points] in comparison to the width of the IX2 cloud obtained as the sum of simulated L L2 on 

the cloud and R L2 on the cloud [L L2 on + R L2 on, orange points] as a function of PL2. 
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We found both in experimental measurements [Fig. 2(a) and 2(c)] and theoretical 

simulations [Figs. 3.4(a) and 3.4(c)] that increasing density of IXs in one layer causes a monotonic 

energy reduction for IXs in the other layer. These results differ with the results of Refs. [74] [75] 

where a nonmonotonic dependence on the density was reported. The nonmonotonic dependence 

on the density was attributed to many-body polaron effects in Refs. [74] [75]. Our simulations 

show no indication for the nonmonotonic dependence on the density.  

The experiment still poses a challenge for the theory because the shift of E1 has been 

observed to routinely exceed the computed Eb = 0.286 meV, see Fig. 3.2(a). To identify a possible 

reason for the discrepancy, we examined this important parameter more critically. First, we tested 

the validity of the rigid-body approximation. We used a previously developed computational tool 

[60] to accurately solve for the exciton and biexciton binding energies as two-body and four-body 

problems, respectively. For the parameters of Fig. 3.6 we obtained Eb = 0.33 meV. Hence, the 

rigid-body approximation is not the major source of the discrepancy. Next, we noted that Eb is 

greatly reduced compared to the depth ≈ 2 meV of the potential well u12(r). This reduction is due 

to the zero-point motion. As an illustration of how this quantum effect may affect the binding 

energy, we recalculated Eb and the wave functions of biexcitons for reduced masses enhanced two- 

and 20-fold. In the latter case, the binding energy rises to 1.16 meV, see Fig. 3.7, which is close to 

the experimentally measured shifts of E1 we attributed to the inter-CQW attraction. It is hard to 

expect that the exciton mass is indeed enhanced by such an enormous factor due to the interaction 

alone. (As a point of reference, only a relatively weak interaction-induced mass enhancement, up 

to 25%, was observed in electron-hole systems in single QWs [81].) However, the suppression of 

the zero-point motion of an exciton pair may, in principle, be facilitated by disorder in the system 

that traps the excitons close together in deep potential wells. 
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3.5.3 Dynamics of Exciton Density Distribution 
 

In this section we summarize the set of equations we used to model the macroscopic 

dynamics of excitons. To simplify the modeling, we assumed that the exciton densities nk and 

currents jk were functions of a single spatial coordinate x. These quantities obey the continuity 

equation, 

𝜕𝑡𝑛𝑘(𝑥, 𝑡) = 𝜕𝑥𝑗𝑘 + 𝑔𝑘(𝑥, 𝑡) − 𝑛𝑘𝜏𝑘, (B1) 

where τk is the lifetime of the excitons in the kth CQW, which is known from the experiment, and 

gk is the generation rate proportional to the local laser power. To represent the exciton currents, 

we used the drift-diffusion approximation, 

𝑗𝑘(𝑥, 𝑡) = −𝐷𝑘𝜕𝑥𝑛𝑘(𝑥, 𝑡) − 𝐵𝑘𝑛𝑘(𝑥, 𝑡)𝜕𝑥𝜇𝑘  (B2) 

where Dk and Bk = Dk/T are the diffusion coefficient and the drift mobility, respectively. Finally, 

to simplify the treatment of interaction effects, we linearized the density dependence of the exciton 

chemical potentials such that 

𝜇1 = 𝛾11𝑛1 + 𝛾12𝑛2, 𝜇2 = 𝛾22𝑛2 + 𝛾12𝑛1,  (B3) 

where γij’s are interacting constants. Based on the simulations presented in Figs. 3.4(a) and 3.4(d) 

of the main text, we set the constants to be γ11 = 9.3, γ22 = 11, and γ12 =−0.2, all in units of 10−11 

meV cm−2. [Note that the intra-CQW coupling constants are 1/3 of the plate capacitor values, i.e., 

𝛾𝑘𝑘 = (
1

3
) (4𝜋𝑒2𝑑𝑘/𝜖).] We developed a computer program that solves these coupled equations 

on a discrete grid of x as a function of the time-variable t, starting from initial conditions n1 = n2 

≡0. To get a relation between the laser powers and the generation rates, we fitted the shifts Ek ≈ μk 

of the exciton emission energies measured as functions of the laser power to the results of these 

simulations. We estimated the diffusion coefficients Dk by fitting the calculated width of the IX1 

and IX2 exciton clouds to the measured widths of these clouds generated selectively by L1 or L2.  
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As outlined in the main text, the simulations show that the IX1 cloud attracts to the IX2 

cloud (Fig. 3.5), in qualitative agreement with the attraction observed in the experiment (Fig. 3.3). 

In comparison, both our experimental measurements (Fig. 3.8) and our theoretical simulations 

(Fig. 3.9) show that the two clouds of repulsively interacting IX2 repel each other. 

 

Figure 3.10: Position-energy images of IX luminescence. (a) Both L2 and L1 lasers are on. (b) 

Only L2 is on. (c) Only L1 is on. The arrows indicate the excitation spot positions of the L2 and L1 

lasers resonant to direct excitons in 15-nm CQW and 12-nm CQW, respectively. L2 generates IX2. 

L1 generates IX1 and a smaller concentration of IX2. The laser powers PL1 = 10 μW, PL2 = 250 

μW. Gate voltage Vg = −2.0 V and temperature T = 1.7K. 

 

3.5.4 Position-Energy Luminescence Images  
 

The differential x-energy image [Fig. 3.1(b)] is obtained by subtracting the x-energy 

images created by only L1 on [Fig. 3.10(c)] and by only L2 on [Fig. 3.10(b)] from the x-energy 

image created by both lasers on simultaneously [Fig. 3.10(a)]. 
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Figure 3.11: Cross section of the two-CQW heterostructure. The thicknesses and doping 

concentrations of the layers are indicated. 

 

3.5.5 Cross Section of the Heterostructure 
 

The cross section of the two-CQW heterostructure showing the thicknesses and doping 

concentrations of the layers is presented in Fig. 3.11. 
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Chapter 4: Fermi edge singularity in neutral electron-hole 

system 
 

4.1 Introduction 
 

The theory of an ultracold neutral electron-hole (e-h) system considers two density 

regimes. At low e-h densities, n << 1/ aB
D (aB is the exciton Bohr radius, D the dimensionality), 

electrons and holes bind to hydrogen-like pairs – excitons, which form a Bose-Einstein condensate 

at low temperatures [19]. In dense electron-hole systems, n ≳ 1/aB
D , e-h plasma can be realized 

and, at low temperatures, the theory predicts Cooper-pair-like excitons at the Fermi energy and a 

BCS-like exciton condensation [20].  

E-h systems can be created by optical excitation. The advantage of the optically created e-

h systems is the ability to tune the density and, in turn, the parameter naB
D within orders of 

magnitude by the excitation power Pex. In particular, this allows exploring both the BEC and BCS-

like exciton condensates and the crossover between them. 2D e-h systems in layered 

semiconductor heterostructures offer an additional advantage of tailoring the system parameters 

by the layer design.  

For a dense 2D e-h plasma with n ≳ 1/ aB
2 at temperatures lower than the electron and hole 

Fermi energies and higher than the condensation temperature, the photoluminescence (PL) 

spectrum is step-like corresponding to the step-like 2D density of states, and the PL linewidth is 

approximately the sum of the electron and hole Fermi energies, ∆ ∼ EFe + EFh [84]. In contrast, in 

the low-density regime, the exciton PL linewidth is determined by the homogeneous and 

inhomogeneous broadening and is significantly smaller than the e-h plasma PL linewidth in high-

quality heterostructures [18]. The BCS-like condensation in the ultra-cold e-h plasma with Cooper-

pair-like excitons at the Fermi energy should be accompanied by a PL intensity enhancement at 
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the Fermi level of the step-like e-h plasma PL line, similar to the Fermi edge singularity in a Fermi-

gas of electrons [85] [86]. The latter phenomenon was observed in PL spectra of a 2D electron gas 

for a weak optical excitation with the number of photoexcited electrons and holes much smaller 

than the electron gas density, that is in a system, which can be described as a single optically 

created hole in a Fermi sea of electrons. 

In contrast to the generation of “a single hole” in a dense electron gas [86], the realization 

of a neutral dense e-h system by optical excitation requires the generation of a high number of 

electrons and holes that causes the problem of heating. Due to e-h recombination, the temperature 

of an optically created e-h system (Teh) exceeds the semiconductor lattice temperature and lowering 

Teh below the condensation temperature, in particular at high e-h densities, is challenging. For 

instance, for neutral dense plasmas generated in single InGaAs/InP [84]or InGaAs/GaAs [81] [87] 

quantum wells in experiments at T ∼ 2 K, the effective e-h temperature reached and exceeded ∼ 

100 K, well above both the lattice temperature and the temperature needed for the realization of 

the Cooper-pair like excitons and BCS-like exciton condensation [20].  

The other requirement for the realization of Cooper-pair-like excitons at the Fermi energy 

and BCS-like exciton condensation is matching of the electron and hole Fermi surfaces [2]. For 

equal electron and hole densities, the Fermi momenta of electrons and holes are equal (Fig. 4.1a), 

that is required for matching the Fermi surfaces. This matching of the electron and hole Fermi 

surfaces in neutral e-h system is different from the Fermi edge singularity for a hole in a Fermi sea 

of electrons where the suppression of hole kinetic energy, a flat hole band or hole localization, is 

required [85] [86]. 
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Figure 4.1: (a) Diagram showing Cooper-pair-like excitons (oval) with electrons (e) and holes (h) 

at the Fermi energy in neutral dense e-h system. (b) Diagram of the CQW heterostructure. 

Electrons and holes in I-EHP are confined in separated layers. (c) I-EHP PL spectra at T = 2 K 

(top) and 20 K (bottom). The laser excitation power Pex = 24 mW. The Fermi edge singularity is 

observed in cold I-EHP. 

 

4.2 Experimental Methods 
 

To create cold e-h systems, we work with heterostructures with separated electron and hole 

layers (Fig. 4.1b). In these heterostructures, spatially indirect excitons (IXs), also known as 

interlayer excitons, are formed by electrons and holes confined in separated layers [34]. The layer 

separation increases the e-h recombination time that allows cooling the optically generated e-h 

system to low temperatures [88]. The other advantage of the separated electron and hole layers is 

the overall enhancement of energy per e-h pair with density that is outlined below. This 

enhancement stabilizes the exciton state against the formation of e-h droplets [35] [36] [37] [89], 

which otherwise may form the ground state [90]. Earlier studies of cold IXs concerned the low-

density regime where IXs are hydrogen-like pairs. An overview of experimental studies of IX 

condensation in the low-density regime and phenomena in the IX condensate can be found in Ref. 

[24]. 
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Figure 4.2: Density and temperature dependence of PL spectra. (a) PL spectra vs. the laser 

excitation power Pex. T = 2 K. The e-h densities estimated from the energy shift n ∼ 11, 9, 7, 5, 4, 

3, 1, 0.3 × 1010 cm−2 (from top to bottom). The spectra show the crossover from hydrogen-like IXs 

at low densities to I-EHP with the Fermi edge singularity at high densities. (b) PL spectra vs. 

temperature. Pex = 24 mW. The Fermi edge singularity vanishes at high temperatures. 

 

In this work, we study ultracold neutral spatially indirect e-h plasma (I-EHP) in separated 

electron and hole layers in a GaAs/AlGaAs coupled quantum well (CQW) heterostructure. The 

electrons and holes are confined in 15 nm GaAs QWs separated by 4 nm AlGaAs barrier. The long 

e-h recombination lifetimes [τ ∼ µs, Fig. 4.5a] due to the separation between the electron and hole 

layers allow for cooling the plasma to low temperatures. The creation of cold IEHP is facilitated 

by separating the e-h plasma from the laser excitation in space and time: (i) The measurements are 

performed δt = 300 ns after the laser excitation pulse within τw = 50 ns window (Fig. 4.5a). This 

delay δt is sufficient for cooling the photoexcited e-h system to low temperatures close to the lattice 
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temperature [88]. At the same time, δt ~ τ and τw << τ enable the density staying high and nearly 

constant during the measurements. (ii) The measurements are performed ~ 50 μm away from the 

edge of the mesa-shaped laser excitation spot (Fig. 4.5b). This separation further facilitates cooling 

of the photoexcited e-h system. At the same time, the density in the signal detection region does 

not drop substantially in comparison to the excitation region since the separation is shorter than 

the I-EHP (and IX) propagation length in the heterostructure (Fig. 4.5b). To further reduce the 

heating of e-h system, the laser excitation is resonant to the direct exciton energy (Eex ~ 1.545 eV). 

The resonant excitation increases absorption for a fixed Pex and minimizes the energy of 

photoexcited e-h pairs [77]. The laser pulses are 800 ns on, 400 ns off. The off time is longer than 

δt to enable the cooling, yet is as short as possible, just longer than δt + τw, to enhance the density 

for a given Pex. 

In the experiments, the densities of photoexcited eh system are controlled by Pex from the 

low-density IX regime to the high density I-EHP regime. In the high density regime, we observed 

a broad I-EHP line with a linewidth exceeding the IX binding energy [37] [91] and increasing with 

density (Figs. 4.1 and 4.2a). The simulation of the I-EHP PL line without taking into account the 

Fermi edge singularity due to the Cooper-pair-like excitons at the Fermi energy are presented in 

Fig. 4.8 in section 4.4.3. These simulations show step-like spectra with the linewidth ∆ ∼ EFe+EFh, 

similar to the spectra of spatially direct EHP in single QWs in earlier studies [84].  

 

4.3 Results 
 

At high temperatures, the I-EHP PL line (Fig. 4.1c bottom) is typical for plasmas above 

the condensation temperature [84] and the line shape is consistent with the simulations with no 

Fermi edge singularity (Fig. 4.8). At low temperatures, we observed a strong enhancement of the 
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PL intensity at the Fermi energy of cold plasma (Fig. 4.1c top) that evidences the emergence of 

excitonic Fermi edge singularity. The temperature and density dependence of the spectra are 

consistent with the many-body origin of this enhancement.  

At the lowest densities, the IX linewidth ∼ 0.6 meV (Fig. 4.2a). The small IX linewidth 

indicates a low disorder in the heterostructure. With increasing e-h density, we observe a transition 

from the ultracold gas of hydrogen like IXs, with the narrow PL line at low e-h densities to the 

ultracold I-EHP with the Fermi edge singularity due to the Cooper-pair-like excitons at the Fermi 

energy at high e-h densities (Fig. 4.2a). The transition is smooth, consistent with the theory 

predicting a crossover from hydrogen-like excitons to Cooper-pair-like excitons with increasing 

density [92].  

 

Figure 4.2: The spectrum skewness M3. (a) M3 vs. the laser excitation power Pex and temperature. 

(b) M3 vs. Pex at T = 2 K and 25 K. (c) M3 vs. temperature at Pex = 24 mW. The lines are guides to 

the eye. The Fermi edge singularity characterized by high positive M3 is observed in dense I-EHP 

at low temperatures. 
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The overall shift of the PL energy (Fig. 4.2a) is caused by the separation between the 

electron and hole layers and can be approximated by the “capacitor” formula δE = 4πe2dn/ε, where 

d is the separation between the layers, ε the dielectric constant [35]. This approximation becomes 

increasingly more accurate with increasing density [8]. The e-h density n estimated from the 

energy shift δE is close to n estimated from the plasma PL linewidth ∆ ∼ EFe +EFh = πħ2n(1/me 

+1/mh), where me and mh are the electron and hole effective masses (Fig. 4.7 in section 4.4.3).  

 

Figure 4.4: Density and temperature dependence of the coherence length. (a) ξ vs. temperature. 

The density n estimated from the energy shift n ~ 1011 cm−2. Pex = 24 mW. (b) ξ vs. n. Pex = 0.2, 

0.5, 2.5, 7.5, 24 mW (from left to right). T = 2 K. The lines are guides to the eye. 

 

The Fermi edge singularity vanishes with increasing temperature (Fig. 4.2b). This is 

quantified in Fig. 4.3 by the spectrum skewness M3. A higher intensity at the high-energy (low-

energy) side of the PL line, such as in the top (bottom) spectrum in Fig. 4.1c, corresponds to 

positive (negative) M3. Figure 4.3 shows that the Fermi edge singularity characterized by high 

positive M3 is observed in the dense I-EHP at low temperatures, that is in the high-Pex – low-T 
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part of the Pex − T diagram. A similar n − T diagram with the density n estimated from the shift 

δE is shown in Fig. 4.9 in 4.4.3.  

We also measured the coherence length by shift-interferometry. Similar measurements for 

IXs in the low-density regime detected IX spontaneous coherence and, in turn, the IX BEC in 

earlier studies [3]. In the shift-interferometry measurements, the emission images produced by 

each of the two arms of Mach-Zehnder interferometer are shifted with respect to each other to 

probe the interference between the emission of I-EHP (or IXs) spatially separated by δx in the 

layer plane. The amplitude of interference fringes gives the first order coherence function g1(δx) 

and the width of g1(δx), the coherence length, quantifies spontaneous coherence in the system [3] 

[93].  

The coherence vanishes with increasing temperature (Fig. 4.4a). With increasing Pex and, 

in turn, the density, the coherence length first increases, reaches maximum, and then reduces (Fig. 

4.4b). The density dependence is qualitatively consistent with the theory predicting that coherence 

increases with density in the BEC regime, reaches maximum at the BEC–BCS crossover, and 

reduces with density in the BCS regime [92].  

According to the theory, the BEC–BCS crossover should occur at the densities close to the 

density of the Mott transition nM ~ 0.2/aB
2 [55] [57] [61] [94]. The density n ~ 4 × 1010 cm−2 where 

the maximum coherence is observed (Fig. 4.4b) is qualitatively consistent with this theoretical 

estimate. For instance, for aB ~ 20 nm estimated for IXs in Ref. [95], nM ~ 0.2/aB
2 ~ 5 × 1010 cm−2. 

In the density range corresponding to the onset of the BCS regime n ≳ 4 × 1010 cm−2 (Pex ≳ 2 

mW), the PL lineshape start revealing the intensity enhancement at the high-energy side, indicating 

the Fermi edge singularity (Fig. 4.2a). 
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The coherence length (Fig. 4.4) reaches significantly higher values than in a classical gas  

[ξclassical ~λdB ~ 0.1 μm at T = 2 K for IXs in GaAs CQW, λdB = (2πħ2/mT)1/2 is the thermal de 

Broglie wavelength]. The maximum ξ (Fig. 4.4) is smaller than in the measurements of IXs in the 

low-density regime in the heterostructure with smaller d, where ξ reaches several microns [3]. A 

higher ξ in that work may be related, in particular, to a weaker dipolar interaction and a specific 

electro-optical IX generation with holes optically generated and electrons electronically injected 

in localized areas [3]. 

A relation of the studied system to other systems is outlined below. The Fermi edge 

singularity in neutral e-h system due to Cooper-pair-like excitons at the Fermi energy and BCS-

like exciton condensation are related to excitonic insulators [20] [96] [97] [98]. In contrast to 

optically created e-h systems in semiconductors, such as the system considered in this work, the 

excitonic insulators generally form in semimetals or in narrow-gap semiconductors with no optical 

generation. The nature of BCS-like exciton condensates in optically created e-h systems and 

excitonic insulators in semimetals is similar. Excitonic insulators are actively studied [99] [100] 

[101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] [112] [113] [114]. 

The other system, which allows studying the BEC– BCS crossover, is a system of ultracold 

atoms with controlled interactions [115]. In comparison, in the ultracold e-h system studied here, 

the density and, in turn, the parameter naB
2 is controlled. The density increase allows to go from 

the low-density regime of hydrogen-like excitons to the high-density regime of Cooper-pair-like 

excitons and the regimes are revealed by the distinct PL line shapes with the high-density regime 

characterized by the Fermi edge singularity due to the Cooper-pair-like excitons at the Fermi 

energy.  
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In summary, we found a strong enhancement of photoluminescence intensity at the Fermi 

energy of the neutral dense ultracold e-h system that evidences the emergence of excitonic Fermi 

edge singularity due to the Cooper pair-like excitons at the Fermi energy. 

 

4.4 Supplemental Information 
 

4.4.1 CQW Heterostructure 
 

The CQW heterostructure (Fig. 4.1b) is grown by molecular beam epitaxy. CQW consists 

of two 15-nm GaAs QWs separated by a 4-nm Al0.33Ga0.67As barrier. n+ GaAs layer with nSi ∼ 

1018 cm−3 serves as a bottom electrode. The CQW is positioned 100 nm above the n+ GaAs layer 

within the undoped 1-µm-thick Al0.33Ga0.67As layer. The CQW is positioned closer to the 

homogeneous bottom electrode to suppress the fringing in-plane electric field in excitonic devices 

[76]. The top semitransparent electrode is fabricated by applying 2-nm Ti and 7-nm Pt on a 7.5-

nm GaAs cap layer. Applied gate voltage Vg =−2.5 V creates an electric field in the z direction. 
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Figure 4.5: Optical measurements. (a) The e-h system is generated by laser pulses 800 ns on, 400 

ns off (shown schematically by blue line). The measurements are performed δt = 300 ns after the 

laser excitation pulse within τw = 50 ns window (gray area). (b) The laser excitation spot is mesa-

shaped (shown schematically by blue line). The measurements are performed ∼ 50 µm away from 

the edge of the mesa-shaped laser excitation spot within ∼ 20 µm window (gray area). x ∼ −100 

µm corresponds to the device edge. The DX PL (red line) closely follows the laser excitation in 

time (a) and space (b) due to the short DX lifetime. The I-EHP PL (black line and dots) extends in 

time (a) and space (b) due to the long I-EHP lifetime. 

 

 
Figure 4.6: Variation of the spectra within the signal accumulation window. The I-EHP spectrum 

measured during the 50 ns window (black line) and during the first half (red line) and within the 

second half (blue line) of the window. The sum of the spectra within the half-windows (green 

dashed line) is close to the spectrum within the window (black line). These measurements show 

that the spectrum variation during the window is negligibly small. 
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4.4.2 Optical Measurements 
 

The experiments are designed to facilitate lowering the temperature of the optically 

generated e-h system, as outlined in the main text. The e-h system is generated by a Ti:Sapphire 

laser resonant to the direct exciton (DX) energy (Eex ~ 1.545 eV). An AOM is used for making 

laser pulses 800 ns on, 400 ns off (Fig. 4.5a). The measurements are performed δt = 300 ns after 

the laser excitation pulse within τw = 50 ns window (Fig. 4.6a). The mesa-shaped laser excitation 

spot with ~ 100 μm diameter is formed using an axicon. The measurements are performed ~ 50 

μm away from the edge of the mesa-shaped laser excitation spot within ~ 20 μm window (Fig. 

4.6b). The DX PL closely follows the laser excitation in time (Fig. 4.6a) and space (Fig. 4.61b) 

due to the short DX lifetime. The I-EHP (and IX) PL extends in time (Fig. 4.6a) and space (Fig. 

4.6b) due to the long I-EHP (and IX) lifetime. 

The 50 ns window is long enough to collect sufficient I-EHP (or IX) signal yet much shorter 

than the I-EHP (or IX) lifetime so the signal variation during the window is negligibly small. To 

verify this, the measurements were performed within the first half and within the second half of 

the window and these measurements show similar spectra (Fig. 4.6). 

 The PL spectra are measured using a spectrometer with resolution 0.2 meV and a liquid-

nitrogen-cooled CCD coupled to a PicoStar HR TauTec time-gated intensifier. The experiments 

are performed in a variable temperature 4He cryostat. 
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Figure 4.7: PL energy shift and linewidth. (a) The PL energy shift δE vs. Pex. δE is counted from 

the IX energy at the lowest Pex. (b) The PL linewidth ∆(full-width-half-maximum) vs. Pex. (c) ∆ 

vs. δE. (d) n estimated from ∆ vs. n estimated from δE. T = 2K for all data. The estimates use 

δE=4πe2dn/ε and ∆∼EFe+EFh=πℏ2n(1/me+1/mh). The estimates from δE and from ∆ give similar n. 

 

Figure 4.8: Simulations of I-EHP PL spectra. (a,b) The simulated I-EHP PL spectra without taking 

into account the Fermi edge singularity (redlines) and the measured I-EHP PL spectra (blacklines). 

T=2K and Pex=24mW, Tfit = 2K and nfit =1011 cm−2 (a). T = 25K and Pex = 24mW, Tfit = 25K and 

nfit = 7.6 × 1010cm−2 (b). (c) n estimated from the PL spectrum fit vs. n estimated from δE, T = 2K. 
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4.4.3 PL Energy Shift and Line shape 
 

 The density n in I-EHP can be estimated from the PL energy shift δE using the “capacitor” 

formula δE= 4πe2dn/ε. n in I-EHP can be also estimated from the PL linewidth 

∆∼EFe+EFh=πℏ2n(1/me+1/mh). The estimates from δE and from ∆ give similar n in the high density 

regime, n ≳4×1010 cm−2 (Fig. 4.7d). The estimates extended to the low-density regime show a 

deviation from this similarity, increasing for lower densities (Fig. 4.7d). The deviation is expected 

since in the low density regime, the equation for δE is less accurate and ∆ is determined by the 

homogeneous and inhomogeneous IX broadening, as outlined previously.  

 

The I-EHP PL spectra are simulated without taking into account the Fermi edge singularity 

and compared with the measured I-EHP PL spectra (Fig. 4.8). The simulations are outlined below. 

Due to the small photon momentum, the optical transition occur for the same absolute values of 

electron and hole momenta ke=kh. For the constant 2D density of states, the PL intensity at energy 

𝐸𝑖 =
ℏ2𝑘𝑖

2

2𝑚𝑒
+

ℏ2𝑘𝑖
2

2𝑚ℎ
 is determined by the product of the electron and hole distribution functions I(Ei)∝ 

fe(ki)fh(ki), where Ei is counted from the lowest PL energy, ki=ke=kh,fe,h=(exp
ℏ2(𝑘𝑖

2−𝑘𝑓
2)

2𝑚𝑒,ℎ𝑘𝐵𝑇
+ 1)−1, kF 

the Fermi momentum. For low temperatures kBT << EFe, EFh, the PL line I(Ei) is step-like with the 

sharp steps both on the low-energy side and the high-energy side and the width ∆ ∼EFe + EFh = EF. 

The step sharpness on the high-energy side is determined by the temperature. To account for the 

finite step sharpness on the low-energy side the following approximation is used. I(Ei)is convolved 

with 
𝛾(𝐸𝑖)

𝜋

1

(𝐸−𝐸𝑖)
2−𝛾(𝐸𝑖)

2
 describing the damping of one-particle states [116], where the broadening 

parameter γ(Ei) is assumed to decrease to zero at the Fermi level as (EF−Ei)
2 [117].   
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At high temperatures, the simulated and measured I-EHP spectra are close, with the 

intensity reduction at the high-energy side following the thermal distribution (Fig. 4.8b). At low 

temperatures, the simulations show step-like I-EHP spectra with the linewidth ∆∼EFe+EFh, similar 

to the spectra of spatially direct EHP in single QWs [84], and the measured I-EHP PL is strongly 

enhanced at the Fermi energy in comparison to the simulations due to the Fermi edge singularity 

(Fig. 4.8a). For the dense I-EHP, the density n fit estimated from the PL spectrum fit is close to 

the density estimated from the energy shift δE (Fig. 4.4c). n fit (Fig. 4.4c) is close to the density 

estimated from the PL linewidth ∆ (Fig. 4.3d). 

 

Figure 4.9: The spectrum skewness M3. (a) M3 vs. density and temperature. The density n is 

estimated from the energy shift 𝛿𝐸 = 4𝜋𝑒2𝑑𝑛/휀. (b) M3 vs. n at T = 2 K and 25 K. (c) M3 vs. 

temperature at n = 1011 cm−2. The lines are guides to the eye. The Fermi edge singularity 

characterized by high positive M3 is observed in dense I-EHP at low temperatures. 
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4.4.4 The spectrum Skewness M3 

 

 Figure 4.9 shows the spectrum skewness M3 vs. temperature and density. This figure is 

similar to Fig. 4.3 showing M3 vs. temperature and Pex. The density n is estimated from the energy 

shift 𝛿𝐸 = 4𝜋𝑒2𝑑𝑛/휀. Figure 4.9 shows that the Fermi edge singularity characterized by high 

positive M3 is observed in the dense I-EHP at low temperatures, that is in the high-n – low-T part 

of the n − T diagram. 

 

 
Figure 4.10: Shift-interferometry measurements. (a) Interference fringes Iinterf(y) for δx = 1.5 μm, 

T = 2 K, Pex = 2.5 mW. (b) The amplitude of interference fringes Ainterf vs. δx for Pex = 2.5mW 

(black points) and 0.2 mW (red squares), T = 2 K. Gaussian fits are shown by the black and red 

lines, respectively. 
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4.4.6 Shift-Interferometry measurements  
 

In the shift-interferometry measurements, a Mach- Zehnder interferometer is added in the 

signal detection path as in Ref. [3]. The spectrometer grating is replaced by a mirror and an 

interference filter of linewidth 5 nm adjusted to the I-EHP (or IX) PL wavelength is added to select 

the entire I-EHP (or IX) PL line for the studied Pex and T. The rest of the laser excitation and signal 

detection, outlined above, is kept unchanged.  

The emission images produced by each of the two arms of the Mach-Zehnder 

interferometer are shifted relative to each other along x to measure the interference between the 

emission of I-EHPs (or IXs), which are separated by δx in the layer plane. Iinterf = (I12 − I1 − 

I2)/(2√𝐼1𝐼2) is calculated from the measured PL intensity I1 for arm 1 open, I2 for arm 2 open, and 

I12 for both arms open (Fig. 4.10a). In “the ideal experiment”, the amplitude of interference fringes 

Ainterf(δx) gives the first order coherence function g1(δx) and the width of g1(δx), the coherence 

length, quantifies spontaneous coherence in the system [3]. In practice, the measured Ainterf(δx) is 

given by the convolution of g1(δx) with the point-spread function (PSF) of the optical system in 

the experiment [93]. The CQW contain no point source for the precise measurement of PSF. NA 

= 0.27 of the objective in the experiment gives a lower estimate for PSF width ξPSF ~ 0.9 μm for 

the optical system. The dependence of ξ on the parameters shows that the coherence length in the 

e-h system is sufficiently large in comparison to the spatial resolution of the optical system ξPSF. 

Otherwise, the measured ξ would be determined by ξPSF and practically would not depend on the 

parameters [93]. Figure 4.10b shows examples of the measured Ainterf(δx). ξ are taken as the half-

widths at 1/e height of Gaussian fits to Ainterf(δx). 
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