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ABSTRACT OF THE DISSERTATION
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by
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Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2024

Professor Yizhou Sun, Chair

The development of artificial intelligence (AI) has significantly impacted our daily lives

and even driven new scientific discoveries. However, the modern AI models based on deep

learning remain opaque “black boxes” and raise a critical “why question” – why are these AI

models capable of achieving such remarkable outcomes? Answering this question leads to

research on Explainable AI (XAI), which offers numerous benefits, such as enhancing model

performance, establishing user trust, and extracting deeper insights from data. While XAI

has been explored for some data modalities like images and text, relevant research on graph

data, a more complex data modality that represents both entities and their relationships, is

underdeveloped. Given the ubiquity of graph data and their prevalent applications across

main domains including science, business, and healthcare, XAI for graph data becomes a

critical research direction.

This thesis aims to address the gap in XAI for graph data from three complementary and

equally important perspectives: model, user, and data. Accordingly, my research advances

XAI for graph data by developing: (1) Model-oriented explanation techniques that illuminate

the mechanism and enhance the performance of state-of-the-art AI models on graph data. (2)

ii



User-oriented explanation approaches that offer intuitive visualizations and natural language

explanations to establish user trust in graph AI models for real-world applications. (3)

Data-oriented explanation methods that identify key patterns and extract insights from graph

data, potentially leading to new scientific discoveries. By integrating these three perspectives,

this thesis enhances the transparency, trustworthiness, and insightfulness of AI for graph

data across domains and applications.
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CHAPTER 1

Introduction

1.1 Background

Artificial Intelligence (AI) has made remarkable advancements and achieved human-level

or even superhuman performance in diverse domains, ranging from image recognition and

chatbots to game-playing and new material structure predictions. These developments have

significantly impacted our daily lives and even driven new scientific discoveries. However, the

impressive AI achievements are largely based on the development of deep learning, which

makes AI models remain opaque and difficult to interpret, often referred to as “black boxes”.

The lack of explainability in these black-box AI models has raised a critical “why question”

that concerns researchers, practitioners, and policymakers – why are these AI models capable

of achieving such remarkable outcomes? As AI models become prevalent and increasingly

influence critical decision-making processes in various domains, understanding them becomes

imperative.

Answering the why question leads to research on Explainable AI (XAI), which offers

numerous benefits, such as enhancing model performance, establishing user trust, and

extracting deeper insights from data. While the field of XAI has gained traction in recent

years, with researchers exploring various techniques to explain AI models, the focus has

predominantly been on data modalities such as images and text. However, the domain of

graph data, which represents not only entities but also their relationships, has received little

attention in the context of XAI. Given the ubiquity of graph data in many domains with
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Figure 1.1: Ubiquitous applications of AI on graph data. Detect communities on social
networks. Recommend products to customers. Predict the atom energy of materials. Classify
properties of molecules.

numerous real-world applications, such as analysis of social networks, recommendations on

e-commerce graphs, property prediction of molecule graphs, and many more (Figure 1.1),

XAI for graph data emerges as a critical research direction.

1.2 Thesis Summary

This thesis aims to address the gap in XAI for graph data from three complementary and

equally important perspectives: model, user, and data (Figure 1.2). These perspectives are

integral to the entire AI pipeline and form the foundational pillars of the XAI research. Firstly,

the model serves as the core for prediction, generation, or any other tasks for which it is

designed. Unveiling its mechanism is a key challenge that XAI needs to address, where results

can be used for debugging models and further enhancing model performance. Next, the user,

as the stakeholder of the explanations, must find them comprehensible. A guiding principle

for XAI researchers, akin to “Explain the moon landing to a 6-year-old”, underscores that an

explanation is considered successful only if it is clear enough to establish trust among users,
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Figure 1.2: Three complementary perspectives of XAI.

including those without any technical background. Finally, the data underpins the model

and provides the knowledge that the model learns. Upon revealing the model’s underlying

mechanisms, explanations are expected to delve deeper and extract insights from the data,

especially insights that domain experts had not anticipated. This aspect is particularly crucial

for scientific data that often appears as graphs, where such unexpected discoveries could lead

to significant breakthroughs.

My research advances XAI for graph data by developing novel methods and frameworks

regarding these three perspectives:

1. Model-oriented explanation techniques that illuminate the mechanisms and enhance the

performance of AI models on graph data. Particularly, I focus on the state-of-the-art

Graph Neural Network (GNN) models and propose a novel structure-aware approach

based on cooperative game theory to explain the GNN prediction process, especially

how GNN message passing works.
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2. User-oriented explanation approaches that offer intuitive visualizations and natural

language explanations to establish user trust. A specific application involves recom-

mending items to users as link predictions on e-commerce graphs. My explanations

take the form as intuitive paths connecting the source and target of the predicted link

and can be clearly expressed in natural language for non-technical users.

3. Data-oriented explanation methods that identify key patterns and extract insights from

graph data. For this perspective, I design both post hoc explanation methods as well

as inherently explainable models tailored for scientific graph data. These methods have

been applied to material science and molecular science problems, producing purely

AI-based explanations without any human knowledge inputs besides data but match

domain experts’ knowledge.

By integrating these three complementary perspectives, this thesis contributes to XAI

by enhancing the transparency, trustworthiness, and insightfulness of AI models for graph

data across domains and applications. Moreover, it can facilitate effective model debugging

and error analysis, ensure fairness in the decision-making processes, promote the responsible

deployment of AI systems, and potentially lead to new scientific discoveries.
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CHAPTER 2

Explain GNNs with Structure-aware Cooperative Games

2.1 Introduction

Explainability is crucial for complex machine learning (ML) models in sensitive applica-

tions, helping establish user trust and providing insights for potential model improvements.

Many efforts focus on explaining models on images, text, and tabular data. In contrast, the ex-

plainability of models on graph data is yet underexplored. Since explainability can be especially

critical for many graph tasks like drug discovery, and interest in deep graph models is growing

rapidly, further investigation of graph explainability is warranted. In this work, we study

graph ML explanation with GNNs as the target models, given their popularity and widespread

use for graph machine learning tasks [YHC18, SLY21, WSZ20, TLS20, TLH22, ZJS21].

In ML explainability, important features are identified, and the Shapley value [Sha53] has

been deemed as a “fair” scoring function for computing feature importance. Originally from

cooperative game theory, many values, including the Shapley value, have been proposed for

allocating a total payoff to players in a game. When used for scoring the feature importance

of a data instance, the model prediction is treated as the total payoff and the features are

considered as players. In particular, for an instance with n features {x1, . . .xn}, the Shapley

value of its ith feature xi is computed via aggregating m(i, S), which are the marginal

contributions of xi to sets of other features xS ⊆ {x1, . . . ,xn} \ {xi}. Each xS is called a

coalition. Each m(i, S) is computed as the difference between model outputs for xS ∪ {xi}

and xS, e.g., difference of probability belonging to a target class for these two set of features,
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and it is meant to capture the interaction between xi and xS. The Shapley value is widely

used for explaining ML models on images, text, and tabular data, when the features are

pixels, words, and attributes [LC01, LL17].

The Shapley value has recently been extended to explain GNNs on graphs through feature

importance scoring as above, where features are nodes [DM21] or supernodes [YYW21].

We argue that the Shapley value is a non-ideal choice for (super)node importance scoring

because its contribution aggregation is non-structure-aware. The Shapley value aggregation

assumes no structural relationship between xi and xS even though they are both parts of

the input graph (a review of the Shapley value is in Section 2.2.2). Since the graph structure

generally contains critical information and is crucial to the success of GNNs, we consider

properly leveraging the structure with a better structure-aware scoring function.

We propose Graph Structure-aware eXplanation (GStarX), where we construct a structure-

aware node importance scoring function based on the Hamiache-Navarro (HN) value [HN20]

from cooperative game theory. Recall that GNNs make predictions via message passing,

during which node representations are learned by aggregating messages from neighbors.

Message passing aggregates both feature and structure information, resulting in powerful

structure-aware models [CCV20]. The HN value shares a similar idea to message passing by

allocating the payoff surplus generated from the cooperation between neighboring players

(nodes). When used as a scoring function to explain node importance, the HN value captures

both features and structural interactions between nodes (details in Section 2.3). Figure 2.1(a)

shows an example comparing the Shapley value and the HN value. In this example, their

difference boils down to different aggregation weights of marginal contributions, where the

former is uniform and the latter is structure-aware (details in Section 2.3.2). In summary,

our contributions are:

• Identify the non-structure-aware limitation of the Shapley value for GNN explanation.

• Introduce the structure-aware HN value from cooperative game theory to the graph machine

learning community and connect it to the GNN message passing and GNN explanation.
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Figure 2.1: Explanations on graphs with structure-aware values. Explanations on
graphs with structure-aware values (like HN) offer advantages over non-structure-aware values
(like Shapley). (a) Synthetic graph (left): The Shapley value assigns weights to m(i, S)
only based on size of xS, while the HN value assigns weights considering structures and in
particular gives zero weight to the disconnected xS. (b) Text graph (middle): For a
sentence classified as positive, the {"not", "good"} coalition shouldn’t be considered when
they are not connected by "bad". (c) Chemical graph (right): For a chemical graph
with mutagenic functional group -NO2, the importance of the atom N (node 1) is better
recognized if decided locally within the functional group.

• Propose a new HN-value-based GNN explanation method GStarX, and demonstrate the

superiority of GStarX over strong baselines for explaining GNNs on chemical and text

graphs.

2.2 Preliminaries

2.2.1 Graph Neural Networks

Consider a graph G with (feature-enriched) nodes V and edges E. We denote G as

G = (V ,X,A), where X ∈ Rn×d denotes d-dimensional features of n nodes in V, and

A ∈ {0, 1}n×n denotes the adjacency matrix specifying edges in E. GNNs make predictions

on G by learning representations via the message-passing mechanism. During message passing,

the representation of each node u ∈ V is updated by aggregating its own representation and

representations (messages) from its neighbors. We denote the set of neighbors as N (u). This

aggregation is recursively applied, so u can collect messages from its multi-hop neighbors and
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produce structure-aware representations [CCV20]. With h
(l)
i denotes the representation of

node i at iteration l, and AGGR(·, ·) denotes the aggregation operation, e.g. summation,

the representation update is shown in Equation 2.1.

h(l)
u = AGGR(h(l−1)

u , {h(l−1)
i |i ∈ N (u)}) (2.1)

2.2.2 Cooperative Game Theory

A cooperative game denoted by (N, v), is defined by a set of players N = {1, . . . , n}, and

a characteristic function v : 2N → R. v takes a subset of players S ⊆ N , called a coalition,

and maps it to a payoff v(S), where v(∅) := 0. A solution function ϕ is a function maps

each given game (N, v) to ϕ(N, v) ∈ Rn. The vector ϕ(N, v), called a solution, represents a

certain allocation of the total payoff v(N) generated by all players to each individual, with

the ith coordinate ϕi(N, v) being the payoff attributed to player i. ϕ(N, v) is also called the

“value” of the game when it satisfies certain properties, and different values were proposed to

name solutions with different properties [Sha53, Tel94].

The Shapley value is one popular solution of cooperative games. The main idea is to assign

each player a “fair” share of the total payoff by considering all possible player interactions.

For example, when player i cooperates with a coalition S, the total payoff v(S ∪ {i}) may

be very different from v(S) + v({i}) because of i’s interaction with S. Thus the marginal

contribution of i to S is defined as by m(i, S) = v(S ∪ {i})− v(S). Then the formula of the

Shapley value for i is shown in Equation 2.3, where marginal contributions to all possible

coalitions S ⊆ N\{i} are aggregated. The first identify in Equation 2.3 shows that the

aggregation weights are first uniformly distributed among coalition sizes k (outer average),
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then uniformly distributed among all coalitions with the same size (inner average).

ϕi(N, v) =

Average over k︷ ︸︸ ︷
1

n

n−1∑
k=0

Average over S s.t. |S| = k︷ ︸︸ ︷
1(

n−1
k

) ∑
S⊆N\{i}
|S|=k

m(i, S) (2.2)

=
∑

S⊆N\{i}

|S|!(n− |S| − 1)!

n!
m(i, S) (2.3)

The Shapley value was proposed as the unique solution of a game (N, v) that satisfies

three properties shown below, i.e. efficiency, symmetry, and additivity [Sha53]. These three

properties together are referred as an axiomatic characterization of the Shapley value. The

associated consistency properties introduced in Section 2.3.3 provides a different axiomatic

characterization.

Property 2.2.1 (Efficiency). ∑
i∈N

ϕi(N, v) = v(N)

Property 2.2.2 (Symmetry). If v(S ∪ {i}) = v(S ∪ {j}) for all S ∈ N\{i, j}, then

ϕi(N, v) = ϕj(N, v)

Property 2.2.3 (Additivity). Given two games (N, v) and (N,w),

ϕ(N, v + w) = ϕ(N, v) + ϕ(N,w)

The efficiency property states that the value should fully distribute the payoff of the game.

The symmetry property states that if two players make equal contributions to all possible

coalitions formed by other players (including the empty coalition), then they should have the

same value. The additivity property states that the value of two independent games should

be added player by player. It is the most useful for a system of independent games.
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Games with communication structures. Although the Shapley value is widely used

for cooperative games, its assumption of fully flexible cooperation among all players may

not be achievable. Some coalitions may be preferred over others and some may even be

impossible due to limited communication among players. Thus, [Mye77] uses a graph G as

the communication structure of players to represent cooperation preference. A game with

a communication structure is defined by a triple (N, v,G), with N being the node set of G.

This game formulation is more practical than fully flexible cooperation when cooperation

preference is available. Several values with different properties have been proposed for such

games [Mye77, BOT92, Ham99, KKU06] including the HN value [HN20].

2.3 GStarX: Graph Structure-aware Explanation

2.3.1 GNN Explanation via Feature Importance Scoring

A general approach to formalize an ML explanation problem is through feature importance

scoring [LL17, DG17], where features may refer to pixels of images, words of text, or

nodes/edges/subgraphs of graphs. Let f(·) denote a to-be-explained GNN, G = (V ,X,A)

denote an input graph, and 0 < γ < 1 denote a sparsity constraint to enforce concise

explanation. GNN explanation via subgraph scoring is aimed to find a subgraph g that

maximizes a given evaluation metric Eval (·, ·, ·), which measures the faithfulness of g to G

regarding making predictions with f(·), i.e.

g∗ = argmax
g⊆G,|g|≤γ|G|

Eval(f(·),G, g) (2.4)

When the task is graph classification and f(·) outputs a one-sum vector f(G) ∈ [0, 1]C

containing probabilities for G belongs to C classes, an example Eval can be the prediction

probability drop for removing g from G, i.e. Eval(f(·),G, g) = [f(G)]c∗ − [f(G\g)]c∗ with

c∗ = argmaxc[f(G)]c.
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In practice, since the number of subgraphs is combinatorial in the number of nodes, the

objective is often relaxed to finding a set of important nodes or edges first and then inducing

the subgraph [YBY19, LCX20, DM21]. A more tractable objective of finding the optimal set

of nodes S∗ ⊆ V 1 is given by

S∗ = argmax
S⊆V,|S|≤γ|V|

∑
i∈S

Score(f(·),G, i) (2.5)

Existing methods often boil down to Equation 2.5 with different scoring functions (Score),

and finding a proper Score is non-trivial. One example of Score is to evaluate each node i

directly as Score(f(·),G, i) = [f({i})]c∗ . However, this choice misses interactions between

nodes and corresponds to a trivial case in GNNs where no message-passing is performed for {i}.

Another possibility is to use Eval as Score, e.g., Score(f(·),G, i) = [f(G)]c∗ − [f(G\{i})]c∗ .

However, this again fails to capture interactions between nodes; for example, two nodes i

and j may be both important but also complimentary, so their contribution to G can only be

observed when they are missing simultaneously.

2.3.2 Scoring Functions from Cooperative Games

Given the challenges for defining a proper Score, solutions to cooperative games,

like the Shapley value, have been proposed with f(·) as the characteristic function, i.e.

Score(f(·),G, i) = ϕi(|G|, f(·)) [YYW21, DM21]. However, existing works only use the

non-structure-aware Shapley value. In contrast, values defined on games (N, v,G) with

communication structures G are naturally structure-aware but were never considered GNN

explanation. Below we discuss the non-structure-aware limitation of the Shapley value in

detail and motivating structure-aware values with practical examples in GNN explanation.

1A similar objective can be defined as S over edges E. We define it over nodes as nodes often contain
richer features than edges and are more flexible. One advantage of this choice will be made clear in Section
2.4.2
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The Shapley value is defined on games (N, v), which by definition takes no graph struc-

tures. It assumes flexible cooperation between players and uniform distribution of coalition

importance that only depends on |S| (see Equation 2.3). Even if a G is given and the game is

defined as (N, v,G), the Shapley value will overlook G when aggregating m(i, S). In contrast,

structure-aware values on (N, v,G) can be interpreted as a weighted aggregation of coalitions

with more reasonable weights. Although different solutions ϕ(N, v,G) have their nuances in

weight adjustments [Ham99, HN20, Mye77, KKU06], they share two key properties: (1) the

weight is zero if i and S are disconnected because they are interpreted as players without

communication channels [Mye77], and (2) the weight is impacted by the nature of connections

between i and S because it is easier for better-connected nodes to communicate.

A synthetic example. We take the HN value (definition in Section 2.3.3) as an example

structure-aware value and compare it to the Shapley value in a simple graph in Figure 2.1(a).

To compute ϕ1(N, v,G), both values aggregates m(1, S) for S ∈ {∅, {2}, {3}, {2, 3}}. The

Shapley value first assigns a uniform weight 1
3

to three different |S|, and then splits weights

uniformly for the |S| = 1 case to be 1
6
. However, the HN value assigns weight zero for S = {3}

because 1 and 3 are disconnected in coalition {1, 3} and are assumed to be two independent

graphs that shouldn’t interact (property (1)). Their interaction is rather captured in the

S = {2, 3} case, when 1 and 3 are connected by the bridging node 2, and this case is also

down-weighted from 1
3

to 1
4
, as 3 is relatively far from 1 (property (2)).

A practical example. The good properties of structure-aware values can help explain graph

tasks. The example in Figure 2.1(b) is from GraphSST2 (dataset description in Section

2.4.1), where the graph for sentiment classification is constructed from the sentence “is still

quite good-natured and not a bad way to spend an hour” with edges generated by the Biaffine

parser [GGN18]. Assuming a model can correctly classify it as positive. Intuitively, “good”

and “not a bad” are central to the human explanation. To compute the Shapley value of the

word “good”, the coalition “not good” will diminish the positive importance of “good”, despite

the two words lacking any direct connection. A structure-aware value can instead eliminate
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the {“not”, “good”} coalition, and only consider interactions between “not” and “good” (in

fact, “not” and any other word) when the bridging “bad” appears, hence better binding “not”

with “bad” and improving the salience of “good”. In Section 2.4.2, we revisit this example to

observe impacts of structure-awareness empirically.

2.3.3 The HN Value

Let (N, v,G) be a game with a communication structure G and S ⊆ N be a coalition. Let

S̄ = ∪i∈S{N (i)} ∪ S to be the union of S and its neighbors in G. Let S/G be the partition of

S containing connected components in G, i.e.,

S/G = {{i|i = j or i and j are connected in S by E of G}|j ∈ S}. Let G[S] be the induced

subgraph of S in G. For example, in Figure 2.1(b), when S ={“is”, “an”, “hour”}, S̄ will be

{“is”, “good”, “an”, “hour”, “spend”}, S/G will be {{“is”}, {“an”, “hour”}}, and G[S] will be the

subgraph with a two-node component
�� ��an -

�� ��hour and a single node component
�� ��is .

Definition 2.3.1 (Surplus). The surplus p(j, S) generated by a coalition S cooperating

with its neighbor j is defined as

p(j, S) = v(S ∪ {j})− v(S)− v({j}) (2.6)

Intuitively, p(j, S) is generated because S is actively cooperating. Thus, when evaluating

a fair payoff to S, a portion of p(j, S) should be added to its own payoff v(S). This idea

leads to the next definition of associated games regarding the original games, where surplus

allocation is performed.

Definition 2.3.2 (HN Associated Game). Given 0 ≤ τ ≤ 1 representing the portion of

surplus that will be allocated to a coalition S for its cooperation with other players. The HN
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associated game (N, v∗τ ,G) of (N, v,G) is defined as

v∗τ (S) =


v(S) + τ

∑
j∈S̄\S

p(j, S) if |S/G| = 1 (2.7)

∑
T∈S/G

v∗τ (T ) otherwise (2.8)

The HN value is a solution on (N, v,G). It is computed by iteratively constructing a series

of HN associated games until it converges to a limit game (N, ṽ,G). In other words, we first

construct v∗τ from v by surplus allocation. Then we construct v∗∗τ from v∗τ by allocating the

surplus generated from the v∗τ and so on. The convergence of the limit game is guaranteed

and the result ṽ is independent of τ under mild conditions as shown in [HN20]. The HN value

of each player is uniquely determined by applying ṽ to that player, i.e. ϕi(N, v,G) = ṽ({i}).

Consistency and associated games. One reason for the Shapley value’s popularity is

its axiomatic characterization, indicating that it is the unique solution that satisfies a set

of desirable properties. Then [Ham01] proposed a new axiomatic characterization of the

Shapley value based on a different associated consistency property. The consistency property

is a common analysis tool used in game theory [HM89, DM65, Sob75, Pel86]. The idea is to

analyze a game (N, v) by defining other reduced games (S, vS) for S ⊆ N , and a solution

function ϕ is called consistent when ϕ(N, v) yields the same payoff as ϕ(S, vS) on each S.

When (S, vS) is defined with desired properties, these good properties can be enforced for a

solution by requiring consistency. The associated consistency in [Ham01] is a special case of

consistency between (N, v) and only one other game (N, v∗), which is called the associated

game. [Ham01] shows that a carefully designed associated game uniquely characterizes the

Shapley value. Associated consistency is also the key idea of the HN value.

Limit game and the axiomatic characterization. The HN value is established on a

special associated game. We can actually write this associated game in a more compact
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matrix form, where we slightly abuse notation and use v and v∗τ to represent vectors of payoffs

for all S ⊆ N under the original and associated game respectively. In other words, v(S),

which is used to represent evaluating the coalition S using the characteristic function v, now

can also be interpreted as indexing the vector v with index S.

Lemma 2.3.3. A matrix form of the associated game (N, v∗τ ,G) is given by

v∗τ = H{τ,n,G}v (2.9)

The matrix H{τ,n,G} depends on the hyperparameter τ , number of players n, and the

graph G. When these variables are clear from the context, we drop them and write v∗τ = Hv.

Please refer to [HN20] for the proof of Lemma 2.3.3.

With the matrix form, we can define the limit game.

Definition 2.3.4. Given a game (N, v,G), its limit game (N, ṽ,G) is defined by

ṽ = lim
p→∞

Hpv (2.10)

Notice that although the matrix H is constructed from the associated game and depends

on τ , the powers of H actually converge to a limit independent from τ , when τ is sufficiently

small. The general condition depends on the actual graph, but 0 < τ < 2
n

is proven to be

sufficient for the complete graph case [Ham01]. As we discussed in Section 2.3.3, the limit

game can be seen as constructing associated games repeatedly until the characteristic function

converges.

An axiomatic characterization of the HN value regarding its uniqueness is given by the

following theorem based on the limit game. The associated consistency is the core property

related to this work. We encourage the readers to check [HN20] for the other two properties.

Theorem 2.3.5. There exists a unique solution ϕ that verifies the associated consistency,
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Algorithm 1 The Compute-HN-MC Function
Input: Graph instance G with nodes V = {u1, . . . , un}, characteristic function v, hyperpa-
rameter τ , maximum sample size m, number of samples J
Let ψ1, . . . , ψn be n empty lists
for j = 1 to J do

Sample gSj from G s.t. Sj = {uj1 , . . . , ujl} and l < m
ϕj = Compute-HN(gSj , Sj, v(·), τ)
for k = 1 to l do

Append ϕj
k to ψjk

end for
end for
Set ϕi to be the mean of ψi

Return: ϕ

i.e. ϕi(N, v,G) = ϕi(N, v
∗
τ ,G), inessential game, and continuity. ϕ is given by

ϕi(N, v,G) = ṽ({i}) (2.11)

We show the algorithm for Compute-HN-MC (Algorithm 1), which is a combination of

Equation 2.9, 2.10, and 2.12.

2.3.4 GNN Message Passing and The HN Surplus Allocation

Both the GNN message passing (MP) and the associated game surplus allocation (SA) are

iterative aggregation algorithms, with considerable alignment. In fact, SA on each singular

node set S = {i} is exactly MP: Equation 2.7 becomes an instantiation of Equation 2.1 with

AGGR(a, b) = a+ τ
∑

j bj on a scalar node value a and a neighbor set b. These algorithms

differ in that SA applies more broadly to |S|≥1 cases; it treats S as a supernode when nodes

in S form a connected component in G, and handles disconnected S component-wise via

Equation 2.8.

We illustrate SA using a real chemical graph example. The molecule shown in Figure

2.1(c) is taken from MUTAG (dataset description in Section 2.4.1). It is known to be

17



classified as mutagenic because of the -NO2 group (nodes 1, 2, and 3) [DCD91]. When we

compute v∗τ ({1}), the surplus p(2, {1}), p(3, {1}), and p(4, {1}) are allocated to node 1 (like

messages passed to a central node in GNN). Then surplus are aggregated together with v({1})

following Equation 2.7 to form v∗τ ({1}).

For graphs, the SA approach has two advantages over the uniform aggregation approach

used in the Shapley value: (1) The aggregated payoff in each v∗τ is structure-aware, like

representations learned by GNNs [CCV20], and (2) the iterative computation preserves

locality, which is preserved by GNNs [BZS13]. In other words, these two properties mean

close neighbors heavily influence each other due to cooperation in many iterations, while far

away nodes less influence each other due to little cooperation. In the MUTAG example, since

the local -NO2 generates a high payoff for the mutagenicity classification, locally allocating

the payoff helps us better understand the importance of the nitrogen atom and the oxygen

atoms. Whereas aggregating over many unnecessary coalitions with far-away carbon atoms

can obscure the true contribution of -NO2. We will revisit this example in Section 2.4.2.

2.3.5 The GStarX Algorithm

We now state our algorithm for explaining GNNs with GStarX. Notice that GStarX scores

nodes in a graph but not each dimension of node features. Feature dimension importance

explanation is an orthogonal perspective that can be added on top of GStarX. We leave

this extension as a future work. GStarX formulates the GNN explanation problem as

a feature importance scoring problem, where nodes are scored to find the optimal node-

induced subgraph. It essentially implements and solves the objective in Equation 2.5,

where an HN-value-based Score is used. To use such Score, we need to define the

players and the characteristic function of the game, and then apply the formula in Equation

2.7 and 2.8. Suppose the inputs are a graph G with nodes V = {u1, . . . , un} and label

y ∈ {1, . . . , C}, a GNN f(·) outputs a probability vector f(G) ∈ [0, 1]C , and the predicted

class c∗ = argmaxc[f(G)]c. Let V be players, and let the normalized probability of the
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Algorithm 2 GStarX: Graph Structure-Aware Explanation
Input: Graph G with nodes V = {u1, . . . , un}, trained GNN f(·), empirical expectation
f 0, hyperparameter τ , max sample size m, number of samples J , sparsity γ.
Get the predicted class c∗ = argmaxc[f(G)]c
Define characteristic function v(S) = [f(gS)]c∗ − f 0

c∗

if n ≤ m then
ϕ = Compute-HN(G,V , v(·), τ)

else
ϕ = Compute-HN-MC(G,V , v(·), τ,m, J)

end if
Sort ϕ in descending order with indices {π1, . . . , πn}
k = ⌊γ|V|⌋
Return: S∗ = {uπ1 , . . . , uπk

}

Algorithm 3 The Compute-HN Function
Input: Graph instance G with nodes V = {u1, . . . , un}, characteristic function v, hyperpa-
rameter τ .
for S in 2N do

Compute payoff v(S) {Eq.(2.12)}
end for
Construct matrix H{τ,n,G}
repeat
H = HH

until H converges
Get the limit game ṽ = Hv
Assign the first n entries of ṽ to ϕ
Return: ϕ

predicted class be the characteristic function v:

v(S) = [f(G[S])]c∗ − f 0
c∗ ∀S ⊆ V (2.12)

Here the normalization term f 0
c∗ = E [[f(G)]c∗ ] is the expectation over a random variable G

representing a general graph. In practice, we approximate it using the empirical expectation

over all G in the dataset. Score will be the HN value of the game, i.e., Score(f(·),G, i) =

ϕi(V , v,G) = ṽ({i}).
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Given Score, we solve the objective by first computing the scores ϕ ∈ Rn then selecting

the top ⌊γ|V|⌋ scores greedily as in Algorithm 2. Practically, like other game-theoretic

methods, the exact computation of the HN value is infeasible when the number of players n

is large. We thus do an exact computation for small graphs (the if-branch) and Monte-Carlo

sampling for large graphs (the else-branch). The Compute-HN function is shown in Algorithm

3, where the H stands for a matrix form of the associated game defined in Definition 2.3.2.

Also, even though the algorithm is stated for graph classification, GStarX works for node

classification as well. This can be easily seen since GNNs classify nodes ui by processing an

ego-graph centered at ui, so the task can be converted to graph classification with the label

of ui used as the label of the ego-graph.

2.3.6 GStarX for Node Classification

Even though the GStarX algorithm is stated for graph classification, it works for node

classification as well. This can be easily seen as the GNN node classification can be covert

to classify an ego-graph. Given a graph G with V = {u1, . . . , un}. Node classification on ui

with an L-layer GNN can be converted to a graph classification. The target graph to classify

will be the L-hop ego-graph centered at ui, because this is the receptive field of the GNN for

classifying ui and nodes further away won’t influence the result. The label of the graph will

be the label of ui. In this case, the final readout layer of the GNN will be indexing ui instead

of pooling. Given this kind of conversion, everything we showed above follows.

2.4 Evaluation

2.4.1 Experiment Settings

Datasets. We conduct experiments on datasets from different domains including synthetic

graphs, chemical graphs, and text graphs. A brief description of the datasets is shown below
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Table 2.1: GStarX experiment dataset statistics.

Dataset #Graphs #Test Graphs #Nodes (avg) #Edges (avg) #Features #Classes

MUTAG 188 20 17.93 19.79 7 2
BACE 1,513 152 34.01 73.72 9 2
BBBP 2,039 200 24.06 25.95 9 2
GraphSST2 70,042 1821 9.20 10.19 768 2
Twitter 6,940 692 21.10 40.20 768 3
BA2Motifs 1,000 100 25 25.48 10 2

with detailed statistics in Table 2.1.

1. Chemical graph property prediction. MUTAG [DCD91], BACE and BBBP

[WRF18] contain chemical molecule graphs for graph classification, with atoms as

nodes, bonds as edges, and chemical properties as graph labels.

2. Text graph sentiment classification. GraphSST2 and Twitter [YYG20] contain

graphs constructed from text. Nodes are words with pre-trained BERT embeddings as

features. Edges are generated by the Biaffine parser [GGN18]. Graphs are labeled as

positive or negative sentiment.

3. Synthetic graph motif detection. BA2Motifs [LCX20] contains graphs with a

Barabasi-Albert (BA) base graph of size 20 and a 5-node motif in each graph. Node

features are 10-dimensional all-one vectors. The motif can be either a house-like

structure or a cycle. Graphs are labelled in two classes based on which motif they

contain.

GNNs and explanation baselines. We evaluate GStarX by explaining GCNs [KW16] on

all datasets in our major experiment in Section 2.4.2. In the ablation study in Section 2.4.3, we

further evaluate on GIN [XHL18] and GAT [VCC17] on certain datasets following [YYW21].

We compare with 5 strong baselines representing the SOTA methods for GNN explanation:

GNNExplainer [YBY19], PGExplainer [LCX20], SubgraphX [YYW21], GraphSVX [DM21],
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Table 2.2: GStarX experiment GCN hyperparameters.

Dataset #Layers #Hidden Pool Test Acc

BA2Motifs 3 20 mean 0.9800
BACE 3 128 max 0.8026
BBBP 3 128 max 0.8634
MUTAG 3 128 mean 0.8500
GraphSST2 3 128 max 0.8808
Twitter 3 128 max 0.6908

Table 2.3: GStarX experiment GIN and GAT hyperparameters. For GAT, we use 10
attention heads with 10 dimensions each, and thus 100 hidden dimensions.

Dataset #Layers #Hidden Pool Test Acc

GraphSST2(GAT) 3 10 ×10 max 0.8814
MUTAG(GIN) 3 128 max 1.0

and OrphicX [LLW22]. In particular, SubgraphX and GraphSVX use Shapley-value-based

scoring functions.

In Table 2.2, we provided the hyperparameters and test accuracy for the GCN model used

in our major experiments. In Table 2.5, we provided the hyperparameters and test accuracy

for the GIN and GAT model used in our analysis experiment. Most parameters are following

[YYW21], with small changes to further boost the test accuracy.

We run all experiments on a machine with 80 Intel(R) Xeon(R) E5-2698 v4 @ 2.20GHz

CPUs, and a single NVIDIA V100 GPU with 16GB RAM. Our implementations are based

on Python 3.8.10, PyTorch 1.10.0, PyTorch-Geometric 1.7.1 [FL19], and DIG [LLW21]. We

adapt the GNN implementation and most baseline explainer implementation from the DIG

library, except for GraphSVX and OrphicX where we adapt the official implementation. For

the baseline hyperparameters, we closely follow the setting in [YYW21] and [DM21] for a

fair comparison.

Evaluation metrics. Evaluating explanations is non-trivial due to the lack of ground

truth. We follow [YYW21, YYG20] to employ Fidelity, Inverse Fidelity (Inv-Fidelity), and
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Sparsity as our evaluation metrics. Fidelity and Inv-Fidelity measure whether the prediction is

faithfully important to the model prediction by removing the selected nodes or only keeping

the selected nodes respectively. Sparsity promotes fair comparison by controlling explanations

to have similar sizes, since including more nodes generally improves Fidelity and Inv-Fidelity,

and explanations with different sizes are not directly comparable. Ideal explanations should

have high Fidelity, low Inv-Fidelity, and high Sparsity, indicating relevance and conciseness.

Equations 2.13-2.15 show their formulas.

Fidelity(G, g) = [f(G)]c∗ − [f(G\g)]c∗ (2.13)

Inv-Fidelity(G, g) = [f(G)]c∗ − [f(g)]c∗ (2.14)

Sparsity(G, g) = 1− |g|/|G| (2.15)

Fidelity and Inv-Fidelity are complementary and are both important for a good explanation

g. Fidelity justifies the necessity for g to be included to predict correctly. Inv-Fidelity justifies

the sufficiency of a standalone g to predict correctly. As they are analogous to precision

and recall, we draw an analogy to the F1 score to propose a single-scalar-metric “harmonic

fidelity” (H-Fidelity), where we normalize them by Sparsity and take their harmonic mean.

In Equation 2.16, 2.17, and 2.18, we show formulas for normalized fidelity (N-Fidelity),

normalized inverse fidelity (N-Inv-Fidelity), and harmonic fidelity (H-Fidelity). Both the

N-Fidelity and N-Inv-Fidelity are in [−1, 1]. The H-Fidelity flips N-Inv-Fidelity, rescales both

values to be in [0, 1], and takes their harmonic mean.

N-Fidelity(G, g) = Fidelity(G, g) · (1− |g|
|G|

) (2.16)

N-Inv-Fidelity(G, g) = Inv-Fidelity(G, g) · ( |g|
|G|

) (2.17)
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Figure 2.2: Explanations on sentences from GraphSST2. We show the explanation
of one positive sentence (upper) and one negative sentence (lower). Red outlines indicate
the selected nodes/edges as the explanation. GStarX identifies the sentiment words more
accurately compared to baselines.

Let m1 = N-Fidelity(G, g), m2 = N-Inv-Fidelity(G, g)

H-Fidelity(G, g) = 2

(1+m1
2

)−1 + (1−m2
2

)−1
=

(1 +m1) · (1−m2)

(2 +m1−m2)

Hyperparameters. GStarX includes three hyperparameters: τ for the allocated surplus in

the associated game, m as the maximum graph size to perform exact HN value calculation,

and J as the number of samples for the MC approximation. In our experiments, we choose

τ = 0.01 since we need τ < 2
n

for convergence and all graphs in the datasets above have less

than 200 nodes. For m and J , bigger values should be better for the MC approximation, and

we found m = 10 and J = n work well empirically.

2.4.2 Evaluation Results

Quantitative studies. We report averaged test set H-Fidelity in Table 2.4. We conduct 8

different runs to get results with Sparsity ranging from 0.5-0.85 in 0.05 increments (Sparsity

cannot be precisely guaranteed, hence it has minor variations across methods) and report the
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GNNExplainer PGExplainer SubgraphX

GraphSVX GStarXOrphicX

“Ground Truth”

Figure 2.3: Explanations on a mutagenic molecule in MUTAG. Carbon atoms (C) are
in yellow, nitrogen atoms (N) are in blue, and oxygen atoms are in red (O). Dark outlines
indicate the selected nodes/edges as the explanation. We report the explanation Fidelity (fide),
Inv-Fidelity (inv-fide), and H-Fidelity (h-fide). GStarX gives a significantly better explanation
than other methods in terms of these metrics.

best H-Fidelity for each method. GStarX outperforms others on 4/6 datasets and has the

highest average. We also follow [YYW21] to show the Fidelity vs. Sparsity plots in Figure 2.4

row1. Note that GraphSVX tends to give sparse explanations on some datasets, we still pick

8 different sparsities for it but mostly on the higher end. We also show the 1 - Inv-Fidelity vs.

sparsity plots and the H-Fidelity vs. sparsity plots. Curves in all three plots are the higher

the better.

Qualitative studies. We visualize the explanations of graphs in GraphSST2 in Figure 2.2

and compare them qualitatively. We show explanations selected with high and comparable

Sparsity on a positive (upper) graph and a negative (lower) graph. GStarX concisely captures

the important words for sentiment classification without including extraneous ones for both

sentences. Baseline methods generally select some-but-not-all important sentiment words,

with extra neutral words as well. Among baselines, SubgraphX gives more reasonable results.

However, it cannot cover two groups of important nodes with a limited budget because it

can only select a connected subgraph as the explanation; e.g. to cover the negative word

“lameness” in the lower sentence, SubgraphX needs at least three more nodes along the way,
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Figure 2.4: H-Fidelity vs. sparsity for GStarX and baselines. Fidelity (row1), 1 -
Inv-Fidelity (row2), and H-Fidelity (row3) vs. Sparsity on all datasets corresponding to the
results shown in Table 2.4. All three metrics are the higher the better. We see that GStarX
outperforms the other methods

which will significantly decrease Sparsity while including undesirable, neutral words. Moreover,

we discussed in Section 2.3.2 that the Shapley value will downgrade the positive importance

of the word “good” for the upper sentence. Comparing the normalized contribution scores of

our HN-value-based method GStarX and the Shapley-based method GraphSVX, contribution

of “good” is higher in ours: 0.1152 vs. 0.0371.

We visualize explanations selected with high and comparable Sparsity of a mutagenic

molecule from MUTAG in Figure 2.3. Explanations on chemical graphs are harder to evaluate

than text graphs as they require domain knowledge. MUTAG has been widely used as

a benchmark for evaluating GNN explanations because human experts recognize -NO2 as

mutagenic [DCD91], which makes MUTAG a dataset with “ground truth”2. Surprisingly, we

2Carbon rings were also claimed as mutagenic by human experts, but we found it is not discriminative as
they exist in both mutagenic and non-mutagenic molecules in MUTAG.
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Table 2.4: The best H-Fidelity (higher is better) of 8 different Sparsity for each dataset.
GStarX shows higher H-Fidelity on average and on 4/6 datasets.

Dataset GNNExplainer PGExplainer SubgraphX GraphSVX OrphicX GStarX

BA2Motifs 0.4841 0.4879 0.6050 0.5017 0.5087 0.5824
BACE 0.5016 0.5127 0.5519 0.5067 0.4960 0.5934
BBBP 0.4735 0.4750 0.5610 0.5345 0.4893 0.5227
GraphSST2 0.4845 0.5196 0.5487 0.5053 0.4924 0.5519
MUTAG 0.4745 0.4714 0.5253 0.5211 0.4925 0.6171
Twitter 0.4838 0.4938 0.5494 0.4989 0.4944 0.5716

Average 0.4837 0.4934 0.5569 0.5114 0.4952 0.5732

found that GStarX generates much better H-Fidelity/Fidelity/Inv-Fidelity than other methods

and even the “ground truth” by only selecting the -O in -NO2 as explanations. In particular,

the -0.234 Inv-Fidelity of GStarX means the selected subgraph has an even better prediction

result than the original whole graph (0 Inv-Fidelity) and the ground truth (-0.143 Inv-Fidelity)

because nodes not significant to the GNN prediction are removed. Fidelity metrics of baselines

are inferior to GStarX because they include other non-discriminative carbon atoms despite

they capture -NO2 to some extent. This suggests that even though human experts identify

-NO2 as the “ground truth” of mutagenicity, the GNN only needs -O to classify mutagenic

molecules. With the goal being understand model behavior, GStarX explanation is better.

Moreover, SubgraphX is the only baseline that has better H-Fidelity than the “ground truth”,

but it can only capture one -NO2 because its search algorithm requires the explanation

to be connected, so its Inv-Fidelity is not optimal. In fact, GNNExplainer, PGExplainer,

and SubgraphX can never generate explanations including only disconnected -O without -N

like GStarX, because the former two solve the explanation problem by optimizing edges (as

opposed to Equation 2.5), and the latter requires connectedness. More MUTAG explanation

visualizations are provided in Appendix A.1.2.
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Table 2.5: Ablation on GNN architectures for GStarX. GStarX shows higher H-Fidelity
for both GAT on GraphSST2 and GIN on MUTAG.

Dataset GNNExplainer PGExplainer SubgraphX GraphSVX OrphicX GStarX

GraphSST2 0.4951 0.4918 0.5484 0.5132 0.4997 0.5542
MUTAG 0.5042 0.4993 0.5264 0.5592 0.5152 0.6064

Table 2.6: Comparison of average running time on 50 graphs in BBBPbetween GStarX and
baselines.

Method GNNExp PGExp SubgX GraphSVX OrphicX GStarX

Time(s) 11.92 0.03 (train 720) 75.96 3.06 0.15 (train 915) 31.24

2.4.3 Ablation Studies and Analysis

Model-agnostic explanation. GStarX makes no assumptions about the model architecture

and can be applied to explain various GNN backbones. We use GCN for all datasets in the

major experiment above for consistency, and we now further investigate performance on two

more popular GNNs: GIN and GAT. We follow [YYW21] to train GIN on MUTAG and GAT

on GraphSST23, and show results in Table 2.5. For both settings, GStarX outperforms the

baselines, which is consistent with results on GCN.

Efficiency study. The GStarX algorithm scales in O(J) with practical J ∝ |V|. Following

[YYW21], we study the empirical efficiency of GStarX by explaining 50 randomly selected

graphs from BBBP. We report the average run time in Table 2.6. Our results for the baselines

are similar to [YYW21]. GStarX is not the fastest method, but it is more than two times

faster than SubgraphX. Since explanation usually doesn’t have strict efficiency requirements

in real applications, considering GStarX generates higher-quality explanations than the

baselines, we believe the time complexity of GStarX is acceptable.

Explanation sparsity study. To further study whether the obtained scores by GStarX

are sparse, we follow [FKA21] to evaluate an entropy-based sparsity measure on model

3As some baselines take over 24 hours on full GraphSST2, we randomly select 30 graphs for this analysis.
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output scores. We show the average GStarX entropy-based sparsity on all datasets, and

compare them with three reference score distributions on all n nodes in a graph. 1) An

upper bound: Uniform(n), which represents the least sparse output. 2) A practical lower

bound: Uniform(0.25*n) which represents very sparse outputs with only top 25% of nodes.

3) Poisson(0.25*n), which is a more realistic version of case 2). Results in Table 2.7 show

the average entropy-based sparsity of GStarX is much lower than Uniform(n) and close to

Poisson(0.25*n), which justifies the GStarX outputs are indeed sparse.

The entropy-based sparsity, as defined in Definition 2 in [FKA21], is shown in the Equation

2.18 below. Here ϕ is the model output scores for a data instance, and ϕ̃i =
ϕi∑
i ϕi

represent

normalized scores.

H(ϕ̃) = −
∑
i∈n

ϕ̃i log ϕ̃i (2.18)

The entropy-based sparsity helps us to understand how sparse an explanation is, before

the scores are turned into hard explanation by thresholding or selecting top k. In Table 2.7,

we show the average scores for GStarX on all datasets, and compare them with three reference

cases. 1) The entropy of uniform distribution over all n nodes in a graph, i.e., Uniform(n),

which represents the least sparse output and is an upper bound of entropy-based sparsity. 2)

The entropy of uniform distribution over the top 25% nodes in a graph, i.e., Uniform(0.25*n),

where probabilities of the bottom 75% nodes are set to zero. This case is very sparse since

75% of nodes are deterministically excluded, which can be treated as a practical lower bound

of entropy-based sparsity. 3) The entropy of Poisson distribution with mean 0.25*n, i.e.

Poisson(0.25*n), which is a more realistic version of the sparse output in case 2). Instead of

setting all 75% of nodes to have probability zero, we assume the probabilities for tail nodes

decrease exponentially as a Poisson distribution while the mean is kept the same as in case

2). Results in Table 2.7 show that the average entropy-based sparsity of GStarX is between

Uniform(0.25*n) and Uniform(n) and close to Poisson(0.25*n), which justifies the GStarX
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Table 2.7: The entropy-based sparsity scores of GStarX vs. three reference distributions,
which shows GStarX outputs are indeed sparse.

Dataset BA2Motifs BACE BBBP GraphSST2 MUTAG Twitter

GStarX 2.1352 2.4481 2.3290 2.3282 2.2434 2.2114
Uniform(n) 3.2189 3.5080 3.0728 2.8698 2.8612 2.9833
Uniform(0.25*n) 1.8326 2.1217 1.6893 1.4855 1.4749 1.5970
Poisson(0.25*n) 2.3204 2.4686 2.2416 2.1336 2.1323 2.1945

outputs are indeed sparse.

2.5 Related Work

GNN explanation aims to produce an explanation for a GNN prediction on a given

graph, usually as a subgraph induced by important nodes or edges. Many existing methods

work by scoring nodes or edges and are thus similar to this work. For example, the scoring

function of GNNExplainer [YBY19] is the mutual information between a masked graph

and the prediction on the original graph, where soft masks on edges and node features are

generated by direct parameter learning. PGExplainer [LCX20] uses the same scoring function

as [YBY19] but generates a discrete mask on edges by training an edge mask predictor.

SubgraphX [YYW21] uses the Shapley value as its scoring function on subgraphs selected by

Monte Carlo Tree Search (MCTS), and GraphSVX [DM21] uses a least-square approximation

to the Shapley value to score nodes and their features. While SubgraphX and GraphSVX

were shown to perform better than prior alternatives, as we show in Section 2.3.1, the Shapley

value they try to approximate is non-ideal as it is non-structure-aware. Although SubgraphX

and GraphSVX use L-hop subgraphs and thus technically they use the graph structure, such

structure usage are very limited in achieving structure-awareness as we show in Appendix

A.1.1.3.

Besides the perturbation-based methods, there are several other types of approaches

for GNN explanation. Gradient-based methods are widely used for explaining ML models
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on images and text. The key idea is to use the gradients as the approximations of input

importance. Such methods as contrastive gradient-based (CG) saliency maps, Class Activation

Mapping (CAM), and gradient-weighted CAM (Grad-CAM) have been generalized to graph

data in [PKR19]. Decomposition-based methods are a popular way to explain deep NNs for

images. They measure the importance of input features by decomposing the model predictions

and regard the decomposed terms as importance scores. Decomposition methods including

Layer-wise Relevance Propagation (LRP) and Excitation Backpropagation (EB) have also

been extended to graphs [PKR19, BA19]. Surrogate-based methods work by approximating

a complex model using an explainable model locally. Possible options to approximate

GNNs include linear model as in GraphLIME [HYT20], additive feature attribution model

with the Shapley value as in GraphSVX [DM21], and Bayesian networks as in [VT20].

GNN explainability has also been studied from the causal perspective. In [LLL21, LLW22],

generative models were constructed to learn causal factors, and explanations were produced

by analyzing the cause-effect relationship in the causal graph.

Cooperative game theory originally studies how to allocate payoffs among a set of

players in a cooperative game. Recently, certain ideas from this domain have been successfully

used in feature importance scoring for ML model explanation [LC01, SK14, LL17]. When

used for model explanation, data features becomes players in the game, e.g. pixels for images,

and the value of the game gives feature importance scores. The vast majority of works in

this line, like the ones cited above, deem the Shapley value [Sha53] to be the only choice. In

fact, there are many other values with different properties and used in different situations in

cooperative game theory. However, to the best of our knowledge, only [CSW19] mentions the

Myerson value [Mye77] in the context of proposing a connected Shapley (C-Shapley) value

for explaining sequence data, and it is not directly comparable to ours for graph data. A

detailed discussion of the Myerson value and the C-Shapley value can be found in Appendix

A.1.1. Our work follows the cooperative game theory approach to explain models on graph

data using the HN value [HN20], which as we show is a better choice than the Shapley value
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given its structure-awareness.

2.6 Discussion

In summary, we study GNN explanation on graphs via node importance scoring. We

identify the non-structure-aware challenge of existing Shapley-value-based approaches and

propose GStarX to assign importance scores to each node via a structure-aware HN value.

We also build connections between the HN value surplus allocation and GNN message

passing. GStarX demonstrates its superiority over strong baselines on chemical and text

graph classifications. A limitation of GStarX is that the importance of different node feature

dimensions is not explained. One future work is to add this extension, which could be done

by scoring a subset of nodes together with a subset of features each time. Another future

direction is to exploit the rich cooperative game theory literature. Beyond the Shapley value,

more values are possible for explaining ML models. For graph data, edge-based values like

[BOT92] can potentially be applied to an alternative edge-based objective like Equation 2.5.

Other values may be appropriate to more data types beyond graphs. A relevant discussion of

Myerson values, C-Shapley values, and L-hop graph cut-off for approximating the Shapley

value is provided in Appendix A.1.1.
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Part II

Explanations Establish User Trust
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CHAPTER 3

Path-based GNN Explanation for Link Prediction

3.1 Introduction

Transparency and accountability are significant concerns when researchers advance black-

box ML models [SP19, LOL18]. Good explanations of model behavior improve model

transparency. For end users, explanations make them trust the predictions and increase their

engagement and satisfaction [HKR00, BM05]. For researchers and developers, explanations

enable them to understand the decision-making process and create accountable ML models.

GNNs [WPC20, ZCH20] have recently achieved state-of-the-art performance on many graph

ML tasks and attracted increased interest in studying their explainability [YBY19, LCX20,

ZLS22, YYG22]. However, to our knowledge, GNN explanation for link prediction (LP)

is missing in the literature. LP is an essential task of many vital Web applications like

recommendation [ZSZ19, MZX21, WSZ20] and sponsored search [LPL21, HCS21]. GNNs are

widely used to solve LP problems [ZC18, ZZX21], and generating good GNN explanations for

LP will benefit these applications, e.g., increasing user satisfaction with recommended items.

Existing GNN explanation methods have addressed node/graph-level tasks on homoge-

neous graphs. Given a data instance, most methods generate an explanation by learning

a mask to select an edge-induced subgraph [YBY19, LCX20] or searching over the space

of subgraphs [YYW21]. However, explaining GNNs for LP is a new and more challenging

task. Existing node/graph-level explanation methods do not generalize well to LP for three

challenges. 1) Connection Interpretability : LP involves a pair of the source node and the
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user1 bought item2, and item2 shares attribute1 as item1

user1 and user2 both bought item3, and user2 bought item1

Figure 3.1: Path-based explanations generated by PaGE-Link. Given a GNN model
and a predicted link (u1, i1) (dashed red) on a heterogeneous graph of user u, item i, and
attribute a (left). PaGE-Link generates two path explanations (green arrows). We illustrate
the interpretations on the right.

target node rather than a single node or graph. Desired interpretable explanations for a

predicted link should reveal connections between the node pair. Existing methods generate

subgraphs with no format constraints, so they are likely to output subgraphs disconnected

from the source, the target, or both. Without revealing connections between the source and

the target, these subgraph explanations are hard for humans to interpret and investigate. 2)

Scalability : For LP, the number of edges involved in GNN computation almost grows from m

to ∼2m compared to the node prediction task because neighbors of both the source and the

target are involved. Since most existing methods consider all (edge-induced) subgraphs, the

increased edges will scale the number of subgraph candidates by a factor of O(2m), which

makes finding the optimal subgraph explanation much harder. 3) Heterogeneity : Practical

LP is often on heterogeneous graphs with rich node and edge types, e.g., a graph for recom-

mendations can have user->buys->item edges and item->has->attribute edges, but existing

methods only work for homogeneous graphs.

In light of the importance and challenges of GNN explanation for LP, we formulate it

as a post hoc and instance-level explanation problem and generate explanations for it in

the form of important paths connecting the source node and the target node. Paths have

played substantial roles in graph ML and are the core of many non-GNN LP methods [LK07,

Kat53, JW02, SHY11]. Paths as explanations can solve the connection interpretability and
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scalability challenges. Firstly, paths connecting two nodes naturally explain connections

between them. Figure 3.1 shows an example on a graph for recommendations. Given a GNN

and a predicted link between user u1 and item i1, human-interpretable explanations may be

based on the user’s preference of attributes (e.g., user u1 bought item i2 that shared the same

attribute a1 as item i1) or collaborative filtering (e.g, user u1 had a similar preference as user

u2 because they both bought item i3 and user u2 bought item i1, so that user u1 would like

item i1). Both explanations boil down to paths. Secondly, paths have a considerably smaller

search space than general subgraphs. As we will see in Proposition 3.4.1, compared to the

expected number of edge-induced subgraphs, the expected number of paths grows strictly

slower and becomes negligible. Therefore, path explanations exclude many less-meaningful

subgraph candidates, making the explanation generation much more straightforward and

accurate.

To this end, we propose Path-based GNN Explanation for heterogeneous Link prediction

(PaGE-Link), which achieves a better explanation AUC and scales linearly in the number

of edges (see Figure 3.2). We first perform k-core pruning [Bol84] to help find paths and

improve scalability. Then we do heterogeneous path-enforcing mask learning to determine

important paths, which handles heterogeneity and enforces the explanation edges to form

paths connecting source to target. In summary, the contributions of our method are:

• Connection Interpretability: PaGE-Link produces more interpretable explanations in path

forms and quantitatively improves explanation AUC over baselines.

• Scalability: PaGE-Link reduces the explanation search space by magnitudes from subgraph

finding to path finding and scales linearly in the number of graph edges.

• Heterogeneity: PaGE-Link works on heterogeneous graphs and leverages edge-type infor-

mation to generate better explanations.
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Figure 3.2: Accuracy and run-time comparison between PaGE-Link and baselines.
(a) PaGE-Link outperforms GNNExplainer and PGExplainer in terms of explanation AUC
on the citation graph and the user-item graph. (b) The running time of PaGE-Link scales
linearly in the number of graph edges.

3.2 Related Work

We review relevant research on (a) GNNs (b) GNN explanation (c) recommendation expla-

nation and (d) paths for LP. We summarize the properties of PaGE-Link vs. representative

methods in Table 3.1.

GNNs GNNs are a family of ML models on graphs [KW16, VCC17, XHL18]. They take

graph structure and node/edge features as input and output node representations by trans-

forming and aggregating features of nodes’ (multi-hop) neighbors. The node representations

can be used for LP and achieved great results on LP applications [ZLX20, ZC18, ZSZ19,

MZX21, WSZ20, ZLW22, GSZ22]. We review GNN-based LP models in Section 3.3.

GNN explanation GNN explanation was studied for node and graph classification, where

the explanation is defined as an important subgraph. Existing methods majorly differ in

their definition of importance and subgraph selection methods. GNNExplainer [YBY19]

selects edge-induced subgraphs by learning fully parameterized masks on graph edges and
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node features, where the mutual information (MI) between the masked graph and the

prediction made with the original graph is maximized. PGExplainer [LCX20] adopts the

same MI importance but trains a mask predictor to generate a discrete mask instead. Other

popular importance measures are game theory values. SubgraphX [YYW21] uses the Shapley

value [Sha53] and performs Monte Carlo Tree Search (MCTS) on subgraphs. GStarX [ZLS22]

uses a structure-aware HN value [HN20] to measure the importance of nodes and generates

the important-node-induced subgraph. There are more studies from other perspectives

that are less related to this work, i.e., surrogate models [HYT20, VT20], counterfactual

explanations [LTT22], and causality [LLL21, LLW22], for which [YYG20] provides a good

review. While these methods produce subgraphs as explanations, what makes a good

explanation is a complex topic, especially how to meet “stakeholders’ desiderata” [LOS21].

Our work differs from all above since we focus on a new task of explaining heterogeneous LP,

and we generate paths instead of unrestricted subgraphs as explanations. The interpretability

of paths makes our method advantaged especially when stakeholders have less ML background.

Recommendation explanation This line of works explains why a recommendation is made

[ZC20]. J-RECS [PKF20] generates recommendation explanations on product graphs using a

justification score that balances item relevance and diversity. PRINCE [GBS20] produces end-

user explanations as a set of minimal actions performed by the user on graphs with users, items,

reviews, and categories. The set of actions is selected using counterfactual evidence. Typically,

recommendations on graphs can be formalized as an LP task. However, the recommendation

explanation problem differs from explaining GNNs for LP because the recommendation data

may not be graphs, and the models to be explained are primarily not GNN-based [WWX19].

GNNs have their unique message passing procedure, and GNN-based LP corresponds to more

general applications beyond recommendation, e.g., drug repurposing [IZK20], and knowledge

graph completion [NMT15, CYZ21]. Thus, recommendation explanation is related to but

not directly comparable to GNN explanation.
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Table 3.1: Methods and desired explanation properties. A question mark (?) means
“unclear”, or “maybe, after non-trivial extensions”. "Rec. Exp." stands for the general
recommendation explanation methods.
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On Graphs ✓ ✓ ✓ ✓ ✓ ? ✓
Explains GNN ✓ ✓ ✓ ✓
Explains LP ? ? ? ✓ ✓ ✓ ✓
Connection ? ? ? ✓
Scalability ✓ ✓ ✓ ? ? ✓
Heterogeneity ✓ ✓ ✓ ? ✓

Paths Paths are important in graph ML, and many LP methods are path-based, such as

graph distance [LK07], Katz index [Kat53], SimRank [JW02], and PathSim [SHY11]. Paths

have also been used to capture the relationship between a pair of nodes. For example, the

“connection subgraphs” [FMT04] find paths between the source and the target based on

electricity analogs. In general, although black-box GNNs recently outperform path-based

methods in LP accuracy, we embrace paths for their interpretability for LP explanation.

3.3 Preliminaries

In this section, we define necessary notations, summarize them in Table 3.2, and review

the GNN-based LP models.

Definition 3.3.1. A heterogeneous graph is defined as a directed graph G = (V ,E) associated

with a node type mapping function ϕ : V → A and an edge type mapping function τ : E → R.

Each node v ∈ V belongs to one node type ϕ(v) ∈ A and each edge e ∈ E belongs to one

edge type τ(e) ∈ R.

Let Φ(·, ·) denote a trained GNN-based model for predicting the missing links in G, where
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Table 3.2: PaGE-Link notations.

Notation Definition and description

G = (V,E) a heterogeneous graph G, node set V, and edge set E
ϕ : V → A a node type mapping function
τ : E → R an edge type mapping function
Dv the degree of node v ∈ V
Er edges with type r ∈ R, i.e., Er = {e ∈ E|τ(e) = r}
Φ(·, ·) the GNN-based LP model to explain
(s, t) the source and target node for the predicted link
hs & ht the node representations for s & t
Y = Φ(G, (s, t)) the link prediction of the node pair (s, t)
Gc = (Vc,Ec) the computation graph, i.e., L-hop ego-graph of (s, t)

a prediction Y = Φ(G, (s, t)) denotes the predicted link between a source node s and a target

node t. The model Φ learns a conditional distribution PΦ(Y |G, (s, t)) of the binary random

variable Y . The commonly used GNN-based LP models [ZC18, ZZX21, ZLW22] involve two

steps. The first step is to generate node representations (hs,ht) of (s, t) with an L-hop GNN

encoder. The second step is to apply a prediction head on (hs,ht) to get the prediction of Y .

An example prediction head is an inner product.

To explain Φ(G, (s, t)) with an L-Layer GNN encoder, we restrict to the computation

graph Gc = (Vc,Ec). Gc is the L-hop ego-graph of the predicted pair (s, t), i.e., the subgraph

with node set Vc = {v ∈ V |dist(v, s) ≤ L or dist(v, t) ≤ L}. It is called a computation

graph because the L-layer GNN only collects messages from the L-hop neighbors of s and

t to compute hs and ht. The LP result is thus fully determined by Gc, i.e., Φ(G, (s, t)) ≡

Φ(Gc, (s, t)). Figure 3.3b shows a 2-hop ego-graph of u1 and i1, where u3 and a13 are excluded

since they are more than 2 hops away from either u1 or i1.
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(b) Extract 2-hop ego-graph of (u1, i1)
excluding u3 and a13 (black box). Then
prune it to get the k-core excluding i5, a21,
and a22 (orange box).
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(c) Human-interpretable path
explanations (u1, i2, a

1
1, i1) and

(u1, i3, u2, i1) (green arrows) that
capture the connection between
u1 and i1.

Figure 3.3: Illustration of the PaGE-Link framework. PaGE-Link on a graph with user
nodes u, item nodes i, and two attribute types a1 and a2.

3.4 PaGE-Link: Path-based GNN Explanation for Link Prediction

3.4.1 Link-Prediction Explanation

In this work, we address a post hoc and instance-level GNN explanation problem. The

post hoc means the model Φ(·, ·) has been trained. To generate explanations, we won’t change

its architecture or parameters. The instance level means we generate an explanation for the

prediction of each instance (s, t). Specifically, the explanation method answers the question

of why a missing link is predicted by Φ(·, ·). In a practical web recommendation system, this

question can be “why an item is recommended to a user by the model ”.

An explanation for a GNN prediction should be some substructure in Gc, and it should

also be concise, i.e., limited by a size budget B. This is because an explanation with a large

size is often neither informative nor interpretable, for example, an extreme case is that Gc

could be a non-informative explanation for itself. Also, a fair comparison between different

explanations should consume the same budget. In the following, we define budget B as the

maximum number of edges included in the explanation.

We list three desirable properties for a GNN explanation method on heterogeneous

LP: capturing the connection between the source node and the target node, scalable to
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large graphs, and addressing graph heterogeneity. Using a path-based method inherently

possesses all the properties. Paths capture the connection between a pair of nodes and can be

transferred to human-interpretable explanations. Besides, the search space of paths with the

fixed source node and the target node is greatly reduced compared to edge-induced subgraphs.

Given the ego-graph Gc of s and t, the number of paths between s and t and the number

of edge-induced subgraphs in Gc both rely on the structure of Gc. However, they can be

estimated using random graph approximations. The next proposition on random graphs

shows that the expected number of paths grows strictly slower than the expected number of

edge-induced subgraphs as the random graph grows. Also, the expected number of paths

becomes insignificant for large graphs.

Proposition 3.4.1. Let G(n, d) be a random graph with n nodes and density d, i.e., there

are m = d
(
n
2

)
edges chosen uniformly randomly from all node pairs. Let Zn,d be the expected

number of paths between any pair of nodes. Let Sn,d be the expected number of edge-induced

subgraphs. Then Zn,d = o(Sn,d), i.e., limn→∞
Zn,d

Sn,d
= 0.

Proof. In Appendix A.2.1.

Paths are also a natural choice for LP explanations on heterogeneous graphs. On

homogeneous graphs, features are important for prediction and explanation. A s-t link

may be predicted because of the feature similarity of node s and node t. However, the

heterogeneous graphs we focus on, as defined in Definition 3.3.1, often do not store feature

information but explicitly model it using new node and edge types. For example, for the

heterogeneous graph in Figure 3.3a, instead of making it a user-item graph and assigning

each item node a two-dimensional feature with attributes a1 and a2, the attribute nodes are

explicitly created and connected to the item nodes. Then an explanation like “i1 and i2 share

node feature a11” on a homogeneous graph is transferred to “i1 and i2 are connected through

the attribute node a11” on a heterogeneous graph.

Given the advantages of paths over general subgraphs on connection interpretability,
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scalability, and their capability to capture feature similarity on heterogeneous graphs, we use

paths to explain GNNs for heterogeneous LP. Our design principle is that a good explanation

should be concise and informative, so we define the explanation to contain only short paths

without high-degree nodes. Long paths are less desirable since they could correspond to

unnecessarily complicated connections, making the explanation neither concise nor convincing.

For example, in Figure 3.3c, the long path (u1, i3, a
1
2, i2, a

1
1, i1) is not ideal since it takes four

hops to go from item i3 to the item i1, making it less persuasive to be interpreted as “item1

and item3 are similar so item1 should be recommended”. Paths containing high-degree nodes

are also less desirable because high-degree nodes are often generic, and a path going through

them is not as informative. In the same figure, all paths containing node a12 are less desirable

because a12 has a high degree and connects to all the items in the graph. A real example of a

generic attribute is the attribute “grocery” connecting to both “vanilla ice cream” and “vanilla

cookie”. When “vanilla ice cream” is recommended to a person who bought “vanilla cookie”,

explaining this recommendation with a path going through “grocery” is not very informative

since “grocery” connects many items. In contrast, a good informative path explanation should

go through the attribute “vanilla”, which only connects to vanilla-flavored items and has a

much lower degree.

We formalize the GNN explanation for heterogeneous LP as:

Problem 3.4.2. Generating path-based explanations for a predicted link between node s

and t:

• Given

– a trained GNN-based LP model Φ(·, ·),

– a heterogeneous computation graph Gc of s and t,

– a budget B of the maximum number of edges in the explanation,

• Find an explanation P = { p|p is a s-t path with maximum length lmax and degree of

each node less than Dmax }, |P|lmax ≤ B,
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• By optimizing p ∈ P to be influential to the prediction, concise, and informative.

3.4.2 K-core Pruning

The k-core pruning module of PaGE-Link reduces the complexity of Gc. The k-core of a

graph is defined as the unique maximal subgraph with a minimum node degree k [Bol84].

We use the superscript k to denote the k-core, i.e., Gk
c = (Ek

c ,Vk
c ) for the k-core of Gc. The

k-core pruning is a recursive algorithm that removes nodes v ∈ V such that their degrees

Dv < k, until the remaining subgraph only has nodes with Dv ≥ k, which gives the k-core.

The difference in nodes between a (k + 1)-core and a k-core is called the k-shell. The nodes

in the orange box of Figure 3.3b is an example of a 2-core pruned from the 2-hop ego-graph,

where node a21 and a22 are pruned in the first iteration because they are degree one. Node

i5 is recursively pruned because it becomes degree one after node a22 is pruned. All those

three nodes belong to the 1-shell. We perform k-core pruning to help path finding because

the pruned k-shell nodes are unlikely to be part of meaningful paths when k is small. For

example, the 1-shell nodes are either leaf nodes or will become leaf nodes during the recursive

pruning, which will never be part of a path unless s or t are one of these 1-shell nodes. The

k-core pruning module in PaGE-Link is modified from the standard k-core pruning by adding

a condition of never pruning s and t.

The following theorem shows that for a random graph G(n, d), k-core will reduce the

expected number of nodes by a factor of δV(n, d, k) and reduce the expected number of edges

by a factor of δE(n, d, k). Both factors are functions of n, d, and k. We defer the exact

expressions of these two factors in Appendix A.2.2, since they are only implicitly defined

based on Poisson distribution. Numerically, for a random G(n, d) with average node degree

d(n− 1) = 7, its 5-core has δV(n, d, 5) and δE(n, d, 5) both ≈ 0.69.

Theorem 3.4.3 (Pittel, Spencer and Wormald [PSW96]). Let G(n, d) be a random graph

with m edges as in Proposition 3.4.1. Let Gk(n, d) = (Vk(n, d),Ek(n, d)) be the nonempty

44



k-core of G(n, d). Then Gk(n, d) contain δV(n, d, k)n nodes and δE(n, d, k)m edges with high

probability for large n, i.e., |Vk(n, d)|/n p−→ δV(n, d, k) and |Ek(n, d)|/m p−→ δE(n, d, k) ( p−→

stands for convergence in probability).

Proof. Please refer to Appendix A.2.2 and [PSW96].

The k-core pruning helps reduce the graph complexity and accelerates path finding. One

concern is whether it prunes too much and disconnects s and t. We found that such a

situation is very unlikely to happen in practice. To be specific, we focus on explaining

positively predicted links, e.g. why an item is recommended to a user by the model. Negative

predictions, e.g., why an arbitrary item is not recommended to a user by the model, are

less useful in practice and thus not in the scope of our explanation. (s, t) node pairs are

usually connected by many paths in a practical G [WS98], and positive link predictions are

rarely made between disconnected or weakly-connected (s, t). Empirically, we observe that

there are usually too many paths connecting a positively predicted (s, t) instead of no paths,

even in the k-core. Therefore, an optional step to enhance pruning is to remove nodes with

super-high degrees. As we discussed in Section 3.4.1, high-degree nodes are often generic and

less informative. Removing them can be a complement to k-core to further reduce complexity

and improve path quality.

3.4.3 Heterogeneous Path-Enforcing Mask Learning

The second module of PaGE-Link learns heterogeneous masks to find important path-

forming edges. We perform mask learning to select edges from the k-core-pruned computation

graph. For notation simplicity in this section, we use G = (V ,E) to denote the graph for

mask learning to save superscripts and subscripts, and Gk
c is the actual graph in the complete

version of our algorithm.

The idea is to learn a mask over all edges of all edge types to select the important edges.

Let Er = {e ∈ E|τ(e) = r} be edges with type r ∈ R. Let M = {Mr}|R|
r=1 be learnable
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masks of all edge types, with Mr ∈ R|Er| corresponds type r. We denote applying Mr on

its corresponding edge type by Er ⊙ σ(Mr), where σ is the sigmoid function, and ⊙ is the

element-wise product. Similarly, we also overload the notation ⊙ to indicate applying the set

of masks on all types of edges, i.e., E⊙ σ(M) = ∪r∈R{Er ⊙ σ(Mr)}. We call the graph with

the edge set E ⊙ σ(M) a masked graph. Applying a mask on graph edges will change the

edge weights, which makes GNNs pass more information between nodes connected by highly-

weighted edges and less on others. The general idea of mask learning is to learn an M that

produces high weights for important edges and low weights for others. To learn an M that

better fits the LP explanation, we measure edge importance from two perspectives: important

edges should be both influential for the model prediction and form meaningful paths. Below,

we introduce two loss terms Lpred and Lpath for achieving these two measurements.

Lpred is to learn to select influential edges for model prediction. The idea is to do

a perturbation-based explanation, where parts of the input are considered important if

perturbing them changes the model prediction significantly. In the graph sense, if removing

an edge e significantly influences the prediction, then e is a critical counterfactual edge

that should be part of the explanation. This idea can be formalized as maximizing the

mutual information between the masked graph and the original graph prediction Y , which is

equivalent to minimizing the prediction loss

Lpred(M) = − logPΦ(Y = 1|G = (V ,E⊙ σ(M)), (s, t)). (3.1)

Lpred(M) has a straightforward meaning, which says the masked subgraph should provide

enough information for predicting the missing link (s, t) as the whole graph. Since the original

prediction is a constant, Lpred(M) can also be interpreted as the performance drop after the

mask is applied to the graph. A well-masked graph should give a minimum performance

drop. Regularizations of the mask entropy and mask norm are often included in Lpred(M) to

encourage the mask to be discrete and sparse.
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Lpath is the loss term for M to learn to select path-forming edges. The idea is to first

identify a set of candidate edges denoted by Epath (specified below), where these edges can

form concise and informative paths, and then optimize Lpath(M) to enforce the mask weights

for e ∈ Epath to increase and mask weights for e /∈ Epath to decrease. We considered a weighted

average of these two forces balanced by hyperparameters α and β,

Lpath(M) = −
∑
r∈R

(α
∑

e∈Epath

τ(e)=r

Mr
e − β

∑
e∈E,e/∈Epath

τ(e)=r

Mr
e). (3.2)

The key question for computing Lpath(M) is to find a good Epath containing edges of

concise and informative paths. As in Section 3.4.1, paths with these two desired properties

should be short and without high-degree generic nodes. We thus define a score function of a

path p reflecting these two properties as below

Score(p) = log
∏
e∈p

e=(u,v)

P (e)

Dv

=
∑
e∈p

e=(u,v)

Score(e), (3.3)

Score(e) = log σ(Mτ(e)
e )− log(Dv). (3.4)

In this score function, M gives the probability of e to be included in the explanation, i.e.,

P (e) = σ(Mτ(e)
e ). To get the importance of a path, we first use a mean-field approximation

for the joint probability by multiplying P (e) together, and we normalize each P (e) for edge

e = (u, v) by its target node degree Dv. Then, we perform log transformation, which improves

numerical stability for multiplying many edges with small P (e) or large Dv and break down

a path score to a summation of edge scores Score(e) that are easier to work with. This path

score function captures both desired properties mentioned above. A path score will be high if

the edges on it have high probabilities and these edges are linked to nodes with low degrees.

Finding paths with the highest Score(p) can be implemented using Dijkstra’s shortest path

algorithm [Dij59], where the distance represented by each edge is set to be the negative score
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Algorithm 4 PaGE-Link
Input: heterogeneous graph G, trained GNN-based LP model Φ(·, ·), predicted link (s, t),
size budget B, k for k-core, hyperparameters α and β, learning rate η, maximum iterations
T .
Output: Explanation as a set of paths P.
Extract the computation graph Gc;
Prune Gc for the k-core Gk

c ;
Initialize M(0);
t = 0;
while M(t) not converge and t < T do

Compute Lpred(M(t)); { Eq.(3.1)}
Compute Score(e) for each edge e; { Eq.(3.4)}
Construct Epath by finding shortest paths on Gk

c with edge distance −Score(e);
Compute Lpath(M(t)) according to Epath; { Eq.(3.2)}
M(t+1) = M(t) − η∇(Lpred(M(t)) + Lpath(M(t)));
t += 1;

end while
P = Under budget B, the top shortest paths on Gk

c with edge distance −Score(e);
Return: P.

of the edge, i.e., −Score(e). We let Epath be the set of edges in the top five shortest paths

found by Dijkstra’s algorithm.

3.4.4 Mask Optimization and Path Generation

We optimize M with both Lpred and Lpath. Lpred will increase the weights of the prediction-

influential edges. Lpath will further increase the weights of the path-forming edges that are

also highly weighted by the current M and decrease other weights. Finally, after the mask

learning converges, we run one more shortest-path algorithm to generate paths from the

final M and select the top paths according to budget B to get the explanation P defined in

Section 3.4.1. A pseudo-code of PaGE-Link is shown in Algorithm 4.
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Table 3.3: Time complexity of PaGE-Link and baseline methods.

GNNExp [YBY19] PGExp [LCX20] SubgraphX [YYW21] PaGE-Link (ours)

O(|Ec|T ) O(|E|T )
/
O(|Ec|) Θ(|Vc|D̂2Bnode−2) O(|Ec|+ |Ek

c |T )

3.4.5 Complexity Analysis

In Table 3.3, we summarize the time complexity of PaGE-Link and representative existing

methods for explaining a prediction with computation graph Gc = (Vc,Ec) on a full graph

G = (V ,E). Let T be the mask learning epochs. GNNExplainer has complexity |Ec|T as it

learns a mask on Ec. PGExplainer has a training stage and an inference stage (separated

by / in the table). The inference stage is linear in |Ec|, but the training stage covers

edges in the entire graph and thus scales in O(|E|T ). SubgraphX has a much higher time

complexity exponential in |Vc|, so a size budget of Bnode nodes is forced to replace |Vc|, and

D̂ = maxv∈V Dv denotes the maximum degree (derivation in next paragraph). For PaGE-Link,

the k-core pruning step is linear in |Ec|. The mask learning with Dijkstra’s algorithm has

complexity |Ek
c |T . PaGE-Link has a better complexity than existing methods since |Ek

c | is

usually smaller than |Ec| (see Theorem 3.4.3), and PaGE-Link often converges faster, i.e.,

has a smaller T , as the space of candidate explanations is smaller (see Proposition 3.4.1) and

noisy nodes are pruned.

The search-based methods often have much higher time complexity exponential in the

number of nodes or edges. Thus, a budget is forced instead of searching subgraphs with

all sizes. For example, SubgraphX finds all connected subgraphs with at most Bnode nodes,

which has complexity Θ(|Vc|D̂2Bnode−2) for a graph with maximum degree D̂ = maxv∈V Dv.

This complexity can be shown using the following two lemmas.

Lemma 3.4.4. For a graph G with n vertices, the number of the connected subgraph of G

having Bnode nodes is bounded below by the number of trees in G having Bnode nodes.

Proof. Each connected subgraph has a spanning tree.
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Figure 3.4: The proposed augmented graph AugCitation and the synthetic graph UserItem-
Attr.

Lemma 3.4.5. For a graph G with node set V, the number of trees in G having Bnode tree

nodes is Θ(|V|D̂2Bnode−2).

Proof. See [fil18] for proof using an encoding procedure.

3.5 Evaluation

In this section, we conduct empirical studies to evaluate explanations generated by

PaGE-Link. Evaluation is a general challenge when studying model explainability since

standard datasets do not have ground truth explanations. Many works [YBY19, LCX20] use

synthetic benchmarks, but no benchmarks are available for evaluating GNN explanations

for heterogeneous LP. Therefore, we generate an augmented graph and a synthetic graph

to evaluate explanations. They allow us to generate ground truth explanation patterns and

evaluate explainers quantitatively.
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3.5.1 Datasets

The augmented graph AugCitation is constructed by augmenting the AMiner citation

network [TZY08]. A graph schema is shown in Figure 3.4a. The original AMiner graph

contains four node types: author, paper, reference (ref), and field of study (fos), and edge

types “cites”, “writes”, and “in”. We construct AugCitation by augmenting the original graph

with new (author, paper) edges typed “likes” and define a paper recommendation task on

AugCitation for predicting the “like” edges. A new edge (s, t) is augmented if there is at

least one concise and informative path p between them. In our augmentation process, we

require the paths p to have lengths shorter than a hyperparameter lmax and with degrees

of nodes on p (excluding s & t) bounded by a hyperparameter Dmax. We highlight these

two hyperparameters because of the conciseness and informativeness principles discussed in

Section 3.4.1. The augmented edge (s, t) is used for prediction. The ground truth explanation

is the set of paths satisfying the two hyperparameter requirements. We only take the top

Pmax paths with the smallest degree sums if there are many qualified paths. We train a

GNN-based LP model to predict these new “likes” edges and evaluate explainers by comparing

their output explanations with these path patterns as ground truth.

The synthetic graph UserItemAttr is generated to mimic graphs with users, items, and

attributes for recommendations. Figure 3.4b shows the graph schema and illustrates the

generation process. We include three node types: “user”, “item”, and item attributes (“attr”)

in the synthetic graph, and we build different types of edges step by step. Firstly, the “has”

edges are created by randomly connecting items to attrs, and the “hidden prefers” edges are

created by randomly connecting users to attrs. These edges represent items having attributes

and user preferences for these attributes. Next, we randomly sample a set of items for each

user, and we connect a (user, item) pair by a “buys” edge, if the user “hidden prefers” any attr

the item “has”. The “hidden prefers” edges correspond to an intermediate step for generating

the observable “buys” edges. We remove the “hidden prefers” edges after “buys” edges are
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Figure 3.5: Explanations visualization and comparison between PaGE-Link and
baselines. Explanations (green arrows) by different explainers for the predicted link
(a2367, p16200) (dashed red). The explanation generated by PaGE-Link explains the recom-
mendation by co-authorship, whereas baseline explanations are less interpretable.

generated since we cannot observe ‘hidden prefers” information in reality. An example of

the rationale behind this generation step is that items have certain attributes, like the item

“ice cream” with the attribute “vanilla”. Then given that a user likes the attribute “vanilla”

as hidden information, we observe that the user buys “vanilla ice cream”. The next step is

to generate more ‘buys” edges between randomly picked (user, item) pairs if a similar user

(two users with many shared item neighbors) buys this item. The idea is like collaborative

filtering, which says similar users tend to buy similar items. The final step is generating

edges for prediction and their corresponding ground truth explanations, which follows the

same augmentation process described above for AugCitation. For UserItemAttr, we have

“has” and “buys” as base edges to construct the ground truth, and we create “likes” edges

between users and items for prediction.

We show the hyperparameters for constructing the datasets in Table 3.4.

Table 3.4: Hyperparameters for constructing AugCitation and UserItemAttr

lmax Dmax Pmax

AugCitation 3 30 5
UserItemAttr 3 15 5
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Figure 3.6: Top paths selected by PaGE-Link. Top three paths (green arrows) for
explaining the predicted link (a328, p5670) (dashed red). The selected paths are short and
do not go through a generic field of study like “Computer Science”.

3.5.2 Experiment Settings

The GNN-based LP model As described in Section 3.3, the LP model involves a

GNN encoder and a prediction head. We use RGCN [SKB18] as the encoder to learn node

representations on heterogeneous graphs and the inner product as the prediction head. We

train the model using the cross-entropy loss. On each dataset, our prediction task covers one

edge type r. We randomly split the observed edges of type r into train:validation:test = 7:1:2

as positive samples and draw negative samples from the unobserved edges of type r. Edges

of other types are used for GNN message passing but not prediction.

Explainer baselines. Existing GNN explanation methods cannot be directly applied to

heterogeneous LP. Thus, we extend the popular GNNExplainer [YBY19] and PGExplainer

[LCX20] as our baselines. We re-implement a heterogeneous version of their mask matrix

and mask predictor similar to the heterogeneous mask learning module in PaGE-Link. For

these baselines, we perform mask learning using their original objectives, and we generate
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Table 3.5: Performance comparison in ROC-AUC scores of learned masks. PaGE-
Link outperforms baselines.

GNNExp-Link PGExp-Link PaGE-Link (ours)

AugCitation 0.829 0.586 0.928
UserItemAttr 0.608 0.578 0.954

edge-induced subgraph explanations from their learned mask. We refer to these two adapted

explainers as GNNExp-Link and PGExp-Link below. We do not compare to other search-

based explainers like SubgraphX [YYW21] because of their high computational complexity

(see Section 3.4.5). They work well on small graphs as in the original papers, but they are

hard to scale to large and dense graphs we consider for LP.

3.5.3 Algorithmic Evaluation

Quantitative evaluation. Both the ground truth and the final explanation output of

PaGE-Link are sets of paths. In contrast, the baseline explainers generate edge masks M. For

a fair comparison, we take the intermediate result PaGE-Link learned, also the mask M, and

we follow [LCX20] to compare explainers by their masks. Specifically for each computation

graph, edges in the ground truth paths are treated as positive, and other edges are treated as

negative. Then weights in M are treated as the prediction scores of edges and are evaluated

with the ROC-AUC metric. A high ROC-AUC score reflects that edges in ground truth

are precisely captured by the mask. The results are shown in Table 3.5, where PaGE-Link

outperforms both baseline explainers.

For scalability, we showed PaGE-Link scales linearly in O(|Ek
c |) in Section 3.4.5. Here we

evaluate its scalability empirically by generating ten synthetic graphs with various sizes from

20 to 5,500 edges in Gc. The results are shown in Figure 3.2b, which suggests the computation

time scales linearly in the number of edges.

Besides ROC-AUC scores, another way to evaluate the explanations is through the path
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Table 3.6: Performance comparison in path hit rates (HR) between PaGE-Link and
baselines. GStarXhas high HR with a small budget B. Baselines achieve nonzero HR for
large B.

B GNNExp-Link PGExp-Link GStarX(ours)

AugCitation

10 0.000 0.000 0.007
50 0.002 0.000 0.194

100 0.019 0.000 0.425
200 0.064 0.002 0.645

UserItemAttr

10 0.000 0.000 0.163
50 0.008 0.032 0.705

100 0.016 0.039 0.790
200 0.046 0.101 0.907

hit rate (HR). Specifically, we fix the budget of B edges and evaluate whether an explanation

can hit any complete path in the ground truth. Note that the ground truth for each link

(s, t) only has the top Pmax shortest paths with the smallest degree sums, so hitting a long

path or a less informative path with high-degree generic nodes will not count.

For a fair comparison with baselines, we take the generated explanation mask M for each

method, select the top B weighted edges to compare against the ground truth. We show

results with different budget B in Table 3.6. Explanations generated by GStarXhave higher

path HR than baselines on both datasets. In contrast, GNNExp-Link and PGExp-Link can

barely hit any path in the ground truth for B less than 50.

Note that the actual explanation output of GStarXis a set of paths P. If we evaluate P

instead of the top cut of the intermediate output mask M. Then GStarXcan achieve perfect

path HR (=1) when the budget |P| gets large.

Qualitative evaluation. A critical advantage of PaGE-Link is that it generates path

explanations, which can capture the connections between node pairs and enjoy better

interpretability. In contrast, the top important edges found by baseline methods are often

disconnected from the source, the target, or both, which makes their explanations hard
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for humans to interpret and investigate. We conduct case studies to visualize explanations

generated by PaGE-Link on the paper recommendation task on AugCitation.

Figure 3.5 shows a case in which the model recommends the source author “Vipin Kumar”

the recommended target paper titled “Fast and exact network trajectory similarity compu-

tation: a case-study on bicycle corridor planning”. The top path explanation generated by

PaGE-Link goes through the coauthor “Shashi Shekhar”, which explains the recommendation

as Vipin Kumar and Shashi Shekhar coauthored the paper “Correlation analysis of spatial time

series datasets: a filter-and-refine approach”, and Shashi Shekhar wrote the recommended

paper. Given the same budget of three edges, explanations generated by baselines are less

interpretable.

Figure 3.6 shows another example with the source author “Huan Liu” and the recommended

target paper titled “Using association rules to solve the cold-start problem in recommender

systems”. PaGE-Link generates paths going through the common fos of the recommended

paper and three other papers written by Huan Liu: p22646, p25160, and p35294. We

show the PaGE-Link explanation with the top three paths in green. We also show other

unselected fos shared by the p22646, p25160, and p35294 and the target paper. Note that the

explanation paths all have length three, even though there are many paths with length five or

longer, e.g., (a328, p22646, f4, p25260, f4134, p5670). Also, the explanation paths go through

the fos “Redundancy (engineering)” and “User profile” instead of generic fos like “Artificial

intelligence” and “Computer science”. This case demonstrates that explanation paths selected

by PaGE-Link are more concise and informative.

3.5.4 Human Evaluation

The ultimate goal of model explanation is to improve model transparency and help human

decision-making. Human evaluation is thus the best way to evaluate the effectiveness of an

explainer, which has been a standard evaluation approach in previous works [SCD17, RSG16,

GBS20]. We conduct a human evaluation by randomly picking 100 predicted links from
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the test set of AugCitation and generate explanations for each link using GNNExp-Link,

PGExp-Link, and PaGE-Link. We design a survey with single-choice questions. In each

question, we show respondents the predicted link and those three explanations with both the

graph structure and the node/edge type information, similarly as in Figure 3.5 but excluding

method names. The survey is sent to people across graduate students, postdocs, engineers,

research scientists, and professors, including people with and without background knowledge

about GNNs. We ask respondents to “please select the best explanation of ‘why the model

predicts this author will like the recommended paper?’ ”. At least three answers from different

people are collected for each question. In total, 340 evaluations are collected and 78.79% of

them selected explanations by PaGE-Link as the best.

3.6 Discussion

In this work, we study model transparency and accountability on graphs. We investigate

a new task: GNN explanation for heterogeneous LP. We identify three challenges for the

task and propose a new path-based method, i.e. PaGE-Link, that produces explanations

with interpretable connections, is scalable, and handles graph heterogeneity. PaGE-Link

explanations quantitatively improve ROC-AUC by 9 - 35% over baselines and are chosen by

78.79% responses as qualitatively more interpretable in human evaluation.
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Part III

Explanations Extract Data Insights
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CHAPTER 4

Predicting and Interpreting Energy Barriers of Metallic

Glasses with GNNs

4.1 Introduction

Metallic glasses (MGs) combine good properties of metals and plastics in one material,

making them stronger than steel while being shapeable as plastic [SHK11]. Their extensive

applications span various industries including aerospace, sports equipment, luxury goods,

biomedical devices, and many more [TT10]. The unique properties of MGs lie in their

non-crystalline amorphous atomic structure, which sets them apart from the crystalline

structure found in traditional metals [TT10, BD13]. Despite extensive research on MGs, the

details of their structure-property relationship are still not well understood [SSD02, DPF14,

PVF16, CLK18].

One promising approach for studying the structure-property relationship of MGs is through

a special property called Energy Barrier (EB). EBs describe the local roughness of the energy

landscape by comparing the average energy difference around an atom’s local neighbors.

Many studies have shown that understanding EBs can act as an important intermediary step

for studying the MG physical properties [DS01, YSW12, TLM21]. As shown in Figure 4.1,

EBs represent mobility, which can influence the MG dynamics and further their physical

properties like glass transition and ductility [BB11, KCZ22]. However, the precise simulation

of EBs is challenging and often requires time-consuming computation [BM96, MBB12, JGS22].

For example, even with a high-performance computing (HPC) cluster and the advanced
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Figure 4.1: EBs, mobility, and MG physical properties. EBs represent mobility, which
can further influence the MG dynamics and their physical properties.

Activation-Relaxation Technique nouveau (ARTn) [CLM09], calculating EBs for an MG

system with 3,000 atoms can take 41 days.

Given the usefulness and computational difficulty of EBs, we explore machine learning

(ML) approaches to efficiently predict them from MG atomic structures. Similar to recent

ML investigations on glassy systems [BKG20, RNE22], we phrase the EB prediction problem

as a graph ML problem and solve it using GNNs. Under this formalization, atoms become

nodes in a graph, and edges are constructed between nearby nodes to represent the atomic

structure. Atom types are used as node features. Displacement vectors constructed from 3D

node coordinates are used as edge features. Then EB prediction becomes a node regression

task on graphs.

We simulate MG systems and employ ARTn to calculate some EBs as training labels.

Given the challenge of collecting data, a more data-efficient model with a stronger inductive

bias is desired. In particular, the EB prediction problem exhibits E(3)-invariance, i.e.,

invariance to graph structure transformations including translations, rotations, reflections,

and their combinations. We aim for a GNN that can handle such invariance, but general

message-passing-based GNNs like GCN [KW17] cannot. Some specially designed models are
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Figure 4.2: Example graphs demonstrating model expressiveness. SchNet cannot
distinguish the embeddings of node 1 in these two graphs but SymGNN can.

E(3)-invariant [SKS17, LLW19, GGG20, TD22, LS22, BKS22, BMS22], but, to the best of

our knowledge, none of the existing methods can achieve invariance, expressiveness, and

scalability at the same time as we show in Table 4.1.

To achieve an invariant model that is both expressive and scalable, we propose a simple

but effective Symmetrized GNN (SymGNN), which is E(3)-invariant in expectation. SymGNN

achieves E(3) invariance by introducing a symmetrization module to aggregate embeddings

produced under different orthogonal transformations of the graph structure. It is expressive

as there is no higher-order information loss caused by “feature scalarization” as in models like

SchNet [SKS17]. For example, for the two graphs in Figure 4.2, SchNet will pass the same

message to the central node of an isosceles triangle as if the middle node of a flat line, but

SymGNN will easily distinguish between these two configurations (details in Section 4.4.4).

Also, SymGNN does not involve complex equivariant calculation, so it is much more scalable

than methods relying on equivariant feature extraction [LS22, BKS22, BMS22]. In our

experiments, we demonstrate that when applied to MG graphs, SymGNN outperforms a

variety of widely used GNNs.

Moreover, to better understand the EB prediction and benefit MG research, we also

generate explanations along with the model prediction. Our proposed explanation method

extends GNNExplainer [YBY19] to the node regression task to generate edge-based structure

explanations. It helps us to identify and visualize the importance of each edge in predicting
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Table 4.1: Characteristic comparison of different methods. ✓ means the model
performs well evaluated by the corresponding category, ✗ means not, and ? means “unclear”,
or “possible after non-trivial extensions”. The E indicates that the model satisfies the property
in expectation.

Methods Invariance Expressiveness Scalability

GCN ✗ ✓ ✓

EGNN ? ✓ ✓

SchNet ✓ ✗ ✓

MGCN ✓ ✗ ✓

FAENet ✓ ✗ ✓

DimeNet ✓ ✓ ✗

Torch-MD Net ✓ ✓ ✗

Equiformer ✓ ✓ ✗

SymGNN (ours) E ✓ ✓

an EB. We also show that the generated explanations match the medium-range order (MRO)

hypothesis of MGs and possess unique topological properties that correlate with the optimal-

volume cycles in a persistent diagram [Oba18]. Our findings provide further insights into the

understanding of EBs, and our explanations can potentially benefit new scientific discoveries.

We summarize our contributions as the following:

1. We formulate a material science research problem of predicting MG EBs as an ML

problem of node regression on graphs.

2. We collect MG data for ML research, with precisely simulated EBs using ARTn.

3. We propose a simple but effective SymGNN model that exhibits E(3)-invariance in

expectation and predicts MG EBs accurately and fast.

4. We generate explanations for EB predictions that match the MRO hypothesis, express

unique topological properties, and provide insights for scientific discoveries.

62



4.2 Related Work

ML in Material Science. The application of ML in materials science has seen significant

advancements recently, with various models to tackle different aspects of material science

problems. Among these, GNNs have emerged as a powerful tool for representing and

analyzing materials at the atomic level, owing to their ability to capture the complex

relationships and interactions between atoms in a material. For example, estimating the

propensity of individual atoms [BKG20], potential energy exhibited by a system of atoms

[SKS17]. In these settings, inductive bias of equivariance and invariance often plays a

key role in the generalizability of network. For example, in our problem the EB only

depends on local molecule configuration and thus are invariant on translation, rotation,

and reflection of graphs. To incorporate this physical inductive bias, various invariant and

equivariant GNNs have been proposed. Invariant GNNs often restrict graph features to be

rotationally invariant, such as edge distances and angles, or reducing the inputs by projecting

it onto PCA frames [SKS17, GGG20, GGM20, DSH23], whereas equivariant networks are

proposed to leverage tensorial transformation that can extract equivariant node features

[SUG21, LS22, BKS22, BMS22, TD22]. Several evaluation benchmarks for equivariant ML

models on molecular dynamics [BMP24] and solid-state materials systems [CGR20, LGN23]

have been proposed. EGRaffBench [BMP24] provides insights into the performance of

various equivariant architectures in predicting forces in molecular systems, highlighting

their potentials in simulating atomistic interactions. Moreover, JARVIS [CGR20] and the

MatSciML benchmark [LGN23] represent significant efforts in benchmarking MLs to solid-

state materials systems. These works demonstrate the potential of ML models, including

various GNNs, in predicting properties and behaviors of solid-state materials, thereby aiding

in materials design and discovery. Furthermore, a comprehensive overview of geometric GNNs

for 3D atomic systems is provided by Duval et al. in their recent review [DMJ23]. This guide

offers valuable insights into the development and application of GNNs in materials science,

emphasizing the importance of geometric considerations in modeling atomic systems.
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MGs and EBs. Understanding the relationship between the atomic structure and physical

properties of MGs is one of the greatest challenges for both material science and condensed

matter physics [FL11, SW15, NFM18]. However, the structure-property relationship of

MGs is often challenging to characterize directly due to the complexity of the physical

properties [CIS17, BKG20]. EBs describe the local roughness of the energy landscape

by comparing the average energy difference around an atom’s local neighbors. They are

influential in MG dynamics and their physical properties [BB11, KCZ22], for example,

the degree of ductility during fracture [TLM21]. Therefore, EBs can act as an important

intermediary step when predicting the physical properties with the atomic structures as

inputs [DS01, YSW12, WDM20, TLM21]. ML methods have been applied to investigate the

relationship between the atomic structures and physical properties in MG [BKG20]. For

EBs in particular, [WDM20] explored using XGBoost to classify nodes with the highest 5

percent activation energy. Our work furthers the investigation of [WDM20] by leveraging the

natural graph structure using GNNs to perform a regression for EBs and generating insightful

explanations.

4.2.1 GNN Explanation

Model explainability is crucial for complex modern ML models. Specifically for explaining

GNNs, a wide range of explanation methods are proposed to select the most influential edges,

nodes, features, and even subgraphs [YBY19, LCX20, YYW21, ZLS22, LLW22], for the

prediction of one node in the sense that the most message passing happens. GNNExplainer is

the pioneering work that achieves this goal by learning edge masks to maximize the mutual

information between perturbed output and the original model output [YBY19]. These works

including GNNExplainer focus on explaining classification problems, whereas we focus on

explaining node regression. To the best of our knowledge, the only work that targets GNN

explanation for regression tasks is [ZCM23], but it is very different from ours because it

focuses on graph-level regression, and it does not consider any invariance explanation nor
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any application to material science.

4.3 Problem Setup and Preliminaries

4.3.1 EB Prediction with GNNs

The problem of predicting EBs of MGs can be formalized as a node regression problem on

graphs. Under this formulation, atoms become nodes in a graph, and edges are constructed

between nearby nodes. The MG data thus becomes a graph with n nodes and m edges. We

represent the graph structure with G, which indicates all the edges and is normally represented

in the form of an adjacency matrix. The node features are the atom types, which we represent

with Z = {z1, z2, . . . ,zn}. The edge features are the displacement vectors constructed

from 3D node coordinates, which we represent with X = {x1,x2, . . . ,xm |xi ∈ R3}. The

regression task is to predict the EB label y ∈ R of each node with the graph structure

and features as inputs, i.e., a model that maximizes P (y|G,Z,X). We further break down

the prediction process into two steps. The first step encodes node and edge features to

embeddings H. The second step predicts y with G and H as inputs. The objective to

maximize becomes the following,

P (y|G,Z,X) =

∫
H

P (y|G,H)P (H|G,Z,X)dH (4.1)

We solve this problem with the state-of-the-art graph ML models - GNNs.

4.3.2 Orthogonality and Invariance

EB is invariant to Euclidean transformations of the atomic graph structure, for exam-

ple, rotations, reflections, and translations, because it is the average energy needed for a

node to hop between its current and nearby energy subbasins. Given that the graph is

described with displacement vectors of relative positions, translations will be canceled, and
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the invariance to Euclidean transformations can be reduced to the invariance to orthogonal

transformations [HH13], which is defined as the following,

Definition 4.3.1 (Orthogonal Transformation). A linear transformation T : Rd → Rd

is called an orthogonal transformation if it preserves the inner produce ⟨·, ·⟩ on Rd, i.e.,

∀x1,x2 ∈ Rd, ⟨T (x1), T (x2)⟩ = ⟨x1,x2⟩. Then, the matrix form of T has | det(T )| = 1. The

orthogonal group in dimension d is the group of all such orthogonal transformations on Rd

and is denoted as O(d).

We also state a well-known lemma in group theory [HH13] and a theorem by Euler [Sla99]

for decomposing the orthogonal group and rotations respectively. They will be useful for

modeling invariance.

Lemma 4.3.2 (O(3) Decomposition). The orthogonal group O(3) can be decomposed into

rotations and non-rotations. The rotations also form a group denoted as SO(3), and it

contains all transformations R whose matrix forms have det(R) = 1. The non-rotations

contain all the reflections and roto-reflections (also called improper rotation) R̃, whose matrix

form have det(R̃) = −1. Non-rotations can be denoted as P · SO(3), with P being any

reflection transformation through the origin.

Theorem 4.3.3. (Euler) Define the rotations around the three coordinate axes x1, x2, and x3

in R3 by

Ox1(α) =


1 0 0

0 cos(α) − sin(α)

0 sin(α) cos(α)



Ox2(β) =


cos(β) 0 − sin(β)

0 1 0

sin(β) 0 cos(β)
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Ox3(γ) =


cos(γ) − sin(γ) 0

sin(γ) cos(γ) 0

0 0 1


Then any rotation R ∈ SO(3) can be written as Rα,β,γ = Ox1(α)Ox2(β)Ox3(γ) for some angles

[α, β, γ] ∈ [−π, π]3. These angles are called the Euler angles.

Then we formally introduce the invariant/equivariant transformation.

Definition 4.3.4 (Invariant/Equivariant Transformation). Given a group K acts on Rd. A

transformation T : Rd → Rd is invariant to K if T (x) = T (k · x) and equivariant to K if

k · T (x) = T (k · x) for all k ∈ K and for all x ∈ Rd.

4.3.3 GNNExplainer

As a representative GNN explanation method, GNNExplainer seeks to explain GNN

classifications by selecting an important edge-induced subgraph GS that minimizes the entropy

H(·) of the label Y . Since GS is discrete, GNNExplainer learns a continuous distribution G

over GS that gives the minimal expected entropy, where G can be implemented as a learnable

edge mask M ∈ R|G| applied on edges of G after a sigmoid function σ. Mathematically, the

optimization objective is

min
G

EGS∼GH(Y |G = GS) = min
M

H(Y |G = σ(M)⊙G) (4.2)

4.4 SymGNN: Symmetrized GNNs

In this section, we present SymGNN for solving the EB prediction problem we formalized

in Section 4.3.1. We first introduce the theory behind the core symmetrization module for

capturing O(3) invariance in Section 4.4.1, then the full SymGNN model in Section 4.4.2, and

finally how we apply explanation algorithms to SymGNN to reveal the connection between
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the atomic structures and EBs in Section 4.4.5.

4.4.1 Theory of Symmetrization Over O(3)

Although EB is invariant to Euclidean transformations of the atomic graph structure,

most GNNs are not designed to automatically capture such invariance. There are existing

GNNs specialized for molecular graphs that can handle such invariance, but they either

utilize scalarization that cannot handle higher-order information, or cannot scale up to graphs

with thousands of nodes like MGs. We thus propose a symmetrization module that can

better capture invariance and efficiently scale up. This section presents the theory behind

the symmetrization.

For the node regression problem formalized in Section 4.3.1, X only represents one set of

displacement vectors under one particular coordinate system. To achieve O(3)-invariant (and

thus E(3)-invariant as explained in Section 4.3.2) predictions, we propose a symmetrization

over all orthogonal transformations of X, denoted as X = {T (X) | ∀T ∈ O(3)}. Under

symmetrization, we reformulate the feature encoding step in Equation 4.1, i.e.,P (H |G,Z,X ),

as a probability integrated over X , i.e.,

P (H |G,Z,X ) =

∫
T∈O(3)

P (H |G,Z, T (X))P (T ) dT (4.3)

Notice that a truly O(3)-invariant model will give the same result for P (H |G,Z,X) and

P (H |G,Z,X ). In the new formulation, when maximizing P (H |G,Z,X ), the model will

learn the desired invariance by foreseeing and aggregating different transformed graphs. To

model such an integral, we first define the distribution of T on O(3) through the following

two lemmas.

Lemma 4.4.1. Any non-rotation R̃ ∈ P ·SO(3) can be written as R̃α,β,γ = −Ox1(α)Ox2(β)Ox3(γ)

for some parameters [α, β, γ] ∈ [−π, π]3.
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Proof. Please refer to Appendix A.3.1.

Intuitively, Theorem 4.3.3 says that any rotation in 3D can be decomposed into a

combination of rotations that rotate only around the x1-axis, x2-axis, and x3-axis and

parameterized with the Euler angels. Similarly, Lemma 4.4.1 says a similar decomposition

and parameterization can be achieved for non-rotations as well. Bring these two results

together gives the following lemma for decomposing any orthogonal transformation T ∈ O(3).

Lemma 4.4.2. Any orthogonal transformation T ∈ O(3) can be written as Tλ,α,β,γ =

(−1)λOx1(α)Ox2(β)Ox3(γ) for some parameters λ ∈ {0, 1} and [α, β, γ] ∈ [−π, π]3.

Proof. Follow from Lemma 4.3.2, Theorem 4.3.3, and Lemma 4.4.1.

Lemma 4.4.2 allows the integral in Equation 4.3 to be reduced into an integral over λ and

[α, β, γ] in Equation 4.4, which is the objective our GNN will model.

P (H |G,Z,X ) =

∫
λ,α,β,γ

P (H |G,Z, Tλ,α,β,γ(X))P (Tλ,α,β,γ) dλdαdβdγ

4.4.2 Symmetrized GNN

We now present the full SymGNN model with an illustration shown in Figure 4.3. SymGNN

consists of two sub-modules. The first is the symmetrization module mentioned above for

producing O(3)-invariant embeddings H , which we indicate with H = Sym(G,Z,X). The

second is a prediction module that takes the symmetrized H and G to perform message

passing with attention and then node regression.

The Sym module produces embeddings following the objective in Equation 4.4 with a

learnable encoder Enc, i.e.,

H = Sym(G,Z,X) =

∫
λ,α,β,γ

Enc(G,Z, Tλ,α,β,γ(X))P (Tλ,α,β,γ)dλdαdβdγ (4.4)

69



Symmetrization Module
Graph with 3D 

Edge Features X

21

3
4𝒙!

(𝒙"", 𝒙!", 𝒙#")
(𝒙"!, 𝒙!!, 𝒙#!)
(𝒙"#, 𝒙!#, 𝒙##)
(𝒙"$, 𝒙!$, 𝒙#$)

Learnable 
Distribution of
Transformation 

T ∈ O(3)

2 1

3
4

Prediction Module

y2

Invariant
Embeddings

Rotations (𝑅)

Non-Rotations (𝑅#)

𝒙" 𝒙#

𝒙$

2
1

3 4

2
1

34

…

2
1

3

4

21

3
4

Predict

Message Passing with Attention

Figure 4.3: Illustration of the SymGNN framework. Given an input graph with
node features being atom types and edge feature the relative distance, the symmetrization
module of SymGNN aggregates encoding results on various orthogonally transformed graphs
sampled from a learnable distribution to achieve O(3)-invariant in expectation. The invariant
embeddings are then passed to message-passing layers with attention to aggregate information
and predict label.

However, one challenge is that there are infinitely many T ∈ O(3), which makes the

integral intractable. To model such an integral, we generate transformations T1, . . . , Tk from

O(3) by sampling λ and [α, β, γ] to approximate the Sym in Equation 4.4, which gives the

SymT1,...,Tk
we use in practice.

SymT1,...,Tk
(G,Z,X) =

1

k

k∑
i=1

Enc(G,Z, Ti(X)) (4.5)

We show that SymT1,...,Tk
is O(3)-invariant in expectation under assumptions of uniform

distributions.

Theorem 4.4.3. Assume T1, . . . , Tk are random transformations that follow a uniform

distribution over all T ∈ O(3). Then, Sym is O(3)-invariant in expectation in the sense that

ET1,...,Tk
[SymT1,...,Tk

(G,Z,X)] = ET1,...,Tk
[SymT1,...,Tk

(G,Z, T0X)] for any T0 ∈ O(3).

Proof. Please refer to Appendix A.3.2.
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Sym can learn from a variety of orthogonal transformations and achieve invariance. In

practice, we fix λ to be Bern(0.5) to balance rotations and non-rotations uniformly, but

we parametrize α, β, γ with learnable von Mises (Tikhonov) distributions [MZ75] instead of

uniform. Learnable distributions help Sym more efficiently sample orthogonal transformation

that benefits the prediction. The von Mises parameterization indeed leads to better empirical

performance than uniform, since these distributions closely approximate the wrapped normal

distribution on [−π, π].

The second prediction module takes the invariant embeddings H produced by Sym to

perform message passing and predict y. Given the complexity of the prediction problem and

to enhance model expressiveness, we also compute attention of edge features and add skip

connections during message passing. Specifically, we build up on the Edge Graph Attention

Network (EGAT) [KLJ21] model to add edge features to the attention calculation in addition

to the regular GAT.

Specifically, after the message from each node is computed, we first calculate an attention

score aij over the edge between nodes i and j. Then the representation of node i in the l+1-th

layer (el+1
i ) is constructed as the attention-weighted average of the neighbor representations

from the l-th layer. We show the formula in the following, where σ represents the non-linear

activation function and N (i) represents the set of neighbors of node i.

alij =
expxlij∑

k∈N (i) expx
l
ik

, el+1
i = σ(

∑
j∈N (i)

aije
l
j)

4.4.3 Computation Time Analysis

We provide a theoretical analysis of the time complexity of SymGNN against three other

baselines including SchNet, DimeNet, and Equiformer. For SymGNN, the time complexity is

O(kn+ nd2), where k denotes the number of sampled orthogonal transformation, n denotes

the number of nodes, and d denotes the average number of neighbors a node has. The first kn
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Table 4.2: Theoretical time complexity of SymGNN and baselines.

SymGNN SchNet Equiformer DimeNet

Complexity O(kn+ nd2) O(nd) Ω(nd2) O(n4)

term comes from the symmetrization of k orthogonal transformations, the second nd2 term

comes from the attention operation among a node’s neighbors. Add these two terms together

we essentially get O(nd2) (empirically we set k = 6). In comparison, SchNet is faster as it is

O(nd). But for DimeNet, since it considers pairwise edge interaction, the time complexity

grows at least as O(m2) = O(n4), which makes it prohibitively slow for our graphs with

thousands of nodes. For Equiformer, its exact time complexity is unknown to us. It is a

transformer-based method where they change attention to equivariant attention and linear

layer to equivariant linear layer using complex tensor operations, which implies that its big-O

time complexity is lower bounded by O(nd2). Empirically, we found that training Equiformer

is excessively slow for our large-scale graphs. A list of analyzed time complexity can be found

in Table 4.2.

4.4.4 Expressiveness Analysis

In this section, we show by examples that SymGNN can capture more complex interactions

between molecules compared to SchNet-like methods. Consider two three-molecule systems

that have the following configurations where the atom type for node 2 is two whereas the

atom type for node 1 and node 3 is one (Figure 4.1):

(a) 1: (−2, 0, 0), 2: (0, 0, 0), 3:(2, 0, 0)

(b) 1: (−
√
2,
√
2, 0), 2: (0, 0, 0), 3:(

√
2,
√
2, 0)

Notice that the edge distance between node 2 to each of node 1 and node 3 are two in both

of these configurations, so SchNet cannot distinguish these two configurations based on the

embedding of node 2, as it only takes into account the distance information. However, we
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shall see that SymGNN can differentiate these configurations based on node 2’s embedding as

it considers also higher-order information. To ease the computation, we consider a minimal

setting of SymGNN where the encoder is the identity function, and each time two orthogonal

transformations will be applied to the graph and then aggregated. Finally, node 2’s embedding

is calculated by simply summing up the message passed between node 2 and node 1 and

between node 2 and node 3. Suppose the two orthogonal transformations sampled are

a counterclockwise rotation in xy-plane by 45 degrees and a reflection around y-axis. It

can be calculated that SymGNN will give the embedding (0, 0, 0) for node two in the first

configuration, but the second configuration gives (2, 2+2
√
2, 0). Similar example can be given

to show that SymGNN can also detect configurations that have equivalent angle structure,

and thus we know SymGNN truly considers higher-level information compared to those

invariant methods that are based on scalerization.

4.4.5 Explanations for Structure-EB Relationship

ML models have emerged as powerful tools in scientific research, and their utility can

extend beyond mere predictions to explanations. This explanatory aspect is crucial because

it aligns with the fundamental objective of ML for science: identifying patterns that can

elude human analysis and understanding the underlying mechanisms that govern phenomena.

To make the best use of the SymGNN model and truly bolster the scientific research of

MGs, we generate explanations to better reveal the structure-EB relationship. We choose

GNNExplainer as a starting point for selecting a subgraph GS with important edges. Since

GNNExplainer was developed for classification problems, the cross-entropy-based objective

does not apply to the regression problem of EB prediction. Therefore, we still learn an edge

mask M on all edges, but modify the objective in Equation 4.2 by replacing entropy with
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mean squared error (MSE) as below, with f representing the SymGNN model.

min
G

EGS∼GMSE(f(GS)) = min
M

MSE(f(σ(M )⊙G)) (4.6)

This regression explainer considers all edges involved in the prediction of EB for one node

and assigns a score to each edge. These scores represent the importance of their corresponding

edges for making the prediction. In Section 4.6, we demonstrate that the important edges

identified by our explainer match the MRO insights mentioned in previous material research

and possess unique topological properties.

4.5 Prediction Evaluation

We conduct experiments by first constructing an MG dataset with energy barriers simulated

by molecular dynamics. Then we apply SymGNN to this dataset and compare its performance

with other baseline models. We also perform ablation studies of the symmetrization module

to show its effectiveness.

4.5.1 Dataset

The proposed Cu64Zr36 dataset. We employ molecular dynamics to simulate the

behavior of a representative Cu64Zr36 MG subjected to shear deformation. The simulated

MG system comprises 8000 atoms, generated through the conventional melting-quenching

procedure. To evaluate the influence of system size, we also simulate small systems with

3000 atoms. To ensure the statistical robustness of our findings, 9 independent metallic glass

samples are generated. To obtain the energy barriers of atoms, we employ the activation-

relaxation technique nouveau (ARTn) [BM96, CLM09] to calculate the energy barriers. The

simulated results are used to construct a dataset consisting of nine graphs. Among them, six

graphs are used for training, one graph is for validation, and two graphs are for testing. Each
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training/validation graph has 8,000 nodes and roughly 260,000 edges, and each test graph

has 3,000 nodes and roughly 100,000 edges.

A Detailed Dataset Construction Process The simulated MG system comprises

8000 atoms, generated through the conventional melting-quenching procedure with varied

cooling rates spanning from 1014 to 1010 K/s. To evaluate the influence of system size,

we also simulate small system (i.e., 3000 atoms). To initiate the simulation, the sample

is initially melted at 2000K under zero pressure for 1ns, facilitating the erasure of its

initial configuration memory. Temperature and pressure control are maintained through the

isothermal-isobaric (NPT) ensemble, employing a Nosé-Hoover thermostat [Nos84, Hoo85].

Subsequently, the liquified state is rapidly quenched to 1K, with cooling rates ranging

from 1014 to 1010 K/s. The resulting glassy structure is further relaxed to its local energy

minimum through energy minimization, utilizing the conjugate gradient algorithm. The

interatomic interactions within the system are described using the embedded-atom method

(EAM) potential [MKO09]. To ensure the statistical robustness of our findings, 9 independent

metallic glass samples are generated for each cooling rate. A timestep of 1fs is adopted

for all simulations, and the entire set of simulations is carried out using the LAMMPS

package [Pli95]. To obtain the energy barriers of atoms, we employ the activation-relaxation

technique nouveau (ARTn) [BM96, CLM09] to calculate the energy barriers within MGs.

Specifically, starting from a local energy minimum in the landscape, initial perturbations are

introduced to a chosen atom and its nearest neighbors. This perturbation allows exploration

along a direction of negative curvature, increasing the likelihood of locating a saddle point in

the energy landscape. The Lanczos algorithm [BM96] is then applied to guide the system

to the saddle point by following the direction of negative curvature. A force tolerance of

0.05eV/Å−2 is chosen to ensure convergence of the saddle points. In accordance with previous

investigations [FIE14, FIE17, XFL18], 20 searches for saddle points are conducted for each

atom. Consequently, the ARTn exploration focuses on determining the average energy barrier
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associated with atoms. This parameter is recognized as a key factor influencing the propensity

for plastic rearrangement in disordered materials [TML20, TLM21]. The simulated raw

dataset initially only contains nodes (atoms) along with their types and 3D coordinates. We

construct edges between two nodes if their Euclidean distance is smaller than a threshold,

which is chosen to be 5Å = 10−10m.

CuZr-Based MGs as Representative Examples We choose the CuZr-based MGs as

representative examples in our experiments. First, Cu-Zr-based metallic glass is one of the most

widely investigated MGs due to its outstanding mechanical properties and good glass-forming

ability [CM11]. Many well-known studies on MGs, such as those focusing on mechanical

properties and ductility [LLL12, PGW10], are centered on Cu-Zr. Additionally, Cu-Zr has

been used as a standard MG example in ML research to study β processes [WDM20] and

perform hierarchical structure analysis [HNH16]. Cu64Zr36 is known as the best glass former

in this class of MGs and is commonly used as the archetype model in MD simulations [WDM20].

While other MGs are not included in this study, some common dynamic behaviors (e.g.,

relaxation, dynamical heterogeneity, shear band formation) are believed to be controlled by

energy barriers, with structure-property relationships transferable between different MGs.

Cu-Zr MGs from [WDM20] We also tested our method on other metallic glass dataset.

We adopted the dataset proposed in one of the previous work [WDM20], which includes two

additional Cu-Zr type metallic glasses Cu80Zr80 and Cu50Zr50. For each type of material

the dataset contains two graphs each with 5000 nodes and around 650000 edges. We picked

one as training graph and the other one for testing.

4.5.2 Experiment Settings

Baselines: We evaluate our model against a variety of other ML models including Graph

Convolutional Network (GCN) [KW17] withe edge features, E(n) Equivariant GNN (EGNN)
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[SHW22] that are designed to handle equivariant features, a non-graph based multi-layer

perceptron (MLP) model, and various invariant baselines that are proposed to handle

molecular data including SchNet [SKS17], MGCN [LLW19], DimeNet [GGG20], Torch-MD

Net [TD22], Equiformer [LS22], and FAENet [DSH23],. Furthermore, we perform two ablation

studies named SymGNN w/o symmetrization where we remove the symmtrization layer and

Data Augmentation where we only aggregated the embedding from three fixed orthogonal

transformation instead of a learned one. In addition we have include a simple baseline in

which we use the absolute length of edge instead of its 3D coordinates as an input edge

feature to achieve invariance. We also compared to MD based local sampling approximation

that is widely used by material scientists [KWY17, SDS98].

Evaluation: The predicted energy barriers are evaluated by the Pearson product-moment

correlation coefficient against the true values following from previous work in material science

literature [BKG20]. We run each experiment 4 times with different random initializations.

On our Cu64Zr36 dataset, we use the validation set to determine the best model and compute

the score with the best model on the test set. For the other Cu-Zr MGs dataset, we compute

the test accuracy on the final epoch since there is no validation set.

Implementation: For our proposed Cu64Zr36 dataset, we train 4-layer GNNs for 20,000

epochs using an Amsgrad optimizer [RKK19] with a learning rate of 0.0001. We adopt an

early stopping scheme if the model’s prediction score on the validation set did not improve

for 1000 epochs. For the other Cu-Zr MGs dataset, we train each model to a fixed number

of epochs as there is no validation set. For those models that have smaller scale and faster

convergence, i.e., MLP, GCN, EGNN, EGAT, SchNet, and MGCN, we train to 5000 epochs.

For SymGNN, we trained the model to 10000 epochs for better convergence. In all the

datasets for SymGNN, the distribution over the angles α, β, and γ is parameterized by the

von Mises (Tikhonov) distribution.

77



Table 4.3: Testing scores comparison of SymGNN, the molecular dynamics (MD)
method, and other ML methods. Test results are with the best model on the validation
set. Our SymGNN significantly outperforms the MD method and achieves the best among
all the ML methods.

Methods Cu64Zr36 Cu80Zr20 Cu50Zr50

MD Local Sampling [SDS98] 0.3614 − −

Non-Invariant ML MLP 0.0575± 0.0127 0.0727 ± 0.0154 -0.0652 ± 0.0099
GCN with Edge Features 0.5123± 0.0507 0.2478 ± 0.0051 0.1395 ± 0.0068

Invariant ML

E(n) Equivariant GNN 0.2588± 0.0077 0.1382 ± 0.0113 0.1381 ± 0.0098
EGAT (Edge Length as 1D Feature) 0.7264± 0.0063 0.5489 ± 0.0218 0.1571 ± 0.0095
SchNet 0.7588± 0.0088 0.2505 ± 0.0128 0.1808 ± 0.0106
MGCN 0.7352± 0.0066 0.1793 ± 0.0133 0.1596 ± 0.0033
FAENet 0.6603 ± 0.0218 0.2947 ± 0.0171 0.2214 ± 0.0160

Ours
SymGNN 0.7859 ± 0.0056 0.6084 ± 0.0167 0.5862 ± 0.0277
SymGNN w/o symmetrization 0.2669± 0.0371 0.2283 ± 0.0256 0.1135 ± 0.0129
Data Augmentation 0.6614 ± 0.0285 0.3304 ± 0.0201 0.2135 ± 0.0337

4.5.3 Prediction Results

We report the results of SymGNN and other baselines in Table 4.3. It can be seen from the

table that SymGNN outperforms the baselines by a large amount and exhibits a much stronger

generalization power. When we remove the symmetrization module, (i.e. SymGNN w/o

symmetrization), the ablated model cannot generalize well, and a similar performance drops

is observed when we only aggregates embedding from three fixed orthogonal transformations.

This demonstrates the effectiveness of the symmetrization module. Also we observe that

models capable of handling invariance can lead to much better result compared to the ones

that cannot, which again highlights the importance of symmetrization module in achieving

good prediction performance. In addition, we also ran Equiformer, Torch-MD Net, and

DimeNet as our baselines. However, we noticed that the training time for these methods are

prohibitively long (i.e longer than 2 days) on our dataset.
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Table 4.4: Training time comparison for one epoch between SymGNN and baselines.

Method SymGNN SchNet Equiformer DimeNet

Time 3 secs 1 sec 82 mins -

Table 4.5: Inference time comparison on an MG with 3,000 atoms between SymGNN and
baselines.

SymGNN ARTn MD local sampling

Time 0.26 seconds 41 days 150 mins

4.5.4 Computation Time Comparison

We notice that SymGNN reaches high performance without dramatically increase both

the training cost or the inference cost. Table 4.4 provides an empirical time comparison for

the time needed to train the model for one epoch. We observe that DimeNet would run

indefinitely for our larger graph, and the time taken by Equiformer is also prohibitively long.

Table 4.5 shows an inference time comparison. Compared to traditional MD simulation, our

ML-based approach needs much fewer computation resources and is much more efficient. For

precise MD simulation with ARTn, the calculation of the energy barrier for each atom takes

around 20 minutes in a supercomputer with 16 parallel threads. Therefore, for a MG system

that has the size of our test graph, i.e., 3,000 atoms, the computation will take 20×3000
60×24

≈ 41

days. Even for the much faster and less inaccurate local sampling method, the inference time

for this MG system can take 150 minutes. In contrast, SymGNN’s inference time on the test

graph is almost negligible.

4.5.5 Abalations and Further Comparisons

Abalations on Dataset Splits To check our method’s robustness under different dataset

configurations, we performed an ablation study with two more random dataset splits. These
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Table 4.6: Performance comparison of the original and new dataset splits between SymGNN
and SchNet.

Model Train Test

Original SymGNN 0.8368 0.7859
SchNet 0.7858 0.7588

New Split 1 SymGNN 0.8600 0.7613
SchNet 0.7778 0.7583

New Split 2 SymGNN 0.8362 0.7645
SchNet 0.7070 0.6948

splits use different sets of randomly sampled training graphs, one randomly sampled graph for

validation, and rest for testing. The result can be found on Table 4.6. We see that SymGNN

consistently outperforms SchNet in all the dataset splits we considered.

Ablation on Number of Orthogonal Transformations In our experiments, we found

that the model performance is relatively stable with respect to the number of transformations.

We performed an ablation study with different number of aggregated orthogonal transfor-

mations. We presented experiments results with 2, 4, 6, and 12 transformations. Although

using 12 transformations led to out-of-memory (OOM) issues, we found that both 2 and 4

transformations yielded effective results, with the performance using 2 transformations even

being slightly better than our reported results. We hypothesize that as long as we are sampling

various orthogonal transformations from a reasonable distribution, the framework can benefit

from the symmetrization module and achieve good results. The number of transformations

mostly influences the convergence time rather than the performance. For example, using 2

transformations required 3000 epochs for convergence, while 4 transformations required 2300

epochs. This observation aligns with our expectations, as fewer transformations necessitate

more iterations for the model to capture the necessary information from the data. The results

can be found in Table 4.7.
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Table 4.7: SymGNN performance ablated on different number of orthogonal transformations.

Number of Transformations 0 2 4 6 12

Train 0.8736 0.8302 0.8072 0.8368 OOM
Test 0.2669 0.7901 0.7778 0.7858 OOM

Comparison with Data Augmentation Empirically, we find that our symmetrization

module can learn a condensed subspace of the orthogonal transformations corresponding to

the task, which allows more effective aggregations. In this section, we provide an analysis

with the subspace learned by SymGNN. We report the mean and concentration for each

distribution that controlled one Euler angle after the training. For rotations, we have

(µi, κi) = (−0.3414, 0.2985), (0.7023, 0.9146), (−1.5622, 1.3543)

and

(µi, κi) = (−0.4102, 3.0350), (−0.4946, 3.0645), (−0.7043, 0.1533)

for the rest. We perform an estimation of how much volume we need in order to capture 80

percent of the whole probability density. We notice that Von Mises distribution with a bigger

κ is approximately a Gaussian distribution with variance 1
κ
, and a Von Mises distribution

with a smaller κ is approximately a uniform distribution. Therefore, we approximate the

estimation using a similar density-volume estimation with four Gaussian random variables

N (−1.5622, 1
1.3543

),N (−0.4102, 1
3
),N (−0.4946, 1

3
),N (0.7023, 1

0.9146
), and two uniform distri-

butions between [−π, π]. We found that for these four Gaussian distributions, intervals of

length 2.21, 3.37, 3.37, 4.01 around the mean can approximately yield 94.5 percent of density.

Therefore, in total it will yield 0.9454 ≈ 0.8 of density. By picking all the uniform distribution,

we know that at least 80 percent of the density can be included by less than 7 percent of

the density. This analysis implies the effectiveness of the learning. We should note that

this estimation is rough and an overestimation, since in reality the distributions that are

approximated as uniform are also more centered.
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Figure 4.4: Global and local explanation visualizations for SymGNN on MG node 1501.

4.6 Explanation Evaluation and Analysis

We produce explanations using the method in Section 4.4.5. We first provide visualizations

to qualitatively show our explanation, and then we do a quantitative evaluation by connecting

of our explanation to the MRO hypothesis and the topological data analysis (TDA) to reveal

more insights.

4.6.1 Explanation Visualization and MRO

We visualize our explanation for a randomly sampled node. We provide both the global

and the local version. All atoms are plotted in their actual 3D coordinates. The explanation

is presented in Figure 4.4. For the global version, we visualize the top 50 important edges.

For the local version, we zoom in to the top 10 closet nodes. From the visualizations, we see

that edges close to the central node or far away from the central node may both be selected.

Also, as we can see from the local version of the explanation, few edges within the top 10

closet edges is selected by our explanation.
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Figure 4.5: Analysis of explanations for SymGNN prediction. (a) Distribution
of distance to the prediction target (central node) of important atoms identified by our
explanation vs. all atoms. (b) Distribution of the number of cycles involved in important
edges identified in our explanation vs. randomly selected edges.

Material scientists proposed an MRO hypothesis, which basically says the atoms that

lie in a range of medium distance (5 - 10 Å) from the central atom play a more important

role in determining its MG properties [MSW09, SLA06, NCG21, EDR23]. We aggregate our

selected edges to nodes (atoms) and plot the atom importance against their distance to the

central node in Figure 4.5 (a). We see there are two modes of the important atoms, one for

the closest ones and one for the medium-range ones, which matches the MRO hypothesis.

4.6.2 Edge Importance Explanation and TDA

We perform TDA to further understand our edge importance explanations and see if the

results recover meaningful topological structures.

Persistent Homology (PH) PH is a widely used TDA method, a field of study that

applies concepts from algebraic topology to data analysis [Bar94, ZC04, EH08]. PH examines

how topological features such as connected components, holes, or voids, emerge and disappear

as one moves through different scales in a dataset. The persistence of certain topological

features across scales can reveal important insights about the underlying structure of the

data, making PH a powerful tool for material science. This method has also been applied

to metallic glass to uncover important topological structures [SBB20]. In PH, the concepts
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Table 4.8: SymGNN explanation and optimal cycles. Average number of optimal
cycles participated by edges with high/medium/low importance according to the SymGNN
explanation and randomly selected edges.

Edge Importance High Medium Low Random

Avg # Optimal Cycles 4.130 1.202 0.874 1.148

of “birth” and “death” are the essential quantities we would like to study, which visually

represent the lifespan of topological features in a dataset. “Birth” refers to the scale at which

a feature, like a connected component or a hole, first appears during the filtration process,

while “death” denotes the scale at which this feature disappears or merges.

Explanation Results In our case, we apply PH to study the emergence and death of

1D hole as we increase the radius of a ball surrounding each atom. We perform the inverse

analysis to pair the hole with a representative optimal cycle [Oba18]. In this way, each edge

in the graph can be associated with a sequence of births and deaths of the cycles that it

has participated in. We perform statistical analysis to see if there is significant difference

between selected edges by our explanation and other edges. We plot and compare the

distribution of the number of optimal cycles involved in the highest importance edges selected

by our explanation versus randomly selected edges over multiple central nodes that are being

explained in Figure 4.5 (b). We found that on average the importance edges participates

in much more cycles compared to others, and there is a clear trend in the decrease in cycle

number as the importance of edges decrease. The mean of the number of cycles involved in

by edges in the four different group can be found in Table 4.8.

4.7 Discussion

In this paper, we study the connection between the local atomic structures of MGs

and their EBs of the energy landscape. We formalize this problem as node regression on
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graphs and propose SymGNN to solve the problem by effectively capturing the invariance of

orthogonal transformations of the graph. We compare SymGNN with several baseline models

and demonstrate that SymGNN performs the best. In addition, we extend the GNNExplainer

to regression tasks and generate explanations. We further investigate the explanations with

MRO and PH. We show a strong correlation between the importance of edge and the number

of optimal cycles they involved in. Our work enables effective prediction and interpretation

of MG EBs, bolstering material science research.
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CHAPTER 5

Motif Mining via Clustering Representations of Graphs

5.1 Introduction

Graph-structured data is ubiquitous in scientific research and real-world applications.

Especially in biochemistry, small chemical compounds and proteins can both be modeled via

graphs with atoms and helix/sheet as nodes, respectively. Graph motifs, defined as frequent

and significant subgraph patterns [MSI02], are the building blocks of graph data. They

usually represent important graph characteristics and help uncover the properties of complex

graphs. For example, important motifs can determine molecule properties. Like hydroxide

(–OH), which is a chemical functional group, usually implies higher water solubility for

chemical compounds, and Zif268, which is a protein structure, can mediate protein-protein

interactions in sequence-specific DNA-binding proteins [PPG01]. Graph motif mining is

a classic data mining problem with many important applications like quantum chemistry

calculation and drug discovery [REW19]. When a set of motifs are mined from a graph dataset,

a bag-of-motifs vector representation, which we call a motif descriptor, can be generated as

an interpretable feature to describe the graph property [DKW05]. Thus, a model utilizing

such motif descriptor is capable to make interpretable predictions for downstream graph

tasks, e.g. which functional group in a molecule plays a decisive role in toxicity classification.

However, mining motifs from large graph datasets remains a challenging question and

requires a proper definition of motifs. Traditional motif mining methods define motifs as

discrete subgraph structures and use subgraph isomorphism test to perform exact pattern
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match [MSI02, KIM04, CHL06, Wer06]. This definition can sometimes be too restrictive to

capture the semantic meanings of motifs and ignore the cases where structurally different

motifs have similar properties. For example, sulfate (−SO−2
4 ) and chloride (Cl−) are two

very different subgraphs when measured with structure similarity. However, their chemical

properties are actually very similar in many cases as they correspond to two strong acids, i.e.

sulfuric acid (H2SO4) and hydrochloric acid (HCl) respectively. In view of this, a desirable

definition of motifs should be able to capture the semantic similarity between these two

functional groups and group them to the same motif. We thus propose to define motifs using

continuous embedding vectors rather than discrete structure patterns. As is illustrated in

Figure 5.1, such a definition is more expressive and flexible to enable structurally different

subgraphs that share similar semantic properties, e.g. −CF3 and −CCl3, to be grouped into

the same motif.

Our novel reformulation of the motif definition converts the NP-hard subgraph isomorphism

test problem into a feasible clustering-based representation learning problem. To learn such

motif embedding, it’s required to properly encode different subgraphs. Recently, GNNs have

shown expressive power for learning representations of graph data [KW16, HYL17, VCC17,

XHL18]. The problem of GNNs is that they are black-box models lacking interpretability.

Combining the less-interpretable GNNs with motif mining brings the best of two worlds

together.

Leveraging the reformulated graph motifs and expressive GNN encoder, we propose Motif

mIning via Clustering RepresentatiOns of Graphs (MICRO-Graph). MICRO-Graph sets up

a probabilistic model on graph data. We treat each graph as a set of nodes, represented by

continuous GNN embedding vectors that are consistent with the graph topology. Each motif

is represented by a vector distribution, e.g. a multivariate Gaussian distribution. For each

node, we first sample its hidden motif, then sample a node vector from the corresponding

motif distribution. For each given graph G, a motif descriptor, which describes G as a bag of

motifs, can be inferred by the MICRO-Graph via first encoding G and then computing the
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Motif Embeddings

…

TFAA BTC Cresol

Figure 5.1: Difference between the traditional motif definition and our motif
definition. Given three chemical compounds, the traditional definition based on discrete
structures can only mine the benzene rings in blue circle. In contrast, our definition using
continuous embedding vectors can mine the benzene ring as one motif and also the semantically
similar −CF3 and −CCl3 as another motif.

dot product between node embeddings and motif embeddings. Also, as the whole framework

is differentiable with respect to both the generative model parameters and GNN encoder

parameters, they thus can be learned jointly with gradient updates.

We show that MICRO-Graph can mine the ground truth motifs from synthetic graphs

and interpretable motifs from chemical compound graphs. The mined motifs from the HIV

chemical dataset [HFZ20] correspond to meaningful functional groups including benzene

rings, amine, carboxylic acid, etc. Meanwhile, the interpretable motif descriptors generated

by MICRO-Graph serve as discriminative graph features and outperform graph features

extracted by other unsupervised learning baselines on downstream supervised tasks.

5.2 Related Work

Clustering-Based Representation Learning. Clustering algorithms are classical unsu-

pervised learning techniques and they have been used for representation learning recently
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[CBJ18, YCA20, CMM20, LZX20]. The clustering-based representation learning methods

usually iterate between two steps to jointly learn data representations and cluster assignments

of the representations. Specifically, the first step fixes the data representations and computes

the cluster assignment of each data representation by a clustering algorithm, e.g. K-Means in

[CBJ18]. The second step fixes the cluster assignments from the first step and uses them as

labels to update data representations. Following this iterative paradigm, [CBJ18] shows that

a simple K-means clustering can help to learn meaningful image representations. However,

such a paradigm has a degenerate solution where all clusters collapse into a single one,

so the sEM algorithm [MNV20, GDV19] was proposed as a better optimization paradigm.

[YCA20, CMM20] shows that the sEM with the equal-cluster-size constraint can learn better

representations and scale on large datasets. In our case, learning motif embedding vectors

can be interpreted as clustering node embeddings, where the motif embeddings correspond to

the cluster centers.

Interpretable Graph Machine Learning Interpretability is an important research topic

for modern machine learning models including the GNNs on graph data [DM21, YBY19,

LCX20, VT20, HYT20, ZLS22]. The goal for interpreting a graph model is formalized as

identifying the import subgraph for the model to make its prediction. From this perspective,

the motif-based graph machine learning models [DKW05, WWK08] are thus naturally

interpretable, including the motif descriptor generated by MICRO-Graph. Our case of motif

mining via GNNs thus adds interpretability to the powerful but less interpretable GNNs.
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Figure 5.2: Probabilistic graphical model of the graph generating process in MICRO-Graph.

5.3 Micro-Graph: Motif Mining via Clustering Representations of

Graphs

5.3.1 Probabilistic Modeling

Our goal is to mine graph motifs through representation learning. Unlike the traditional

motif mining methods which define motifs by discrete subgraph patterns, we represent

motifs as multivariant Gaussian distributions, with the motif embedding vectors M =

{m1, . . . ,mK |mk ∈ Rd} as means. We then set up a probabilistic model for generating

graphs from K motif clusters. If we could learn a set of motifs to reconstruct each graph in

the dataset, then these motifs could capture the important properties of these graphs.

Model setup. Let {c1, . . . , cN} be N latent index random variables corresponding to K

motifs, and each ci follows a categorical distribution Cat(θ) such that P (ci = k) = θk for

k ∈ [1, K]. Given a graph G with the number of nodes |V| = N , we generate all the nodes in

graph G from motifs. Specifically, for each node vi ∈ V, we first sample its motif index ci.

Then, conditioned on ci, we sample a vector hi which represents the information of node vi

from the multivariate Gaussian as in Equation 5.1.

hi|ci = k ∼ N (mk, σ
2I) (5.1)

The hi ∈ Rd is a contextualized node embedding encoded with an L-layer GNN fϕ. It contains

both feature and structural information corresponding to an L-hop subgraph. Considering

the challenges of generating the discrete graph structure, we propose to generate hi instead
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Figure 5.3: The MICRO-Graph framework. MICRO-Graph infers motif descriptors and
visualizes mined motifs via two example chemical graphs follow the yellow and green flows
respectively. For each graph, it is first encoded by GNN to get node embeddings hi. Then
the posterior probabilities (soft assignments) P are computed (Equation 5.4). Averaging P
column-wise gives the motif descriptor z (Equation 5.5). Meanwhile, we group nodes and
visualize their induced subgraph patterns by turning soft assignments to hard assignments
(Equation 5.6 & 5.7).

of the discrete vi. hi approximates the structural role of vi, and we also add regularization to

encourage hi encodes more structure information as elaborated later in Section 5.3.4. The

overall log-likelihood of the probabilistic model is shown in Equation 5.2.

ℓ(M ,θ, ϕ) = log
N∏
i=1

(
K∑
k=1

P (ci = k,hi)) (5.2)

∝
N∑
i=1

log
K∑
k=1

exp(
hT

i mk

σ2
)θk (5.3)

We show the graphical model of the generating process in Figure 5.2. An analogy can be

drawn between our model and the PLSA topic model with nodes corresponding to words and

motifs to topics.

5.3.2 Motif Descriptor Inference

The motifs M and GNN fϕ(·) can be used to infer the semantic motif descriptors z ∈ RK

as K-dimensional feature vectors of both seen and new graphs. We show an example of the

inference process in Figure 5.3 and illustrate the detailed inference steps below.
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Compute soft node-to-motif assignments. For a given graph G, we first perform

GNN encoding to get all the contextualized node embeddings {h1, . . . ,hN} = fϕ(G). Then

we calculate the posterior probability of latent variable ci = k conditioned on hi and denote

all such probabilities using a matrix P ∈ RK×N
+ as in Equation 5.4

Pk,i = P (ci = k|hi) =
exp(m⊤

k hi/σ
2)θk∑

k′ exp(m
⊤
k′hi/σ2)θk′

(5.4)

Thus, each column P:,i can be interpreted as a soft assignment for clustering node embedding

hi to motif k, and the average of over all N nodes gives the motif descriptor z as in Equation

5.5

z =
1

N

N∑
i=1

P:,i (5.5)

The descriptor z specifies G as a normalized bag of motifs, and it can be used as the graph

feature for downstream supervised tasks. We show that the descriptor z inferred by our

MICRO-Graph learned through unsupervised learning could achieve competitive results to

SOTA supervised GNNs.

5.3.3 Visualize and Interpret Mined Motifs

Besides the descriptors, the learned motifs M can also be visualized and interpreted as

discrete patterns by grouping nodes assigned to the same motif. We show an example of the

visualization process in Figure 5.3 and illustrate the detailed steps below.

Node selection for motif k. To get the discrete pattern corresponding to a continuous

motif embedding, we first get the most likely motif cluster that each node is assigned to. We

turn the soft assignment P:,i to a hard assignment P̂:,i via the indicator function I(·) as in

Equation 5.6.

P̂k,i = I(k = argmax
k′

Pk′,i) (5.6)

Induced subgraph generation Then we group nodes assigned to motif k and visualize
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Algorithm 5 MICRO-Graph Learning Loop

Input: Graph dataset, GNN encoder fϕ(·), random initialized M ∈ RK×d and θ ∈ RK ,
hyperparameter λ and σ.
for A graph batch {G1, . . . ,GB} do

Encode all Gb with fϕ(·) to get node embeddings H ∈ RB×N,d.
P = (log θk)

⊤MH⊤/σ2 // proportional to log joint prob
Q∗ = Sinkhorn(P ) // sEM E-step, no gradient
LOT = (Q∗ ∗ ∗ logP ).mean() // sEM M-step, ** means element-wise product
Lcut = 0
for Gb ∈ {G1, . . . ,GB} do

Select P b from P correspond to Gb

Db = Diag(
∑

i A
b
i,:) with Ab corresponds to Gb

Lcut+ = Tr(P bAbP
b⊤)/Tr(P bDbP

b⊤) // Equation 5.10
end for
L = αLOT + (1− α)Lcut/B
Back propagate gradient from L to update M , θ, and ϕ.

end for

their induced subgraph as a discrete correspondence of mk. In practice, there can be multiple

subgraph patterns corresponding to the same mk from different graphs. Like in Figure 5.3,

both chemical compounds contain the amino acid (−NH2COOH) motif. For such cases, we

get the subgraph-level representation sk by averaging node embeddings as in Equation 5.7.

sk =

∑
i P̂k,ihi∑
i P̂k,i

(5.7)

Subgraph selection via dot product. In practice, there will be multiple subgraphs from

different graphs corresponding to each motif k. We thus pick the subgraph with the largest

m⊤
k sk to visualize. As we will see, the discrete patterns corresponding to mined motifs often

uncover the characteristics of the graph G and match the real motifs from domain knowledge.

5.3.4 MICRO-Graph Parameter Learning

For MICRO-Graph, parameters that we need to learn include both the clustering param-

eters M and θ in the probabilistic model and the GNN parameters ϕ for representation
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learning. A straightforward choice is to optimize these parameters regarding the log-likelihood

function in Equation 5.2. However, several previous works have demonstrated that learning

both the clustering parameters and encoder parameters can lead to a degenerate solution

where all clusters collapse to one [YCA20, GDV19].

Objective prevents cluster collapse. We consider another objective based on entropic

optimal transport (OT), which is slightly different from the log-likelihood, but shares the

same global optimum and help prevent cluster collapse as shown in [MNV20]. We show the

objective in Equation 5.8 and explain it below.

LOT (M ,θ, ϕ) = max
Q∈U(r,c)

N∑
i=1

K∑
k=1

Qk,i logP (ci = k,hi) +
1

λ
H(Q) (5.8)

U(r, c) = {Q ∈ RK×N
+ |Q1N = r,Q⊤1K = c} in LOT is the transport polytope of two

probability vectors r = 1K

K
and c = 1N

N
with 1K(1N) stands for the K(N)-dimensional

all-one vector. Q is a K ×N matrix in U(r, c) where the summation over columns and rows

equals r and c respectively. Q can be interpreted as the joint distribution of two random

variables where their marginal distributions are r and c. Also, H(Q) = −
∑

k,iQk,i logQk,i is

the entropy of Q, with a hyperparameter factor 1
λ
. LOT is actually equivalent to the evidence

lower bound of the log-likelihood, with a restricted searching space for Q ∈ U(r, c) and an

extra entropy term controlling the smoothness of Q. These two restrictions work together to

make sure the parameters for each cluster are optimized in balance.

OT objective optimization. We use the Sinkhorn expectation-maximization (sEM)

algorithm [MNV20] to optimize LOT , because the Sinkhorn algorithm can solve the maxi-

mization problem over Q ∈ U(r, c) in LOT very fast [Cut13] and has been shown to enjoy

good convergence [MNV20]. Specifically, the E-step of sEM solves maximization problem

over Q ∈ U(r, c) and finds the optimal Q∗. Then the M-step of sEM as takes Q∗ as the

reference distribution like the standard EM [DLR77] and optimizes LOT over M , θ and ϕ.
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After dropping the terms independent of M , θ and ϕ, the M-step reduces to Equation 5.9

LOT (M ,θ, ϕ) ∝
N∑
i=1

K∑
k=1

Q∗
k,i logPk,i (5.9)

Enhance structure coherence. In the probabilistic model, we used hi to approximate

the structural role of vi. To further improve this approximation and increase the structural

coherence of learned motifs, we add an extra term Lcut to M-step objective in Equation 5.9.

The Lcut is defined in terms of the posterior probability matrix P in Equation 5.4, graph

adjacency matrix A, and graph degree matrix D as in Equation 5.10.

Lcut(M ,θ, ϕ) =
Tr(PAP⊤)

Tr(PDP⊤)
(5.10)

The cut loss Lcut is deduced from the K-way normalized min-cut problem. Maximizing it

regarding a given cluster assignment is meant to increase the number of intra-cluster edges

and decrease inter-cluster edges, which helps clustering nodes based on their structure roles

as a complement to the node embedding h.

The intuition behind the cut loss is the following. Graph motif mining in general

is considered a hard frequent pattern mining problem, say harder than mining set data,

because of the topological structure between graph nodes. The graph structure is the main

distinguishing factor between graph and non-graph data. It describes dependencies between

nodes and contains critical information for learning motifs. According to the definition of

motifs, nodes forming a frequent and significant structure should be considered as from one

motif. For example, the benzene ring as an important and commonly seen functional group

in chemical compounds is a motif we want to learn. It requires the method to capture the

hexagon structure and assign all those six nodes to the same motif. The LOT loss is designed

with no special structure information considered. Although GNN message-passing has been

show to be able to capture some graph structural information in the node embeddings

[CCV20]. However, most GNNs used in practice lack the ability to fully capturing the
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structural information through message passing [XHL18, DBY19, GJJ20, BFZ21].

The Lcut is based on the classic spectral clustering algorithm on the graph structure. For

nodes clustered into the same spectral cluster, we increase their probability of being assigned

to the same motif. Another interpretation is that we regularize the assignment result of our

probabilistic model, so it is not too different from the spectral clustering result. Note the

consistency with spectral clustering is a regularization rather than strictly forced. We don’t

directly use the spectral clustering result as our assignment because it is solely based on the

graph structure, which ignores the rich node features and won’t give us the ideal motifs with

semantic meanings. Spectral clustering is non-differentiable and has O(N3) time complexity.

An in-depth discussion of this approximation can be found in [BGA20].

The overall objective. L in Equation 5.11 combines the LOT and Lcut together with

a weight parameter α. L is differentiable and is optimized regarding the M , θ, and ϕ via

gradients.

L(M ,θ, ϕ) = αLOT (M ,θ, ϕ) + (1− α)Lcut(M ,θ, ϕ) (5.11)

We also summarize the motif mining procedure and show the learning loop of MICRO-

Graph in Algorithm 2. We assume the graph dataset has been padded with N nodes for each

graph, and we use Sinkhorn to denote the fast iterative algorithm in [Cut13] and ∗∗ to

denote element-wise matrix multiplication.

5.4 Evaluation

In this section, we evaluate both the mined motifs and motif descriptors by MICRO-Graph

on graph datasets from different domains. We first do a qualitative analysis of the mined

motifs by visualization and interpretation, where we compare mined motifs to ground truth

motifs from domain knowledge for chemical datasets. Then we do a quantitative analysis of
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motif descriptors by treating them as graph features and evaluating them on downstream

supervised tasks.

5.4.1 Datasets

We consider three types of datasets including synthetic graphs with known ground truth

motifs, chemical compounds, and proteins. We introduce each dataset below.

Synthetic Dataset. Evaluating mined motifs is non-trivial for real datasets because

the ground truth relies on domain knowledge and is sometimes even unknown. We thus

follow [LCX20] to generate synthetic MOTIF-BA graphs with known ground truth motifs.

Each MOTIF-BA graph is created by first generating a 10-node base Barabási–Albert (BA)

graph, and then attaching synthetic motifs selected from five pre-defined motifs to randomly

selected nodes in the base graph. In our experiment, the MOTIF-BA dataset contains all

2-motif-combination and 3-motif-combination graphs, each with 30 different instances, which

leads to 20 different labels y and 600 graphs in total. We assign all nodes in all graphs a

10-dimensional all-one vector as the feature.

Chemical Compounds. We consider seven chemical compound datasets: BACE,

BBBP, CLINTOX, HIV, SIDER, TOX21, and TOXCAST [WRF18, HFZ20]. Graphs in

these datasets are small molecules where nodes are atoms and edges are chemical bonds. The

tasks for these datasets are graph classification with chemical properties as labels, and we

follow [HFZ20] to use ROC-AUC score as the evaluation metric.

We provide a synopsis of each downstream task dataset taken verbatim from [HLG20]

below:

• BBBP: Blood-brain barrier penetration (membrane permeability).

• Tox21: Toxicity data on 12 biological targets, including nuclear receptors and stress

response pathways.

• ToxCast: Toxicology measurements based on over 600 in vitro high-throughput
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screenings.

• SIDER: Database of marketed drugs and adverse drug reactions (ADR), grouped into

27 system organ classes.

• ClinTox: Qualitative data classifying drugs approved by the FDA and those that have

failed clinical trials for toxicity reasons.

• MUV Subset of PubChem BioAssay by applying a refined nearest neighbor analysis,

designed for validation of virtual screening techniques.

• HIV: Experimentally measured abilities to inhibit HIV replication.

• BACE: Qualitative binding results for a set of inhibitors of human β-secretase 1.

Proteins. We consider the PROTEIN, ENZYME, and DD datasets containing proteins

[MKB20]. Different from the chemical compounds, graphs in these datasets are macro-

molecules where nodes are secondary structure elements like helixes, and edges represent

the spatial relationship between nodes. The task of ENZYME is to classify each graph into

6 different enzyme classes. The task of PROTEIN and DD is a binary classification that

predicts whether a graph is an enzyme. We follow [HK20] to use the average classification

accuracy as the evaluation metric. For further information on the protein datasets, please

refer to [MKB20].

5.4.2 Model Configuration and Implementation

We use the Graph Isomorphism Network (GIN) as the GNN encoder in MICRO-Graph

[XHL18]. We follow the same model hyperparameters from previous works [HLG20, SHV20],

which are different from datasets to datasets, where we majorly follow the same setting as

previous works for fair comparison [HLG20, YCS20, SHV20, HK20]. The GIN is trained

with the Adam optimizer [KB17]. We run all experiments on a machine with 80 Intel(R)

Xeon(R) E5-2698 v4 @ 2.20GHz CPUs, and a single NVIDIA V100 GPU with 16GB RAM.

Our implementations are based on Python 3.8.10, PyTorch 1.10.0, and PyTorch-Geometric

1.7.1 [FL19].
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Chemical Compounds Following [HLG20, YCS20], we use five convolutional layers with

300 hidden dimension (embedding dimension) for the GNN. We pre-train our model using

Adam optimizer for 100 epochs, with batch size (number of graphs per batch) 512, and we

fine-tune the pre-trained model for 100 epochs with batch size 32.

Proteins For proteins, we adopt the encoder and SVM evaluation implementation from

[YCS20], and thus follow all their default hyperparameters for a fair comparison. The result

we show in table 5.2 is based on GIN with 3 convolutional layers, 32 hidden dimension, and

128 batch size. However, in [SHV20, HK20], the reported results are based on a grid search

over hyperparameters over number of convolutional layers from {2, 4, 8, 12}, number of

training epochs from {10, 20, 40, 100}, batch size from {32, 64, 128, 256} as in [HK20].

5.4.3 Qualitative Evaluation

As we discussed in Section 5.3.2, motif embedding mk can be interpreted by visualizing

subgraph patterns with s close to mk. We thus evaluate the mined motifs by visualization

and compare them to the ground truth motifs justified by the domain knowledge on real

datasets.

Mined motifs on HIV matches real functional groups. We then visualize motifs

we mined with MICRO-Graph K = 100 on the HIV dataset. We show ten example motifs

ordered in increasing graph size in Figure 5.4. Even though our motifs are mined without any

human annotation or prior knowledge, we find that the learned chemical compound motifs

match the real-world functional groups. Motif 1 matches the propane 1. Motif 2 matches the

Amine 2. Motif 3 matches the Carboxylic acid3. Motif 6 matches the benzene ring 4, and

1https://en.wikipedia.org/wiki/Propane

2https://en.wikipedia.org/wiki/Amine

3https://en.wikipedia.org/wiki/Carboxylic_acid

4https://en.wikipedia.org/wiki/Benzene
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Figure 5.4: Frequent motifs mined from the HIV chemical compound dataset. Motifs
are ordered with their sizes in increasing order. The mined motifs match real-world functional
groups.

etc. This shows that our motif learning can really capture the semantic property of molecule

subgraphs, which benefits model interpretability.

Mined motifs on HIV are diverse. Also, we show that the learned motif can capture

different levels of properties, though we didn’t add explicit hierarchical modeling. We see

that the simple motifs tend to model some frequently occurring building blocks such as small

propane with three carbon atoms in Motif 1, benzene ring with 6 carbon atoms in Motif 3,

and the double carbon ring with 10 atoms in Motif 10. Such hierarchy shows the diversity of

our mined motif, which makes the corresponding motif descriptors powerful graph features as

shown in Section 5.4.4 via supervised downstream tasks.

Mined motifs on HIV allow small variants while keeping the core part. We

visualize the top 3 subgraph patterns corresponding to Motif 7, 8, and 9 from HIV in Figure

5.5. We observe that these patterns allow small variants but keep the core part unchanged.

Mined Motifs on DD are visualized in Figure 5.6
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Figure 5.5: Visualization of the top 3 most similar subgraphs corresponding to
motifs. Showing examples for Motifs 7, 8, and 9 in Figure 5.4. the embedding definition of
motifs allows small structure variants while keeping the core part unchanged.

5.4.4 Quantitative Evaluation

The motif descriptors generated by MICRO-Graph can be used as graph-level features

for downstream supervised graph prediction tasks. The task of each dataset is described in

Section 5.4.1. We evaluate the motif descriptors by comparing them to graph-level features

generated by other unsupervised learning methods on these tasks. We follow the standard

evaluation paradigm used in the literature for these chemical compound and protein datasets.

For each chemical compound dataset, we generate the graph-level features and evaluate them

by training a one-layer NN on them. For protein datasets, we also generate the graph-level

features but plug them into an SVM classifier following [SHV20]. For all datasets, we follow

the standard train-valid-test split for each dataset and report the result on the test set for

the best model selected on the validation set.
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Figure 5.6: Frequent motifs mined from the DD protein dataset. Five frequent motifs
learned by GStarXrepresented by their closest subgraphs.

Baselines. Following the previous literature, we use baselines [SHV20, HDW20, RBX20,

YCS20] for the chemical compound datasets, and baselines [SHV20, HK20, YCS20] for protein

datasets. We summarize these baselines below.

• InfoGraph [SHV20] maximizes the mutual information between the representations of the

whole graphs and the representations of its substructures.

• GPT-GNN [HDW20] predicts masked edges and masked node attributes. The edge

prediction makes node representations to be close when there are edges between them. The

attribute prediction captures how node attributes are distributed over all graphs.

• GROVER [RBX20] first uses professional software, e.g. RDKit[Lan10], to extract mo-

tifs from the data and create a motif descriptor for each graph. Then it learns graph

representations by predicting the motif descriptor.

• GraphCL [YCS20] performs contrastive learning and construct views with four types of

augmentations methods including node dropping, edge perturbation, attribute masking,

and subgraph sampling. In our experiments, we adopt the default setting, i.e., randomly

choose two out of four methods to construct views.

• MVGRL [HK20] performs contrastive multi-view learning to learn graph level representa-

tions.

Evaluation Results The evaluation result of chemical compounds is illustrated in Table

5.1. We see that MICRO-Graph performs the best on 5/7 datasets and is the highest on
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Table 5.1: Performance comparison between MICRO-Graph and baselines on chemi-
cal compound datasets. ROC-AUC of evaluating motif descriptors generated by MICRO-
Graph and graph-level features generated by other unsupervised baselines on chemical
compound property prediction datasets. We report the mean and std of 5 experiments.
Highest results are in bold.

Methods bace bbbp clintox hiv sider tox21 toxcast Average

InfoGraph 66.06 ± 0.82 75.34 ± 0.51 75.71 ± 0.53 61.45 ± 0.74 54.70 ± 0.24 63.95 ± 0.24 52.69 ± 0.07 64.27
GPT-GNN 66.43 ± 0.66 71.58 ± 0.54 66.78 ± 0.58 67.08 ± 0.36 54.67 ± 0.16 68.20 ± 0.14 57.06 ± 0.13 64.53
GROVER 65.67 ± 0.38 78.47 ± 0.36 53.19 ± 0.68 69.03 ± 0.23 54.94 ± 0.12 67.63 ± 0.13 57.28 ± 0.05 63.74
GraphCL 60.93 ± 1.72 76.91 ± 0.85 73.79 ± 2.13 70.52 ± 1.22 55.01 ± 1.43 72.14 ± 0.78 58.51 ± 0.39 66.83

MICRO-Graph 70.83 ± 2.06 82.97 ± 1.53 73.49 ± 2.16 73.34 ± 1.27 57.32 ± 0.62 71.82 ± 0.82 59.46 ± 0.25 69.73

Table 5.2: Performance comparison between MICRO-Graph and baselines on protein
datasets. Accuracy of evaluating motif descriptors generated by MICRO-Graph and graph-
level features generated by other unsupervised baselines on protein classification datasets.
We report the mean and std of 5 experiments. Results with * are from the previous papers
under the same experiment setting. Highest results are in bold.

Methods ENZYMES PROTEINS DD Average

InfoGraph 51.4 ± 0.8 74.4 ± 0.3* 72.9 ± 1.8* 66.2
GraphCL 55.5 ± 1.8 74.4 ± 0.5* 78.6 ± 0.4* 69.5
MVGRL 43.7 ± 4.6 72.2 ± 0.8 73.2 ± 0.6 63.0

MICRO-Graph 58.1 ± 1.3 75.6 ± 0.5 79.5 ± 0.7 71.07

average. The evaluation result of proteins is illustrated in Table 5.2. MICRO-Graph shows

the best performance over the baselines on all three datasets. Both tables show the motif

descriptors generated by MICRO-Graph have good discriminative power, which shows the

motifs capture rich information about the graph.

5.4.5 Ablation Study and Analysis

We conduct ablation studies to analyze the influence of the cut loss Lcut and the number

of motifs K in our model. The experiment setting follows Section 5.4.4.

Dropping Lcut. The Lcut is a critical part of our learning objective to enhance motif

structure coherence. We conduct our qualitative experiments on the chemical datasets without
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Table 5.3: MICRO-Graph ablation on Lcut. Average performance of evaluating motif
descriptors generated by MICRO-Graph on chemical compound property prediction datasets
and protein classification datasets with and without Lcut. Experiment settings follow Section
5.4.4.

Methods Compound Average Protein Average

MICRO-Graph 69.73 71.1
MICRO-Graph w/o Lcut 61.33 64.3

Lcut and keep other settings the same. The result is shown in Table 5.3, we see that removing

Lcut causes significant performance drop. This study shows that the graph structure is

significant in learning good graph representations. GNNs, although have been shown with the

ability to capture structural information [CCV20], still have room for improvement. Using

more expressive GNN architectures may alleviate such problems, which we leave as future

work.

Number of Motifs. The number of motifs, K, is an important hyperparameter of

MICRO-Graph. We conduct our qualitative experiments on the chemical datasets with 6

different K values, i.e. 10, 20, 50, 100, 200, and 300, and report the average ROC-AUC

score for each K in Figure 5.7. We observe that as K gets larger from 10, the average

performance increases until K > 100. Also, MICRO-Graph consistently outperforms other

baseline methods as long as K ≥ 50. We found the performance of an intermediate value 100

gives the best result and report it in Table 5.1.

5.5 Discussion

The existing graph motif mining methods are based on subgraph isomorphism tests and

cannot mine motifs based on their semantic meanings. We thus propose MICRO-Graph to

mined graph motifs as embedding vectors corresponding to semantically similar subgraph

patterns. We show that MICRO-Graph can mine the ground truth motifs from synthetic
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Figure 5.7: MICRO-Graph Ablation on K. Average performance of MICRO-Graph on the
chemical datasets with different K. Experiment settings follow Section 5.4.4.

graphs, and motifs mined from chemical compound graphs match real-world functional groups.

Evaluation of the motif descriptors generated by MICRO-Graph shows that they capture

useful information of the graph and thus are good features for downstream supervised tasks.

One limitation of our framework is the relationship between motifs is not explicitly modeled.

We assume including a combination of motifs or hierarchy of motifs will further improve the

mined motif quality and generate even more expressive motif descriptors, which we left as

future work.
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CHAPTER 6

Automated Molecular Concept Generation and Labeling

6.1 Introduction

AI has been a driving force behind several groundbreaking scientific discoveries, par-

ticularly in the domain of molecular science. A prime example is the utilization of deep

learning by the MIT Jameel Clinic, leading to the identification of halicin – the first antibiotic

discovered in three decades that is effective against a broad spectrum of 35 bacteria [SYS20].

In molecular science, deep learning models like GNNs have shown promising capabilities for

learning complex atomic structures and making accurate predictions of molecular proper-

ties [WRF18]. However, a major challenge with such deep-learning-based models like GNNs

is their “black boxes” nature and lack of explainability [YYG22]. Despite their high predictive

performance, black-box models fail to provide insights into the underlying reasoning behind

their predictions, making it difficult for scientists to interpret and intervene in the model’s

decision-making process, which hinders scientific understanding and limits the potential for

knowledge discovery.

In contrast, concept-based models (CMs) [LNH09, KNT20, YKA20, WDG23] have

emerged as a promising explainable AI (XAI) solution for scientific problems, whose explain-

ability can provide valuable insights and increase the chance of new scientific discoveries.

Unlike other black-box models, CMs first predict labels of human-interpretable concepts from

the data and then use these concept labels as features to predict the actual task label. For

example, in computer vision, CMs are applied for predicting the species of birds from their
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Figure 6.1: The prediction process of molecule properties is greatly illuminated with
AutoMolCo. First, concepts are generated and labeled with an LLM. Afterward, a simple
prediction model (e.g., linear regression) can be fitted to achieve explainable predictions. LLM-
relevant pieces are highlighted in green, and specifically, green arrows indicate prompting.

images by identifying the relevant concepts like “wing color”, which greatly increases the

prediction explainability [KNT20]. In molecular science, CMs can be especially beneficial as

they can break down the prediction of complex molecular properties into more interpretable

molecular concepts like functional groups and molecular descriptors. For instance, Figure 6.1

demonstrates the prediction process of a CM for molecules A and B. The CM first elucidates

the relevant molecular descriptors as concepts, such as the # of nitrogen atoms and the

topological polar surface area (TPSA), which are further employed to predict the molecule’s

solubility. This process not only yields a prediction but also provides a rationale that can

be scrutinized and built upon. Like molecule B is predicted to be soluble based on its high

TPSA, researchers can explore similar molecules with slight variations in these key concepts

to hypothesize and test solubility-enhancing modifications. In contrast, black-box models,

while potentially accurate, offer no such explanatory power.

Despite being a promising XAI approach, CMs have not been widely applied to molecular

science problems, primarily due to their limitations in concept generation and labeling. Extant

CM approaches either require predefined concepts and manual labels generated by domain

experts [KNT20] or can only utilize simple and qualitative concepts that are insufficient
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for molecular problems [ODN23]. Collecting such concepts and their labels is feasible and

adequate for some computer vision tasks [KNT20, ODN23]. However, the desired concepts

for molecules are sophisticated and nuanced, which require a depth of chemical knowledge

and accurate quantitative labels. For example, TPSA in Figure 6.1 is a molecule descriptor

relevant to the solubility prediction. It provides insight into a molecule’s absorption and

permeability characteristics, representing a quantitative concept pivotal for understanding the

pharmacokinetics of potential drug compounds. Identifying and quantifying such a concept

often demands domain knowledge and computational methods that extant CM approaches

cannot achieve, thereby highlighting the challenge in effective CMs for molecular sciences.

In response to the effectiveness of CMs and the challenges of applying them to molecular

science, we propose Automated Molecular Concept (AutoMolCo) generation and labeling.

AutoMolCo leverages Large Language Models (LLMs) to generate molecular concepts that

are predictive for the task and label these concepts for each molecule instance. AutoMolCo

also repeats these procedures through iterative interactions with LLMs to refine concepts,

enabling simple linear models on the refined concepts to outperform GNNs and LLM in-

context learning (ICL) on several molecular benchmarks. The whole AutoMolCo framework

is automated and does not require human knowledge inputs in either concept generation,

labeling, or refinement, thus surpassing the limitations of extant CMs.

The motivation of AutoMolCo is founded on the idea that LLMs can be treated as

extensive and integrated knowledge bases [PRL19, ALC22], and their effectiveness for solving

molecular science problems has been benchmarked in [GGN23] through ICL. In our work,

we exploit the potential of LLMs for XAI through CMs. For concept generation, we prompt

LLMs with the task description and ask LLMs to suggest relevant concepts. For concept

labeling, since it is particularly challenging, we explore three different approaches: direct LLM

prompting, function code generation, and external tool calling. The concept generation and

labeling process form the foundation of our framework. Afterward, we fit simple prediction

models on the concepts to achieve an explainable CM. Moreover, we also do an iterative
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refinement of the concepts by running feature selection algorithms of the prediction model

and prompting LLMs again with the feature selection results. This allows LLMs to generate

new concepts to replace the less useful ones from the previous iteration, which ensures the

CM remains up-to-date with the most relevant concepts thus boosting its performance.

In this work, we first show that AutoMolCo can produce meaningful concepts and

accurate labels, which lead to CMs with simple prediction models to achieve surprisingly

good performance for molecular science problems. Then we perform a systematic study via

experiments on MoleculeNet [WRF18] and High-Throughput Experimentation (HTE) [AEL18,

RWB16] datasets to show the strengths and weaknesses of AutoMolCoand answer five research

questions. In summary, our contribution includes:

• Automated framework: We propose AutoMolCo, which leverages LLMs for automated

concept generation and labeling, eliminating the need for human domain knowledge and

labor-intensive data collection, thereby streamlining the development of CMs.

• Accuracy and explainability: AutoMolCo produces meaningful molecular concepts that,

when combined with simple prediction models for CMs, can achieve superior or comparable

accuracy to powerful black-box models while providing greater explainability.

• LLM-driven XAI for science: Our work highlights the potential of LLMs in addressing

complex problems in molecular science, introduces a novel perspective on CMs with LLMs,

and paves the way for future research to further exploit the capabilities of LLMs in molecular

science and beyond.

6.2 Related Work

Concept-based Models. A popular example of CMs is the Concept Bottleneck Model

(CBM) [KNT20]. CBMs make predictions through an intermediate layer of human-specified

concepts, such as “wing color” in specious classification from bird images. While CBMs

offer more transparent predictions, they are often constrained by the predefined concepts
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and label demands. Several follow-up CBMs with predefined concepts targeting different

tasks [DLR18, YWG18, BHJ19, LFS19, CBR20]. One particular follow-up that is more

relevant to this work, label-free CBM [ODN23], tries to bypass the need for predefined

concepts and labels by generation and similarity matching. Unlike the other CBMs, this

model identifies concepts using GPT-3 for concept set creation and CLIP-Dissect for matching

text concepts with images. However, label-free CBM only focuses on vision tasks, and the

generated concepts are often simple and qualitative, e.g., “yellow” is a concept, with similarity

as the label, e.g., how similar a “lemon” image is to the text “yellow”. Such concepts and

labels are insufficient for molecules, where a depth of chemical knowledge is required for

meaningful concepts and accurate qualitative labels.

Concept Learning in Graphs/Molecule. Several lines of research study concept

learning from graph data, particularly for molecules. One line identifies graph motifs

as concepts through counting or sampling [MSI02, Wer06] and builds GNNs on top of

them [ZHS20, YG22]. However, motif identification cannot be comprehensive as it is NP-

complete. Another line tries to use concept-based explanations for GNNs with human-

in-the-loop, e.g., GCExplainer [MKS21]. Subsequent works have refined this idea with k-

means clustering and similarity scoring algorithms to neuron-level grouping within activation

layers [MBK22, XBG23]. These methods exemplify the attempt to extract and interpret

salient features in graph data, yet they often face challenges in fully capturing the nuanced

complexity of molecular structures.

LLMs for Molecular Science. GPT4Graph [GDL23] prompts LLMs to explain the

format or to summarize a raw molecule graph input, where the graph is represented by the

Graph Modelling Language (GML) [Him97] or Graph Markup Language (GraphML) [BEL13].

Graph-ToolFormer [Zha23] lets LLMs generate API calls to use external graph reasoning

tools, which can be applied to molecule function reasoning problems. [GGN23] studies solving

molecular problems with LLMs ICL. We show our AutoMolCo outperforms ICL and enjoys

better explainability. Some other survey papers discussing the potential of LLMs for molecular
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Figure 6.2: The AutoMolCo framework. Step 1: concept generation. Step 2: concept
labeling with three different strategies. Step 3: fitting a prediction model and perform concept
selection. These three steps are repeated for multiple iterations to achieve a refined list of
meaningful concepts, where the selected concepts in each iteration are feedback to the LLM
through prompting. LLM outputs are highlighted as green boxes.

science include: [ZWH23] from a scientific research perspective and [JLH23] from an LLM

for graph perspective, and [YBC24] for fine-tuning LLMs.

6.3 AutoMolCo: Automated Molecular Concept Generation and

Labeling

In this section, we describe AutoMolCo for concept generation, labeling, and refinement,

where the concepts are used to build an explainable CM. Figure 6.2 depicts the three major

steps of AutoMolCo: 1) concept generation, 2) concept labeling, and 3) CM fitting and

concept selection.

6.3.1 Step 1: Concept Generation

Given a particular task on molecules, e.g., predicting the hydration-free energy of small

molecules in water, the first step is to prompt LLMs to propose a diverse list of concepts

that are potentially relevant to the task. This step is analogous to a brainstorming process.
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Concepts range from counting-based ones, like # nitrogen atoms, to more complicated ones

that require precise calculation, like TPSA. Without LLMs, coming up with meaningful

concepts requires domain experts. The underlying intuition for concept generation is founded

on the idea that LLMs can be treated as extensive and integrated knowledge bases. Their

capacity to comprehend and output meaningful concepts is pivotal in this phase, yielding a

wide spectrum of potentially relevant concepts for our analysis. The prompt for this step is

shown in Figure 6.3 Step 1. The LLM-suggested concepts might be less relevant initially, but

they will be refined later.

6.3.2 Step 2: Concept Labeling

Following the concept generation step, we then label the generated concepts for each

data instance. Compared to human labeling, which requires domain knowledge and can be

labor-intensive. Labeling with LLMs is streamlined to a process of interaction with a single

LLM interface, which can be easily scaled and minimizes human error. This automation

with LLMs is crucial for efficiently processing large volumes of data encountered in molecular

studies. In this step, we consider three different labeling strategies to enhance labeling quality.

Labeling Strategy 1: Direct LLM prompting We prompt LLMs directly to assign

each data instance numerical or categorical labels for the generated concepts from Step 1.

Similar to concept generation, this strategy builds up on the idea that LLMs can be treated

as integrated knowledge bases for retrieving useful information. For each data instance,

we provide LLMs with the molecule names or SMILES strings. The prompt is shown in

Figure 6.3 Step 2.

Labeling Strategy 2: Function code generation with LLMs Since LLMs are particu-

larly skilled in code generation, we explore a second approach for concept labeling: generate

functions in Python code for computing the concept labels. The function generation approach
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has two advantages. Firstly, it greatly reduces the need for repeated LLM API calls. Only

a single API call is required for each concept to obtain the function code, as opposed to

making a separate call for each data instance in the direct label prompting case. Secondly,

the generated functions can utilize preprocessed dataset features as function arguments, such

as atom types in terms of node features and molecule structures in terms of adjacency matrix.

These features provide more direct information beyond molecule names or SMILES strings.

Leveraging these features, the LLM-generated functions can offer more nuanced and accurate

concept labels, enhancing the effectiveness of AutoMolCo. The prompt is shown in Figure 6.4.

Labeling Strategy 3: External tool calling with LLMs We also utilize LLMs to call

external tools like RDKit [Lan10] for labeling, combining the generation ability of LLMs with

the reliability of specialized tools. This strategy enjoys the same efficiency advantage as the

function generation approach, meaning it requires only a single API call of the LLM per

concept to get the API code for calling the tool. Moreover, the use of labeling tools ensures

that labels for all the tool-calculable concepts are accurate and reliable. One disadvantage of

this strategy is that not all generated concepts are calculable by the external tool, in which

case we can only turn to the first two strategies. The prompt is shown in Figure 6.5.

There are also some issues we overcame for each of these three labeling strategies. Below

we discuss the challenges and our solutions in detail

Challenges and solutions for direct LLM prompting. For labeling with direct LLM

prompting, we encountered two key issues: missing labels and unit inconsistency.

One issue we found for concept labeling with direct LLM prompting is that it is challenging

to have LLMs generate some concept labels for certain molecules. For instance, LLMs identified

acid dissociation constant (pKa) as a crucial concept for predicting water solubility. However,

pKa is a quantity only apply to acids, and thus the model will output “Unknown” for the

label. For the ESOL dataset, this results in a 13.03% missing rate for this concept. The
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Identify {num_concepts} molecular concepts relevant for determining a molecule's 
hydration free energy in water. Output only the concepts, each on a new line.

Step 1 Prompt

For the compound “{molecule_name / SMILES}”, provide numerical estimates for the 
following properties: {concepts}

Step 2 Strategy 1 Prompt

After training a Linear Model on the FreeSolv dataset and performing feature 
selection using the AIC information criterion, the following features were found to be 
important for predicting a molecule's hydration free energy in water: 
{selected_concepts}. Could you please suggest {num_concepts} new properties that 
are likely to be important for determining a molecule's hydration free energy in water?

Iterative Refine Prompt

LLM

- Number of nitrogen atoms
- TPSA
......

Concepts

- Number of nitrogen atoms: 3
- TPSA: 60.91
......

Concept Labels

- Number of lone pairs
- Number of sp2 hybridized 
carbons
- Isoelectric point
......

New Concepts

Figure 6.3: Prompts for concept generation and labeling on FreeSolv. Hyperparameters,
molecule instance information, and re-used LLM responses from a previous step are in blue.

Describe in detail how to calculate the value of the {concept = “molecular
weight”} for a molecule, taking into consideration the following specifics:
* The dataset includes multiple atom types {atom_types}. Consider the 
diversity of atom types when discussing atom-specific properties or behaviors. 
* You have access to the molecule’s adjacency matrix, node features 
{node_feature_names}, and edge features {edge_feature_names}.
Based on these specifics, please provide a thorough explanation for computing 
the molecular weight in natural language.

Strategy 2 Prompt 1

Given your detailed description for calculating the {concept = “molecular
weight”}, please create a comprehensive Python function. This function should: 
* Accept the adjacency matrix, node features (especially considering the 
“Number of Hydrogen Atoms”), and edge features as input.
* Ensure the function accounts for a variety of atom types, and not just the 
common ones like O, N, and H.
* Output a floating-point value representing the {concept = “molecular
weight”} for the molecule.
Make sure the function is generalized enough to handle diverse molecules and 
atom types present in the dataset.
{example adjacency matrix} {example node features} {example edge features}.

Strategy 2 Prompt 2 LLM

To calculate the molecular weight of a molecule, you need to sum the 
atomic weights of all the atoms that make up the molecule. The steps are:
1. Identify the Atoms: Use the node features to identify all the atoms in the 
molecule. The Atomic Number will tell you which element each atom is.
......
By following these steps, you will be able to calculate the molecular 
weight of the molecule accurately

Natural Language Description

Function Code

Figure 6.4: Prompts for generating concept labeling functions in Python code on FreeSolv.

missing-label issue underscores AutoMolCo’s limitation in recognizing concept applicability

across molecules. To mitigate this, we apply various imputation methods, including mean

value imputation and domain-knowledge-driven imputation. For the latter, we set missing

pKa labels to 100—significantly above water’s pKa of 14—to denote weak or non-acidity,

which enhances the CM’s performance.
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Given the properties: 
{concepts}. Identify which 
can be calculated using 
RDKit. For those that can, 
provide the code in this 
format:
- [property name]: 
`[code]`.
For those that can't, write:
- [property name]: ``
Assume RDKit libraries is 
imported as `import rdkit` 
and molecule variable 
'mol' is given.
Ensure the code stores 
result in variable 'val' and 
all library calls to RDKit
exists.

Strategy 3 Prompt

LLM

Tool API

Figure 6.5: Prompts for calling the external tool RDKit to label concepts on FreeSolv.

We observe that for concepts with multiple possible units, labels generated by LLMs for

these concepts may exhibit inconsistent units across different molecules. Take our experiments

on the ESOL dataset as an example. The LLM suggest melting point as the relevant concept

for predicting water solubility. When we call LLM API to generate values for melting point,

it randomly chooses from Celsius (◦C), Fahrenheit (F), or Kelvin (K) as melting point ’s unit,

which resulted in inconsistent scales for melting point ’s labels. Similar issues also show up in

other concepts, e.g. molecular Volume and molecular surface area. The inconsistency is due

to the randomness in LLM context generation as we plug in different data instances into the

prompt template. We first tried to fix the problem by specifying with LLM what unit should

be used for each concept in the prompt, it was not every effective. Therefore, we added an

intermediate step between Step 1 and Step 2, which lets LLM generate a concept-to-unit

dictionary for each concept it proposed in Step 1. Then, we merged the resulting dictionary

into Step 2’s prompt, so LLM can generate labels with consistent units based on the unit

specified in the dictionary.

Challenges and solutions for function code generation with LLMs. When generating

labeling functions in Python code, we find it is non-trivial to prompt LLMs for executable

functions with no errors. We made two efforts to increase the likelihood of producing
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executable functions with LLMs. We first perform prompt engineering to clearly specify

atom types, adjacency matrices, and node and edge features, which enhances the function

quality. Through careful prompt engineering, most generated functions for simpler concepts

become executable. However, functions for labeling complex concepts like “number of rings”

are still unlikely to be error-free due to their intricate nature. We thus adopt a chain of

thought (CoT) approach to generate functions. For the CoT prompt, we first ask the LLM

to describe the function in natural language, which can best leverage the LLM’s strength

in generating natural language. Then, the CoT prompt asks the LLM to turn the natural

language description of the function into Python code, which we found increases the likelihood

of generating accurate and executable functions. An example of the CoT function-generation

prompt is shown in Figure 6.4.

Challenges and solutions for external tool calling with LLMs. Given there are

external tools for molecular science with API access, we prompt LLMs to generate code

snippets for calling the tool API. We observe that LLMs are adept at obtaining callable

APIs for a majority of our generated concepts from step 1, which we successfully employed

to calculate the concept labels for each molecule in our dataset. The example prompts

and generated API calls can be found in Figure 6.5. The drawback of this strategy is that

the external tool cannot cover all the concepts generated by the LLM, especially for those

measured concepts like melting point. For these cases, we turn to the first two strategies for

labeling.

6.3.3 Step 3: CM Fitting and Concept Selection.

After getting the generated concepts and their labels, we utilize them to fit prediction

models for the molecular task. Since the concept labels can be treated as tabular data, any

model from the off-the-shelf ones in Scikit-learn [PVG11] to sophisticated deep learning models

can be applied. However, we found that explainable models like linear models and decision
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trees or simple two-layer MLPs are often sufficient for achieving competitive performance. We

attribute the credit to the high-quality concepts and their labels. We will discuss our model

choice and perform a systematic study of different prediction models in Section 6.4. While

fitting the model, we also run feature selection methods like Akaike Information Criterion

(AIC) [Aka73, Aka74] and Recursive Feature Elimination (RFE) [GWB02] to determine the

useful concepts. Feature selection not only boosts the model performance but also leads to

automated iterative refinement for identifying a list of the most useful concepts.

6.3.4 Iterative Concepts Refinement

After all three steps. We do an iterative refinement of the generated concepts by prompting

LLMs again with the empirical performance of our prediction model and the concept selection

results from Step 3. We include such information in an updated prompt to make LLMs

generate new concepts to replace the less useful ones from the previous iteration. Using

the empirical results as feedback, we ensure that our CM remains adaptable and up-to-date

with the most relevant molecular concepts. Through this iterative refinement process, we

guarantee that the model performance improves over iterations and prune the irrelevant

concepts generated in previous iterations. The prompt for this step is shown in Figure 6.3.

6.4 Evaluation

6.4.1 Experiment Settings

Datasets We include four datasets from MoleculeNet [WRF18]. Two regression datasets,

e.g., FreeSolv and ESOL, and two classification datasets, e.g., BBBP and BACE. FreeSolv

provides hydration-free energy (which induces solubility) for 642 molecules, while ESOL

contains water solubility data for 1128 organic small molecules. BBBP contains 2,039 molecules

and assesses compounds’ blood-brain barrier penetration. BACE has 1,513 molecules and
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predicts β-secretase 1 inhibitors, relevant for Alzheimer’s research. For all datasets, we

employed the same scaffold splits as the Open Graph Benchmark (OGB) [HFZ20]. We

also include two HTE datasets, e.g., Buchwald-Hartwig (BH) [AEL18] and Suzuki-Miyaura

(SM) [RWB16] for chemical reaction yield prediction. BH provides the yields of the Buchwald-

Hartwig reaction for 3957 molecules, and SM provides the yield of the Suzuki reaction for

5650 molecules. We employed the same data splits as used in [GGN23].

Metrics We follow the standard evaluation metrics for these datasets. For FreeSolv and

ESOL, results are measured with Root Mean Square Error (RMSE). For BBBP and BACE,

we mainly evaluate these datasets using AUC-ROC and report results in our main Table 6.1.

Since [GGN23] evaluates BBBP and BACE with accuracy, we also report a comparison in

accuracy in Table 6.7. For BH and SM, we evaluate with accuracy.

Baselines Our baselines include GNNs, LLM ICL, and GNN + CBM. Specifically, we

use the GIN and GCN. For LLM ICL, we reference the findings from [GGN23] and use their

prompts. For GNN + CBM, we use GIN and use GPT-3.5 Turbo for generating concept

labels for CBM. For HTE datasets, we only consider LLM ICL baselines as graphs are not

provided for the test set.

Models We employ GPT-3.5 Turbo as our primary LLMs for generating concepts and

directly labeling. Additionally, we utilize GPT-4 for labeling strategy 2: function code

generation, and strategy 3: external tool calling. For strategy 3, the LLM will create code

snippets for invoking RDKit [Lan10]. We don’t use GPT-4 for direct labeling due to the

high cost of per-instance labeling. After collecting the concept labels, we explore four types

of prediction models to cover a broad spectrum of tasks and performance levels. As a basic

setting, we use linear models like linear regression and logistic regression, we also consider

more advanced models including decision trees and 2-layer MLPs. We use off-the-shelf

prediction models from sklearn [PVG11]. We do ablation on LLMs with Claude-2. Since we

call LLMs through their APIs and the prediction models are light and off-the-shelf, there is

no specially requirements, like GPUs, for our framework.
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Concept Selection We employ AIC [Aka73, Aka74] for regression and RFE [GWB02]

for classification. These selection methods are specifically applied to linear models. For

multi-iteration performance with decision trees and MLPs, we use the selection results from

the linear models.

6.4.2 AutoMolCo-induced CM Performance

In Table 6.1, we compare the performance of the AutoMolCo-induced CM to baselines.

Compared to GNNs, our CM achieves better results on MoleculeNet regression tasks and

HTE tasks and competitive results on MoleculeNet classification tasks. In comparison to the

results presented by ICL, our models have demonstrated a substantial performance advantage

on all tasks. Our best-performing model is the culmination of multiple iterations of refinement

and a combination of labeling strategies. Specifically, the results presented in Table 6.1 are

achieved using the following approaches: 1. A combination of all three labeling strategies

for concept labeling 2. The optimal CMs from linear models, decision trees, and MLPs

3. Concepts refinement over three iterations, as discussed in Section 6.4.6. An in-depth

exposition of these techniques is discussed in detail in the RQs below through experiments

on MoleculeNet datasets.

6.4.3 RQ1: Can AutoMolCo Generate Meaningful Molecular Concepts?

The effectiveness of the CM is built on meaningful concepts, which used to rely on domain

experts [KNT20]. In this RQ1, we examine the concepts generated by AutoMolCo in each

refinement iteration and consult with domain experts for their rationality. Figure 6.6 shows

the concepts selected by a linear regression model for predicting solubility (FreeSolv), evolving

from an initial broad set to a more focused and chemically relevant set. According to our

consultation with domain experts, the eliminated concepts such as the counts of specific atoms

and rotatable bonds, while informative, may not have significantly contributed to the model’s
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Table 6.1: Performance comparison of the AutoMolCo-induced CM with baselines.
MoleculeNet regression tasks (FreeSolv and ESOL) are measured in RMSE (↓). MoleculeNet
classification tasks (BBBP and BACE) are measured in AUC-ROC (↑). HTE datasets (BH
and SM) are measured in accuracy (↑). Ours achieve better results on MoleculeNet regression
and HTE tasks and competitive results on MoleculeNet classification tasks.

FreeSolv (↓) ESOL (↓) BBBP (↑) BACE (↑) BH (↑) SM (↑)

GIN 2.151 0.998 69.710 73.460 - -
GCN 2.186 1.015 67.800 68.930 - -

GIN + CBM 2.412 1.373 54.500 68.457 - -

GPT-3.5 Turbo (zero-shot) 5.450 2.039 49.256 48.765 0.320 0.473
GPT-3.5 Turbo (4-shot) 4.852 1.161 51.580 41.871 0.640 0.630
GPT-3.5 Turbo (8-shot) 4.491 1.128 56.632 47.757 0.706 0.693

AutoMolCo-CM (ours) 2.065 0.843 65.278 70.744 0.810 0.800

predictive power or may have been correlated with other concepts. The retained concepts,

like molecular weight, # hydrogen bond donors, and TPSA, are fundamental properties that

influence molecular interaction and behavior in a solvent. For instance, hydrogen bond donors

directly relate to a molecule’s ability to engage in hydrogen bonding, a key interaction for

solubility. The TPSA measures the molecule’s surface that can engage in polar interactions,

which is crucial for solubility in polar solvents [PL05]. Thus, the final selected concepts are

indeed more chemically meaningful for the task and align with domain knowledge.

6.4.4 RQ2: Can AutoMolCo Assign Molecules Reasonable Concept Labels Using

Each Strategy?

Accurate concept labels are another critical component of CM performance. In this RQ2,

we evaluate AutoMolCo labeling results. we collect ground truth labels for concepts where

labels are available, either through calculation (e.g., for molecular weights), or manual lookup

(e.g., for melting points). We evaluate labels produced by our direct prompting strategy

and function generation labeling strategy using the Pearson correlation coefficient (r) with

the ground truth, due to the scale-invariant nature of the metric. The external tool calling
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Figure 6.6: RQ1: Concepts selected by AutoMolCo in three refinement iterations on FreeSolv.

strategy is excluded from this evaluation as tools will always provide correct labels, and

the downside of this strategy is that not all the concepts are tool-calculable (e.g., melting

points). Results in Table 6.2 show strong correlations can be achieved on most datasets

with AutoMolCo labeling. Nonetheless, variations in correlation underscore the potential

for method improvement. In addition to this benchmarking effort, we also discuss several

challenges we encountered and overcame in the labeling step, including imputation for missing

values, dictionary for unit inconsistency, and Chain-of-Thoughts (CoT) prompts for syntax

errors in function code.
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Table 6.2: RQ2: Percentage of concepts with high correlations (r score ≥ 0.7) with the
ground-truth.

Labeling Strategy LLM Molecule Format FreeSolv ESOL BBBP BACE

Str-1 Direct Prompt GPT-3.5 Name 0.82 0.63 0.06 -
Str-1 Direct Prompt GPT-3.5 SMILES 0.82 0.75 0.69 0.22
Str-2 Function GPT-4 - 1.00 0.79 0.69 0.67

Table 6.3: RQ3: AutoMolCo-induced CM performance with different labeling strategies and
prediction models.

Labeling Strategy Prediction Model FreeSolv(↓) ESOL (↓) BBBP (↑) BACE (↑)

Str-1 Direct Prompt Linear/Logistic 2.685 1.250 52.836 56.894
Str-1 Direct Prompt Decision Tree 2.791 1.272 56.887 68.632
Str-1 Direct Prompt MLP 2.338 1.194 51.794 60.059
Str-2 Function Linear/Logistic 3.284 1.254 55.671 56.624
Str-2 Function Decision Tree 2.569 1.238 54.167 55.573
Str-2 Function MLP 2.805 1.034 58.738 56.894
Str-3 Tool Linear/Logistic 3.142 1.011 57.350 63.154
Str-3 Tool Decision Tree 3.750 1.027 55.903 65.658
Str-3 Tool MLP 1.981 0.911 58.449 60.772

6.4.5 RQ3: Can AutoMolCo Produced Concepts and Labels Be Utilized To Build

an Effective CM?

In RQ1, we have verified that the generated concepts are meaningful according to domain

experts. In RQ2, we have shown that concept labels are relatively accurately assigned after

properly handling potential issues like missing labels and unit inconsistency. In this RQ3, we

compare the performance of the AutoMolCo-induced CMs when different predictions models

and labeling strategies are adopted. Results in Table 6.3 show that AutoMolCo can give

reasonable performance even with the most basic direct prompting labeling strategy and the

simplest linear model. The good performance of different prediction models demonstrates

the quality of the concepts and the effectiveness of AutoMolCo.
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Figure 6.7: RQ4: Iterative refinement improves CM performance for classification tasks.

6.4.6 RQ4: Does Iterative Refinement Boost The Performance of AutoMolCo-

induced CM?

As one of the most important designs of our AutoMolCo framework, concept refinement

helps to identify meaningful important concepts through iterative interactions with LLMs.

The concept relevance has been shown to improve in RQ1, but that does not necessarily mean

CM performance will also improve. In this RQ4, we run AutoMolCo with three iterative

concept refinements on the MoleculeNet datasets with linear prediction models. We show the

results in Figure 6.7, and we observe that the CM prediction performance indeed improved

through concept refinement, especially for classification tasks. The improvement for regression

tasks is marginal, partially because the performance is already good for regression.

6.4.7 RQ5: Does The AutoMolCo-induced CM Facilitate Explainable Molecular

Science?

One of the key advantages of CMs over black-box models is their explainability. In this

section, we evaluate this aspect of AutoMolCo-induced CMs through three experiments

on all three types of prediction models: coefficient interpretation of linear models, split

interpretation of decision trees, and concept label intervention of MLPs.
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Coefficient Interpretation of Linear Models Using linear model in the AutoMolCo-

induced CM offers excellent explainability through direct interpretation of the model coeffi-

cients. We plot the coefficients of the linear model on FreeSolv for predicting hydration free

energy in Figure 6.9 (a), highlighting three significant concepts: # hydrogen bond donors,

TPSA, and # rotatable bonds. According to domain experts, the # hydrogen bond donors

relates to a molecule’s ability in hydrogen bonding, reflecting its potential to interact with

solvents and other molecules. Therefore, its increment typically leads to a more favorable

(more negative) hydration free energy [CP15]. TPSA quantifies the surface area of a molecule

that can engage in polar interactions, providing insights into a molecule’s permeability char-

acteristics. Thus, higher TPSA also leads to more favorable (more negative) hydration free

energy [PL05]. Conversely, the # rotatable bonds positively correlated with hydration free

energy. More rotatable bonds increase molecular flexibility, allowing the molecule to adopt

conformations that enhance interactions with water molecules. This increased flexibility can

lead to less favorable hydration free energy (less negative), as it reduces the stability of the

solvation shell around the molecule [GC08]. Our linear model interpretation aligns with

domain knowledge without requiring any human knowledge input into the model.

We show the linear model on the BBBP dataset. We focused on the top positive

coefficient lipophilicity (logP) and the top negative coefficient hydrogen bond acceptors

shown in Figure 6.8. Notably, logP has a coefficient of 1.97, and hydrogen bond acceptors

has a coefficient of -4.36. These findings align with domain knowledge, as higher logP

enhances a molecule’s ability to cross lipid-rich biological membranes. Conversely, a lower

number of hydrogen bond acceptors generally enhances a molecule’s permeability through

the BBB. These findings validate the CM’s alignment with established biochemical principles,

demonstrating its potential utility in predictive modeling for molecular properties.

Splits Interpretation of Decision Trees Complementing to the coefficients of the linear

model, decision tree enhances the understanding of model’s decision process. In Figure 6.9
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Figure 6.8: RQ5: Coefficients of the logistic regression model on BBBP with concepts refined
by AutoMolCo after three iterations.

(b), we show the 3-layer decision tree for BBBP dataset. In the first two layers, the model

uses TPSA to categorize the molecules into four categories, where molecules with TPSA less

than 26.99 are likely to penetrate the BBB while molecules with TPSA greater than 176.22

are rarely penetrative. The decision tree further differentiates molecules with TPSA between

26.99 and 107.1 by whether or not it contains a hydrogen bond in its ring structure, where

molecules without this property are more likely to penetrate the BBB. On the other hand,

the model splits molecules with TPSA between 107.1 and 176.22 using the number of carbon

atoms, illustrating that molecules containing more than 23 carbon atoms are very likely to

be penetrative. Figure A.5 shows the impurity details of the decision tree.

Concept Label Intervention Besides analyzing interpretable prediction models like

linear models and decision trees, we also conduct a case study of concept label interven-

tions with MLPs. Our goal is to identify molecules with similar concept labels except

for the one we intend to intervene on (e.g., similar molecular weights, # aromatic rings,

etc., except logP) but different task labels (e.g., soluble vs. insoluble). Two examples

we identify from the ESOL dataset are: Diphenylamine (N(c1ccccc1)c2ccccc2) and RTI
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Figure 6.9: RQ5: Coefficients of the linear regression model and the decision tree
on FreeSolv. Both with concepts refined by AutoMolCo after three iterations

17 (CCN2c1ccccc1N(C)C(=S)c3cccnc23). After three iterations of refinement these two

molecules have the same labels for three out of the four remaining concepts, except for their

logP labels, which differ by 0.275 (standardized to have mean 0 and standard deviation 1).

Diphenylamine is predicted to be insoluble (-3.648), whereas RTI 17 is predicted to be soluble

(-4.079), based on a conventional solubility threshold of -4 [SKE19]. These predictions proved

to be quite accurate, with the ground truth solubility of these two molecules being -3.857 and

-4.227, respectively. By intervening on diphenylamine’s logP value (0.209) to match RTI 17’s

logP value (0.484) through interpolation, we observe a linear change in solubility. This study

highlights the significant impact of logP on solubility predictions, which is consistent with

expert conclusions [LLD97, Avd12], providing insights beyond traditional black-box models.

We show the intervention plot in 6.10.

6.4.8 Ablation Studies

We conduct ablation studies of AutoMolCoto test its performance with different LLMs,

molecule input formats, and combinations of labeling strategies. We found that AutoMolCo

can perform consistently with different LLMs and is robust to molecule input formats. Also,

properly combining the labeling strategies can enhance model performance.
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Figure 6.10: Intervention on logP of diphenylamine for predicting solubility with MLP

Table 6.4: AutoMolCoablation on LLMs (GPT-3.5 vs. Claude-2).

LLM FreeSolv(↓) ESOL (↓) BBBP (↑) BACE (↑)

GPT-3.5 2.685 1.250 52.84 56.89
Claude-2 2.804 1.327 52.78 56.11

Different LLMs We study the performance of AutoMolCo with different LLMs. Table 6.4

compares the performance of GPT-3.5 Turbo and Claude-2 using the direct LLM prompting

labeling strategy with linear prediction models. While both GPT-3.5 Turbo and Claude-2

exhibit slightly inferior performance compared to GNNs across four datasets, they maintain

competitive results, emphasizing simplicity and interpretability. Specifically, Claude-2 un-

derperforms GPT-3.5 Turbo after first iteration, potentially due to its less consistent and

accurate response. This inconsistency, partly attributed to more frequent issues with missing

values and unit inconsistencies observed in Claude-2, suggests GPT-3.5 Turbo’s superior

ability to generate reliable ground truth knowledge. Additionally, GPT-3.5 Turbo’s better

prompt comprehension and domain knowledge in chemistry might contribute to its enhanced

performance in predicting target concepts.
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Table 6.5: AutoMolCoablation on input formats (SMILES strings vs. molecule names).

FreeSolv (↓) ESOL (↓) BBBP (↑) BACE (↑)
Input Format SMILES Names SMILES Names SMILES Names SMILES

GPT-3.5 iter 1 2.854 2.685 1.401 1.250 53.88 52.84 56.89
GPT-3.5 iter 2 2.662 2.520 1.262 1.250 56.08 54.05 57.60
GPT-3.5 iter 3 2.763 2.520 1.262 1.255 60.41 56.08 58.38

Direct LLM prompting with molecule names vs. with SMILES strings Building

on insights from [GGN23] regarding LLMs’ challenges with long molecular representations,

we examined LLM’s capability in labeling concepts using SMILES strings and molecule names

across our datasets. Our findings indicate that LLMs perform reasonably well in identifying

basic concepts like molecular weight and atom counts using either molecule names or SMILES

strings, with a strong correlation to ground truth labels (r > 0.9). However, LLMs struggle

with complex concepts requiring detailed structural knowledge, such as the number of chiral

centers. Moreover, our analysis reveals a notable decline in LLM’s performance with molecule

names in larger datasets like BBBP, suggesting LLM’s familiarity with common molecular

names improves its performance on smaller datasets, but this advantage diminishes with

less familiar names in larger datasets. In contrast, the structural specificity of SMILES

strings maintains more consistent performance across dataset sizes, highlighting their utility

in representing unique molecular concepts. Furthermore, we compared the performance

difference between the two representations over 3 iterations. As demonstrated in Table 6.5,

the model performance using SMILES strings matched the model performance using molecule

names on most datasets, but a notable improvement in performance with SMILES strings is

observed on the BBBP dataset.

We also present a comparative analysis of the quality of concept labels generated using

molecular names vs. SMILES strings. The comparison is visualized through a series of

heatmaps, as illustrated in Figure 6.11.
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FreeSolv BBBPESOL

Figure 6.11: Correlation (r score) between the ground truth labels and concept
labels generated using molecule names or SMILES strings. Red indicates a higher
correlation.

Combine different labeling strategies The AutoMolCo framework includes three la-

beling strategies and allows easy extension to new ones. We consider combinations of the

labeling strategies and study their impact on model performance, where we adopt a simple

priority heuristic where strategy 3 > strategy 2 = strategy 1. Specifically, whenever the

external tool is available for a suggested concept, we get the accurate concept labels by calling

it. Otherwise, two concept labels are derived from both direct prompting and function code

generation, and they are both considered in step 3 for the selection. This combined-strategy
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Table 6.6: AutoMolCowith combined labeling strategies.

Labeling Strategy Model FreeSolv(↓) ESOL (↓) BBBP (↑) BACE (↑)

Direct Prompt Linear/Logistic 2.685 1.250 52.836 56.894
Direct Prompt Tree Model 2.791 1.272 56.887 68.632
Direct Prompt MLP 2.338 1.194 51.794 60.059
Direct Prompt + Function Linear/Logistic 2.697 1.254 56.134 56.712
Direct Prompt + Function Tree Model 2.540 1.364 55.150 59.998
Direct Prompt + Function MLP 2.211 0.971 57.697 65.797
Direct Prompt + Function + Tool Linear/Logistic 3.002 1.136 55.845 64.032
Direct Prompt + Function + Tool Tree Model 3.752 1.107 56.250 65.658
Direct Prompt + Function + Tool MLP 2.122 0.791 58.391 62.624

Table 6.7: Performance comparison of the best AutoMolCo-induced CM vs. LLM
ICL in accuracy on BBBP and BACE (↑). (GPT results are taken from [GGN23]).

BBBP (↑) BACE (↑)

GPT-4 (zero-shot) 0.476 0.499
GPT-4 (Scaffold, k= 8) 0.614 0.679
GPT-3.5 (Scaffold, k= 8) 0.463 0.496

AutoMolCo 0.657 0.704

labeling turns out to outperform most of the standalone strategies as shown in Table 6.6.

These findings demonstrate that the three labeling strategies have their own strengths and

weaknesses for different concepts, and they can complement each other to maximize the model

performance. We leave the exploration of new strategies and more sophisticated strategy

combinations as future work.

Accuracy comparison with LLM ICL on BBBP and BACE In our main experiments,

we follow the standard and widely-used evaluation metrics for all datasets. For classification

tasks on BBBP and BACE, we mainly evaluate these datasets using the AUC-ROC metric and

report results in our main Table 6.1. Since [GGN23] provides the ICL prompts but evaluates

BBBP and BACE with accuracy, we also report a comparison in accuracy in Table 6.7 for a

fair comparison.

130



Table 6.8: Performance comparison of the AutoMolCo-induced CM with different
prediction models vs. LLM ICL in accuracy on BH and SM (↑). (GPT results are
taken from [GGN23]).

BH (↑) SM (↑)

GPT-4 (random, k = 8) 0.800 0.764

GPT-3.5 + logistic (200 samples) 0.800 0.770
GPT-3.5 + MLP (200 samples) 0.800 0.780
GPT-3.5 + logistic (500 samples) 0.790 0.780
GPT-3.5 + MLP (500 samples) 0.810 0.800

More results on Buchwald-Hartwig and Suzuki-Miyaura The GPT ICL performance

from [GGN23] are measured on 100 data samples. To compare AutoMolCo’s performance

with their numbers, for each dataset we picked the best model performance from the logistic

regression models or MLP models trained on either 200 or 500 sampled training data. The

performance details are presented in Table 6.8 with best performance reported in Table 6.1.

6.5 Discussion

We propose the AutoMolCo framework that automates the generation and labeling of

molecular concepts, overcoming challenges of existing CMs and enhancing explainability

through iterative refinement of useful concepts. We demonstrate that, for molecular property

prediction tasks, simple linear models on our generated concepts can perform competitively

or even better than GNNs and LLM ICL. Our work paves the way for future research to

further exploit the capabilities of LLMs for XAI in molecular science and beyond.

The framework also has limitations that can inspire future work. One limitation is that

LLMs can sometimes hallucinate, generating inaccurate concepts and labels. This affects the

accuracy and reliability of the outputs. Using more powerful LLMs could improve this issue.

Another limitation is that the evaluation of the generated concepts and labels often requires

validation by human experts, introducing subjectivity and dependency on domain knowledge.
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Developing automated evaluation methods is another potential direction for improvement.
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CHAPTER 7

Conclusion

The pursuit of XAI for graph data is a critical endeavor that has far-reaching implica-

tions for the responsible and ethical deployment of AI systems across numerous domains.

Throughout this thesis, I have explored three complementary perspectives – model-oriented,

user-oriented, and data-oriented – to advance the explainability of AI models on graph data.

The model-oriented approaches apply post hoc techniques to explain the decision-making

processes of black-box GNNs. These methods demonstrate how AI models reason about

and infer on graph data. They pave the way for a deeper understanding of AI models and

show the potential to debug and enhance model design. Complementing the model-oriented

perspective, the user-oriented techniques developed in this thesis have focused on providing

intuitive visualizations and natural language explanations tailored to human understanding.

By bridging the gap between complex AI models and end-users, who likely have no technical

background, these approaches foster user trust and satisfaction in the deployed AI systems

for graph-based applications. Furthermore, the data-oriented perspective covers both post

hoc explanations and inherently explainable models. These approaches leverage the inherent

structure and properties of graph data to enhance explainability, with the help of mask

learning, motif embedding learning, and LLM-based concept learning. The insight extracted

through explanations from scientific data like material atomic graphs and molecule graphs

can not only match domain knowledge but potentially lead to new scientific discoveries. The

synergistic combination of these three perspectives has yielded a comprehensive framework

for explainable AI for graph data, addressing the critical challenges of interpretability,
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accountability, and alignment.

As AI continues to evolve and make new breakthroughs, the demand for explainable and

trustworthy AI systems will intensify. The methods and insights derived from this research

lay a foundation for future endeavors in XAI for graphs, fostering a deeper understanding of

AI decision-making processes and promoting the responsible deployment of these powerful

models in graph-based applications that shape our world.
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APPENDIX A

Appendices

A.1 Chapter 2 Appendices

A.1.1 The Myerson Value, C-Shapley Value, and L-hop Graph Cutoff

A.1.1.1 The Myerson value

In the study of cooperative games, [Mye77] proposed to characterize the cooperation

possibilities between players using a graph structure G, which leads to the communication

structure introduced in Section 2.2.2 and the Myerson value as a solution for this special type

of games (N, v,G). The Myerson value is closely related to the Shapley value. In fact, it is

the Shapley value on a transformed game where players are partitioned by the graph. We

now formally introduce the partition and the transformed game.

Definition A.1.1 (Partition). Given a set of players N and a graph G. For any coalition

S ⊆ N , the partition of S is denoted by S/G and defined by

S/G = {{i|i and j are connected in S by G}|j ∈ S}

and a member of the set S/G is called a component of S.

Definition A.1.2 (Transformed Game). Given a game (N, v,G), we can transform it to a
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new game v/G such that for all S ⊆ N

(v/G)(S) =
∑

T∈S/G

v(T )

Intuitively, given a coalition S, the transformed game treats each connected component

of S as independent, evaluates them separately, and sums their payoff as the payoff of S.

The Shapley value has an axiomatic characterization that uniquely determines it. Likewise,

the Myerson value was proposed to be a unique solution that satisfies the component efficiency

and the fairness property defined below.

Property A.1.3 (Component Efficiency). For a game (N, v,G) and any connected

component S ∈ N/G, a solution is component efficient if

∑
i∈S

ϕi(N, v,G) = v(S)

Property A.1.4 (Fairness). For a game (N, v,G) and any edge (i, j) in G, let G̃ be G with

the edge (i, j) removed, a solution is fair if

ϕi(N, v,G)− ϕi(N, v, G̃) = ϕj(N, v,G)− ϕj(N, v, G̃)

The component efficiency property is an extension of the regular efficiency property to

games with a communication structure. It requires efficiency to hold for each disconnected

piece because these pieces are assumed as independent from each other. The fairness property

states that if breaking an edge (i, j) changes the value of player i, then the value of player j

should be changed by the same amount.

Theorem A.1.5 (Myerson Value). There exists a unique solution ϕ of game (N, v,G)

satisfying component efficiency and fairness. With ϕ̃ represents the Shapley value, the solution
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is given by the formula

ϕ(N, v,G) = ϕ̃(N, (v/G))

For games with a communication structure, the Myerson value is a better choice than the

Shapley value as it uses the graph structure. However, it also suffers from some criticisms.

For example, the fairness assumption may not be realistic. When an existing edge is broken,

the value changes for players on the two edge ends can be asymmetric. Intuitively, if the edge

connects a popular hub player i to a leaf player j, then the change of i can be less significant

than j since j becomes isolated when (i, j) is removed. This is also the case when the game

value is used for model explanation. For example in Figure 2.1 (b), when the edge ("good",

"quite") is broken, the value of "quite" should change a lot. It used to contribute positively

together with "good", and thus gets some payoff allocation, but it now becomes an isolated

node, which is neutral by itself. On the other hand, the word "good" can still contribute

positively by itself and interact with other nodes through its other edges, and thus its value

shouldn’t change too much. Because of such criticisms, we choose to use the HN value as our

scoring function, which characterizes the value by associated consistency rather than fairness.

A.1.1.2 The C-Shapley value

The Myerson value was also mentioned in [CSW19] for the model explanation on text,

where the C-Shapley value was proposed as an approximation of the Shapley value, and

it was claimed to be equal to the Myerson value. We have discussed why Shapley value

and Myerson are not-ideal choices for explaining graph data in Section 2.3.1 and Appendix

A.1.1.1. These are partially the reason why our HN-value-based method is better than the

C-Shapley value. However, the major reason why we don’t do a direct comparison to the

C-Shapley value as a baseline is that its formula only works for line graphs like sequence

data, and not even all nodes in line graphs. In contrast, our target task is general graph

prediction for graphs with possibly complicated topological structures.
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We now clarify a mistake of the C-Shapley value formula and explain why it won’t work

for general graphs. The notations are following the [CSW19], where d is the number of players

corresponding to n in our notation, and [d] corresponding to N .

The formula for the C-Shapley value is given in Equation 6 in Definition 2 in [CSW19],

and it is stated for "a graph G" without mentioning any assumptions of the graph. However,

from the proof of this formula in Appendix B.2 of [CSW19], the line graph assumption can

be seen in two places. The first place is Equation 20, where the set C is explicitly defined

only for subsequences. The second place is Equation 22, the first line converts
∑

A:US(A)=U

to
∑d−|U |−2

i=0 , which is implicitly saying VS(A) can be picked from all d but |U | − 2 nodes.

However, this conversion is only possible when there are exactly 2 edges between U and

[d]\U , i.e. the middle part of a line graph. If there are l edges between U and [d]\U , then the

summation should go up to d−|U |−l. When l = 0, i.e. U equals [d] or a connected component

of [d], no partition is needed and the coefficient simply evaluates to 1. By correcting all these

cases, the final formula for the C-Shapley value coefficients of marginal contributions thus

becomes

d−|U |−l∑
i=0

1(
d−1

i+|U |−1

)(d− |U | − l

i

)
(A.1)

=
d

(|U |+ l)
(|U |+l−1

|U |−1

) (A.2)

=
dl

(|U |+ l)(|U |+ l − 1) · · · |U |
(A.3)

for l > 0, and 1 for l = 0.
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Figure A.1: Marginal contribution coefficients comparison. A toy 3-node graph example
for comparing the marginal contribution coefficients between the Shapley, the C-Shapley, and
the Myerson value. (a) Value computation for node 0 (left). (b) Value computation for node
1 (right).

The correct formula for the C-Shapley value of general graphs will be

ϕX(i) =


∑

U∈C
l

(|U |+l)···|U |mX(U, i) if l > 0

1
d

if l = 0

(A.4)

with l represents the edges between U and [d]\U and C represents all connected subgraphs in

[d] containing i.

To verify this formula with the 3-node toy graph in Figure A.1. When computing the value

of node 0 (left), the three connected components containing 0 are C = {{0}, {0, 1}, {0, 1, 2}}.

Since 0 is an end node and has no leaf nodes to its left, l for these three components will be 1,

1, and 0 respectively. According to our new formula in Equation A.4, the coefficients will be
1
2
, 1
6
, and 1

3
respectively, with the disconnected {0, 2} case removed. This matches the original

idea of Myerson value, where the {0, 2}−{2} case is reduced to the {0}−∅ case, which turns

the Shapley coefficients from [1
3
, 1
6
, 1
6
, 1
3
] to [1

3
+ 1

6
, 1
6
, 1
6
− 1

6
, 1
3
], which is [1

2
, 1
6
, 0, 1

3
]. However,

the original C-Shapley formula from Equation 6 in the [CSW19] evaluates to [1
3
, 1
12
, 0, 1

30
],

which doesn’t match the Myerson value and not even sum up to 1. Another example of
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GNNExplainer PGExplainer SubgraphX GraphSVX GStarXOrphicX

Figure A.2: More explanations on mutagenic molecules from MUTAG. Carbon atoms
(C) are in yellow, nitrogen atoms (N) are in blue, and oxygen atoms (O) are in red. We use
dark outlines to indicate the selected subgraph explanation and report the Fidelity (fide),
Inv-Fidelity (inv-fide), and H-Fidelity (h-fide) of each explanation. GStarX gives a significant
better explanation than other methods in terms of these metrics.

computing the value of node 1 is shown in Figure A.1 right.

The C-Shapley, even with the correct formula, eventually boils down to an approximation

of the Shapley value or the Myerson value, which as we discussed are less ideal than the HN

value. Also, the correct formula in Equation A.4 requires generating all possible subgraphs U

containing the node i and specify the edges between U and [d]\U . This makes the computation

very complicated, we thus skip the comparison to the C-Shapley value.
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OrphicX GStarX

Figure A.3: More explanations on sentences from GraphSST2. The sentence is predicted
to be positive sentiment. Red outlines indicate the selected nodes/edges as the explanation.
GStarX identifies the sentiment words more accurately compared to baselines.

A.1.1.3 Use The Graph Structure via an L-hop Cutoff

Although the Shapley value itself is not structure-aware, there are existing Shapley-value-

based GNN explanation methods besides the Myerson value and C-Shapley value that use

an L-hop cutoff to help approximate the Shapley value [YYW21, DM21]. Technically, this

operation uses the graph structure, so we can’t strictly refer to these explanation methods as

not structure-aware. However, we argue that the L-hop cutoff is a naive way of utilizing the

graph structure. It has several concerns, and it is not the same structure-awareness as the

HN value.

The L-hop cutoff approximates the Shapley value of node i by considering only the L-hop

neighbors of i when explaining an L-layer GNN. The rationale of this operation is that an

L-layer GNNs only propagate messages within L-hops so a node more than L-hop away from

i has never passed any messages to i which means no interactions are possible. In existing

Shapley-value-based GNN explanation methods, this L-hop cutoff operation was meant to

reduce the exponentially growing computations of the Shapley value, and the ultimate goal is

still to compute the Shapley value. The L-hop cutoff operation has several issues making

it a less desirable choice. 1) Even meant to save computation, there are still many nodes

involved in the computation after applying the L-hop cutoff since the number of nodes grows

exponentially as L grows. For advanced GNNs, the L can be large. When L is larger than the
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diameter of the graph, which is actually the case for many recent deep GNNs, the L-hop cutoff

is not effective anymore. 2) When constructing coalitions of nodes within the local graph of

L-hops, the computation still follows the Shapley value formula. This means the useful graph

structure information among these nodes is forfeited which causes the structure-awareness

concern of Shapley value as we discussed in Section 2.3.1,

A.1.2 More Explanation Visualizations

We visualize more explanations in Figure A.2 and Figure A.3.

A.2 Chapter 3 Appendices

A.2.1 Proof of Proposition 3.4.1

Proof. We prove Zn,d = o(Sn,d) by definition, where we show limn→∞
Zn,d

Sn,d
= 0. As we

can permute the indices of nodes in G(n, d), without loss of generality, we assume Zn,d

is the expected number of paths between nodes indexed 1 and n. Our proof is mainly

based on the result in [RK07], which computes the expected number of all 1-n paths, i.e.,

Zn,d = (n− 2)!dn−1e(1 + o(1)). On the other hand, the number of edge-induced subgraphs

considered in [YBY19, LCX20] equals the size of the power set of all edges, i.e., Sn,d = 2d(
n
2).

We thus have

142



logZn,d = log
[
(n− 2)!dn−1e(1 + o(1))

]
(A.1)

< log

[√
2π(n− 2)(

n− 2

e
)(n−2)e

1
12(n−2)dn−1e(1 + o(1))

]
(A.2)

=
1

2
log(2π(n− 2)) + (n− 2) log(

n− 2

e
) + log

1

12(n− 2)

+ (n− 1) log d+ 1 + log(1 + o(1)) (A.3)

= O(log n) +O(n log n) +O(log
1

n
) +O(n log d) (A.4)

+ log(1 + o(1)) (A.5)

= O(n log n) + log(1 + o(1)) (A.6)

logSn,d = log 2d(
n
2) = d

(
n

2

)
log 2 = O(n2) (A.7)

lim
n→∞

Zn,d

Sn,d

= lim
n→∞

exp(log
Zn,d

Sn,d

) (A.8)

= exp( lim
n→∞

log
Zn,d

Sn,d

) (A.9)

= exp( lim
n→∞

logZn,d − logSn,d) (A.10)

= exp( lim
n→∞

O(n log n) + log(1 + o(1))−O(n2)) (A.11)

= 0 (A.12)

Step (1) to (2) is Stirling’s formula. Step (8) to (9) is because exp is continuous.

A.2.2 Theorem 3.4.3: A Detailed Version

We now state a more detailed version of Theorem 3.4.3. This theorem gives the exact

formula of δV(n, d, k) and δE(n, d, k), which are built upon a Poisson random variable. The

argument is adapted from [JL08, PSW96]. Readers can refer to [JL08, PSW96] for the proof.

For µ > 0, let Po(µ) denote a Poisson distribution with mean µ. Let ψk(dn) = P (Po(dn) ≥
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k) be the tail probability of Po(dn). Let ck = infµ>0 µ/ϕk−1(µ). When dn > ck, the equation

µ/ψk−1(µ) = dn will have two roots for µ. Let µ(dn, k) be the larger root. Then we have the

following more detailed version of Theorem 3.4.3 with δV(n, d, k) and δE(n, d, k) as functions

of µ(dn, k).

Theorem A.2.1 (Pittel, Spencer and Wormald). Let G(n, d) be a random graph with m

edges as in Proposition 3.4.1. Let Gk(n, d) = (Vk(n, d),Ek(n, d)) be the k-core of G(n, d).

When dn > ck, Gk(n, d) will be nonempty with high probability (w.h.p.) for large n. Also,

Gk(n, d) will contain ψk(µ(dn, k))n nodes and [µ(dn, k)2/(d2n(n − 1))]m edges w.h.p. for

large n, i.e., |Vk(n, d)|/n p−→ ψk(µ(dn, k)) and |Ek(n, d)|/m p−→ µ(dn, k)2/(d2n(n − 1)) ( p−→

stands for convergence in probability).

A.3 Chapter 4 Appendices

A.3.1 Proof of Lemma 4.4.1

In this section, we prove the non-rotation decomposition Lemma 4.4.1 stated in Sec-

tion 4.4.1.

Proof. From Lemma 4.3.2, we know any non-rotation R̃ ∈ P · SO(3) has det R̃ = −1. By

linearity of R̃ we know that

⟨−R̃(x1),−R̃(x2)⟩ = ⟨R̃(−x1), R̃(−x2)⟩ = ⟨−x1,−x2⟩ = ⟨x1,x2⟩

which shows hat −R̃ is also orthogonal according to Definition 4.3.1. As we know that −R̃ will

have det−R̃ = (−1)3 ·−1 = 1, by Lemma 4.3.2 again we know that −R̃ is a rotation. By Euler

Theorem 4.3.3, we know there exists [α, β, γ] ∈ [0, 2π]3 such that −R̃ = Ox1(α)Ox2(β)Ox3(γ),

which implies that R̃ = −Ox1(α)Ox2(β)Ox3(γ).
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A.3.2 Proof of Theorem 4.4.3

In this section, we prove the invariance in expectation Theorem 4.4.3 stated in Section 4.4.2.

Theorem A.3.1. Assume T1, . . . , Tk are random transformations that follow a uniform

distribution over all T ∈ O(3). Then, Sym is O(3)-invariant in expectation in the sense that

ET1,...,Tk
[SymT1,...,Tk

(G,Z,X)] = ET1,...,Tk
[SymT1,...,Tk

(G,Z, T0X)] for any T0 ∈ O(3).

Proof. From Lemma 4.4.2, we know that all T ∈ O(3) have the form of T = (−1)λOx1(α)Ox2(β)Ox3(γ)

for λ ∈ {0, 1} and [α, β, γ] ∈ [−π, π]3. A uniform distribution over all T ∈ O(3) implies

λ ∼ Bern(0.5) and [α, β, γ] ∼ Unif([−π, π]3).

Now consider a specific orthogonal transformation T0 = (−1)λ0Ox1(α0)Ox2(β0)Ox3(γ0).

Then its composition with the uniformed distributed T is

T ◦ T0 = (−1)λ+λ0Ox1(α + α0)Ox2(β + β0)Ox3(γ + γ0)

By the Bernoulli assumption, we get (−1)λ ∼ (−1)λ+λ0 as they both follow a discrete

distribution on {−1, 1} with probability 0.5 of each value. Moreover, α ∼ Unif[−π, π] implies

α+ α0 ∼ Unif[−π + α0, π + α0]. Since this only shifts the interval that supports the uniform

distribution, the joint distribution of (cos(α), sin(α)) ∼ (cos(α + α0), sin(α + α0)) due to

periodicity, which further implies Ox1(α) ∼ Ox1(α + α0). Similarly for Ox2(β) and Ox3(γ).

Given the random variables (matrices) (−1)λ, Ox1(α), Ox2(β), and Ox3(γ) are independent,

we concluded that T ∼ T ◦ T0.

Now consider SymT1,...,Tk
(G,Z,X) = 1

k

∑k
i=1Enc(G,Z, Ti(X)). For each i, Ti ∼ Ti ◦ T0

implies Ti(X) ∼ Ti ◦ T0(X), and thus Enc(G,Z, Ti(X)) ∼ Enc(G,Z, Ti ◦ T0(X)) by

transformation of random variables [Bil17]. Therefore, we also get ETi
[Enc(G,Z, Ti(X))] =

ETi
[Enc(G,Z, Ti◦T0(X))]. Finally, by linearity of expectation, ET1,...,Tk

[SymT1,...,Tk
(G,Z,X)] =

ET1,...,Tk
[SymT1,...,Tk

(G,Z, T0X)].
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A.3.3 More Explanation Visualizations

We provide more visualizations of the explanation generated by SymGNN. We note that

none of the edges within the top 10 closest nodes are being selected as important edges by our

explanation. Visualizations of more nodes are shown in Figure A.4. In the figures, the left

column presents the global version plot whereas the right column presents the local version.

A.4 Chapter 5 Appendices

A.4.1 Derivations of The Log-likelihood and The Posterior Probability

We derive the log-likelihood in Equation 5.2 and and the posterior probability in Equation

5.4. Through our derivation, for simplicity, we assume h and m are both unit vectors in

Rd. In practice, h and m don’t need to be equal in dimension or unit length. In this case,

we apply an extra step to project them into the same space and normalize them to be unit

vectors before the calculation. As this transformation only involves learnable free parameters

for projection and normalization, we omit it for now.

Recall that the model assumes P (hi|ci = k) ∼ N (mk, σ
2I). Therefore,

P (hi|ci = k) =
1√

(2π)d|σ2I|
exp(−1

2
(hi −mk)

T (σ2I)−1(hi −mk))

=
1√

(2π)dσd
exp(− 1

2σ2
∥hi −mk∥2)

=
1√

(2π)dσd
exp(− 1

2σ2
(2− 2hT

i mk))

=
1√

(2π)dσd
exp(

1

σ2
(hT

i mk − 1))

=
1√

(2π)dσd
exp(− 1

σ2
) exp(

hT
i mk

σ2
)

= g(σ) exp(
hT

i mk

σ2
)
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Here we use g(σ) to denote the part that only depends on σ. Then the joint probability is

P (hi, ci = k) = g(σ) exp(
hT

i mk

σ2
)θk

and the posterior probability is

Pk,i = P (ci = k|hi) =
P (hi, ci = k)∑
k′ P (hi, ci = k′)

=
g(σ) exp(hT

i mk/σ
2)θk∑

k′ g(σ) exp(h
T
i mk′/σ2)θk′

=
exp(mT

khi/σ
2)θk∑

k′ exp(m
T
k′hi/σ2)θk′

The log-likelihood thus becomes

ℓ(M ,θ, ϕ) = log
N∏
i=1

(
K∑
k=1

P (hi, ci = k))

=
N∑
i=1

log
K∑
k=1

g(σ) exp(
hT

i mk

σ2
)θk

∝
N∑
i=1

log
K∑
k=1

exp(
hT

i mk

σ2
)θk

Then we derive Equation 5.9. Note that Q∗ becomes a constant independent from M , θ,

147



and ϕ after we plug it in Equation 5.8.

LOT (M ,θ, ϕ) = max
Q∈U(r,c)

N∑
i=1

K∑
k=1

Qk,i log
Pk,i

N
+

1

λ
H(Q)

=
N∑
i=1

K∑
k=1

Q∗
k,i log

Pk,i

N
+

1

λ
H(Q∗)

∝
N∑
i=1

K∑
k=1

Q∗
k,i log

Pk,i

N

∝
N∑
i=1

K∑
k=1

Q∗
k,i logPk,i

A.4.2 Derivation of The Log-likelihood Lower Bound with Optimal Transport

The log-likelihood objective is

ℓ(M ,θ, ϕ) = log
N∏
i=1

(
K∑
k=1

P (hi, ci = k))

Let Q̃(ci) be a arbitrary reference distribution on ci, i.e.
∑K

k=1 Q̃(ci = k) = 1. We then use the

Jensen’s inequality to derive the evidence lower bound, which is commonly used the objective
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since the likelihood is hard to optimize directly. Consider 1/N times the log-likelihood,

1

N
ℓ(M ,θ, ϕ)

=
1

N
log

N∏
i=1

(
K∑
k=1

P (hi, ci = k))

=
1

N

N∑
i=1

log(
K∑
k=1

P (hi, ci = k))

=
1

N

N∑
i=1

log(
K∑
k=1

Q̃(ci = k)
P (hi, ci = k)

Q̃(ci = k)
)

≥ 1

N

N∑
i=1

K∑
k=1

Q̃(ci = k) log
P (hi, ci = k)

Q̃(ci = k)

=
∑
i,k

Q̃(ci = k)

N
log

P (hi, ci = k)

Q̃(ci = k)

=
∑
i,k

Q̃(ci = k)

N
logP (hi, ci = k)−

∑
i,k

Q̃(ci = k)

N
log Q̃(ci = k)

=
∑
i,k

Q̃(ci = k)

N
logP (hi, ci = k)−

∑
i,k

Q̃(ci = k)

N
log

Q̃(ci = k)

N

− logN

To proceed, we ignore the constant logN , and let Qk,i =
Q̃(ci=k)

N
. Observe that

∑N
i=1Qk,i =

Q̃(ci = k) and
∑K

k=1 Qk,i =
1
N

, which gives Qk,i a probabilistic interpretation as a joint

distribution on ci and hi, where the marginal distribution equals Q̃(ci) and the empirical

distribution on {h1, ...,hN} respectively. We thus get

1

N
ℓ(M ,θ, ϕ) ∝

∑
i,k

Qk,i logP (hi, ci = k)−
∑
i,k

Qk,i logQk,i

=
∑
i,k

Qk,i logP (hi, ci = k) +H(Q)
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Equation 5.8 is the same objective with a restricted search space U(r, c) and an extra

parameter λ controlling the entropy. Both terms work together to prevent cluster collapse

[GDV19, YCA20].

A.5 Chapter 6 Appendices

A.5.1 Decision Tree Visualizations

We visualize the decision tree which makes the prediction process explainable. Figure A.5

shows the impurity details of the decision tree shown in Figure 6.9 (b) and Figure A.6 shows

a sample decision tree for the BACE dataset.

150



Figure A.4: Local and global explanation visualizations for SymGNN on more MG nodes.
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Figure A.5: The decision tree for AutoMolCo-induced CM classification on BBBP.

Figure A.6: The decision tree for AutoMolCo-induced CM classification on BACE.
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