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BORN EXPANSION TO ALL ORDERS FOR THE 
HETEROTIC STRING · 

Arjun Berera 

LaW7·ent:e Dcrkc/cy Labomtory 

111111 

Department of Physics 

Unit,cr·sity of CtLlifomitl 

Berkeley. Califomia 9./720 

Abstract 

A perturbation expansion to all orders in loops is developed for the 

Es 0 Es heterotic string. A light-cone gauge Lagrangian is presented and 

applied within the functional-integral formalism of Mandelstam to com­

pute scatr.ering amplitudes. r nit.11rit,· is manifest and Lorentz in variance 

can easily be established hasPd ou pre,·ious proofs for the supet·strine; and 

bosonic string within the wmc•xt of thb formalism. It is shown that the 

determinant arising fmm rhe functional imegration associated with the 

compactified degrees is analytic. This. alon~; with its modular proper­

ties, gives a unique specification of it. npto an o,·erallmoduli-independent 

factor. 

·Tids work ,~·as supporll·d hy lht· llin·clur. Ollin· ol 1-:m•r~-;y Ht•st•ardt. Ollicc of High Energy and 

Nuclear Physics. Division of lligh Ent.'tJ;Y Ph~·:.;irs of 1 h(" t: .S. Dqmnment of Energy undt>r Contract 

DE-AC03-16SFOOmJ8 1t11d 1\itti011al S(·it'llrt! Fn1111dation umlt·r Ht.':it•nrch (;rant No. PIIY!)U-21139. 

L_BL L i bl·'a l""' y 

L\TnODCCTJO\ 

LBL-30777 
08/20/91 

The heterotic string 11) is a h~·hri<l of a 26-dimensioual left-moving (lm) bosonic 

string and a 10-dimensional ri~ht-mo,·in.e; (WI) ~uprrstriug. Sixt.ren of the lm bosonic 

string degrees propagate uu a torus whoM> clirect.ious are specified by the wuts of the 

Es 0 E8 Lie Gmup, ·'the E8 .::; E~ lattice'". All t.he ot.her degn.>es of this string li"e in a 

9+ 1 dimensional fiat spacetime. The spectrum of the theory has a massless spin-two 

·particle and the theory is an01i1aly free. These pwpert.ies make this theory a hopeful 

contender as a t.heory of gra\-ity interacting with mattrr. 

Despite the attracti\'e possibilities that. this throry has. talculations_o~ scattering 

amplitudes ha,·e been restricted to t.IU' ouc• loop kn•l \\·hich in fact \\·ere obtained by 

Gross et a/., 12) in their seminal work. .\lthou.l\h ,in principle their operator method 

should work to all orders iu loops. the task if formidable and has not. been clone. 

In this paper we present a La.e;ran11,ian appwach whirh is equimlent to the theory of 

Gross el a/. 11) at least to one-loop ordrr. Wit.hiu the pat.h integral formalism we then 

compute scattering amplitudes to all orders in loops. The 111ajor breakthrough that 

has opened the way for this calculation was made a few years back by f\landelstam [3), 

who obtained the complete perturbation expansion for the superstring. His important 

observation was t.hat the determiuam of t.he sujwrst.riug La.placian operator. which is 

needed in order to emupute thl' path iuw.l\ral iu the li.11htmnc gauge. ran he deduced 

solely by its anol~·tir and mcHiular propt•l'fil's. 

For our pnrposf'S this onJ,· gi\·C's rlw analnir portions of r.he determinant for the 

superstring sector of the het.rrotic strin.;. This sr.illlean·s the problem of determining 

the nonanalytic factors of the determinant. ,,·hirh in part.icnlnr mix the Jpft. movin~ 

bosonic sector with the right movin.~; superst.ring sector. \Ve also ha"e to adopt 11 

suitable Lagrangian for the mmpar.tified dPgn•es so r.hat they c-an he treated within 

a light-cone functional integral formalism. 

In section two of the pnper we intn><lnc.:c• il li.~ht nme Lal\ntn.(\ian for the heterotic 

string. Then in spc·t.ion r hn·P· r lw <·mi•pntilt.ion of r hr par.h iutc',gral is rarricd out. 

\Ve obtain. as om <'lid n•snlr. r hC' formula for rill' srattC'rin.g amplitude iu terms of 

known expressions snrh as prim<' forms ;111d Gn•pu·s fnnnio11s. I'hl'r<• are illso r.hree 

<1ppendices which han• hePn n•,c•rsn•d for"'""'' tl'rhuiralln<ltt.c'!'s which are indirectl~· 

related to om dl'rh·ation. 
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SECTION 2 

We will evaluate the following fnnctioual integral in imaginary timet = ir , where. 

T is Minkowski time. for the n-loop contribution to the scattering amplitude. 

A. = (const.) I D[TeichjD(ExternallDX DXe-IS,+S.,,II{I;(X, X)l{l 1(X. X) (2.1} 

In• (2.1) the total action S is written as a smu of the compactified s. and noncom­

pactified, S.c. degrees. 

where 

S = Sc + Snr 

Sc = 
4
1
lr I tltJlfiiaaX 1 Up XI 

s.r. = 4~ I tlpdpdv•apx 1 v,.x 1 

X1(p,p,tp) = X 1(p,{J) + ti•S1(p,p) 

a-_ D, +iDa 
p- 2 

a - a,- iDa 
p- 2 

a 
D.,=--:-+ 1/.•8 01/J . p 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

and I{I;(I{IJ) are the initial (final) wave functions nf the external states. X 1 and S1 

in (2.4) are the I-th component of the bosonic and fcnnionic fields respectively. For 

convenience later. we also will use the followin.t~nutation for the quadratic operators 

appearing in S. 

~c := Daap 

~.c:: DfiD,, (2.8) 

Sc is comprised of sixteen left-moving bosonic degrees of freedom which are com­

pactified on an £8 0 E8 lattice. S,c is comprised of eight left-moving degrees of a 

bosonic string and eight right-moving degrees of a superstring all of which propagate 

in flat spacetime. 

The Lagrangian in S, was ohtaine<l fmm thP follmdne; motivations. It. gives the 

desired classical equations of mot.ion for the hetrrotic string, as defined in the orig­

inal operator formalism ( 1 ). exr<'pt. t.har. it <tlso allows IT -independent solutions. In 

addition, using the standard canonical prescription. it gives the desired commutation 

relations. Hence, upon !tuautization. the fields arc promoted to operators. Observe 

2 

that the Lagrangian is invariant r.u chau!!,CS iu X which depend only on t. We regard 

this as a gauge in variance. To fix the gauge. rhe field nmfigurations will be restricted 

by the conditions. 

t diTX 1(u.t) = 0 
J 

(2.9) 

where the set { u;} contains one path which rounds each string in the diagram. 

In the case of Snc the Lagrangian is writtm in tenus of the superfield X. Observe 

that unlike the case of the superstring. our snpcrspacc does nut have a fennionic 

partner 1fi to p. 

In our problem we define a supercunfonual transformation as a regular supercon­

formal transformation ou 11' and I' hnt only a cunfonnal transformation on ji. It is 

important to realize the point here. that we do nut ha,·e to treat ji as the complex con­

jugate of p. To understand this statement. suppose first. for orientational purposes. 

that p, p, and 1/1, define the geometrical point with [J as t.he complex conjugate to p. 

Now suppose we choose to refer to ( p, 11•) by another set of coordinates ( p, ,j;) but do 

not affect our reference to [1. Then. for any field configuration X(p, U.'). althou,gh its 

functional form in terms of ( p, t}) will look different. 

X(p,ti'J = X(p(tb7·1.rl'(fi,u-·)) = X(p,J•J (2.10) 

the value of the action S.c. and so irs wei~hted amplitude. remains the same. 

This important property allows ns to <rpply au analysis similar t.o the one in 

Berkovits' paper (41 to the right-modng sector in S,c and inuuediately conclude that 

the present superfield formalism is e!tuivalent to the original component formalism 

of Mandelstam (5). The crucial step in such a derivation would be that one would 

need to make a super conformal transformation at the joining points to another set 

of coordinates which are defined in Berko,·it.s' paper. Hence, having l'Stablished su­

perconformal in variance for om La)lwngiau. onr proof of t>quiva.lence follows directly 

from Berkovits' analysis. 

To establish the equh·aleuce of r h!• snpPrfiPld formalism to t.he cmnpouent for­

malism is necessary since only in tit!- lau.rr has the proof of Lorentz im·ariance been 

established. The advanta~~:e of the superficld formalism is that the resulting t>quations 

are more cou,·enient t.o handle sinn• rlwrc is no !'xplidr appt>arance of the nontrivial 

interaction vertex opera.tor which is needed in t.hl' component form. For further mo­

tivation the reader is encour;1gcd to examine this n.>nex operator in i\la.mlelstam's 

original paper [5). 

:J 
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SECTION 3 

In tl!is section the amplitude is explidtl~· evaluated for the computation of the 

n-loop contribution to the scattering amplitude of N r.achyons. Amplitudes involving 

any other types of external particles can in principle be obtained from the present 

one by factorization. 

The first step in the calculation is to decompose the field for the compactified 

degrees as 

X' = x; + F~-'""'' (3.1) 

where Xp is periodic on all strings and .F,._,~·P rhan~es by n;; times the circumference 

of the i-th radii when rounding the j-th a--r~·dc. 1\" 1 is defined in terms of the radii, 

{R;,i = 1,16}, of the Es x Eslattice as 

I\'=~"' I 
J 127'';;t;R; (3.2) 

where ef is the i-th component of the projection vector for the i-th radii. 

In contrast to its properties around a-cycles. Fn-loop is periodic around all b­

cycles. The reason is so as to not overcount equivalent surfaces; our gauge constraint 

requires this. 

\Ve can write an expression for F,._,001, most simply in a mixed representation 

which uses both string diagram coordiuat.e5 ,, ami mmplex plane coordinates £ as the 

sum of three terms. 

FL,_ = Ff(Pl + FJ(t) + F((t) (3.3) 

~vhere 

F/([J) = t 2~r KJ [v;(z)- l'j(zo)] 
j=l 27rl 

n n 

Fj(t) =- 'L2~ri\j L T;jgj(t) 
j=l i:.l 

.. 
F.f(t) = L C/8(t- I;L)II(ti/1- t) 

•=• (3.4) 

ll'ith 

C/:; -:l f. <Ff + Ff)da 
Ut •ti-l!JClt: 

n; = 1 <Ia 
fn;-cyclt: 

-! 

and t;L(t;n) is the left (right) t-coordinate of the joining point for the i-th loop. 

The function F3(t) is needed in order that the gauge fixing condition (2.10) is 

satisfied for F. It is necessary that F satisfy t.his wndition independently since the 

other term. XP, already satisfies it. 

The functions v;, j=l...u. are the integrals of the one forms and f the period 

matrix on the surface. Explicit expressions for these functions and the transformation 

between the string diagram and the complex plane can be found for the Schottky 

parameterization in Re£.(6). In (3.4) the function g;(t) satisfies t:. ... g; = 0 and it 

changes by 1 when rounding the j-th b-cycle. Such a function exists in all cases 

although its representation can be a bit cumbersome to describe. 

One possible general form for such a function is, 

l ~For a1· <a< aon1 ljR-IjL 

g1(t) = t;L < t < t;n 

0 otherwise 

(3.5) 

where by continuation, g is defined elswehere. In particular there is no jump at t;n. 

On the z-plane such a continuation can be seen explicitly by using, as an example, 

the Schottky representation. In (3.5) t;L and f;n are chosen so that the next bound­

ary above a; is at the same value of a, denoted am; and so that this boundary is 

nonterminating between t;L and t;n· As an example consider the diagram in Figure 

1 for the cut (loop) which is labelled 2 where in this case a,., = a,1• 

Using the above decomposition of X. "·e now substitute into Sc. This leaves us to. 

consider, 

I.= 1 dadt8aX18pX1 = 1 cladt8,. (x: + F.~-loop) op (x; + FL,oop) (3.6) 

The right-hand side can he greatly simplified by Pxploiting the coordinate depen­

dences of F~o F2 and F:1• From this we obt.ain. 

I.= 1 dadta"x;aPx;- i 1 tlacltOaFf(jJ)o,(Fj + F.fl (3.7) 

We now observe that the term involving F1 vanishes as can be seen by noting that, 

D,F,f n 'L C/ l•~(f- l;d- {l(f- f;n)} 

<md i.. daD,.Fl(jJ)j,.L =.f. duD~FdPllr,R (3.8) 

5 
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We conunent that the final answer should not have depended on P1 since it is 

needed due to our specific gauge choice. 

Substituting for X 1 in Sc. ;md preforming the integral over the fields and summa­

tion oyer the E8 0 £ 8 lattice we oht.ain the following formula for the amplitude: 

A. = ( const.) j II rlrp II tla1 II dO, II d{J.d1
"-

2 {dN QdN Q 
p q r s 

xMc-ti .U;;
0
4L( r."ii.O,O) 

exp [-~ L Pn. P.J Xnc(Qa.Qo;GiJQ,J)] 
o>ll 

(3.9) 

where 
r.; a= 1 ... 211- 3 

8.; a = 1 ... 211- 3 
(3.10) 

a.;n = 1 . .. 11 

;J.; (I = 1 ... 11 

are the set of real string diagralll coordinates, 

{.;a= 1 ... 2n- 2 

are the odd moduli parameters. 

Q.;(f= 1 ... .\' 

are the joining points of t.he external states. Jl, and ;line are the determinants of the 

regularized operators: Jlc = det.~~c· :-'Inc = det ilnc and the Green's function Nne 

satisfies 
opD •. X .. c(fl,p, ~•.p'.p', v'l = 2:ri(~·- t-')~(p- fl')b(p- p') 

(3.11) 
+ Fnc(p,p,~•) 

We also define the Green's function .. Vc associated with the rompactified degrees 

which satisfies 

oaopNc(fl,p') = r.{o(p- /)~(p- p') + Fc(P) (3.12) 

Although N< does not ;uise expliritl.\· iu the amplitude for Tachyons presently be­

ing computed, it will be n<'eded h11.er in our dPrh·ation II' hen w~ comJmte t.he measure 

factor. In the above definitions t.hc functions F. nnd F.,c arise hecause the quadratic 

operators n, and ~ .. c ha,·e zero modes and therefore have illdefined inverses. 

6 

L(T.ii.z;,Q;) in (3.i) is the lattice sum o\·er the £ 8 0 Es lattice. We define it 

more generally as. 

[ 
" .\" CJ' " ] L(r,ii,z;,(J;) = . L exp i;r L l\fr;;l\) + L ;r; L K/v;(.::,) . 

h~E,0E;. r.J=I r·=l · r r=l 

(3.13) 

Where. for our case of Tachyon scattering. w•~ st•t all the Q. equal ~o zem. 

The Modular properties of L( r, ii, ::;, Q;) can he deduced hy using the genera­

tors of Sp(2,Z) which are given in i\Iumford (1). page ( 189). Under t.he i\Iodular 

transformation 

r __, (Ar + B)(Cr + D)- 1 (3.1..1) 

we find 

L (<Ar + B)(Cr + D)- 1 .(Cr +D)-I r. Z;,Q;) 

= det(Cr + D) 112 exp [i~rii1 (Cr + D)- 1
;1] L(r.ii . .::;.Q;) (3.15) 

We will now calculate the explicit expressions for the Green's functions and mea­

sure factors for the compactified and uon-romp;tct.ified deP,r{'es in that order. 

The specifications for Nc are that it satisfies equation (3.10) an,t that it be periodic · 

around a- and b-cycles. Such a function can he expressed as, 

Nc = N" + JVII) + JVI21 (3.16) 

where 

JVI 11 =- [8(t- t')N"(ji,{JJ.) + 8(t'- t)X"(p,pn)J 

with 
PLtm = -iiTI.tlll + ''·tHI 

ITL = !l/1 =a' 

ft =-·X 

'" = +oe: 
and 

Nllt = f d11"oN"(I1~~,' IT". I') [N"(11". t'; pL)- N"(a", t'; tin)+ 9a•(11")j (3.17) 

and JV• is the antianalytic portion of t.he usual n-loop hosonic Green's function. 

A.11;ain. as c.onvcnit>nre mandates. a mixture of tl ;mel : <·oonlinat.l's arc usetl. 

The function x· alone produces the dPsirccl ,1-funct.ion sin)\ularit.y at {I = ii'. 
howe,·er it has t.\\'0 nnclrsirahle ft'atnrPs ll'hirh ar<' mrrPrt.l'd hy adding N 1 and .Yl to 

7 
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it. The pmblems with N• is first that it produces a logarithmic .iump along a line 

starting at {J = {J' on the string diagram ami st>cond t.hat it is not periodic around b­

cycles. Both these problems are almost fully corrected by adding JY(Il to it. It should 

be noted that both these problems occur with rt>spcct to either the {J or p' coordinate. 

In the following we will carry out our discussion in terms of the p coordinate. 

For the sum N• + Nlll, it is possible to define the logarithmic jump on the jj 

plane so that it never lies on the string diagram. Furthermore, the sum of thell!l 

two quantities. although still not periodic when p rounds any b-cycle, will change 

by a. function independent of p'. This in fact is sufficient for the defining properties 

for this Green's function, since we can always define these jumps at each loop to he 

independent of cr. Stated differently, we ca.u rid ourselves of these jumps by adding 

to the Green's function (3.16) a cr independent function which jumps by appropriate 

compensating values at each loop to offset the jumps which are present. By adding 

such a function to equation (3.16), (3.12) would still be satisfied. 

However. N• + Nl 1l is not the desired GrE't'n·s function because this function has 

a jump at t = t'. In particular. as you cross from t = t' - :: to t = t' + c, there is 

a discontinuity arising from Nl1l. It is the purpose of Nl2l to remove this jump so 

that Nc is smoothly defined on the entire string diagram as is necessary to satisfy 

equation (3.12). By examining Nl2l one sees that the first two 'terms in the bracket 

N"(cr", t'; fJL)-N•(cr", t'; {Jn), correct the discontinuity produced by Nl1l. However the 

functions N"(cr", t'; i'JL) and N"(cr", t'; iinl. in .Yill are not defined on the same branch 

as the ones in Nl 1l. In our case the branch cut for N"(cr",t';pL)-N"(cr",t';pn) in N• 

runs between p = PR contrasting the case of .\'•-Nl1l. This branch cut introduced by 

N"(cr", t'; iid- N"(cr", t'; iin), in Nl 2l produces another jump which g.,.(cr") removes. 

One important property of Nc which will be useful later we will quote here. When 

the two coordinates fl and p' are set <'qual to l'ach other. the sum of the nonsingular 

terms, i._e., all but the terms which go as ln(p- ii'), in 1\'e ('Onspire so that only N• 

remains. 

We also point out here that only the antianalytic part . .\'•. of 1\'e would survive in 

the momentum dependent term of any scattering amplitude because of momentum 

conservation. However. this point is not of importance for the specific amplitude we 

ru·e presently computing. 

As a final remark. although om discussion has singled out the p- coordinate, 

observe that the function we added to J\'0 • ;Vl 1l+;Vl2l, introduced only cr'-independent 

discontinuities when considered as a function of the t1' coordinate. This means we 

s 

could add a similar function with the mles of ii and {J' reversed and construct a 

symmetric Green's function in fl and jl which satisfied (3.12) with respect to both 

these coordinates. 

Before proceeding to constmct .\/e. it will he necessary to t.ransfonn to a "new" set 

of complex string diagram coordinates first introduced by ?.landelstam !Sj. Although 

the "old" string diagram coordinates (a, J, r. 8) are useful for their- graphical inter­

pretation, they are not complex analytic coordinates. The definition of both types of 

coordinates for the bosonic string and superstring are given in Appendix A. In our 

case, due to the asymmetry of the right-moving superstring modes versus left-moving 

bosonic modes, the Jacobian between the two sets of coordinates is different. The 

derivation is given in Appendix A. We find 

2'--3 n ln-3 1 II dr: II da II r/8 = --dJn-Jy d.ln-Jf' 
r=l r •=I • t=l 

1 IT- fl -~ 8 

where we will use the definition 

T-r 
Im'r = ~ 

(3.18) 

(3.19) 

with T and f being the period matrices associated with the rm superstring and lm 

bosonic string respectively. 

We now proceed to compute the measure factor Me. To do this we use the ob­

servation by Mandelstam (3) that it can be determined soley by its analytic and 

modular properties. We must therefore establish the fact that Me is analytic with 

respect to the Teichmiiller parameters {f'8 }. We do this by showing that an infinites­

imal change of life, {),Me. is analytic with respect 1.o an infinitesimal change in any 

of the Teichffiuller parameters. We use the st.andru:d formula applicable to any linear 

operator 0 for the variation of In 0 

~Ina= r.ov-• (3.20) 

and 

blndetO = b(TrlnO) = Tr(li00- 1 ) (3.21) 

Since the operators we are dealing with require regularization, equation (3.18) is 
not a complete formula for the ,·ariation. because it. assumes that the trace can be 

defined without regularization. Howen•r. careful analysis which takes the ordering 

into account shows t.hat uah·r use of !'qnation (3.21) is allowed in this situation. In 

all subsequent discussion. it is to he nndPrstood that \YP an~ discussing the regnlru·ized 

operator so that implicitly. the Jll'!'!'SSai)' snbtnu·tions art> always done where needed. 

!) 
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Any infinitesimal vadation of the Teiduuiiller parameters can be affected by a 

suitable coordinate transfonnation Po -+ ,,.,. One possible choice which generates all 

the desired variations is 

where 

{ 
Po+ cG(to) For t1 < t. < t 2 ;ud < u < u., 

p,. = 
Po Otherwise 

fo- l1 
G(to) =----:;-- iUUl tl.t = tl- t. 

!.J.t 
(3.22) 

where for definiteness one can imagine this as a relabeling of the coordinates of the 

string diagram. The limits for u in (3.21 ). u,. and Ud, are always at two edges of a 

string, either cuts within the diagram or the ends of the diagram. where, in particular, 

these points are identified. Therefore the transformation (3.22) only changes Po on 

some retangular region which is part of one internal or external string. Examples 

of such regions ru·e shown in Fig. 2. Implicitly it is to be understood that the 

transformation (3.22) does not jump at ft and t2 since one re-defines all functions as 

consisting of two parts that ru·e identified at these boundaries. 

From ( 3.21) we obtain for the quadratic operator ~c. 

where 

1 
5 Tr Inti, = - T1· [6flcNc] 

II' 

Eotic = 5 (o,..D,;.) = D,..D;.. - D,.D,;. = -c(Dp.G)D,.Dp.- c(Dp.G) o,..D,;. 

+0(c2
) 

(3.23) 

Substituting for iJ,..Dp. in (3.23) we want to establish that the resulting expression is 

antianalytic with respect to the Teichmiiller parametPI'S { f8}. In particular that it is 

only a function of c and not c. In fact. the c-dependent term in ( 3.23) will be removed 

upon regularization. The remaining possible u·ouble arises from the fact that both 

Nc and the term containing G(t) in (3.22) involve nonru1alytic <1uantities. 

In order to show that they do not appear in the variation we first argue that Nc 
appearing in (3.23) ran he replaced hy only I\·•. For t.his. recall that in. order to 

take the trace the mle is t.o first ~et the prime coordinates equal to the unprimed 

(this is after regularizing which is essential equh·alent t.o the prescription of ignoring 

the singnJar terms) and then integrating over the unprimed roordinate. Now, when 

one sets t = t' we can use the pmperty already stated above and can replace the 

10 

nonsingular part of N, h~· just the nousiugular part (111<'<\US all but the part behaving 

like ln(p- p')) of x•. 
\Vhat then remains in total for r.he variation is the Pxpression. 

c j'' ' l>lndettl., =:-A dtF(t',t")l,.=,"=• +(analytic in Teich) 
2w.t ,, 

(3.2~) 

where 

1"• 
F(t', t") = du IDaD,;N"(u. t',u". I")] la"=a 

"• 
Recall that in the above formulas, it is understood that we only consider the nonsin­

gular portion of JV•. The variation of the singular part. which goes as ln(p- p'), is 

absorbed in the reJ!;ularization so we <·a.n ignore its effect. The only fa use of nonana­

lyticity in this expression is the appareut dcpcnclcnce on 11 and l2. We will show that 

it' is in fact independent of t 1 and t 2 hence t•stablishiu.e; analyticity of Eoln tl., with re­

spect to the Teichmiiller parameters. Obsen·p that by applying the Cauchr-Riemann 

equation we have 

(0, + D,. )F(t. t') = 0 

since 

!."• f."" du(D1 + D,.)N"(u,t.u',t'lla•=a = du(D,. + D,..)N"(u, t.u',t')l,.•= 
ad ad 

J."· = duD,X"(fT,f.u.t') = tl..,,.v• = 0 
"·I 

(3.25) 

where LlN., is the rhru1ge of .Y• arouud t.he jt h n-ryde. which is zem from the knowu 

properties of JV•. This means the integral on-1· t in (3.19) simply gi\·es the length of 

the interval, tl.t. which cancels with the same qua.ntity in the denominator leaving 

only c/2, an antianalytic quantity. 

\Ve now turn to the uoncompactilied sPciUr and rnnsider the ronstrurtion of the 

Green's function. We write the result as a smn of three terms. 

Nne = Nn + Ns + -"""'' 

where NB is t.he antianalytk ponion of t.he u~ual husonic GrPen's function. Ns is the 

superanalytic portion of the superst.riul\ Grcf'u·s funrtion. 1111d .\'.,.,,. is a nonaualyt.ic 

piece whirh is dPfined so t.hat S,, ha~ the l'OJH'n lH'riodirity propenics .. \n applica­

tion of t.he nil'lllllllll Dilinear nl'lations (';]II l':'lilhlish thl' hl'llll\'ior of .\'8 + -"R under 

t.ransfonnations around a- and h-c)Tles. This then gin·s t.ll(' specifications needed of 
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N ...... The appropriate function one finds is: 

.v ..... = ;
1 L [(t•,(zl + Jt,(:.t•l)- (t•,(z') + Jt,(:'. ~•'J)j 

1T r,• 

T -)-' 
X ( ~ T '' 

x [(v,(z)+Jt,(Z,t;'))- (v,(z')+JI,(z'.~•'l)j 

(3.26) 

where the functions ii and JL are the integrals of the 1-forms for the lm bosonic sector 

and 1/2-forms of the rm superstring sector respectively. 

We now turn to the computation of the measure factpr M,.c. \Ve use formula (3.21) 

to study the ,·ariation of In det Jl,.c. Of course t.he trace operations now adhere to 

the standard rules of superspace. It is again possible to use just the naive expression 

(3.18). The other terms which would arise iu the variation (not shown) do not affect 

the result once both the original and varied operators are appropriately regularized. 

We then find. 

c5lndet Mnc = T7·(6~ncNB) + Tr(li~ncNs) + Tr(b~ncNnonl (3.27) 

One can establish by an analysis similar to that for Me that the first two terms above 

are analytic with respect. to the Teichmiiller parameters. Then, by 1\fandelstarn's 

trick, we can write clown the explicit expressions arising from these two terms which 

we will denote by Mtm and M, where JI,.c = .U,,...U,!II,..,. . .ll,,.. \\'ill be, up to a 

constant, the bosonic determinant aJI(I JI .• will be the analytic portion (right moving 

part I of the superstring determinant already uhtainecl by 1\Iandelstam [3]. 

The computation of M., • ., arising from integration of the third term in (3.27) must 

be done explicitly. 

\Ve now turn to this calculation. After operating on N ..... hy (3.21 I and setting 

(p', p', 1/J') = (p, p, IP) we get 

<A v (- - 'I [86p" [)l!p[) D OLlnc~ non p, p, 1p; p, p, 1/1 = {)p .!..lu~ + {)p p If· 

abu•a D --D1 D ' a a-+ -i)- ,. ,. + D,.,\p ,; + u·••P P P 
(J 

(3.28) 

+D.;.b~·8i>D,.- bt'·upa,] N.,,.., 

Recall now from ( 3.11 I that N,.c is not act. nail~· t.he inverse of ~ ... >o we must be more 

careful in the analysis of (3.281. Iospeetiou on N,., ~bows that the function F .. c in 

12 

(3.111 arises from theN ..... term. Specifically 

F,.c(p. p, ~· l = Di>D, .. Y,..,. (3.29) 

In principle, we could coustrtuct the "true .. Grt-en ·s Function by adding to Nne the 

term Nfir given as. 

N (- ') 1 J., (- ' -1 I ·"')F. (-' I '')d·"'d 'd-1 fir Po p,!p = 
2

11' Hnc Pop, lp; P 0 P, 'I' nc P, p, lj.' W P p 

1 F. (.. •1•)jd-ld 'd •IF. (-I I 'I) - 211' nc Po Po 'I' P P lj.' nc P • (J , t;: 

(3.30) 

This term will replace Fnc(P) from the right hand side of (3.11) by a constant. At 

least a constant must appear in addition to the 6-function. since the operator ~ .. c 

has no inverse due to the presence of a zero mode. For purpose of computing on-shell 

scattering amplitudes there is ue,·er a UL>ed to explicitly write down this extra term. 

Nfiro because of the momentum cousen·atiou condition. Even though both Green's 

functions give the same amplitude, one must keep in mind the extra term. N1;r, when 

treating variations of the operator ~nc as we are doing. 

From these considerations what emerges is that any term in (3.281 which is pro­

portional to ~ ... should be ignored, since it would nut have appeared had we used the 

"true" Green's functions. In particular the first term on the right hand side in (3.28) 

is ignored. We now show that the last three terms in (3.281 are also to be ignored. If 

we consider these three terms in isolation, they ru·e: 

-if I= 211' dpdpdrp [(D11.c\p8p8;; + D,.bv·D,.Dt>- ,lrJ·81>8;;1 N,. ... J,, .. p'.w'J=It>.p.••l (3.311 

We will choose to make the ,·ariation of tl-•. lo~•. uot independent of bp but rather given 

by, 
~·[)lop 1 

,II!• = D0.bp--- + O(b ) . 2 [)p (3.32) 

We are free to impose such a restriction as long as it can generate all the clesired 

Teichmiiller deformations. Iu Appendix C we show that this is possible. Observe 

that our choice would just correspond to the restrictions imposed by superconforrnal 

transformations of the (p.l/•) coordinates had it. not been for the fact that bp depends 

on both 11 and {J. Iu fact relation ( 3.32) wit~ moti\·;ucd by this correspondence and 

was done so as to simplify (3.28). Howe,·<•r thb ~hould uot he nmfusecl with a super­

conformal trausfurmation since. in fact. pcrfonniug only conformal or superconformal 

transformations cannot induce Teirluuiiller dcfonnations. l'sing the above relation 

13 
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and substituting for b~• in 13.31} we are left with 

-i j _ [( . . ifJ uop ) , ] I= 2;; dpdpdr/.• v •. b~;•a •. ap + 2Tapap ''non -
P (p',p',"''l=(p,p,,P) 

(3.33} 

Again using (3.32} for b,P in the first term above. we get 

-if 1 . 
I = 

2
11' tlpdpcl,P2 D •. DpNnon (3.34) 

which, from what we said earlier, must be ignored. 

Hence we find for the nonanalytic portion of det Unc the relation. 

-i J - [(aop 001/.1 - ) ] olndetUnon = 2 dpdpdlb {FapDoJo + Ta •. D •. + D.,opapap Nnon 
11' p p (p',p·"'' 

(3.35) 

The area integrals can be converted to contour integrals to give, 

bl d u = +i ~ { i -f. I d·'·2 (' Ui'· ",,all•) (Im'r);;;' D n et non 2 L.. ( p 'I' up a + v~ 8·'· 8 .Pill 
11' p=l 2p lp p 'I' 11' 

i -f. d-26_av, (Im'r);;;
1 
av,} + P P a- 8 ,_ 

2p lp p 11' up 

(3.36) 

The variation of the coordinates (6p, 61/l) induces variations in the period matrix JS 

discussed in Appendix C. t:sing those results we get. 

and therefore 

. " { 1 -
2
1 

(27ri) I: i dpd~•-bTv,(lm'r)-;,1 D.,ll1 
11' p=l lp 411' 

- 1 ilp~!Jrp,(lm'r)-;,'ai>llt} hp b 

= - 1
-· (27ri)2(6T- b;:} (Irn'r),p 

811'2 po 

= o(Irn'r)p,(Im'r),p 

deL~non = det(Im'r) 

(3.37) 

(3.38) 

We can now combine our results for the u-loop contribution to the scattering 

amplitude and write it. as, 
3n-3 2n-2 N 

.4.,. = (const.) j II c/Y~llfJ II 11e II tLq..,Q.., 
1::1 f=l m=l 

:\lc-S JI,~~ L(f, P. 0. 0} 

exp(- ~ L Pn · PfiNuc (CJn,(Jn; QilQ!l)] 
- n>d 

(3.39} 
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CONCLUSION 

The derivation we have given is for the even spin structmes: howe,•er. there are 

only slight modifications for the odd spin structures which we will briefly discuss 

now. The form of the final formula for the scatterinp; amplitude would be similar to 

(3.39) except there will be additional factors in the integrand which arise' from the 

zero modes of the external particles. This can be handled by the same procedure 

as Mandelstam has used in the case of the superstring [3]. Aside from this, the 

main problem· is that there does not exist a set of holomorphic half-forms for odd 

spin structures. The analogue for even spin structures were essential in constructing 

needed expressions such as the Green's functions. This problem can be overcome 

by using a set of half-forms constructed by D'Hoker and Phong !9] which have one 

pole. Mandelstam has shown in the case of the Superstring that the final eJq)[ession is 

independent of the position of the pole. His reasoning can be extended to the heterotic 

string with only slight modifications due to the differences in the nonanalytic pieces 

of the determinant. Hence the scattering amplitude for the odd spin structures can 

also be computed. 

One might ask at this stage what is the use of an explicit formula for the string 

scattering amplitude. Clearly at present experimental energies there is no evidence 

indicating that strings are relevant, at a fundamental level, to the theory of elementary 

particles. On the other hand, the search for a consistent S-matrix. arising from 

a local field theory, still remains the basic theoretical problem in particle physics. 

In this light, string theory is a theoretical experiment based on hopes that it may 

resolve the shortcomings of conventional point-particle field theory and give a correct 

description of nature. Whether these hopes are to he realized or not. eventually rests 

on understanding what statements the theory has to make about the measurable 

quantities of particle physics, central to which is t.he scattering amplitude. 
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APPENDIX A 

In this appendix we derive the Jacobiau r.rausformation matrix between the real 

string diagram coordinates and the "new·· complex coordinates which will be referred 

to as the complex moduli parameters 

Let WB (ws) denote the one-(half-) form that gh·e the real n-loop stdng diagram 

coordinates by the integrals, 

Ctu(B) = -
2

1
. 1 w(B) I'= 1 ... II 

s lTI J.~. s 

J.(s) = ~ 1 ..,·(~) 
5 -1fl JH. . ... I'= 1 ... II 

/,

/1,. 

r.,1 s) = Re '''('~) 
~ u .. 

(.41) 

I'= 1 ... '!11- 3 

f
it. 

(},,(") = Im . "·'(n) I'= 1 ... 211- 3 
s a.. :\ 

16 

The complex moduli parameters {15. 1 id are defined through the following integrals. 

1 i ..: .. . -q __ """'.'; 
} .5 = 2lTi Bq q = 1 ... " 

}-,q- -1 i ~ 
B = -

2 
. '"-'B IJ = 1 ... II 

lTI Bq 
(.42) 

/,

P. 
yn+,. ::: ;;S 

S Po 
I'= 1 ... 211-3 

/,

P. 
fB+r =: ~R 

P. 
I'= 1 ... 211-3 

The definition of the complex moduli parameters in terms of the real string diagram 

patameters is uniquely given by requiring that the integrals of "-'B and ws around 

a-periods remain unchanged. This means. 

bsws = ""''s - L: ba9u.•;{ 

(.43) 
bBWB = /IIAJB - L ba_w: 

These equations gh·e relations between t.he infinitesimal change of the complex pa­

rameters and the real patameters in the form. 

lil-1 = A 1 (l·;;:s = (l:Jq - L borTrq 
_;rz Ta., , 

/I}'J = .;_1
. 1 ::_. = -btl• + L bettfr9 

_;,IJB., f 

rp· s 
bY5* = }, bws =/IT,- iM,- L C,iai 

P, j 

(.H) 

rp· 
ll}7j+' = }, r\wB = (lr, + ibH,.- L c:,bnj 

P. J 

Hence the .Jacobian iti. 

IT da IT t!J IT dr IT r/8 = .J IT tll-~r/18 

with 

.!= [<~et(T-f)r' (.45) 

APPENDIX D 

li 



"' 
...-. 

In this appendix we will show that a d1an•\e uf mordinates 

flo---+ p,. =Po+ ~fl(jjo,flo.t'o) 

ilo---+ iJ,. = ilo + ,Sr)(iJo,flo.t'o) (Bl) 

1/Jo --+ 1/in = 1/•o + l>~•(iJo, Po· t'o) 

induces the following changes in the period matrices 

. 1 ~A f. 1 av. av. , 5r., = - 2 L.. - ~P-=-=••fi 
4ll' p=l 2p. lp. {)p 8p 

5T •• = -~tl -f. tlptN•(bp 0011'+loif• 001~·)v"'''• .!Jr p=l hp. lp. p Ill 
(B2) 

To show this, first observe that a change of ('Oordiuates implies that the function v, 

and Jj, = 1 ... n. which are the integrals of the 1-forms in the bosonic sector and half­

forms in the superstring sector respectively, will change. The new functions (denoted 

by v~ and Jj~) associated with the new coordinates are related to the old functions 

(denoted with no superscript) by 

v~(Pl = v,(p- bp)+ 

2~i j d2 it 0~N8(p, p; p', p')[opt•,(ft- bp(p, ,,,li•)JI1,;,p,.,1=1;;•.p'."''l] 

/1~0 ((1, CiJ) = Jl,-({J- ,lp. ~·- ,It• J+ 

~ jd2p'dw'D.,.N~c(P, v•.p', 11/)[o;;JI,(f/
1

- ~p. ~;.'- ,1!1J)I1,;.p,.,l=(;;'.p' . .P'I] (B3) 
-irl 

where N:c is the Green's function defined in Section 3 equation (3.11) without the 

nonanalytic piece and 1\'8 is the analytic plus antianalytic portion of the usual Bosonic 

Green's function. These relations are ol?t-ained hy rhe eonditions that v;'(jj~) be 

antianalytic (superanalytic) with respect to p(p, ~·)and that they have the appropriate 

periodicity properties around all a-cycles. 

The transformation properties of the function t•;'(Jt;' I around h-cycles will now 

determine the new period matrix. ~otP. that to ronnd the s-th ~>-cycle in the new 

coordinates means for the p coordinate for Pxampl('. 

tlts + bp(iits.PlS· t'1sl ___, P2s + Ni!tiiSofiiS·';'2SI (B4) 

when 

tlas --+ ths· (B5) 

IS 

is the corresponding transformation in the old coordinates. Hence we obtain for the 

change in the period matrix, 

•- -i jd2-,a ·[v· .. ·, Y"(-· -,,]av.ohp 
vT,, = 2ll'2 p q 0 c ((12S·fl I-' c PlS·P up liP 

{JT, j J d2 'd•"' D [N" ( 1 ') N" , , ')] ( UJlr (){Jp OJjr 8{!1/J) 
r•= 

4
ll'2 P 'I' ¢' nc P2So~'2SoPoi/J -. nc(f/lSolPISoPoi/J liP Op + ()1/J Op 

(B6) 

where we have expanded v, and Jj, to first order in bp and (5p, 51/J) respectively. Using 

the transformation properties of the Green's function around b-cycles, we then obtain 

the relations in B2. 

APPENDIX C 

We will show in this appendix that given any arbitrary variations of the Te­

ichmiiller parameters, we can find a suitable 'function 6 p(p, p, riJ ), with 5u• determined 

by the constraint (3.28), which will induce this desired change. The main issue 

concerns the joining points where an odd and even coordinate must be changed si­

multaneously. 

We recall first the definition [31 of the odd coordinate. J•., at joining point s is 

related to the behavior of the string diagram coordinate 11• by, 

1/J = l'• 
(p- [i,)l/4 + 0 

0 0 

(C1) 

where p, is the value of the even coordinate at joining point s. Suppose we want to 

change{!. and tb. by arbitrary given values. hp, and tJJ•, respectively. Our problem is 

to show that we can find a function bp(p, p, ljJ) such that. 

bp(p,p.~·ll· = {op. 

!P- fi,l' 1'b~·(ii,p, ~·II.= l>tb. 
(C2) 

where the function bl/l is determined hy (3.28). Here and elsewhere in this appendix 

the symbol!. is to mean the limit as the argumeur.s approach the joining point s. 

To show that this is possible first ll'ritc ,1,, as. 

l>p({J. (1, t') = /IJ(p. fl) + l'fll((i. PI (C3) 

19 



) ....... _ ...... 

l'sing (3.28) and (C1) we then have. 

. 1 ' iJpl - 1/4 
a. fn/J, = 2V'• iJp 1, + (p- fl,) Plio 

1 ''( . li/1Dp,l +-v• p-,J, -' 2 Dp 

b. fip, = Pdo + ( (p _J~,)'/4 + lll(p- p)114
) P2l• 

We can further always·write P1 and P2 as 

a. p!(p,p) = Ple(p,p) + if•,fJio{p,p) 

b. Pl(p, p) = Plo(p, p) + 1/.~.Ple(P, p) 

c. fJ,jJ, = bl + ll~.bl 

d. fJp, = C1 + ~1 1C·j 

(C4) 

(C5) 

where the above decomposition is not necessarily unique. Using the above expressions 

we can write ( C4) as 

' . . [ 1 iJPiel . It• I ] a. vt/J, = 1/J, 2ap , + (p- p) Ple, 

+ (p- p,) 114P2olo 

b. fip, = Plel• + 1/J'(p- Pl114P2olo 

• i, [ I Plo I . '( • )1/4 I ] + '~-'• Plo • + (p _ ri, )114 • + 11• P- p, P2e , 

We now make the following specifications for bp. From (C6a) let 

Dp1, 1 - 2b 
-.- 'l Dp 

fi2el. = 0 

(p- p,)1f4P2olo = IJ1 

(C6) 

(C7) 

By this procedure we find that P2o is singular at joining point s but that Pie by choice 

is not. We now take advantage of the fact that one is still free to fix the function p1• 

and p1e at joining point s to allow us to satisfy ( C6b ). We make the choices. 

l'lel• = C1 - t:.'(tl- J},) 114P1ol• 

/)lo 
filol, = C2- ( . )1/-1'' p-,1,, 

20 

(CS) 

which means in general the p1• is also singular at joining point s. 

The above accomplishes our task of constructing ~P locally about all joining points. 

The local construction of l!p for the 1·emainin~:~ e,·cn Tciduuiiller parameters is straight­

forward since b!i• is not needed. Hence "·e han~ established our claim. 

AGURE CAPllONS 

figure I: String diagram wilh lhree culS (loops). In the region a1 < a < a3, 1L2 < 1 < 1R2 1he function 
g >(I) ( see text equation 3.5 ) is non-vanishing . 

figure 2: Shaded regions a and b are examples of rectangular regions as discussed in the text regarding 
transformation (3.22). In region a the upper boundary is a cut and the lower boundary coincides with 
the boundary of the sDing diagram. In region b both boundaries are CUIS. 
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