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Quantifying the absorption and reduced scattering
coefficients of tissuelike turbid media
over a broad spectral range with
noncontact Fourier-transform hyperspectral imaging

Tuan H. Pham, Frederic Bevilacqua, Thorsten Spott, Jan S. Dam, Bruce J. Tromberg,
and Stefan Andersson-Engels

Absorption ~ma! and reduced scattering ~m9s! spectra of turbid media were quantified with a noncontact
imaging approach based on a Fourier-transform interferometric imaging system ~FTIIS!. The FTIIS
was used to collect hyperspectral images of the steady-state diffuse reflectance from turbid media.
Spatially resolved reflectance data from Monte Carlo simulations were fitted to the recorded hyperspec-
tral images to quantify ma and m9s spectra in the 550–850-nm region. A simple and effective calibration
approach was introduced to account for the instrument response. With reflectance data that were close
to and far from the source ~0.5–6.5 mm!, ma and m9s of homogeneous, semi-infinite turbid phantoms with
optical property ranges comparable with those of tissues were determined with an accuracy of 67% and
63%, respectively. Prediction accuracy for ma and m9s degraded to 612% and 64%, respectively, when
only reflectance data close to the source ~0.5–2.5 mm! were used. Results indicate that reflectance data
close to and far from the source are necessary for optimal quantification of ma and m9s. The spectral
properties of ma and m9s values were used to determine the concentrations of absorbers and scatterers,
respectively. Absorber and scatterer concentrations of two-chromophore turbid media were determined
with an accuracy of 65% and 63%, respectively. © 2000 Optical Society of America

OCIS codes: 170.0110, 170.7050, 170.6510, 070.2590, 120.3180.
a

1. Introduction

The absorption and reduced scattering parameters
~ma and m9s, respectively! of turbid media, such as
issue, can be used to characterize its composition
nd structure. For instance, ma and m9s of tissue can

provide information on a variety of physiological pro-
cesses. Wavelength-dependent absorption is used to
quantify the concentration of biologically important
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chromophores, such as hemoglobin, myoglobin, wa-
ter, fat, and near-infrared-absorbing drugs.1–5

Wavelength-dependent scattering properties offer in-
sight into the composition, density, and organization
of tissue structures, such as cells, subcellular or-
ganelles, and connective tissue–extracellular
matrices.6–10 Since changes in these components
generally accompany pathologic transformations and
physiologic processes, techniques for noninvasively
quantifying ma and m9s in vivo have generated intense
interest.

One approach for characterizing ma and m9s of turbid
media is to use spatially resolved, steady-state dif-
fuse reflectance. Two strategies for spatially
resolved reflectance measurements of turbid, semi-
infinite media have been demonstrated: contact
probe detection using fiber-optic arrays11–15 and im-
ge reflectometry.16–19 Systems based on contact

probe detection often have the capacity to measure
the reflectance for a continuous range of wavelengths
but require that the detection fibers touch the tissue.
Imaging reflectometry has the advantage that mea-
surements can be performed remotely. Noncontact
1 December 2000 y Vol. 39, No. 34 y APPLIED OPTICS 6487
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detection can be particularly useful in clinical set-
tings where fiber-optic probes may contribute to a
number of problems, including contaminating sterile
fields, altering regional tissue perfusion ~through

robe-induced pressure!, and increasing measure-
ment uncertainty that is due to irreproducible fiber–
tissue coupling.

When a light source is launched onto tissue, diffuse
reflectance signals close to and far from the injection
point do not have equal sensitivity to bulk media
optical properties. The reflectance profile close to
the source, i.e., approximately less than 1 transport
length ltr 5 ~ma 1 m9s!

21, depends strongly on the
phase function, anisotropy factor, scattering proper-
ty,20,21 and source volumetric distribution but exhib-
ts weak dependence on absorption.15,21,22 Far from

the source ~.5ltr!, diffuse reflectance profiles depend
significantly on absorption but less so on the phase
function and source volumetric distribution.22,23 In
addition, photons that are diffusely reflected close to
the source mainly probe superficial regions of the
medium, whereas photons reflected distal to the
source have diffused into deeper regions.24,25

Accordingly, parameters such as scattering and an-
isotropy of superficial regions may be optimally char-
acterized with diffuse reflectance information close to
the source. Diffuse reflectance profiles far from the
source may be optimal for quantifying the absorption
and scattering properties of deeper regions. Thus
source–detector separation, i.e., the distance be-
tween the source and the location of light reemission,
is an important parameter to consider in analyzing
diffuse reflectance images.26

Imaging reflectometry systems often have limited
spectral range, typically consisting of only a few dis-
crete wavelengths.16,17,27 For many tissue applica-
tions, broad spectral dynamic range is desirable.
This is because detailed absorption and scattering
spectra can be used to determine the physiological
and the structural properties of tissues and are diag-
nostically valuable in characterizing pathology.28–30

Calibration procedures are generally difficult and
complex, since the instrument response depends not
only on the spatial and the wavelength performance
of the CCD but also on the point-spread function of
the imaging system. Consequently, techniques that
extend the wavelength dynamic range and facilitate
rapid, accurate calibration are of considerable inter-
est for spectroscopy and imaging of turbid media.

In this study we investigate the feasibility of using
diffusely reflected hyperspectral images to quantify
ma and m9s over a continuous and broad spectral range.

Fourier-transform interferometric imaging system
FTIIS! is used to collect hyperspectral diffuse reflec-
ance images from tissuelike phantoms containing
ntralipid ~a light-scattering fat emulsion! and ab-
orbing dyes. We fit Monte Carlo simulations
o measured image data to characterize the
avelength-dependent optical properties of the phan-

oms. Wavelength-dependent ma and m9s are used to
uantify, respectively, dye and fat emulsion concen-
rations. Additionally, we examine how the range of
488 APPLIED OPTICS y Vol. 39, No. 34 y 1 December 2000
source–detector separations used in the image ana-
lysis affects the determination of ma and m9s.

2. Material and Methods

A. Fourier-Transform Interferometric Imaging System

Figure 1 schematically illustrates the main compo-
nents of the hyperspectral imaging device. White
light from a broadband halogen source is coupled into
a 0.16-NA, 200-mm diameter optical fiber. Light ex-
iting the fiber is refocused to form a 250-mm-diameter
point source that is launched onto tissuelike phan-
toms at an incidence angle of 25 deg relative to the
surface normal. At this angle, specularly reflected
light is not collected by the imaging optics, and the
diffuse reflectance distribution is minimally affect-
ed.17 Hyperspectral images are collected with the
FTIIS ~SpectraCube imaging system, Applied Spec-
tral Imaging, Migdal HaEmek Model 10511, Israel!.

The FTIIS employs a cyclic ~Sagnac! interferome-
ter31 to construct hyperspectral images. The princi-
pal components of the FTIIS are the collection optics,
a Sagnac interferometer, and a 12-bit CCD camera
~Model TE-CCD-512-EFTyUV, Princeton Instru-
ments, Inc., Trenton, New Jersey!. The collection
optics consist of a commercial camera zoom lens
~50-mm focal length, f1.2–f16! and a neutral-density
filter ~NDF!. The achromatic zoom lens allows for
adjustable image magnification and acceptance an-
gle. NDF’s were placed in front of the camera lens to

Fig. 1. Experimental setup of the FTIIS used to collect hyper-
spectral images of the diffuse reflectance from turbid media. The
principal components of the system are the halogen white-light
source, collection optics, Sagnac interferometer, and a cooled 12-bit
CCD camera ~CCD!. Interference patterns of the object are col-
lected for a sequential series of OPD’s by incremental rotation of
the beam splitter ~BS!. An interferogram is generated at each

ixel, which corresponds to a particular region of the object. In-
erse Fourier transform of the interferograms yields the hyper-
pectral images. Data acquisition and processing were performed
ith a personal computer. A full description of the setup is pro-
ided in the text. Abbreviations: optical fiber ~OF!, aperture

~A!, camera zoom lens ~CZL!, lens to focus the white-light source
~L1!, lens to image the recombined beams onto the CCD ~L2!,
mirror ~M!, and optical path length ~OPL!.
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prevent saturation of the CCD pixels that image the
regions near the source, where the intensity is max-
imal.

Light entering the collection optics is split into two
beams and directed along different optical paths
~OPL1 and OPL2!. The two beams are then recom-
ined at the CCD. The optical path difference
OPD! between the beams, which is a function of the

beam splitter’s angular position, generates interfer-
ence patterns of the object on the CCD. To obtain
hyperspectral images, interference patterns are col-
lected for sequences of OPD’s, generated by stepwise
rotation of the beam splitter. In this manner an
interferogram is constructed for each pixel in the im-
age. Fourier analysis of the interferograms is used
to produce wavelength spectra. The selected mag-
nitude, range, and spacing of the OPD’s determine
spectral range and resolution. Images can occupy as
many as 512 3 512 pixels ~for a given wavelength!,
and, depending on the selected magnification, objects
with sizes of the order of 1–50 mm can be imaged. In
this study we set the FTIIS parameters such that
hyperspectral images for wavelengths ranging from
550–850 nm were generated. Twenty-four wave-
lengths were obtained with images unevenly spaced
within the wavelength range. On average, the spac-
ing was 8 nm for shorter wavelengths and 17 nm for
longer wavelengths. Image size was 170 3 170 pix-
els, corresponding to a physical ~object! dimension of
5 3 25 mm. At these settings, hyperspectral im-
ges were acquired in 40 s.

B. Phantoms

Fifteen turbid phantoms with unique and randomly
selected pairs of ma and m9s were made from absorbing

yes ~Nigrosin and Janus Green B, Sigma, St. Louis,
issouri! and fat emulsion scatterers @Intralipid 200
gyml ~20%!, Pharmacia & Upjohn Sverige AB,

Stockholm, Sweden!. The range of optical proper-
ties for the phantoms was comparable with that of
tissues32; i.e., ma and m9s values were 1 3 1023–0.20
mm21 and 0.30–2.50 mm21, respectively. For each
phantom, known concentrations of aqueous dye solu-
tions were prepared, followed by the addition of
Intralipid scatterers. Conventional absorption spec-
trophotometry was performed on a small sample ~2

l! collected from the aqueous dye mixture, i.e., prior
o adding scatterer, for independent measurement of
a. Expected phantom absorption values from 500

to 900 nm were calculated with these measured ex-
tinction coefficients. These calculated values were
then used as gold standards in the evaluation of
FTIIS accuracy.

Expected reduced scattering ~m9s! values were cal-
ulated according to van Staveren et al.,33 who used

Mie theory to relate the scattering coefficient and
anisotropy factor of Intralipid to the optical wave-
length. According to that study, the scattering coef-
ficient ~ms! and the anisotropy factor ~g! of 10%
Intralipid can be expressed as a function of the optical
wavelength, l:

ms~l! 5 16l22.4, (1)

g~l! 5 1.1 2 0.58l, (2)

where l is given in micrometers and ms in inverse
millimeters. Values obtained from Eqs. ~1! and ~2!

ere shown to have an accuracy of 66%. The re-
uced scattering coefficient for 10% Intralipid was
alculated from ms and g with the similarity relation,

m9s 5 ms ~1 2 g!, which is satisfied when the source–
detector separation, r, is greater than approximately
one transport length.34 m9s for Intralipid can be ex-
pressed as m9s 5 sC%, where s 5 ms ~1 2 g!y10 and C%
is the Intralipid concentration in percent volume.
This relationship has been shown to be valid when
Intralipid concentration is less than 10% by vol-
ume.33 Optical property values obtained from fits of
the hyperspectral data were compared with expected
coefficients to determine the percent accuracy and
spectral fidelity of quantifying ma and m9s.

C. Monte Carlo Simulations

Monte Carlo simulations were performed to generate
a database of diffuse reflectance from a finite-
diameter ~250-mm! source in homogeneous, semi-
infinite media. We elected to use Monte Carlo
simulation instead of the diffusion approximation,
because the numerical approach readily accounts for
the effects of boundary, source distribution, and me-
dia geometry on the diffuse reflectance. In addition,
reflectance data from Monte Carlo simulations are
more accurate for highly absorbing media and for
positions close to the source. The Henyey–
Greenstein phase function was used in the simula-
tions, since various investigators have used this for
successful modeling of the scattering phase function
of fat emulsions. The range of optical properties
used to generate the database encompassed values
typically found in tissues: ma and m9s were 1 3 1023–
0.30 mm21 and 0.30–2.50 mm21, respectively, with
ma equally spaced by 1 3 1022 mm21 and m9s by 0.20
mm21. The refractive index was set to that of water.
Because of cylindrical symmetry, Monte Carlo data
for diffuse reflectance and other parameters were or-
ganized with cylindrical coordinates. For example,
diffuse reflectance data were arranged in concentric
rings surrounding the source. The radial bin thick-
ness of the concentric rings was 50 mm. The number
f photons was empirically set at N 5 ~maym9s!

1y4 3
107 so that the noise characteristics of data simulated
with different optical properties would be compara-
ble.17 Simulated data were normalized to ring area
to account for differences in ring size. The diffuse
reflectance was recorded as a function of the radial
distance from the source and stored as photon prob-
ability per unit area.

An interpolation procedure was used to obtain sim-
ulated reflectance data for optical properties that
were not the same as the simulated values, e.g., for
1 December 2000 y Vol. 39, No. 34 y APPLIED OPTICS 6489
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values lying in between the simulated ma, m9s pairs.
In particular, we used a three-dimensional spline
function35,36 to model the Monte Carlo reflectance
database as a function of ma, m9s, and r. The spline
function was then used to interpolate radially re-
solved reflectance data for arbitrary ma and m9s values
within the simulated range.

D. Data Fitting

Monte Carlo simulations were fitted to the hyper-
spectral images to determine ma and m9s values in the
visible and the near-infrared regions. Prior to data
fitting, a calibration procedure was performed to ac-
count for the instrument response ~IR! of the imaging
system, i.e., instrument factors such as the point-
spread function, spectral sensitivity of the CCD, and
uniformity of the CCD response. The calibration
procedure consisted of three main steps. First, we
collected an image of a marked ruler and counted the
number of pixels corresponding to a unit length on
the ruler. The ratio of length to pixel count is the
factor that relates the pixel count to the physical size
of the object. Second, hyperspectral images of the
diffuse reflectance were acquired from a reference
phantom, which was constructed from Intralipid and
dyes, to determine the IR’s at the measured wave-
lengths. Calibration images were obtained with ex-
perimental settings, such as numerical aperture and
magnification factor, that were identical to those
used to construct hyperspectral images of the test
samples. Third, the IR of the system was calculated
with the calibration images and the known optical
properties of the reference phantom. For this pur-
pose the calibration image at each wavelength was
Fourier transformed into the spatial-frequency do-
main ~SFD!. Likewise, the Monte Carlo simulated
mage ~MCSI! corresponding to the reference phan-
om optical properties was transformed into the SFD.
he overall instrument response of the FTIIS at each
avelength was calculated from the spatial trans-

orms of the calibration and the MCSI with the rela-
ion

^~IR! 5 ^~I!y^~MCSI!, (3)

where ^~I!, ^~MCSI!, and ^~IR! are the spatial Fou-
rier transforms of the calibration image, the MCSI,
and the IR, respectively.

To perform data fitting, the MCSI corresponding to
a particular set of optical properties was effectively
convolved with the IR at the evaluated wavelength,
i.e., MCSIRIR where the symbol R denotes a convo-
lution. However, the convolution was performed
indirectly in the SFD. The MCSI was first trans-
formed into the SFD, ^~MCSI!. The spatial-
frequency transform of the MCSI was multiplied by
^~IR! to account for the instrument response. The
product, ^~MCSI!^~IR!, was inversely Fourier trans-
formed into the spatial domain to yield MCSIRIR.
The sample image at each wavelength and MCSIRIR
were binned radially. That is, the images were di-
vided into concentric rings, and pixel values in each
490 APPLIED OPTICS y Vol. 39, No. 34 y 1 December 2000
ring were summed and normalized to the pixel count
of the ring. Radial binning of data conferred two
advantages: ~i! pixel values from different quad-
rants were averaged and thus noise was reduced, and
~ii! computational demand of fitting was reduced,
since fitting was performed on data of one dimension
instead of two. A simplex minimization algorithm
~Nelder–Meads! was used to perform least-squares
fitting of the radially binned MCSIRIR to the corre-
sponding binned sample image. Fitting of the hy-
perspectral data was performed independently on
one image at a time and proceeded sequentially until
all images of the spectrum were fitted. Different
initial guess values of the fit parameters ~ma and m9s!
were used to avoid local minima, and the fit param-
eters were selected from the trial with the lowest
least-squares residuals.

To examine how the range of source–detector sep-
arations affects the accuracy of quantifying ma and m9s,
we fitted the MCSI to sample data for various ranges
of r. Three ranges of r were examined: ~i! dis-
tances covering the full range ~0.5–6.5 mm!, ~ii! dis-
tances close to the source ~0.5–2.5 mm!, and ~iii!
distances far from the source ~4–6.5 mm!.

E. Concentrations

The ma spectra obtained from the fit were used to
determine the dye concentrations. ma values are re-
lated to the dye concentrations as expressed by the
matrix

1
ma

l1

ma
l2

z

z

ma
ln
2 5 3

ed1
l1 ed2

l1 z z edm
l1

ed1
l2 z z

z z z

z z z

ed1
ln ed2

ln z z edm
ln
41

Cd1

Cd2

z

z

Cdm

2 , (4)

where e is the extinction coefficient ~mlymg mm21! of
the dye, di, at wavelength li and C is the dye con-
centration ~mgyml!. In this study the concentration
vector consisted of two elements, since only two dyes
were used to make the phantoms. Extinction coef-
ficients of Nigrosin and Janus Green over the wave-
length range were determined from absorption
spectrophotometer measurements. A least-squares
solution of Eq. ~4! was determined for the concentra-
tion vector, with the constraint that the concentra-
tion values be positive.37 Within a certain range,
he macroscopic m9s is proportional to the scatterer

concentration and can be expressed in matrix form
similar to Eq. ~4!. The fit-derived m9s spectra were
then used to determine percent Intralipid in a man-
ner analogous to the dye concentration calculation.

All programs were written in the Matlab environ-
ment, except for the Monte Carlo algorithm, which
was written in C, compiled and linked to, and made
executable within, the Matlab environment.

3. Results

The hyperspectral images of 15 tissuelike phantoms
were examined to select an outer distance to be used
in the fit. An outer distance of 6.5 mm was selected
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to ensure that the image intensities used in data
fitting were higher than the CCD dark noise, and the
signal-to-noise ratio was on average greater than 2 at
the outer distances ~;6.5 mm!. Because of the
broad range of spectral data collected from the phan-
toms, it is not practical to show the full range of data
for all the phantoms. Accordingly, the data from the
figures are selected from different phantoms at var-
ious wavelengths to highlight examples that are rep-
resentative of the complete data set. Figure 2~a!
chematically presents the organization of the hyper-
pectral image data. In Fig. 2~b! the image intensity
s plotted as a function of spatial coordinates ~x, y! for

a representative diffuse reflectance image. The im-
age was collected from a medium with ma 5 0.028

m21 and m9s 5 1.16 mm21 at 630 nm. The uncali-
brated image contained contributions from both the
diffuse reflectance and the instrument response. An
example of the instrument response obtained from
calibration measurement is shown in Fig. 3~a! for 630
nm, labeled IR.

Figure 3 depicts the procedure for fitting the MCSI
to the sample image. The MCSI’s for a set of ma and
m9s values were interpolated from the Monte Carlo
database. The MCSI’s were convolved with the IR
to form MCSIRIR. Figure 3~a! shows an example of
the MCSI and MCSIRIR for ma and m9s values of 0.028
mm21 and 1.16 mm21, respectively. As shown in
Fig. 3~b!, the sample images and MCSIRIR were ra-

ially binned, and the binned data were then fitted
or the specified distances from the source. Figure 4
hows typical fit results for intensity versus r with
hree ranges of r: ~a! 0.5–6.5 mm, ~b! 0.5–2.5 mm,
nd ~c! 4.0–6.5 mm. In the interest of showing rep-
esentative data at various wavelengths and optical
roperty values, the data for Fig. 4 are selected from
sample with ma 5 0.0708 mm21 and m9s 5 0.316
m21 at 745 nm.
Representative ma and m9s results derived from fit-

ting of reflectance data over the full range of r are
shown in Fig. 5. Data are acquired from two differ-

Fig. 2. ~a! Schematic showing the data organization of hypers
wavelength may contain as many as 512 3 512 pixels at 12-bit dy
a phantom with ma 5 0.0281 mm21 and m9s 5 1.163 mm21 at 630 n
aturation near the source.
ent phantoms with ma values that span from low to
high absorption. Results from the phantom with
low ma values are shown in Figs. 5~a! and 5~b!. Spe-
ifically, panel ~a! plots the fitted versus expected ma

values from 550 to 850 nm, and panel ~b! plots the fit
versus expected values for m9s. Similarly, fit versus
expected ma values for the highly absorbing phantom
are plotted in panel ~c!, and fit versus expected m9s
values are plotted in panel ~d!. Diamonds are fit
alues, dashed curves are expected values, and solid
urves are the constrained least-squares solution of
q. ~4! to the fit-derived data to yield concentrations.
Fit values ma and m9s are in excellent agreement

with expected values for wavelengths in the range of
550–850 nm. The percent error between the ex-
pected and the fit optical property was calculated at
each wavelength for all 15 samples. We pooled the
percent error values from all samples and calculated
the root-mean-square error, which we defined as the
percent accuracy in quantifying ma and m9s. Table 1
summarizes the percent accuracy for quantifying ma
and m9s with three sets of fitting distances, i.e., column
1 for r from 0.5 to 6.5 mm, column 2 for 0.5 , r , 2.5

m, and column 3 for 4.0 , r , 6.5 mm. The opti-
al result was obtained using r from 0.5 to 6.5 mm,
ith the percent accuracy for ma and m9s of 67% and

63%, respectively. When reflectance data close to
the source ~0.5 , r , 2.5 mm! were fitted, the accu-
racy for ma degraded to 612% while m9s accuracy re-
mained unchanged. The percent accuracies for ma
and m9s were significantly worse when the fitting was

erformed only on the reflectance data distal to the
ource ~4.0 , r , 6.5 mm!.
To examine how sensitive prediction accuracy is to

bsorption ~ma!, results from the full-range fit were
further divided. Specifically, ma and m9s data from all
phantoms at all wavelengths were pooled and
grouped into four absorption ranges: 0–0.05 mm21,
0.05–0.10 mm21, 0.10–0.15 mm21, and 0.15–0.20
mm21. The percent accuracies for ma and m9s within
each range were calculated and tabulated in Table 2.

al images obtained from FTIIS measurements. Image at each
ic range. ~b! Typical image of the diffuse reflectance collected on
NDF’s were placed in front of the imaging optics to prevent CCD
pectr
nam
m.
1 December 2000 y Vol. 39, No. 34 y APPLIED OPTICS 6491
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For the fixed range of distances used, the percent
accuracies for media with low absorption were worse
than the accuracy values for media with high absorp-
tion.

Absorption, ma, and scattering, m9s, values from the
full-range fit were used to calculate, respectively, the

Fig. 3. ~a! Example of ~i! the MCSI for ma and m9s values of 0.028 m
were calculated from the hyperspectral images collected on a refer
properties. To fit Monte Carlo simulations to the image of the diffu
wavelength to generate MCSIRIR. ~b! Sample image of the di
advantage of radial symmetry to reduce computational demands
simplex minimization algorithm.
492 APPLIED OPTICS y Vol. 39, No. 34 y 1 December 2000
phantom dye and Intralipid concentrations. Exam-
ples of the constrained least-squares solution to Eq.
~4! are shown as solid curves in Fig. 5. For the par-
ticular sample shown in Figs. 5~a! and 5~b!, the con-
strained least-squares solution yielded Nigrosin,
Janus Green, and Intralipid concentrations of 0.0014

and 1.16 mm21, respectively, and ~ii! FTIIS IR’s at 630 nm. IR’s
phantom and the corresponding MCSI generated from its optical
flectance, the MCSI was first convolved with IR at the appropriate
reflectance and MCSIRIR are radially binned, thereby taking
dially binned reflectance profiles were then fitted by use of the
m21

ence
se re
ffuse
. Ra
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mgyml, 0.0324 mgyml, and 1.01%, respectively.
These values deviated from the expected concentra-
tions by approximately 4% for Nigrosin, 6% for Janus
Green, and 1% for Intralipid. Measured versus ex-
pected concentrations for the 15 phantoms are plot-

Fig. 4. Examples showing typical results from fitting radially
binned MCSIRIR to radially binned diffuse reflectance data at 745
nm: ~a! r from 0.5 to 6.5 mm, ~b! r from 0.5 to 2.5 mm, and ~c! r
from 4.0 to 6.5 mm. Diffuse reflectance data are from a phantom
with expected ma and m9s of 0.0708 mm21 and 0.316 mm21, respec-
tively, at 745 nm. Note that the binned reflectance and the Monte
Carlo simulated data contain significantly more noise at large r as
compared with the shorter distances.
ted in Fig. 6: ~a! Nigrosin, ~b! Janus Green, and ~c!
ntralipid. The measured concentrations for Ni-
rosin and Janus Green agreed with the expected
alues to within 65%, whereas the measured In-
ralipid concentrations agreed with the expected val-
es to within 63%.

4. Discussion and Conclusion

Quantitative, hyperspectral imaging of diffuse reflec-
tance from turbid media offers several key advan-
tages over contact fiber probe strategies. First, the
image contains a complete two-dimensional profile of
diffuse reflectance over a continuous and adjustable
range of distances from the source. This feature
may be important in the spectroscopy of biological
tissues, because the full image offers the possibility of
identifying inhomogeneous regions. Second, image
detection can be performed in noncontact or remote
mode, an important feature well suited for certain
clinical measurements. Third, conventional bright
field images of the medium can be collected in con-
junction with diffuse reflectance, thus enabling si-
multaneous visualization of superficial structure and
underlying composition. Finally, the FTIIS has an
intrinsically broad spectral dynamic range ~visible to
near-infrared!, overcoming limitations of single or
multisource imaging devices. Consequently, the
FTIIS is effective for both imaging and spectroscopy
of turbid media, such as tissues.

In this study we have demonstrated that ma and m9s
of homogeneous turbid media can be accurately de-
termined from FTIIS hyperspectral images of diffuse
reflectance. In the process we show that the calibra-
tion method used to account for the instrument re-
sponse is both simple and effective. When Monte
Carlo simulations are fitted to hyperspectral images,
ma and m9s in the visible and near-infrared can be
determined with accuracies of 67% and 63%, respec-
tively. These values are applicable to homogenous,
turbid media of semi-infinite geometry with optical
properties in the specified range ~ma and m9s 5 1 3
1023–0.30 mm21 and 0.30–2.50 mm21, respectively!.
Moreover, for a fixed range of source–detector sepa-
ration, ma accuracy degrades when the medium has
low absorption. It remains to be determined
whether these accuracies can be obtained for ma and
m9s in the case of heterogeneous tissues with more
complex geometries. Similarly, accuracy values for
fits that use small source–detector separations may
change when other phase functions are assumed.
However, since Monte Carlo solutions to the trans-
port equation were used to model diffuse reflectance,
we expect that this technique can be easily extended
to media with other geometries, optical property
ranges, layered structures, and phase functions.

An important goal of this research was to deter-
mine chromophore concentration~s! despite the con-
founding contribution of multiple light scattering.
ma and m9s spectra were used to quantify, respectively,
the concentration of absorbers and scatterers in tis-
sue phantoms. Dye concentrations were deter-
mined with an accuracy of 65%, whereas the
1 December 2000 y Vol. 39, No. 34 y APPLIED OPTICS 6493
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Intralipid volume was determined with an accuracy
of 63%.

We also examined the effect of source–detector sep-
aration on the accuracy of quantifying ma and m9s.
Our results suggest that ma and m9s accuracies are
ptimal when the distances used in the fit encompass
patial regions close to ~#0.5ltr! and far ~$5ltr! from

the source, provided of course, that the reflectance

Fig. 5. Fit-derived ~diamond! and expected ~dashed curves! ma

wavelengths. Solid curves, constrained least-square solution to E
f fit values. Data for ~a! and ~b! are from a representative phan

a phantom with high absorption values. Expected ma values wer
verified with an absorption spectrophotometer. Expected m9s value

a and m9s values for the measured wavelengths agree well with
onstrained least-squares solution to the fit ma and m9s data yielded

and 3% of the true concentrations, respectively.

Table 1. Percent Accuracy of Quantifying m

Distances Close to and
Far from Source

0.5 mm , r , 6.5 mm
~;0.25ltr to ;16ltr!

Only D
0.5

6ma ~%! 7
6m9s ~%! 3
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signals remain larger than the noise. This result is
consistent with a number of previously reported ob-
servations.15,22,23,26,38,39 The accuracy of determin-
ing ma degraded slightly ~612%! when we fitted only
the diffuse reflectance data close to the source,
whereas m9s accuracy was minimally affected ~64%!.
Interestingly, results from reflectance data close to
the source support a previous finding that small

9s values from one of the phantoms are plotted as a function of
! that was used to determine the concentrations from the spectra
with low absorption values, whereas data for ~c! and ~d! are from
ermined from the chromophore concentrations and independently
re determined from the phantom’s Intralipid percent volume. Fit
cted values. On the basis of the results from 15 phantoms, the
centration values for the dyes and Intralipid that were within 5%

m*s for Different Range of Fitting Distances

ces Close to Source
, r , 2.5 mm
5ltr to ;5ltr!

Only Distances Far from Source
4.0 mm , r , 6.5 mm

~;8ltr to ;16ltr!

12 29
4 23
and m
q. ~4
tom
e det
s we
expe
con
a

istan
mm

~;0.2
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Table 2. Percent Accuracy of Quantifying m and m* for Media with
source–detector separations can yield accurate opti-
cal properties.14

However, careful consideration of the phase func-
tion is essential when small source–detector separa-
tions ~'1ltr! are used. Indeed, in such a case, the
diffuse reflectance is sensitive to the shape of the
scattering phase function.20,22,40 As shown by Bev-
ilacqua and Depeursinge20 for source–detector sepa-
ations around one transport mean-free path, the
mportant parameter of the phase function to be con-
idered is the ratio ~1 2 g!y~1 2 g2!, where g2 is the

second moment of the phase function ~the anisotropy
factor, g, is the first moment of the phase function!.
The scattering phase function of Intralipid has been
successfully modeled by various phase functions
matching the first and the second moment of the
Henyey–Greenstein phase function.41 Moreover,
the excellent accuracies obtained in this study sup-
port the validity of the Henyey–Greenstein phase
function for such fat emulsions. Accuracy values for
determining ma and m9s quoted in this study may
worsen if an inaccurate phase function is used,14,20

particularly for fits that use only the short source–
detector separations. Nevertheless, it must be
noted that using the same type of media for the cal-
ibration and the measurements may also signifi-
cantly reduce errors, since, under these conditions,
phase function differences should not exist.

Far from the source, the effects of noise play a
critical role in the accurate quantification of ma and m9s
for several reasons. First, the decay of the reflec-
tance profile is approximately given by exp~2ryltr!,

aking it difficult to separate ma from m9s because of
the single decay constant. Second, the signal-to-
noise ratio decreases dramatically with r, because the
diffuse reflectance intensity decays, but the CCD
noise remains relatively constant. Finally, the
signal-to-noise in the Monte Carlo simulation de-
creases for larger distances, since fewer photons are
collected at distances far from the source. Note that
the latter two reasons are practical and not funda-
mental limitations. The signal-to-noise ratio of the
diffuse reflectance data and the Monte Carlo simula-
tions can be improved on, respectively, by use of a
low-noise, high-dynamic-range CCD and launching of
more photons during the simulation step. In prac-
tical terms, however, these factors contribute to poor
accuracy only when fits are performed on reflectance
data far from the source. Consequently, optimal fit

a s

Different Range of Absorptiona

ma Range ~mm21!

0.001–0.05 0.05–0.10 0.10–0.15 0.15–0.20

6ma ~%! 11 6 7 3
6m9s ~%! 5 3 3 4

aResults are from the fit that used the full range of distances.
The majority of the data is within the ma ranges of 0.05–0.10 mm21

and 0.10–0.15 mm21.
Fig. 6. Least-squares method was used to fit the absorption
values in the range of 550–850 nm to determine the
chromophore concentrations of the phantoms. Similarly, In-
tralipid percent volume was determined from wavelength-
dependent fit m9s values. Measured ~diamond! and expected
~solid curves! values for ~a! Nigrosin concentration, ~b! Janus
Green concentration, and ~c! Intralipid percent volume are plot-
ted for the 15 phantoms. Measured concentrations agree well
with expected values. Differences between measured and ex-
pected concentrations yield the percent accuracy values of 65%,
65%, and 63% for Nigrosin, Janus Green, and Intralipid, re-
spectively.
1 December 2000 y Vol. 39, No. 34 y APPLIED OPTICS 6495
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results are obtained when reflectance data both close
to and far from the source as used. This conclusion
is reasonable when we take into consideration the
instrumental limitations as well as complications
that arise from an incomplete knowledge of the phase
function for a particular medium.

For reliable recording of data from distances close
to and far from the source, a high-dynamic-range
CCD is required. Since these systems are quite ex-
pensive, an alternative approach could involve use of
a specially designed neutral-density filter ~NDF! that
has variable attenuation along the radial direction;
i.e., the optical density is high near the center and
decreases radially away from the center. This
would compensate for the rapid attenuation of the
diffuse reflectance away from the source, create a
flatter image intensity decay profile, and reduce the
need for using a high-dynamic-range CCD.

At present, direct least-squares fitting of the Monte
Carlo simulations to the data is too computationally
intensive for rapid analysis of the hyperspectral im-
ages. Data fitting of the hyperspectral images with
a simplex algorithm requires as much as 0.5 h on a
400-MHz Pentium II personal computer. Note that
the computational demands are primarily due to the
least-squares fits, not the Monte Carlo simulations.
In fact, the interpolation algorithm used to generate
the simulated data from the Monte Carlo database is
computationally efficient and rapid. Alternative ap-
proaches to direct fitting may significantly decrease
computational demands. One such empirical ap-
proach could involve analyzing hyperspectral reflec-
tance images with chemometrics, e.g., partial least
squares. In the future we plan to examine the fea-
sibility of this strategy for directly calculating optical
properties and chromophore concentrations. With
continued improvements in modulating CCD dy-
namic range requirements and enhanced data ana-
lysis we expect that the FTIIS will find important
applications in noncontact tissue spectroscopy.
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