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ABSTRACT OF THE DISSERTATION

Inductive Inference in Non-Native Speech Processing and Learning

by

Bozena Pajak

Doctor of Philosophy in Linguistics

University of California, San Diego, 2012

Professor Eric Baković, Co-Chair
Professor Roger Levy, Co-Chair

Despite extensive research on language acquisition, our understanding

of how people learn abstract linguistic structures remains limited. In the phono-

logical domain, we know that perceptual reorganization in infancy results in

attuning to native language (L1) phonetic categories and, consequently, in diffi-

culty discriminating and learning non-native categories. This difficulty has been

proposed to originate from novel sounds being perceptually mapped onto L1

phonetic categories, leading to massive L1 interference. However, ample evi-

dence that the adult speech processing system preserves a considerable degree

of plasticity suggests that more complex learning mechanisms might be in place.

In this dissertation I propose an alternative theory in which non-native speech
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processing is guided by principles of hierarchical inductive inference regard-

ing how likely a given phonetic dimension is to be phonologically informative

in any novel language. This theory differs crucially from mapping theories in

predicting that when a phonetic dimension is informative (e.g., phonologically

contrastive) in one’s native language, discriminations involving that dimension

should be enhanced even among classes of sounds for which the dimension

is not informative in the native language. I provide experimental evidence sup-

porting the inductive theory, demonstrating that language learning goes beyond

the acquisition of specific phonetic categories, and includes higher-order gener-

alizations regarding the relative importance of phonetic dimensions in the lan-

guage as a whole. I argue that this theory can be extended beyond phonetic

category learning to other domains of language acquisition, and that it suggests

that adults and infants recruit the same domain-general learning mechanisms

when acquiring novel languages.

xiv



Chapter 1

Introduction

1.1 Significance

Languages are highly complex systems with abstract multi-level struc-

tures. Yet, humans are capable of learning languages without explicit instruc-

tion, through mere exposure to speech input. Furthermore, multiple languages

can be learned by a single individual throughout their lifetime. How do people

achieve this daunting task? And how is this intricate language knowledge rep-

resented in the mind? These are the high-level questions guiding the research

pursued in this dissertation.

Language acquisition has generally been understood as a transition from

an initial state of knowledge, in which the entire range of language potentialities

is available, to a later (fluent-speaker) state of knowledge of a specific language.

Acquisition of any additional languages in adulthood has been viewed as lim-

ited by cognitive maturation, as well as by native-language (L1) knowledge that

appears to interfere with acquiring novel linguistic structures.

In this dissertation I propose an alternative to this classic approach: a new

theory of language acquisition based on the general hierarchical inductive ap-

proach to learning. The basic premis of this view is that learning involves mak-

ing simultaneous inductive inferences at multiple levels of abstraction: not only

about particular categories, but also about higher-level category structure. Fol-

lowing this main line of thinking, I posit that through L1 exposure learners not

1
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only acquire the abstract representations of that specific language—as identified

in prior work—but also form higher-order generalizations regarding possible

structures of other languages, which then affect acquisition of any additional

language. I claim that these generalizations, initially formed in early childhood,

continue evolving throughout life span with each additional language learned.

I develop this general approach to language acquisition in the area of

phonological acquisition, including perception and learning of speech sounds.

The theory reconceptualizes perceptual “tuning” to native-language sounds in

the first year of life as a problem of hierarchical inductive inference about the

structure of the language’s sound system: learners are proposed to not only ac-

quire the specific L1 phonetic category inventory, but also draw higher-order

generalizations about the properties of the L1 sound system as a whole.

The theory also offers a novel approach to non-native sound perception

and second language (L2) phonetic category learning. In particular, I argue that

the constraints on non-native sound perception by naive monolingual listeners

are imposed by the higher-order generalizations established during perceptual

development in infancy, and not just by the specific inventory of L1 sounds

learned. I further claim that the process of phonetic category learning in L2 is

guided by similar inductive inferences as L1 acquisition. However, the initial

inferences are in this case made based on both the properties of L2 input and

the higher-order generalizations about the likely properties of other languages.

Finally, the theory provides a framework that generates specific predic-

tions about the patterns of phonetic category acquisition in each additional lan-

guage – patterns that depend on the kind of linguistic properties that had been

acquired through previous language exposure.

In addition to the theoretical contribution, this dissertation includes a set

of experiments, which were designed to test some empirical predictions of the

hierarchical inductive theory. The experiments reported here examine how an

individual’s previous linguistic experience affects perception of non-native con-

trasts, and what kinds of inferences learners make regarding phonetic categories

underlying input from a novel language. The results are consistent with the ini-

tial predictions of the theory, supporting the view of phonological acquisition
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as guided by principles of hierarchical inductive inference.

The proposed theory and experimental results have strong implications

for both theoretical and applied linguistics. Investigating the patterns of non-

native sound perception and categorization provides insights into questions

that are relevant for any theory of language: how native-language knowledge is

represented in the mind and how it changes over time. By examining all the sub-

tle ways in which language knowledge affects learning of novel languages, we

can gain a better understanding of what that initial language knowledge was in

the first place, thus shedding some light onto the nature of linguistic represen-

tations. Furthermore, investigating how learning novel languages progresses

allows us to understand how overall linguistic knowledge continues to develop

with exposure to new language properties, and how much plasticity remains

in linguistic representations that are formed in adulthood. Finally, this research

can have implications for applied research in language teaching. Specifically,

understanding how learners represent and use previously acquired linguistic

knowledge can help develop better teaching methodologies that would guide

learners to take advantage of their previous knowledge while minimizing po-

tential interference.

1.2 Place in the Literature

The hierarchical inductive theory of language learning proposed in this

dissertation fits within the general approach to learning as a process of ratio-

nal hypothesis construction and testing, in which learners infer the underlying

structure of their input by generalizing beyond the specific surface properties

that they are exposed to (e.g., Tenenbaum & Griffiths, 2001; Xu & Tenenbaum,

2007; Gerken, 2010; Tenenbaum, Kemp, Griffiths, & Goodman, 2011). In the spe-

cific domain of phonological acquisition, the theory builds on insights from pre-

vious work on induction in speech category learning (de Boer & Kuhl, 2003; Val-

labha, McClelland, Pons, Werker, & Amano, 2007; McMurray, Aslin, & Toscano,

2009; Feldman, Griffiths, & Morgan, 2009), also drawing from the general liter-

ature on perceptual categorization (Posner & Keele, 1968; Nosofsky, 1986; Kr-
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uschke, 1992), as well as findings regarding perceptual reorganization and pho-

netic category learning in infancy (Eimas, 1978; Jusczyk, 1985, 1992; Kuhl, 1991;

Kuhl et al., 2008) .

At the same time, the proposed theory is radically different from other

models of non-native speech perception and L2 phonological acquisition, where

perception and learning of novel sounds have been assumed to rely on the pro-

cess of mapping of L2 sounds onto L1 phonetic categories (Best, 1995; Best &

Tyler, 2007; Flege, 1995; Hancin-Bhatt, 1994; Kuhl & Iverson, 1995; Kuhl, 2000a).

Under these views, L2 learners—instead of making implicit rational predictions

about the L2 phonetic categories—try to establish conceptual links between L2

sounds and their most similar L1 counterparts, so as to process the unfamiliar

sounds directly through their L1 phonological system. I propose, in contrast,

that learners do not directly filter the L2 speech input through their L1 pho-

netic categories, but rather that they make the best possible guesses about how

individual novel sounds are grouped into categories by relying on the same

mechanisms that are used in general categorization processes for many types of

perceptual stimuli.

This dissertation is thus intended to bring together insights from mul-

tiple research areas that study speech processing and learning from varying

perspectives, the main goal being to contribute to our understanding of the

fundamental nature of language acquisition—whether native or non-native—

of mental linguistic representations, and of language development across the

life span.

1.3 Outline of the Dissertation

This dissertation is organized into seven chapters. Chapter 2 introduces

the inductive theory of learning multiple languages, situates the proposal

within the relevant literatures, as briefly overviewed in the previous section,

and outlines specific predictions of the theory in the domain of phonological ac-

quisition. Chapters 3-6 describe experimental studies that test these predictions.

Chapter 3 shows how native-language perceptual biases can facilitate percep-
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tion of non-native contrasts, even when it requires generalization across dissim-

ilar classes of sounds such as vowels and consonants. Chapter 4 extends these

findings to learning novel minimal-pair words with the same contrasts. Chap-

ter 5 provides evidence that native-language perceptual biases can be overcome

through a short distributional training on novel contrasts, and that these newly

learned contrasts generalize across dissimilar sound classes. Chapter 6 presents

data showing how the two sources of information—native-language biases and

distributional cues—interact in the early stages of learning a new language. Fi-

nally, Chapter 7 summarizes the main findings and outlines possibilities for fu-

ture research.



Chapter 2

A Hierarchical Inductive Theory of

Multiple Language Learning

2.1 General Framework

Infants are born with an ability to learn any of the world’s languages that

are present in their environment, but through exposure to speech in a particu-

lar language they transition from this initial, unconstrained state of knowledge

to a fluent-speaker state of knowledge of that language. Language learning is

not, however, restricted to the early stages of life. Languages can be acquired

throughout the life span (Cenoz & Genesee, 1998; Cenoz, Hufeisen, & Jessner,

2001; De Angelis, 2007), although the ability to achieve native-like proficiency

in a new language gradually declines with age (Flege, Yeni-Komshian, & Liu,

1999; Stevens, 1999; Hakuta, Bialystok, & Wiley, 2003).

In the classic approaches to L2 acquisition (see, for example,

MacWhinney, 1987; Towell & Hawkins, 1994; Mitchell & Myles, 1998; MacWhin-

ney, 2008; Ritchie & Bhatia, 2009) the common notion is that learning a new lan-

guage relies strongly on L1 knowledge, with possible access to innate linguistic

biases (Universal Grammar; Chomsky, 1965). The role of L1 knowledge is gener-

ally viewed as a source of interference (Selinker, 1969; Odlin, 1989): that is, the

principles governing L1 grammar are transferred directly to L2, and interfere

with learning the L2 properties that differ from L1. In the most extreme view,

6
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the Representational Deficit Hypothesis (e.g., Hawkins & Chan, 1997; Hawkins

& Liszka, 2003; Tsimpli, 2003), linguistic properties not found in L1 are believed

to be unacquirable by adult learners. This means that L2 representations must

remain non-target-like regardless of the amount of L2 exposure or proficiency,

even though learners might learn to “mimic” the surface L2 properties (Towell

& Hawkins, 1994). Other authors argue that L2 learning is only constrained by

L1 representations in an initial stage of learning, and with more exposure learn-

ers are able to revise their L2 representations in line with the input they are

receiving (Schwartz & Sprouse, 1994), or that only some aspects of L2 structure

remain unlearnable (Goad & White, 2006).

In this dissertation I suggest a different approach, in which learners—

instead of being strictly constrained by their L1 representations—use their L1

knowledge as one of the sources of information as they make inferences about

the underlying structure of an L2 and as they build new L2 representations.

This idea follows from the general approach to learning as a process of ratio-

nal hypothesis construction and testing (e.g., Tenenbaum & Griffiths, 2001; Xu

& Tenenbaum, 2007; Gerken, 2010; Tenenbaum et al., 2011). Under these views,

learning is an inductive inference problem: learners have access to some ob-

served data (e.g., speech), based on which they try to recover the underlying

structure of a model that would reproduce the data they have observed (e.g., a

model of language grammar). Learners consider multiple possible models at the

same time, and incrementally update the inferred probability of each model as

they are exposed to more data (Gerken, 2010). I propose that L1 knowledge—

together with knowledge of any other previously acquired languages–should

be considered one of the biases that guide this inductive inference process in

language acquisition.

Additionally, I adopt a hierarchical view of the inductive learning pro-

cess, which is informed by recent progress in the computational modeling of

the acquisition of abstract knowledge (Chater & Manning, 2006; Tenenbaum

et al., 2011). A common theme underlying the success of these models is that

learning occurs not only at a single, flat level of representation but rather hier-

archically, with the learner making simultaneous inductive inferences not only
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about particular categories, but also about higher-level category structure. To

take one example from the language domain: when acquiring individual verbs

in a language, learners also infer general properties of verbal classes that they

then extend to any novel verbs they encounter (Perfors, Tenenbaum, & Wonna-

cott, 2010).

An intuitive illustration of hierarchical inductive inference is Goodman’s

(1955) example of colored marbles (see also Kemp, Perfors, & Tenenbaum, 2007).

Imagine a stack of bags, where each bag is filled with colored marbles. Drawing

a single marble out of a bag provides you with little information about other

marbles in that bag. However, if you had previously emptied several bags, you

might be able to formulate hypotheses about the content of a new bag based

on a single draw from that bag. For example, suppose that you had previously

emptied two bags and discovered that the first bag was filled with black mar-

bles while the second one was filled with white marbles. Now suppose that you

draw a single blue marble out of a new bag. Based on your experience with

previous bags you are likely to hypothesize that the third bag contains only

blue marbles. Note, however, that your inferences are strictly dependent on the

previously observed data: if the first two bags contained instead marbles of dif-

ferent colors, you would be unlikely to hypothesize that the third bag contains

only blue marbles based on a single blue-marble draw.

How do people gain these intuitions based on such limited amount of ob-

served data? In the marble example, through experience with the stack of bags

you did not only gain knowledge about marbles in each specific bag you had

emptied, but you also made higher-level inferences about the stack in general:

for example, that each bag contains marbles that are uniform in color, or that

each bag has mixed-color marbles (Goodman, 1955; Kemp et al., 2007). Thus,

we can explain the intuitions that people have about any unknown properties

of the world by saying that people are able to infer abstract multi-level struc-

tures of how the world is constructed based on previously gained experience

with observable world data.

I propose to view the process of learning multiple languages by following

a similar line of reasoning. Let me illustrate this proposal by making an analogy
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L0

Lany

L1 L2 L3 . . .

Figure 2.1: A hierarchical model of linguistic knowledge in acquisition of mul-
tiple languages.

with the marble example. Imagine that each language is like an individual bag,

and marbles correspond to speech that is produced in that language. If learners

are biased to expect that languages share structural similarities, then learning

about the properties of each language should lead them not only to make infer-

ences about that language in particular, but also to make higher-level inferences

about the properties of any language.

More formally, I propose a new framework to investigate acquisition of

multiple languages, which is a hierarchical model of an individual’s total lin-

guistic knowledge—that is, knowledge of all languages learned—schematically

illustrated in Figure 2.1. The model reflects my proposal that linguistic knowl-

edge of an individual is, at any stage of acquisition, a hierarchical structure

with multiple levels of representation. The bottom level corresponds to the

knowledge of single learned languages: L1, L2, and so on. The top level rep-

resents the initial learning bias (L0), which can be viewed as Universal Gram-

mar (Chomsky, 1965), innate domain-general cognitive abilities and learning

predispositions (Elman et al., 1996), or a combination of both. The main novel

contribution of the proposed model is the intermediate level Lany, which rep-

resents more abstract beliefs regarding possible languages that learners obtain

alongside knowledge of their native language.

The core of my Lany proposal is that the outcome of acquisition of a

language—L1 or otherwise—is not only the knowledge of the specific language

in question, but also beliefs regarding the structure of any other language. I

view learning a language—whether in infancy or adulthood—as a process of
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inductive inference, where learners continually make implicit predictions about

the possible underlying structures of the novel language they are learning as

they are exposed to more input.1 Learners form these predictions by combining

two main sources of information: (1) the statistical properties of the novel lan-

guage input, and (2) Lany biases, which are informed by all previously learned

languages and the initial learning bias L0. Therefore, previous linguistic knowl-

edge serves as an inductive bias guiding learners in their inferences about the

novel language by affecting their interpretation of language input statistics.

At a high level, the hierarchical inductive theory immediately accounts

for basic phenomena that other theories fail to account for. For example, there

is a common intuition that while learning an L2 is relatively hard, learning

each additional language (Ln) becomes easier. There is some research suggest-

ing that this intuition might be correct. In particular, it has been found that

early bilinguals learning an L3 perform better than monolinguals learning the

same language as their L2 on various standard measures of language profi-

ciency (e.g., vocabulary and grammar tests, listening and reading comprehen-

sion tasks, essay writing, oral interviews) (Thomas, 1988; Valencia & Cenoz,

1992; Cenoz & Valencia, 1994; Sanz, 2000). Similar results were also reported for

bi-/multilinguals and monolinguals learning an artificial language in the labo-

ratory (Nation & McLaughlin, 1986; Kaushanskaya & Marian, 2009; Kaushan-

skaya, 2012).

Under the inductive theory, learning an L2 should indeed be relatively

hard due to the strong bias resulting from learning the native language. How-

ever, learning each additional language should be facilitated because existing

knowledge of multiple languages should sharpen learner’s abstract knowledge

regarding the likely properties of any language. Other theories can explain the

difficulty in L2 learning as a result of direct interference from L1 representations,

but they have no straightforward way of predicting facilitation for each Ln other

than in cases when the properties of the target language (i.e., the new language

being learned) coincide exactly with the properties of a known language, as is

1For the moment I abstract away from any maturational differences between child and adult
language acquisition. This issue is discussed in more detail in sections 2.2 and 2.3.
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for example the case of learning cognates (Tréville, 1996).

In the rest of this chapter I spell out the details of this general hierar-

chical inductive framework with specific reference to phonological acquisition.

I first discuss some background literature on speech perception development

and phonetic category learning in both native and non-native languages, and I

review other theories of perception and learning of non-native speech sounds.

Then, I describe in more detail how the inductive theory can be applied to the

problem of learning novel phonetic categories, and how it differs from other

theories. Finally, I outline specific predictions of the inductive theory, which I

test in experiments presented in subsequent chapters.

2.2 Background

Phonological acquisition refers to learning the sound system of the tar-

get language. In this dissertation I am only concerned with the acquisition of

individual sound categories, but other levels of phonological structure, such as

syllable or prosody, may also be analyzed within the inductive framework.

Phonological acquisition is thus intimately related to auditory processing

of speech, which is a complex multi-stage process. The highly variable acoustic

speech signal must first undergo low-level perceptual processing of acoustic-

phonetic cues. Based on this analysis, the signal is segmented into phonetic

units, which can be conceptualized as points in a multidimensional space rep-

resenting values across multiple acoustic-phonetic dimensions (such as fun-

damental frequency, formant frequency, etc.). These phonetic units are then

mapped to abstract linguistic representations, such as phonemes, and matched

to words in the mental lexicon (Klatt, 1989; Pisoni & Remez, 2005). Learning the

sound inventory of a language involves, thus, learning how to efficiently pro-

cess the acoustic-phonetic cues, and how to group acoustically variable phonetic

units into functionally equivalent phonemic categories.

In this section I review some relevant literature that bears on both speech

perception and phonetic category learning. First, I discuss the development of

speech perception in both native and non-native languages. Then, I turn into
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statistical learning of phonetic categories. Finally, I discuss the classic theories

that have been proposed to account for perception and learning of non-native

sounds.

2.2.1 Speech Perception

The development of speech perception in the first year of life provides

a critical foundation for future language learning. Infants undergo profound

perceptual reorganization (Eimas, 1978): they transition from discriminating al-

most any speech sound distinction (including those absent from their ambient

language) to a state of enhanced sensitivity to native-language distinctions, ac-

companied by a decline in sensitivity to many non-native distinctions (Werker

& Tees, 1984a; for reviews, see Werker, 1989; Kuhl, 2004).

These results reflect the process of tuning to the native-language sound

system, through which the processing of the native-language speech signal be-

comes largely automatized (Jusczyk, 1992). This has led to the development

of theories in which perceptual reorganization is understood as resulting from

the acquisition of the specific inventory of native-language phonetic categories.

In the Native Language Magnet model (Kuhl, 1994, 2000a, 2004), exposure to

the native language leads to the formation of a language-specific perceptual

filter, where the perceptual space becomes reconfigured (“warped”): innate per-

ceptual sensitivity along natural auditory boundaries is replaced by sensitivity

along boundaries of phonetic categories in the learner’s native language. Fur-

thermore, the warping of perceptual space produces gradience in perceptual

sensitivity – decreased near category modes and increased near the boundaries

between categories (the perceptual magnet effect; Kuhl, 1991).

Perceptual reorganization in the first year of life involves certain neu-

ral commitment (Kuhl, 2000b, 2004): the brain’s neural networks commit to the

variation patterns found in the native language, which may interfere with the

processing of information that does not conform to those patterns. This means

that perceptual reorganization fundamentally affects perception of non-native

sounds (Burnham, 1986; Strange, 1987, 1995; Bohn & Munro, 2007; Hansen Ed-
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wards & Zampini, 2008). Specifically, adults often have difficulty discriminating

between speech sounds that do not exist in their native language (Abramson &

Lisker, 1970; Werker, Gilbert, Humphrey, & Tees, 1981; Flege & Eefting, 1986,

1987; Jamieson & Morosan, 1986; Polka, 1991, 1992, among others), and re-

cruit significantly greater brain resources when processing subtle non-native

sound distinctions compared to processing native-language sounds (Zhang,

Kuhl, Imada, Kotani, & Tohkura, 2005). A well-studied example is the case of

Japanese native speakers learning the English /r/–/l/ distinction. In particu-

lar, L1-Japanese learners have difficulty distinguishing between the two speech

sounds, which has been proposed to be the consequence of Japanese only hav-

ing one phonetic category in the same acoustic-phonetic range (Goto, 1971;

Strange & Dittmann, 1984; Miyawaki et al., 1975).2

The way sounds are perceived is not, however, completely set in early in-

fancy. Children continue improving on discrimination of less salient native con-

trasts, and even 12-year-olds are not entirely adult-like (Hazan & Barrett, 2000;

Narayan, Werker, & Beddor, 2010; Polka, Colantonio, & Sundara, 2001). Addi-

tionally, learning a second language in later childhood often results in native-

like perception and production (L. Williams, 1979; Flege et al., 1999). Finally,

these perceptual changes are not purely sensorineural since even in the adult

speech processing system there is still a high degree of plasticity (Werker & Tees,

1984b): adults adapt to accented speech (Norris, McQueen, & Cutler, 2003), and

show improvement on discrimination of subtle non-native distinctions in tasks

with lower processing demands or after training (Logan, Lively, & Pisoni, 1991;

Pisoni, Aslin, Perey, & Hennessy, 1982; Werker & Tees, 1984b; Goudbeek, Cutler,

& Smits, 2008; Lim & Holt, 2011; McClaskey, Pisoni, & Carrell, 1983).

2Not all non-native distinctions are hard to discriminate. For example, sounds that differ con-
siderably from any native-language category, such as click sounds for English native speakers,
may be discriminated very well despite learners’ lack of experience with this particular class of
sounds (Best, McRoberts, & Sithole, 1988).
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2.2.2 Phonetic Categorization

Perceptual tuning to native-language sounds in the first year of life goes

hand in hand with their phonetic categorization. That is, infants learn to group

acoustically variable phonetic units into functionally equivalent categories such

as phonemes.3

One of the mechanisms underlying phonetic categorization is distribu-

tional learning. Frequency distribution patterns of sounds provide crucial infor-

mation about the category structure of a language. Specifically, modal values

of acoustic-phonetic cues indicate the center of a category, whereas low fre-

quencies of cues indicate category boundaries. Thus, a trimodal distribution

along some continuous acoustic dimension, such as voice onset time (VOT),

may indicate a three-category distinction (e.g., /b/, /t/, and /th/); a bimodal

distribution may suggest a two-category distinction (e.g., /b/ vs. /p/); while

a unimodal distribution along the same range of values implies a single cate-

gory with greater variance. Infants extract these distributional frequencies from

the speech signal (Maye, Werker, & Gerken, 2002; Maye, Weiss, & Aslin, 2008)

and form category representations that encode information about modal values

of categories (Kuhl, 1991; Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992;

Lacerda, 1995).

Statistical learning from frequency distributions of acoustic-phonetic

cues is still relatively poorly understood. However, there is evidence suggest-

ing that it is a powerful learning mechanism as infants are able to generalize a

newly-learned category distinction to novel contexts (Maye et al., 2008). Specifi-

cally, infants exposed to a novel bimodal distribution along the VOT dimension

for one place of articulation (e.g., alveolar) not only learn that novel distinction,

but also generalize it to an analogous contrast for another place of articulation

(e.g., velar).

Adults are also able to extract distributional information from novel

speech signal (Maye & Gerken, 2000, 2001; Perfors & Dunbar, 2010), indicat-

ing that sensitivity to subtle statistics in non-native speech is preserved be-

3It is possible that there are separate functional groupings not just for phonemes, but also for
(at least some) allophones, as discussed further in section 2.3.
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yond infancy. However, there is mixed evidence on whether adults can—like

infants—generalize newly-learned distinctions to novel contexts. Early studies

with explicit category training showed that this type of generalization is possi-

ble for novel VOT distinctions (McClaskey et al., 1983; Tremblay, Kraus, Carrell,

& McGee, 1997). On the other hand, exposing adults to distributional evidence

for such novel VOT distinctions was inconclusive regarding the ability of partic-

ipants to generalize to a different place of articulation: Maye and Gerken (2001)

reported no generalization, but Perfors and Dunbar (2010) found some evidence

of generalization by increasing the duration of training and using natural stim-

uli. Thus, there is some indication that adults might be using similar statistical

learning mechanisms to those used in infancy when acquiring non-native pho-

netic categories.

2.2.3 Classic Theories

There are three main theories that have been used to explain the pat-

terns of non-native speech perception and learning: the Native Language Mag-

net model (NLM, Kuhl, 1992, 1994; Kuhl & Iverson, 1995; Kuhl, 2000a; Kuhl

et al., 2008), the Speech Learning Model (SLM, Flege, 1988, 1992, 1995), and

the Perceptual Assimilation Model (PAM and PAM-L2, Best, 1993, 1994, 1995;

Best & Tyler, 2007). These theories, while different in several respects, share the

underlying assumptions that (1) L1 representations are the basis for building

representations of a novel language, and that (2) L1-attuned perceptual space—

the end-result of perceptual reorganization in infancy—acts as a direct percep-

tual filter when processing novel languages, which is an idea already found

in Trubetzkoy (1939/1969). On these views, discrimination of any non-native

sounds is determined by their mapping onto specific native-language phonetic

categories that are acoustically or articulatorily most similar: discrimination of

non-native contrasts is enhanced when the percepts in the contrast are mapped

(assimilated) onto differing phonetic categories, and diminished when mapped

onto the same phonetic category. Each model is described below in more detail.

The NLM model (Kuhl, 1992, 1994; Kuhl & Iverson, 1995; Kuhl, 2000a;
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Kuhl et al., 2008) is—as already briefly described in section 2.2.1—a formaliza-

tion of the perceptual magnet effect (Kuhl, 1991; Kuhl et al., 1992). The magnet

effect is a result of warping the perceptual space. The theory states that due to

shrunken perceptual distances around phonetic category modes, sounds that

are phonetically similar to a category mode will be perceptually assimilated to

that category. This process can be intuitively visualized as phonetic categories

pulling all similar percepts toward them, producing degraded discriminability

of sounds that fall within category boundaries.

The NLM model was initially conceived for purposes of native language

acquisition, but it can be straightforwardly extended to non-native speech per-

ception. Specifically, just like native-language sounds, any non-native percept

will be pulled toward most similar native-language category modes (Kuhl &

Iverson, 1995). As a consequence, if two non-native percepts are similar to only

one native-language phonetic category (as is the case of English /r/–/l/ sounds

for L1-Japanese speakers), then their discrimination will be degraded due to

both of the sounds being assimilated onto the region of L1-attuned perceptual

space that corresponds to a single category.

The SLM (Flege, 1988, 1992, 1995) focuses on explaining pronunciation

errors in L2 speech production, hypothesizing that at least some of them arise

from inaccurate perception of novel sounds. The basic premise of the model is

that L1 and L2 sounds are perceptually linked, and learning of novel L2 sounds

will be hard if phonetic differences between L1–L2 pairs of sounds are very

subtle. These differences between sounds may be hard to detect because of

two processes: (1) equivalence classification – mapping of acoustically similar

sounds onto one phonetic category, and (2) filtering out of features (subseg-

mental properties) of L2 sounds that are phonologically irrelevant in L1. Sound

perception is assumed to be position-sensitive, which means that discrimination

between sounds may depend on their phonotactic environment. The greater the

perceived phonetic similarity between two percepts, the higher the likelihood of

classifying them as belonging to the same phonetic category. In this model, then,

discrimination of two non-native percepts will be degraded if they are classified

as equivalent to a single L1 category.
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The second component of the SLM, which alludes to the filter metaphor,

was later developed into the feature hypothesis stating that “features not used to

signal phonological contrast in L1 will be difficult to perceive for the L2 learner

and this difficulty will be reflected in the learner’s production of the contrast

based on this feature” (McAllister, Flege, & Piske, 2002, p. 230). This proposal

is based on the premise from theoretical phonology that speech sounds can be

decomposed into distinctive features that are shared among natural classes of

sounds (e.g., both /p/ and /b/ belong to the natural class of labial stops and

can be described as [+labial], [-sonorant], [-continuant], but they differ in that

/p/ is [-voice] and /b/ is [+voice]).

This is similar to Brown’s (1997, 2000) model of speech perception, where

L2 phonological acquisition is argued to include transfer of distinctive features

used in L1 to the novel language, which can then facilitate discrimination of

novel sounds that are contrasted by those features. It is also related to the Fea-

ture Competition Model of segment transfer (Hancin-Bhatt, 1994), where it is

proposed that learners use phonological distinctive features to compute simi-

larity between L2 sounds and L1 categories, which in turn determines L2-to-L1

sound mappings.

According to SLM, the phonetic category structure established in infancy

does not, however, remain stable throughout adulthood, but rather it keeps

evolving across the life span. Novel phonetic categories can thus also be es-

tablished later in life with sufficient L2 exposure. The only condition is that at

least some phonetic differences between the L2 percept and L1 sounds must

be perceptually detected to establish a new category. This means that learning

of L2 sounds that have been classified as perceptually equivalent to some L1

categories is expected to be especially hard.

PAM (Best, 1993, 1994, 1995) was initially designed to account for non-

native speech perception patterns by naive monolingual speakers, but was later

also extended to experienced L2 learners under the name of PAM-L2 (Best &

Tyler, 2007). The theory advocates the direct-realist perspective on perception

(J. J. Gibson, 1966; E. J. Gibson, 1969; J. J. Gibson, 1979; E. J. Gibson, 1991), in

which listeners are assumed to directly perceive articulatory gestures that gen-
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erated the speech signal.

In PAM, any non-native percept assimilates onto native-language per-

ceptual space and—if processed as a speech sound—either (1) is categorized as

an instance of a native category if commonalities in articulatory gestures are

detected, or (2) remains uncategorized if dissimilar from all native categories,

thus falling in between specific native categories. Discrimination of a given non-

native contrast depends on how each of the sounds is assimilated to the native

perceptual system. Discrimination is good if the two sounds assimilate to two

different native-language categories (two-category assimilation). Discrimination

is somewhat impaired if the two sounds assimilate to the same native-language

category but differ in overall fit for that category (e.g., one is acceptable, the

other is deviant; category-goodness difference). Finally, discrimination is poor if

the two sounds assimilate to a single native-language category as equally good

instances of that category (single-category assimilation).

The theories described above—which I will refer to as mapping theories

in the rest of the dissertation—differ in how exactly L2 percepts map onto L1

categories, but they all share the core premise that these mappings determine

perception and learning of non-native sounds because any novel percepts are

perceived in terms of native phonetic categories.

The mapping theories are supported by a considerable body of evidence

from studies on non-native sound discrimination (for a review see Strange &

Shafer, 2008), showing that the degree of similarity between native and non-

native sounds—as assessed through acoustic and articulatory comparisons or

direct measures of perceived similarity4—can predict performance on discrim-

ination of non-native sound pairs. That is, if two non-native sounds are both

assessed as highly similar to a single native-language category, their discrim-

ination is predicted to be hard. On the other hand, if each sound in the non-

native pair is considered highly similar to a distinct native-language category,

then their discrimination is predicted to be easy.

These predictions have been repeatedly confirmed by a wide range of

4Measures of perceived similarity are based on auditory presentation of non-native sounds,
where the task is to categorize each novel sound in terms of L1 categories, either through forced-
choice or open response (Strange & Shafer, 2008).
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studies (Miyawaki et al., 1975; Flege & Eefting, 1987; Best & Strange, 1992; Polka,

1991, 1992; Hallé, Best, & Levitt, 1999; Best, McRoberts, & Goodell, 2001; McAl-

lister et al., 2002; Best & Hallé, 2010, among others), with the focus on cases

of single-category and category-goodness assimilation (using the terminology

from PAM). This means that research within all three frameworks has largely

been restricted to explaining how L1 interferes with perception and learning of

non-native sounds.

On the other hand, the framework proposed in this dissertation allows

us to expand the focus of this general research area by exploring potential ben-

efits of native-language knowledge. Crucially, the proposed model predicts fa-

cilitation in discrimination and learning of sounds that goes beyond immediate

similarities between languages and that cannot be explained by straightforward

two-category assimilation. Specifically, the proposed theory accommodates the

possibility that learners make generalizations about novel sound systems based

on their native-language knowledge, as described in more detail in the next sec-

tion.

2.3 Hierarchical Inductive Theory in Non-Native

Speech Processing

In the present section I follow the inductive framework, as sketched in

section 2.1, and develop a more detailed hierarchical inductive theory in the

area of perception and learning of non-native phonetic categories.

The inductive theory proposed here is an alternative to mapping ap-

proaches, providing theoretical unification of native and non-native phonologi-

cal acquisition. First, it reconceptualizes perceptual reorganization as a problem

of hierarchical inductive inference about the structure of the language’s sound

system: learners not only acquire the specific phonetic category inventory, but

also draw higher-order generalizations about the properties of the system as a

whole. Second, it offers a novel approach to non-native sound perception and L2

phonetic category learning. In particular, I argue that perception and learning
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of non-native sounds is guided by the higher-order generalizations established

during perceptual development in infancy, rather than sound-to-sound map-

pings. Third, the theory provides a way of constructing systematic predictions

about the acquisition of phonetic categories in each additional language.

The basic premis of the general hierarchical inductive approach is that—

as described in section 2.1—learning involves making simultaneous inductive

inferences at multiple levels of abstraction: not only about particular linguistic

categories, but also about higher-level category structure. More specifically to

the phonological domain, I posit that in addition to learning individual phonetic

categories, learners also infer general properties of the set of those categories.

Crucially, these inferences occur as part of both perceptual reorganization in

infancy and phonological acquisition of any additional language across the life

span.

2.3.1 Informativity of Phonetic Dimensions

There are many possible higher-order generalizations that learners might

make about their native-language sound system. In this dissertation I only ex-

amine potential inferences regarding the underlying set of informative phonetic

dimensions from which the system is constructed. I begin by discussing the mo-

tivation for investigating this type of generalization in particular.

The main reason to search for dimension-based generalizations comes

from the long-standing history of successful models in the general categoriza-

tion literature. We know that people are able to categorize any perceptual stim-

uli by abstracting information about stimulus dimensions (e.g., color, shape,

size, etc.) from single instances of the input (Posner & Keele, 1968; Nosofsky,

1986; Kruschke, 1992).

Within Kruschke’s model, learning categories occurs by computing and

attaching weights (or attention strength) to each of the stimulus dimensions.

The attention strength reflects the relevance (or informativity) of any given di-

mension for a particular categorization task. That is, high strength will be asso-

ciated with dimensions hypothesized as the most informative in distinguishing
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between categories. This way, people are able to perform categorization tasks

by selectively attending to dimensions that are relevant, while at the same time

ignoring other dimensions (Nosofsky, 1986). For instance, with stimuli vary-

ing along three dimensions such as color, shape, and size, people are good

at categorizing by just one dimension, for example color. In this situation, the

perceptual space gets stretched along the color dimension—due to high atten-

tion strength assigned to this dimension (Kruschke, 1992)—and shrunk along

the size and shape dimensions. This strategy is effective in categorization tasks

because by attending selectively to the relevant dimension people maximize

within-category similarity and between-category discriminability, thus avoid-

ing between-category confusion due to variation along irrelevant dimensions.

As already discussed in section 2.2.1, similar principles may also under-

lie auditory tuning to native-language sounds: infants have been proposed to

selectively attend to the properties of the speech signal that are most informa-

tive in interpreting meaningful distinctions in the language (Jusczyk, 1992). The

fact that this is analogous to how categorization of any set of perceptual stimuli

is understood, whether visual or auditory, is consistent with the idea that au-

ditory perceptual reorganization in infancy emerges as part of domain-general

developmental change in cognitive and perceptual competencies (Lalonde &

Werker, 1995), such as a general increase in infants’ ability to inhibit attention

to irrelevant information (Diamond, Werker, & Lalonde, 1994). This indicates

that learners—at least infants, but possibly also adults—might have the right

cognitive tools to make higher-order generalizations about the informativity of

phonetic dimensions, decomposing sounds into dimensions the same way they

would any other perceptual stimuli.

Another reason to look at potential dimension-based generalizations

comes from previous research on L2 phonological acquisition. As discussed in

section 2.2.3, other authors (Hancin-Bhatt, 1994; Brown, 1997, 2000; McAllister et

al., 2002) have previously suggested that L2 learners might be sensitive to sub-

segmental properties (or, more specifically, distinctive features) of L2 sounds.

Most prominently, Brown (1997, 2000) has proposed that distinctive features

used in L1 can be transferred to L2, facilitating discrimination of any L2 sounds
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contrasted by those features. Thus, it has been suggested that learners might

generalize features across segments. However, this idea has not been sufficiently

pursued to assess whether L1-to-L2 transfer of features in fact takes place. Most

importantly, other theories do not provide any underlying explanation for why

this type of transfer would even take place. The hierarchical inductive theory

proposed in this dissertation, on the other hand, offers such an explanation: the

“transfer”—or generalization—of phonetic dimensions is a byproduct of the

higher-order generalizations about the dimension informativity, as discussed

further in section 2.3.4.

The question remains how exactly the informativity of a phonetic di-

mension is assessed. The dimensions that infants learn to attend to may in-

clude a range of phonetic cues with different degrees of informativity. The most

informative dimensions are contrastive: that is, they uniquely distinguish be-

tween phonemic categories (e.g., VOT differentiating English /b/–/p/, /t/–

/d/, /k/–/g/) and are necessary to discriminate lexical items (e.g., bin–pin).

However, dimensions providing cues other than those critical for pure phono-

logical contrasts—such as secondary cues to phonemic categories, cues dis-

tinguishing between allophones, cues indicating talker-specific characteristics,

etc.—are also likely encoded as being somewhat informative. This is in line with

the proposal by K. C. Hall (2009) that there is gradience in phonological repre-

sentations reflecting a continuum between contrastive and allophonic distinc-

tions.

Furthermore, the inferred informativity of phonetic dimensions may be

affected by other properties of the language’s sound system. One such property

is the number of phonetic categories for which a given phonetic dimension is

informative. It is possible that if a language has several pairs of categories dis-

tinguished by some dimension, then that dimension will be inferred as more

informative than a dimension that distinguishes only one category pair.

The exact composition of phonetic dimensions that learners might be

sensitive to is at this point unknown: the dimensions might range from sub-

tle acoustic cues, such as formant frequencies, to more abstract ones, such those

represented by distinctive features.
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2.3.2 Perceptual Learning in Adulthood

Based on previous studies on statistical learning with adults I argue that

L2 learners are able to extract at least some statistical information from the L2

speech signal, such as the distributional properties of sounds. As a consequence,

learners’ perceptual system may be modified in a way that sensitivity to pho-

netic dimensions informative in L2 is gradually increased through L2 exposure.

The extent to which such modifications may be possible is at this point

rather unclear. We know that some L2 sound distinctions are notoriously hard

to acquire in adulthood, and perceptual acuity seems overall diminished (see

section 2.2). On the other hand, not all non-native distinctions are hard to learn,

and we know that L2 exposure triggers almost immediate neural changes even

before any behavioral improvement in L2 is observed (McLaughlin, Osterhout,

& Kim, 2004), and such changes might be preserved relatively long-term, even

without any further L2 exposure (Morgan-Short, Finger, Grey, & Ullman, 2012).

Therefore, while it seems possible for an adult perceptual system to adapt

to some novel sounds and novel category distinctions with sufficient language

exposure, there is likely some perceptual threshold for acoustically subtle con-

trasts beyond which the system cannot easily adapt. This would lead to gen-

eral inability to perceive those subtle acoustic cues that are not linguistically

informative in the learners’ L1, and—as a consequence—difficulty in learning

L2 categories that employ those cues. In these cases, individual characteristics

of a learner—such as general perceptual abilities, phonological memory, moti-

vation, etc.—may determine the success in learning those hard contrasts.

2.3.3 Phonetic Category Induction

Recent work in phonetic category induction has represented native-

speaker knowledge of phonetic categories as a set of distributions over percep-

tual space, one distribution for each phonetic category (de Boer & Kuhl, 2003;

Vallabha et al., 2007; McMurray et al., 2009; Feldman et al., 2009). For exam-

ple, sound categories such as /b/ or /p/ are distinguished using the VOT di-

mension. Therefore, a native speaker’s representation of a category like /b/
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might include some distribution over VOT values, such as a Gaussian distri-

bution with a particular mean and variance. Learners are assumed to acquire

the relevant distributions for each phonetic category by tracking the statistical

distribution of sounds and phonetic cues in the speech signal, as described in

section 2.2.2.

However, from the hierarchical inductive perspective, as outlined in sec-

tion 2.1, it is natural to expect that the knowledge a learner extracts from a lan-

guage’s sound system includes not only the specific distribution of each sound

category but also higher-order generalizations regarding the underlying set of

informative dimensions from which the system as a whole is constructed. Thus,

while the model presented in this dissertation is not computationally imple-

mented, my proposal is to essentially add a set of higher-level distributions re-

sponsible for generating specific category-level distributions.

2.3.4 The Hierarchical Inductive Model

In this section I describe in more detail the hierarchical inductive the-

ory as it is applied to perception and acquisition of phonetic categories. The

model is intended as a set of principles underlying perceptual development

across the life span that bears on three areas: (1) perceptual reorganization in

infancy, (2) non-native speech perception by naive listeners, and (3) phonologi-

cal acquisition of additional languages beyond L1.

The proposed model of a learner’s overall knowledge of phonetic cat-

egories in multiple languages is schematically illustrated in Figure 2.2. This

model is a more specific version of the general model presented in Figure 2.1.

The two lower levels now correspond to the knowledge of single learned lan-

guages (L1, L2, and so on), while the two higher levels again represent the initial

learning bias (L0) and the inferences over individual languages (Lany). The sub-

scripts indicate the type of acquired knowledge: c refers to the knowledge of

specific categories in a language, while d refers to the knowledge regarding the

informativity of specific phonetic dimensions – either at the level of individual

languages or at the higher Lany level. Analogous to Kruschke’s (1992) model of
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L0

Lanyd

L1d L2d L3d . . .

L1c L2c L3c . . .

Figure 2.2: A hierarchical model of phonetic category knowledge in acquisition
of multiple languages

category learning, one way of implementing the gradient informativity of pho-

netic dimensions is by using weights (or attention strength) attached to each

dimension.

Let me first discuss the implications of this model for understanding

perceptual reorganization in infancy. Within this model, learning phonetic cat-

egories in the native language involves not only—as others have proposed—

gaining knowledge about statistical distributions of each specific sound cate-

gory (L1c), but also drawing higher-level inferences about the overall informa-

tivity of different phonetic dimensions for discriminating between L1 categories

(L1d). These higher-order generalizations are proposed to emerge as a byprod-

uct of learning the specific native-language sound system, and, in particular,

the L1 phoneme inventory. The exact nature of L1d generalizations will natu-

rally depend on the person’s language background because the specific config-

urations of informative dimensions vary across languages (Ladefoged & Mad-

dieson, 1996): for example, VOT distinguishes categories in English, but plays

no role in Hawaiian; segmental length is contrastive for many Japanese cate-

gories (e.g., /p/–/pp/, /t/–/tt/), but is only a secondary cue to some English

vowel distinctions (e.g., lax /I/ versus tense /i/) and is relatively uninformative

in languages such as Spanish.

Why would infants make such higher-order inferences during acquisi-
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tion of the native-language sound system? The answer is that generalizations

about phonetic dimension informativity may benefit further learning. Recall

from section 2.2.1 that perceptual reorganization involves committing cogni-

tive/neural resources to the variation patterns found in the native language,

thus “tuning” to the native-language phonetic categories. I posit that the role of

higher-order inductive inferences during perceptual reorganization is to guide

this tuning process in order to achieve optimal allocation of resources not only

to processing the specific sound patterns encountered in the language so far, but

also to processing the patterns that may be encountered during further learning

of that language.

Understood this way, perceptual reorganization would yield general per-

ceptual enhancement along dimensions that are highly informative in the native

language. For example, if a learner has acquired some phonetic categories dis-

tinguished along the VOT dimension (e.g., /p/–/b/, /t/–/d/), then perceptual

enhancement should be observed not just for discriminating between those spe-

cific categories, but also other potential categories distinguished by the same di-

mension (e.g., /k/–/g/). Since languages generally reuse phonetic dimensions

to distinguish between more than one pair of categories (Ladefoged & Mad-

dieson, 1996), this kind of process would make learning more efficient: due to

previously obtained perceptual acuity to a given phonetic dimension, learning a

category distinction for one pair of sounds would lead to facilitation in learning

analogous categories.

If perceptual reorganization in infancy were affected by these higher-

order inferences about the native-language sound system, it would have clear

empirical consequences for non-native speech perception by naive listeners. In

particular, we should observe enhanced discrimination of non-native contrasts

along dimensions inferred from one’s native-language input to be informative.

Going back to the VOT example, if VOT distinguishes between some categories

in a learner’s native language (e.g., /p/–/b/, /t/–/d/, /k/–/g/), then per-

ceptual enhancement should also be observed for non-native categories distin-

guished by the same dimension (e.g., /q/–/G/).

My proposal does not, however, limit higher-order generalizations to just
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one level. Crucially, in addition to the generalizations at the level of an indi-

vidual language, learners are proposed to make inferences about the potential

informativity of phonetic dimensions in any language (Lanyd
), which then affects

the learning of any additional languages. This proposal is based on the assump-

tion that learners are biased to expect languages to share structural similarities,

which might follow from the general expectation of similarities between ele-

ments within any concept category.

It is an open question when exactly such inferences would emerge during

the development of a monolingual infant since one might expect that a learner

might need to first recognize that there are in fact more languages beyond the

one being learned. This touches on the non-trivial issue about how exactly a

learner may recognize the existence of more than one language, which possibly

varies depending on the ambient culture and the extent of contact with commu-

nities or individuals who speak other languages. At the latest, children certainly

become aware of the existence of other languages during early school years.

The Lanyd
inferences are proposed to guide learners’ implicit expecta-

tions, or predictions, about what novel-language perceptual space might look

like. One such expectation might be that the space is carved into categories us-

ing similar phonetic dimensions as in their native language. Thus, the Lanyd
in-

ferences inform learners’ implicit predictions about which phonetic dimensions

are likely to be informative in a new language (L2d), and, consequently, predic-

tions about the distributions over the language’s specific sound categories (L2c).

These predictions are possibly formed before any actual L2 exposure, thus cre-

ating an initial perceptual bias for learners to attend to the dimensions that they

have inferred as likely to be informative in the L2.

Let me now turn to the phase of actual exposure to a new language. As

discussed in section 2.3.2, I posit that adult learners are able to extract from the

L2 speech signal the information about sound and phonetic cue distribution,

and use it to help them acquire the L2 phonological system. Therefore, when

first exposed to an L2, learners can immediately begin to use two sources of

information to learn L2 phonetic categories: (1) L1 perceptual biases, which pre-

dispose learners to selectively attend to a subset of phonetic dimensions with
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highest inferred informativity, and (2) the statistical distribution of sounds in the

L2 input. These two sources of information are predicted to interact as learners

try to arrive at more precise representations of L2c and L2d.

Learning any additional languages straightforwardly follows from the

theory, and proceeds analogously to learning an L2. Crucially, the knowledge

of each previously acquired language—whether at the early or late stage of

learning—is expected to inform the Lany level. This means that L3 learning ben-

efits from higher-order inferences made on the basis of two languages, and this

number increases with each additional language acquired.

In the case of phonetic category learning, the inferences that learners

make about phonetic dimension informativity (Lanyd
) will be changing as more

knowledge is gained regarding the informativity of dimensions in specific lan-

guages (i.e., as the number of inferred Ld nodes increases).

Note that the amount of information contributed by each language

learned to the Lany level might vary. For example, learning two closely related

languages might not be as informative as learning two languages that are ty-

pologically distant. This is because learning an L2 that closely resembles the

learner’s native language will not provide the learner with much information

on how languages can vary. On the other hand, learning languages that are very

different will allow a learner to make more precise Lany inferences that better

approximate the true distribution of patterns across all existing languages. How

exactly this might happen is, however, beyond the scope of this dissertation.

2.4 Predictions of the Hierarchical Inductive Model

In this section I describe some empirical consequences of the proposal

that perceptual development, both in infancy and adulthood, is guided by the

principles of hierarchical inductive inference.
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2.4.1 General Predictions

As an approach to perceptual development, the inductive theory makes

clear predictions about the patterns of non-native speech perception by naive

listeners, as well as of distributional learning of sounds – which presumably

occurs mostly in an early stage of acquisition.

There are many well-known difficulties in non-native speech perception

of sound distinctions that do not exist in a learner’s native language, as dis-

cussed in section 2.2.1. The inductive theory can account for these difficulties

because distinctions not used in a learner’s native language are predicted to

also be inferred as uninformative in a novel language. For example, recall the

well-known difficulty Japanese monolinguals experience in learning the distinc-

tion between English /r/ and /l/, which in the mapping models is explained by

listeners mapping both sounds onto a single Japanese category. In the inductive

theory, this difficulty is explained by a strong bias arising during the acquisition

of Japanese that the acoustic cues distinguishing /r/ and /l/ are not informa-

tive for phonetic categorization.

The hierarchical inductive theory crucially also makes predictions re-

garding potential benefits of previous linguistic knowledge that go beyond di-

rect similarities between L1 and L2 phonetic categories. Specifically, there are

three main predictions:

1. Generalization of phonetic dimension informativity across languages

If a phonetic dimension is highly informative in L1 (strong weight at L1d),

a learner will infer that it is likely to be informative in any language (strong

weight at Lanyd
), which will translate into a bias to attend to that dimen-

sion when exposed to a new language. As a consequence, discrimination

and learning of novel categories distinguished by this dimension is pre-

dicted to be facilitated.5

5Note that this is similar to the proposal within Brown’s (1997, 2000) model of L2 speech
perception that transfer of phonological distinctive features from L1 to L2 might facilitate dis-
crimination of sounds that are contrasted by those features.



30

2. Generalization of phonetic dimension informativity within a novel language

If informativity of a phonetic dimension is acquired from distributional

properties of the Ln speech signal for some categories (strong weight at

Lnd), then a learner should infer that this dimension is likely to also be

informative for other categories in this language. Consequently, discrimi-

nation and distributional learning of any additional Ln categories distin-

guished by this dimension is predicted to be facilitated.

3. Combining cross-language and within-language generalizations

If learners incrementally combine information from previously learned

languages with statistical information from new language input, then we

can expect that both types of information may interact. That is, initial in-

ferences regarding novel phonetic categories, such as distributions over

phonetic dimensions (Lnc), are predicted to result from combining gener-

alizations based on previous language knowledge (Lanyd
) with distribu-

tional information extracted from the novel speech signal.

The first prediction crucially implies generalization across segment

classes from one language to another: that is, enhancements in discrimination

of novel sounds may obtain even among non-native percepts for which a given

dimension is not ordinarily informative in the native language. For example,

as mention in section 2.3.4, if VOT distinguishes between some categories in a

learner’s native language (e.g., /p/–/b/, /t/–/d/, /k/–/g/), then discrimina-

tion should also be enhanced for analogous non-native categories (e.g., /q/–

/G/).

Note that this prediction could be made by the mapping theories only

insofar as the two non-native sounds can map onto two distinct L1 categories.

In the VOT example, discrimination of /q/ vs. /G/ would be good only if we

assume that learners systematically map novel /q/ and /G/ onto two separate

L1 categories: for example, /q/L2 onto /k/L1 and /G/L2 onto /g/L1. This kind

of mapping seems very intuitive in this particular example, but in section 2.4.4 I

discuss additional specific predictions of the inductive theory, where sound-to-

sound mappings are far less straightforward.
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The second prediction is analogous to prediction (1), but it applies within

a single language. That is, it implies generalization across segment classes from

a subset of Ln categories that has already been learned to not-yet-learned Ln

categories. There is some experimental evidence suggesting that this kind of

generalization might be possible: training infants and adults on a novel con-

trast along the VOT dimension enhances not just discrimination of the trained

sounds (e.g., /p/–/b/), but also other sounds with an analogous contrast (e.g.,

/k/–/g/) (Maye et al., 2008; McClaskey et al., 1983).

The third prediction suggests that the two sources of information—Lanyd

biases and Ln input statistics—may interact during Ln acquisition. At the early

stages of acquiring an additional language a learner might not have received

sufficient language input to fully trust the distributional information extracted

thus far from the novel speech signal. At that point, a learner might rely more

heavily on previously acquired linguistic knowledge, interpreting the statistical

regularities encountered in the new language more in line with Lanyd
general-

izations. More specifically, learners are predicted to interpret ambiguous acous-

tic information in favor of phonetic dimensions that they have previously in-

ferred as informative in known languages.

2.4.2 Phonetic Dimensions Studied

In this dissertation, two dimensions were chosen to test the predictions

of the inductive theory: short vs. long segmental length and alveolo-palatal

vs. retroflex place of articulation.

Length

Length is a convenient property for testing generalization since it is a

relatively salient acoustic-phonetic cue (D. A. Hall et al., 2002) that cross-cuts

a wide range of possible segments, both vowels and consonants. In many lan-

guages length is phonologically contrastive, as shown in (1).6

6By convention, long consonants are represented as a sequence of two identical segments
(e.g., [tt]), while long vowels are represented as a single vowel followed by a colon (e.g., [a:]).
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(1)

a. [taka-] vs. [takka] Finnish: back vs. fireplace
b. [kisaki] vs. [kissaki] Japanese: empress vs. point of a sword
c. [belo] vs. [bello] Italian: I bleat vs. beautiful
d. [seki] vs. [se:ki] Japanese: seat vs. century

The acoustic correlates of length are different for different classes of seg-

ments. For example, length can be signaled by closure duration (stops), duration

of frication noise (fricatives), or duration of voicing. Length is not just raw du-

ration, as length contrasts are also signaled by intensity (sonorant consonants

and vowels) or burst strength (for stop consonants).

There have been many different proposals regarding formal means of

representing length: using the distinctive feature [±long] (Chomsky & Halle,

1968), timing slots (Levin, 1985; Selkirk, 1991; Tranel, 1991; Hume, Muller, & van

Engelenhoven, 1997), moras (Hyman, 1985; Hayes, 1989; Davis, 1999), or a com-

bination of the latter two (Muller, 2001). In this dissertation I make no attempt

to differentiate among these different analyses. Instead, of interest is that all

of these proposals share one commonality: length is represented as abstracted

across different segments, despite different raw acoustic cues that signal seg-

mental length differences. Therefore, I assume that it is justified to treat length

as an independent phonetic dimension that learners are sensitive to.

Alveolo-Palatal vs. Retroflex Place of Articulation

Alveolo-palatal and retroflex sibilant consonants are known to exist in

relatively few languages, including Polish and Mandarin (Ladefoged & Mad-

dieson, 1996). This distinction is acoustically very subtle, and the main cues to

the contrast include spectral properties of the frication noise and formant transi-

tion onto the following vowel (Ladefoged & Maddieson, 1996; Nowak, 2006; Li,

Edwards, & Beckman, 2007; Li, 2008). The specific distinction chosen for the pur-

poses of this dissertation was the alveolo-palatal vs. retroflex contrast from Pol-

ish. Polish has four alveolo-palatals (fricatives: /C/, /ý/; affricates: /tC/, /dý/)

and four retroflexes (fricatives: /ù/, /ü/; affricates: /tù/, /dü/). Half of them

are voiceless (/C/, /tC/, /ù/, /tù/), and half are voiced (/ý/, /dý/, /ü/, /dü/).

Some authors describe Polish retroflexes as postalveolars (Jassem, 2003). How-
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ever, I follow the arguments that they are better described as slightly retroflex or

retracted (P. A. Keating, 1991; Ladefoged & Maddieson, 1996; Hamann, 2004).

For the purposes of this dissertation I treat the collection of acoustic cues to the

alveolo-palatal vs. retroflex place of articulation contrast as a unified phonetic

dimension (henceforth, place dimension).

2.4.3 Properties of the Languages Studied

Five groups of speakers were chosen for experiments included in this

dissertation based on their language background, as shown in (2). In this section

I briefly describe the inventory of each language with respect to short and long,

as well as alveolo-palatal and retroflex segments.

(2)

a. Chapter 3: speakers of Korean, Vietnamese, Cantonese (with
some knowledge of Mandarin), and Mandarin (all
bilingual in English)

b. Chapter 4: speakers of Korean and Mandarin (all bilingual
in English)

c. Chapter 5: speakers of English (monolingual)
d. Chapter 6: speakers of Korean and Mandarin (all bilingual

in English)

Korean

Korean uses length to distinguish between all vowels (e.g., [pul] ‘fire’

vs. [pu:l] ‘blow’; Lee, 1999). There are only a few lexical items with underly-

ing monomorphemic long consonants (e.g., [p@lle] ‘worm’; Kim, 2002). More

common are morphologically derived long consonants ([ll], [nn], [mm]), which

arise from phonological assimilation processes (Sohn, 1999). In addition, Ko-

rean tense obstruents ([p
""
], [t

""
], [k

""
], [s

""
], [tC

""
]) have sometimes been analyzed as

long (Choi, 1995).

Korean does not have an alveolo-palatal vs. retroflex distinction. The in-

ventory includes an alveolo-palatal fricative [C] that is an allophone of /s/, but

no retroflex sounds (Hahm, 2007; Sohn, 1999).
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Vietnamese

In Vietnamese, length is phonologically contrastive for two sets of vow-

els: [a]-[a:] and [@]-[@:] (e.g., [bang] ‘state’ vs. [ba:ng] ‘ice’), although the latter

have been argued to also differ in vowel quality (Winn et al., 2008). Consonants

are always short.

Vietnamese does not have alveolo-palatal or retroflex sounds.

Cantonese

Length is used in Cantonese to distinguish between vowel categories,

but it is generally only one of the cues in addition to distinctions in vowel qual-

ity, and all but one short–long vowel pairs are in complementary distribution

(Bauer & Benedict, 1997). However, the one pair occurring in the same contexts

([5]–[a:]) is distinguished almost exclusively by length, with only minimal qual-

ity differences (Zhang, 2011), and length has been shown to be the primary cue

for distinguishing other vowel pairs as well (Kao, 1971; Bauer & Benedict, 1997).

Consonants are always short.

Cantonese does not have retroflex sounds, but alveolar sibilants ([ts],

[tsh], [s]) can be palatalized to the alveolo-palatal place of articulation ([tC], [Ch],

[C]), especially before high front vowels (Bauer & Benedict, 1997).

Mandarin Chinese

Mandarin does not have segmental length contrasts. Mandarin tones

vary in length, and some listeners have been reported to use length to distin-

guish between tones when the main cue—the F0 pattern—is ambiguous (Tseng,

Massaro, & Cohen, 1986; Blicher, Diehl, & Cohen, 1990). At the same time, Man-

darin speakers have been found not to rely on length for non-native segmental

contrasts on vowels (Bohn, 1995).

Mandarin has voiceless alveolo-palatals (/C/, /tC/) and retroflexes (/ù/,

/tù/) as allophones of the same phonetic category: alveolo-palatals occur before

high front vowels and the palatal glide, and retroflexes occur elsewhere (Lin,

2001). In addition, the voiced retroflex fricative ([ü]) is a between-speaker vari-
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ant of the retroflex approximant ([õ]). Other voiced sibilants are assumed to be

absent because Mandarin has obstruent distinctions in aspiration, not voicing

(Lin, 2001). Note that the alveolo-palatal and retroflex sounds used as stimuli in

this dissertation are from Polish, not Mandarin. Polish and Mandarin alveolo-

palatals and retroflexes differ, but they share similar spectral cues that distin-

guish between the two (Ladefoged & Maddieson, 1996).

English

American English does not use length contrastively. Vowel length varies,

but it correlates with the tense-lax distinction (e.g., beat vs. bit) and the voicing

of the following segment (e.g., cad vs. cat). The differences in vowel length alone

never distinguish between words, and length has not been argued to be the pri-

mary cue to vowel distinctions. Long consonants are sometimes attested but

only at morpheme boundaries (e.g., dissatisfied; Benus, Smorodinsky, & Gafos,

2003). Minimal pairs are rare (e.g., unnamed vs. unaimed), and for most speakers

the contrast is neutralized (Kaye, 2005). Furthermore, there is evidence that by

18 months of age English-learning infants process length contrasts differently

from infants learning a language that uses length contrastively (e.g., Dutch or

Japanese; Dietrich, Swingley, & Werker, 2007; Mugitani, Pons, Fais, Werker, &

Amano, 2008). Therefore, even though length plays some role in the American

English sound system, for the purposes of this dissertation I treat English as

a language where length is not informative, and I leave for future research in-

vestigating the extent to which English might provide learners with evidence

of length informativity (cf. Mermelstein, 1978; Whalen, 1989; McAllister et al.,

2002).

English does not have alveolo-palatal nor retroflex obstruents, although

some speakers produce the alveolar approximant /ô/ as retroflex (Ladefoged &

Maddieson, 1996; Westbury, Hashi, & Lindstrom, 1998).



36

Summary

Table 2.1 summarizes the relevant properties of the surface (i.e., not just

phonemic) segmental inventories in Korean, Vietnamese, Cantonese, Mandarin,

and English.

Table 2.1: Summary of the surface segmental inventories in English, Korean,
Vietnamese, Cantonese, and Mandarin: length and alveolo-palatal vs. retroflex
place of articulation.

SEGMENTS KOR VIET CANT MAND ENG

Length
consonants short X X X X X

long X

vowels short X X X X X
long X X X

Place alveolo-palatals X
retroflexes X

2.4.4 Specific Predictions

In this section I describe specific predictions of the inductive theory for

perception and learning of the length and place dimensions by speakers of Ko-

rean, Vietnamese, Cantonese, Mandarin, and English. Empirical tests of each

prediction outlined in this section are provided in subsequent chapters of the

dissertation.

L1 Perceptual Biases in Non-Native Speech Perception (Chapter 3)

The first general prediction discussed in section 2.4.1 states that if a pho-

netic dimension is informative in L1, then a learner should infer it as likely to

also be informative in L2, and—as a consequence—attend to this dimension

when exposed to the new language, even for percepts for which this dimension

is not relevant in L1. I will now illustrate this prediction for the dimension of

segmental length.

Imagine three languages: LA in which length is contrastive for both vow-

els and consonants, LB in which length is contrastive only for vowels, and LC in

which length is never contrastive, as illustrated in Table 2.2.
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Table 2.2: Hypothetical language inventories.

SEGMENTS LA LB LC

short
a X X X
i X X X
s X X X

long
a: X X
i: X X

ss X

Now imagine that we are testing speakers of all three languages on dis-

crimination of two contrasts in a novel language: [a]–[a:] and [s]–[ss]. Both map-

ping and hierarchical inductive theories predict that native speakers of LA and

LB will outperform speakers of LC in [a]–[a:] contrast discrimination, since that

contrast is present in both LA and LB, and—for the same reason—that speakers

of LA will outperform those of LC in [s]–[ss] discrimination. The inductive the-

ory, however, additionally predicts that speakers of LB will outperform those

of LC in [s–[ss] discrimination, because there is evidence in LB that segmental

length is a generally informative dimension (Tab. 2.3).

Table 2.3: Example predictions for discrimination performance on non-native
length contrasts by native speakers of LA, LB, and LC.

Lnovel INDUCTIVE MAPPING
CONTRAST THEORY THEORIES

a–a: LA, LB > LC LA, LB > LC
s–ss LA, LB > LC LA > LB, LC

Following this simple example, we can now outline predictions for

speakers of real languages. Recall from section 2.4.3 that Korean has length con-

trasts for both vowels and consonants, Vietnamese and Cantonese have length

contrasts only for vowels, while Mandarin does not have any length contrasts.

Therefore, if tested on discrimination of length contrasts in a novel language,

the inductive theory predicts that speakers of the first three languages (Korean,

Vietnamese, Cantonese) should outperform speakers of Mandarin. Crucially,

even if tested only on consonant length contrasts, speakers of all three languages

should have an advantage over Mandarin speakers because they should have

inferred length as a dimension that is likely to be informative in a new language.
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Mapping theories, on the other hand, only predict some advantage for Korean

speakers who are familiar with some length contrasts on consonants – an ad-

vantage that is limited in that it should only obtain for discrimination of those

specific length contrasts that are found in Korean.

Similarly, we can make predictions for the alveolo-palatal vs. retroflex

place contrast. Here, both theories predict that Mandarin speakers should be

better at discriminating the place contrast due to the fact that Mandarin has this

distinction, while other languages do not.

All these predictions are illustrated in Table 2.4, and Chapter 3 describes

experimental work that tests these claims. The results show that, as predicted by

the inductive theory, speakers of Korean, Vietnamese, and Cantonese all outper-

form Mandarin speakers on discrimination of consonant length contrasts, while

Mandarin speakers are better at discrimination of alveolo-palatal vs. retroflex

place contrasts. Thus, the results suggest that there is generalization of phonetic

dimension informativity (length) across very dissimilar segment classes (from

vowels to consonants).

Table 2.4: Predictions for discrimination of length and place contrasts by speak-
ers of different native languages.

CONTRAST
INDUCTIVE MAPPING

THEORY THEORIES

consonant length Kor, Viet, Cant > Mand Kor > Viet, Cant, Mand
alv. pal. – retroflex place Kor, Viet, Cant < Mand Kor, Viet, Cant < Mand

L1 Perceptual Biases in Word Learning (Chapter 4)

The predictions regarding perceptual advantages on length and place

contrasts can be extended to the domain of lexical acquisition. Specifically, if

speakers of Korean and Mandarin are differentially sensitive to length and

place distinctions (i.e., if Korean speakers are perceptually biased toward length

contrasts, and Mandarin speakers are biased toward place contrasts), then

similar differences should be observed when learning words in a new lan-

guage that are minimal pairs distinguished only by length and place. Chap-

ter 4 describes experimental work that tested this prediction. The results reveal
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that participants were not able to fully capitalize on their perceptual abilities:

only faster learners—as independently assessed by baseline trials—showed en-

hanced learning involving contrasts in phonetic dimensions that are informa-

tive in their native language. This suggests that attention to phonetic detail

when learning words might only be possible for adults with better cognitive

abilities or higher motivation.

Overcoming L1 Perceptual Biases in Phonetic Category Learning (Chapter 5)

The second prediction of the inductive theory discussed in section 2.4.1

states that if a learner successfully learns a novel L2 contrast for one set of seg-

ments, then this should facilitate discrimination and learning of additional L2

categories that vary along the same phonetic dimension. I will illustrate this

prediction using the dimension of segmental length.

English does not use length to contrast phonetic categories, and there-

fore native speakers of English should be perceptually biased against distinc-

tions along the length dimension. Learning a novel language with contrastive

length thus requires overcoming initial L1 biases. However, once the distinction

is learned for some segments in the new language (e.g., [f]–[ff] and [s]–[ss]),

then we should observe generalization to other classes of segments (e.g., [n]–

[nn], [j]–[jj]) because learners should be able to infer the informativity of length

based on the newly-acquired phonetic categories.

Chapter 5 describes two experiments that tested this prediction. In par-

ticular, native speakers of English were exposed to a new language, in which

the statistical distribution of sounds suggested a phonetic length distinction.

They were subsequently tested on categorization of short and long sounds on

both a trained segment class and a novel, dissimilar, segment class. The results

revealed that—given successful learning of short vs. long categories for the

trained segments—participants are also inclined to categorize novel segments

as either short or long. This suggests that there is generalization of phonetic

dimension informativity across segment classes within a new language that is

being learned, thus providing additional support for the inductive theory.
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Combining L1 Perceptual Biases and Distributional Cues in Phonetic Cate-

gory Learning (Chapter 6)

The third prediction of the inductive theory outlined in section 2.4.1

states that learners’ interpretation of novel language statistics may be affected

by their L1 perceptual biases. This prediction was tested in a study with Korean

and Mandarin speakers, as described in Chapter 6. Given known perceptual

sensitivities of these two language groups to length and place contrasts (i.e.,

Korean speakers are more sensitive to length, and Mandarin speakers are more

sensitive to place), it is possible that native speakers of these languages would

show differential biases when interpreting ambiguous distributional cues to L2

phonetic categories.

To test this possibility, we constructed stimuli in a novel language with

sound distributions that could be interpreted as either a place distinction

(alveolo-palatal vs. retroflex) or a length distinction (short vs. long). Korean and

Mandarin speakers were first exposed to these distributions, and then tested

on phonetic categorization of sounds in this new language. The prediction was

that speakers of Korean should be biased toward inferring a length-based cat-

egory distinction and against inferring a place-based category distinction, and

thus interpret this phonetic input as two categories along the length dimension.

Speakers of Mandarin, on the other hand, should be biased toward inferring

a place-based category distinction and against inferring a length-based cate-

gory distinction, thus interpreting the input as two categories along the place

dimension. The results revealed that Mandarin speakers indeed inferred word

distinctions more based on place than length, but speakers of Korean inferred

distinctions based on both, suggesting that they might have hypothesized four

underlying categories instead of two. This result indicates that the interpreta-

tion of distributional information in L2 speech is indeed affected by L1 percep-

tual biases, providing initial support for the claim that learners incrementally

combine two sources of information when learning a new language: L1 biases

and L2 statistics.



Chapter 3

L1 Perceptual Biases in Non-Native

Speech Perception

3.1 Introduction

This chapter tests the first prediction outlined in section 2.4.1 stating that

if a phonetic dimension is informative in L1, then a learner should infer it as

likely to also be informative in L2, and—as a consequence—attend to this di-

mension when exposed to the new language, even for percepts for which this

dimension is not relevant in L1.

This prediction was tested in a perceptual discrimination experiment

that involved discriminating consonant length contrasts and alveolo-palatal

vs. retroflex place contrasts. We recruited participants of different language

backgrounds: 1) Korean, where length is a highly relevant contrastive cue for

both vowels and consonants, and where there are no alveolo-palatal vs. retroflex

place contrasts; 2) Vietnamese and Cantonese, where the length cue is informa-

tive, but more limited (only for vowels, and—for Cantonese—only as an ad-

ditional cue together with changes in vowel quality), and where there are no

alveolo-palatal vs. retroflex place contrasts; and 3) Mandarin Chinese, where

length is not very informative, but where there is an allophonic distinction

between alveolo-palatals and retroflexes (as described in more detail in sec-

tion 2.4.3).

41
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As discussed in section 2.4.4, the inductive theory predicts that all length-

attuned participants would outperform Mandarin speakers on discriminating

between short and long segments, but a reverse performance pattern is expected

for the place contrast: Mandarin speakers outperforming other participants on

discriminating between alveolo-palatals and retroflexes. Additionally, the the-

ory predicts that Korean speakers might show an advantage over Vietnamese

and Cantonese speakers on length contrasts due to stronger bias in favor of

length.

3.2 Experiment

3.2.1 Method

Participants

96 undergraduate students at UC San Diego participated in the ex-

periment for course credit. Each participant was from one of four language

groups: Korean, Vietnamese, Cantonese (all length-familiar, and Mandarin (place-

familiar). All Cantonese speakers also spoke some Mandarin, which they learned

at school. All participants learned the target language (L1) from birth, and were

bilingual in English. There were no major differences between language groups

on other characteristics (see Tables 3.2–3.5 in the appendix to this chapter), and

the tested population included both L1-dominant and English-dominant partic-

ipants. Participants reported no history of speech or hearing problems.

Materials

The materials consisted of nonce words recorded in a soundproof booth

by a phonetically-trained native speaker of Polish. The length items included

short and long consonants, and the place items were Polish alveolo-palatal and

retroflex consonants (see Table 3.1). Each sound segment was recorded embed-

ded in seven different frames: [pa_a], [pe_a], [po_a], [ta_a], [te_a], [ka_a], [ke_a],

with five repetitions of each word. Then, the stimuli were manipulated through
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Table 3.1: Sound segments used in stimuli, and the occurrences of correspond-
ing sounds in Korean, Vietnamese, Cantonese, and Mandarin.

SEGMENT KOR VIET CANT MAND

short

m X X X X
n X X X X
l X X X X
s X X X X
j X X X X

w X X X X
Length f X X X
stimuli

long

mm X
nn X

ll X
ss X
jj

ww
ff

(vowels)a (X) (X) (X)

alv.-pal.

C X X
tC X
ý

Place dý
stimuli

retroflex

ù X
tù X
ü X

dü
x X X X

Filler X
stimuli K

J

a Long vowels were not included in the stimuli.
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splicing to ensure that the minimal-pair words differed only in length or place,

with no irrelevant differences present elsewhere in a word. One token of each

word type was chosen as a frame (a short-consonant word for length contrasts

and a retroflex-word for place contrasts), from which the target segments were

removed. Then, the missing segments were spliced out from other recorded to-

kens and placed in the frame words.1 For length items, only short segments were

spliced in, and long segments were created from short ones by either doubling

their length (for sonorant consonants: [j], [w], [l], [m], and [n]) or elongating

them by half their length (for obstruent consonants: [f] and [s]).2

Procedure

The experiment consisted of a same-different AX discrimination task. In

each trial, a pair of words was presented auditorily over headphones. The words

were either ‘different’ (e.g., [pama]–[pamma]) or ‘same’ (e.g., [pama]–[pama] or

[pamma]–[pamma]). ‘Same’ words in each pair were physically identical and

‘different’ words in each pair always shared a physically identical frame (i.e.,

the words were identical except for artificial lengthening for length contrasts

and a spliced consonant for place contrasts). This was done to ensure that ‘dif-

ferent’ responses resulted only from the manipulation of interest, and not due

to irrelevant differences present elsewhere in a word. The words in each pair

were separated by an interstimulus interval of 750msec to ensure processing of

sounds at a higher, non-sensory level (Werker & Logan, 1985). Each pair was re-

peated twice throughout the experiment, which yielded a total of 392 pairs (196

pairs with length contrasts and 196 pairs with place and filler contrasts), divided

into seven 56-trial blocks that were separated by self-terminated breaks. In each

trial, a word pair was played once without a replay option, and the response to

one pair triggered presentation of the subsequent pair with a delay of 500msec.

1The use of splicing meant that one of the cues to the place contrast—vowel transition of
alveolo-palatals—was partially removed, possibly making this contrast harder than in natural
speech.

2This difference was introduced to mimic natural production, reflecting the fact that inter-
vocalic length contrasts are perceptually harder for sonorants than for obstruents due to more
blurred segment boundaries (Kawahara, 2007).
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Trial order was randomized for every participant. The testing was preceded by

a no-feedback practice session with 16 filler trials.

3.2.2 Results

The results are plotted in Figures 4.2 and 3.2 (error bars are standard er-

rors). We calculated d-prime scores (Swets, 1964) for each tested contrast and

each participant as a measure of contrast sensitivity, and analyzed the scores

using repeated-measures ANOVAs. First, we compared length-familiar partic-

ipants to place-familiar participants using an ANOVA with the factors LAN-

GUAGE GROUP (length-familiar, place-familiar) and CONTRAST (length, place). As

we predicted, there was a significant interaction between LANGUAGE GROUP

and CONTRAST [F(1, 94) = 51.7; p < .001]: length-familiar participants were

more sensitive to length differences, and place-familiar participants were more

sensitive to place contrasts. The results also revealed a main effect of LAN-

GUAGE GROUP [F(1, 94) = 6.5; p < .05]: Mandarin speakers performed overall

worse than length-familiar participants as a group. The main interaction was

not, however, driven by the overall worse performance by Mandarin speak-

ers, since the result was reversed for place contrasts (also supported by a sig-

nificant interaction between LANGUAGE GROUP and place vs. filler CONTRAST

[F(1, 94) = 24.0; p < .001]), and the differences between the two LANGUAGE

GROUPS on length and on filler contrasts were of different magnitudes (as

indicated by a significant interaction between LANGUAGE GROUP and length

vs. filler CONTRAST [F(1, 94) = 33.4; p < .001]).

Crucially, the main result was not driven just by Korean performance,

but also held for each relevant pairwise LANGUAGE comparison, as indi-

cated by significant interactions between LANGUAGE and CONTRAST (Korean–

Mandarin: [F(1, 46) = 63.7; p < .001]; Vietnamese–Mandarin: [F(1, 46) =

33.1; p < .001], Cantonese–Mandarin: [F(1, 46) = 18.7; p < .001]). The results

reveal an extremely robust pattern: Korean, Vietnamese, and Cantonese speak-

ers were consistently better at length contrasts than Mandarin speakers for each

tested segment (see Figure 3.2).
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Figure 3.1: Overall results.
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Figure 3.2: Results from the critical length trials split by segment.

As for the comparisons within the length-familiar group, there was

no significant difference on length contrasts for the Korean–Vietnamese pair

[F < 1], but there was a significant difference for both Korean–Cantonese

[F(1, 46) = 11.0; p < .01] and Vietnamese–Cantonese [F(1, 46) = 5.1; p < .05],

with Cantonese speakers performing worse. Given that length is only used in

Cantonese as a secondary cue, this result is consistent with the idea that sensi-

tivity to a given phonetic dimension is mediated by the degree of informativity

that this dimension has in the learner’s native language.
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3.3 Discussion

The results reported here are consistent with the predictions of the hi-

erarchical inductive theory: Korean, Vietnamese, and Cantonese speakers were

all better at discriminating between short and long consonants than Mandarin

speakers, even though Vietnamese and Cantonese only use length distinctions

on vowels. This suggests that they generalized a familiar phonetic dimension

across different segment classes. This result cannot be attributed to better task

performance, as the pattern was reversed for sibilant contrasts, which are more

familiar to Mandarin speakers.

The mapping theories of non-native speech perception and learning, as

described in section 2.2.3, have not explicitly stated any predictions regarding

the dimensions of length and alveolo-palatal vs. retroflex place. However, given

their theoretical assumptions, they are likely to predict a different response pat-

tern than the inductive theory. Specifically, mapping theories predict that par-

ticipants should only have a clear advantage on discrimination of contrasts in

cases when the two contrasted sounds would be perceptually mapped onto two

different native-language categories. Recall that, on these views, mapping is de-

termined by acoustic or articulatory similarity between sounds, and is also as-

sumed to reflect learners’ perceived between-sound similarity. That is, as learn-

ers’ perceived similarity between a novel L2 sound and an L1 sound category

increases, the two sounds become more perceptually confusable, and the prob-

ability of the L2 sound being assimilated onto the L1 category rises. Following

this reasoning, mapping theories predict enhanced discrimination of length and

place contrasts only insofar as they are perceived as similar to two distinct na-

tive categories.

For place contrasts, this could yield similar predictions to those of in-

ductive theory: Mandarin speakers should be better than speakers of Korean,

Vietnamese, and Cantonese, because only Mandarin has alveolo-palatal and

retroflex sounds, which are similar to those included in the stimuli. Therefore,

Mandarin speakers could be said to map each novel alveolo-palatal sound onto

an alveolo-palatal category in Mandarin, and each novel retroflex sound onto a
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retroflex category in Mandarin. Speakers of Korean, Vietnamese, and Cantonese

would, on the other hand, be likely to map both alveolo-palatals and retroflexes

onto a single sibilant category in their native languages.

For length contrasts, however, mapping theories cannot straightfor-

wardly explain the advantage of Korean, Vietnamese, and Cantonese speak-

ers over Mandarin speakers. The only group that would be predicted to per-

form somewhat better on consonant length contrasts are speakers of Korean:

since Korean is the only language where some long consonants are present—

and only if counted generously (see section 2.4.3)—it can be said that Korean

speakers mapped short consonants onto similar short categories in Korean, and

long consonants onto similar long categories, which would yield enhanced dis-

crimination. However, in order to account for the result that speakers of Viet-

namese and Cantonese outperform Mandarin speakers on consonant length

contrasts, these theories would have to assume that the Vietnamese/Cantonese

vs. Mandarin speaker groups systematically differ in how they map non-native

long consonants onto their native-language categories. Yet, there is no obvi-

ous reason why this might be the case other than the presence of long vow-

els in Vietnamese/Cantonese, as already argued in this dissertation. One could

posit that, for Vietnamese/Cantonese speakers, native-language long vowel

categories pull long consonant percepts toward them, thus facilitating short

vs. long consonant discrimination. However, it would then follow that Viet-

namese/Cantonese speakers should also perceptually confuse long consonants

and long vowels (e.g., [ss] and [a:]) more so than Mandarin speakers, which

seems highly unlikely.

Therefore, the results reported here suggest that learners generalize the

informativity of phonetic dimensions across languages (from L1 to a novel lan-

guage), and also across very dissimilar segment classes (vowels and conso-

nants). These results are consistent with predictions of the inductive theory pro-

posed in this dissertation, and are not easily explained by mapping theories.
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3.4 Chapter Appendix

This appendix includes detailed individual characteristics of the partici-

pants from the study reported in this chapter.

Table 3.2: Mean and standard deviation of self-reported participant characteris-
tics: Korean speakers.

L1-dominant Eng-dominant
KOREAN SPEAKERS (n=12) (n=12)

M SD M SD

Age 21 3.0 20 1.0

Age of arrival in USa 14 5.3 4 5.3

Self rated L1 proficiencyb (0-none, 10-perfect) 9.1 1.0 7.4 2.1

% time current L1 exposure 44 13.8 34 17.1

L1 use w/family (0-never, 10-always) 9.9 0.3 8.6 1.5

L1 use w/friends (0-10) 6.8 1.7 4.0 2.3

% time preferred L1 usec 61 15.6 35 21.5

Age when began regular Eng exposure 10 4.7 4 3.8

Self rated Eng proficiencyb (0-10) 7.3 1.1 9.4 0.8

% time current Eng exposure 53 13.6 65 16.0

Eng use w/family (0-10) 1.0 1.76 4.3 2.4

Eng use w/friends (0-10) 5.8 2.2 9.0 1.6

% time preferred Eng usec 35 16.2 63 20.9

a If born in the US, coded as 0.
b Mean proficiency speaking & understanding.
c “If you could freely choose a language to speak, what percentage of time would you choose
to speak each language?”
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Table 3.3: Mean and standard deviation of self-reported participant characteris-
tics: Vietnamese speakers.

L1-dominant Eng-dominant
VIETNAMESE SPEAKERS (n=12) (n=12)

M SD M SD

Age 20 1.2 20 1.4

Age of arrival in USa 5 4.5 0 0.3

Self rated L1 proficiencyb (0-none, 10-perfect) 8.1 0.9 7.0 0.9

% time current L1 exposure 25 14.7 20 12.2

L1 use w/family (0-never, 10-always) 8.7 1.8 8.1 1.8

L1 use w/friends (0-10) 2.6 2.5 1.7 1.8

% time preferred L1 usec 46 9.4 26 14.0

Age when began regular Eng exposure 6 3.5 3 1.8

Self rated Eng proficiencyb (0-10) 7.7 0.49 9.4 0.6

% time current Eng exposure 74 15.1 77 13.5

Eng use w/family (0-10) 3.6 2.9 6.1 2.1

Eng use w/friends (0-10) 9.1 1.5 9.7 0.6

% time preferred Eng usec 55 10.3 69 15.6

a If born in the US, coded as 0.
b Mean proficiency speaking & understanding.
c “If you could freely choose a language to speak, what percentage of time would you choose
to speak each language?”
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Table 3.4: Mean and standard deviation of self-reported participant characteris-
tics: Cantonese speakers.

L1-dominant Eng-dominant
CANTONESE SPEAKERS (n=12) (n=12)

M SD M SD

Age 20 0.9 20 1.5

Age of arrival in USa 14 4.4 2 4.4

Self rated L1 proficiencyb (0-none, 10-perfect) 9.2 1.3 8.3 1.2

% time current L1 exposure 41 24.6 33 8.9

L1 use w/family (0-never, 10-always) 9.1 1.9 9.6 0.8

L1 use w/friends (0-10) 7.1 3.1 4.0 2.1

% time preferred L1 usec 58 25.1 33 9.4

Age when began regular Eng exposure 5 2.8 4 1.7

Self rated Eng proficiencyb (0-10) 7.3 1.0 9.2 0.9

% time current Eng exposure 45 22.9 57 11.4

Eng use w/family (0-10) 1.1 1.2 4.0 2.9

Eng use w/friends (0-10) 7.3 2.1 8.6 2.0

% time preferred Eng usec 28 20.3 51 19.6

a If born in the US, coded as 0.
b Mean proficiency speaking & understanding.
c “If you could freely choose a language to speak, what percentage of time would you choose
to speak each language?”
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Table 3.5: Mean and standard deviation of self-reported participant characteris-
tics: Mandarin speakers.

L1-dominant Eng-dominant
MANDARIN SPEAKERS (n=12) (n=12)

M SD M SD

Age 20 0.9 20 1.5

Age of arrival in USa 12 4.4 4 4.3

Self rated L1 proficiencyb (0-none, 10-perfect) 9.4 1.0 8.1 1.0

% time current L1 exposure 46 14.7 16 11.8

L1 use w/family (0-never, 10-always) 9.6 0.9 8.6 1.7

L1 use w/friends (0-10) 5.5 3.2 2.8 2.3

% time preferred L1 usec 56 24.7 26 15.1

Age when began regular Eng exposure 8 3.6 5 2.7

Self rated Eng proficiencyb (0-10) 7.3 0.7 9.0 1.1

% time current Eng exposure 50 14.7 81 18.6

Eng use w/family (0-10) 2.3 1.9 3.3 2.1

Eng use w/friends (0-10) 7.4 1.9 9.6 0.7

% time preferred Eng usec 43 24.2 73 15.28

a If born in the US, coded as 0.
b Mean proficiency speaking & understanding.
c “If you could freely choose a language to speak, what percentage of time would you choose
to speak each language?”
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Chapter 4

L1 Perceptual Biases in Word

Learning

4.1 Introduction

The study in Chapter 3 provided evidence that non-native speech percep-

tion is guided by perceptual biases that are the result of generalization from pre-

vious language knowledge. Specifically, it was found that speakers of Korean,

Vietnamese, and Cantonese outperform speakers of Mandarin on length con-

trast discrimination, but the reverse is true for alveolo-palatal vs. retroflex place

contrast discrimination. In this chapter these initial findings are extended to the

domain of lexical acquisition: if speakers of Korean and Mandarin are differen-

tially sensitive to length and place distinctions, then similar differences might

be observed in a more natural learning situation, for example when learning

words in a new language that are minimal pairs distinguished only by length

and place.

We know that humans are able to take advantage of many different re-

sources available to them in the course of learning. For example, when learning

a new language—whether in infancy or adulthood—humans actively search for

regularities by analyzing the input in several alternative ways (e.g., examin-

ing either adjacent or non-adjacent dependencies; Gómez, 2002), and are able

to simultaneously entertain multiple implicit theories about the input’s under-

54
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lying structure (e.g., Gerken, 2010). One of the complex features of learning a

language is that it is necessary to perform concurrent analyses of the input at

different levels of processing and integrate these multiple pieces of information

at once. If, for example, we zoom in to the level of processing single words,

one needs to encode phonetic cues and, at the same time, map the phonetic

form onto meaning. This means that learning words is a complex task that re-

quires not only remembering a label for a given referent, but also forming a

phonetically-rich representation of that label, which in turn relies on proper seg-

mentation of the word into individual sounds and recognizing each sound as an

instance of a specific phonetic category.

The word-learning task may be particularly hard for beginning L2 learn-

ers who are not yet familiar with the L2 sound system, especially when they are

processing words with novel sounds that do not exist in their native language.

However, there is evidence that learners capitalize on whatever pieces of infor-

mation are available to them to achieve this task: they might use lexical cues to

make inferences about sound categorization (Feldman, Myers, White, Griffiths,

& Morgan, 2011), and—conversely—take advantage of perceptual training on

sound categorization to help them make inferences about the lexicon (Perfors

& Dunbar, 2010). The question addressed in this chapter is another piece of this

puzzle. Specifically, we know from the study reported in Chapter 3 that prior

language knowledge can help in acquisition of a new language: L1-based per-

ceptual biases can facilitate perception of novel sound contrasts that differ along

phonetic dimensions relevant in L1. How efficiently, then, do adults capitalize

on their L1-based phonetic generalizations when learning the lexicon in a new

language?

Intuitively, it might seem that whatever perceptual abilities adults have,

they should be able to use them when learning novel words. That is, if they

hear a distinction between sounds b and p, they should be able to easily dis-

tinguish between words like ban and pan. However, the picture emerging from

prior research is far less clear. In fact, research with young infants suggests that

the ability to discriminate perceptually between similar sounds does not in gen-

eral guarantee immediately successful learning of words that are contrasted by
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those sounds. At 14 months, infants can easily discriminate the sounds b and

d. However, when taught that a novel object is called a bih, but later on the ob-

ject is referred to as a dih, infants do not notice this mispronunciation (Stager &

Werker, 1997). The initial explanation proposed for this result was the limited re-

source hypothesis (Stager & Werker, 1997; Werker, Fennell, Corcoran, & Stager,

2002): since attending to fine phonetic detail while learning new words is com-

putationally very demanding, young infants—who have limited attentional and

cognitive resources—might have difficulty accessing all phonetic detail when

focusing their attention on learning meaning. Subsequent research showed that

14-month-old infants succeed only with additional contextual information or

under less demanding learning conditions (Fennell & Werker, 2003; Fennell,

Waxman, & Weisleder, 2007; Rost & McMurray, 2009; Swingley & Aslin, 2002;

Thiessen, 2007; Yoshida, Fennell, Swingley, & Werker, 2009).

There is some evidence suggesting that adults might have similar diffi-

culties when learning words in a new language. In a study by Perfors and Dun-

bar (2010), native speakers of English were first exposed to a non-native distinc-

tion between a prevoiced and a voiceless unaspirated stop ([gipur] vs. [kipur])

through the distributional learning paradigm (Maye & Gerken, 2000; Maye et

al., 2002), and then taught word-picture mappings using minimal-pair words

distinguished by this non-native contrast. The results showed that while par-

ticipants performed better than chance at learning similar words with the exact

contrast they had been trained on ([gipur]-[kipur]), they were at chance at learn-

ing words contrasted by sounds with an analogous contrast ([bipur]-[pipur]).

This was despite the fact that, after perceptual training on [g]-[k], participants

were able to distinguish [b] and [p] perceptually. Thus, just like 14-month-old

infants, adults had difficulty differentiating between similar words in a word-

learning task, even though they could tell these words apart in a pure perceptual

task.1

However, the difficulty in learning similar-sounding words found by

1Better performance on [gipur] and [kipur] might have been due to the familiarity with these
specific lexical items rather than familiarity with the contrast itself from perceptual training,
which is consistent with infants also performing better on familiar words (Swingley & Aslin,
2002).
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Perfors and Dunbar (2010) might have been due to insufficient familiarity with

the novel sounds that differentiated between the words. As Perfors and Dun-

bar point out, learners’ representations of the novel [b] and [p] categories, de-

rived from one session of distributional learning, might have been too fragile to

see any advantage in word learning. If this reasoning is correct, then the direct

comparison between 14-month-olds and adults in Perfors and Dunbar’s (2010)

study is perhaps less informative because the 14-month-olds have had exten-

sive exposure to—and easily discriminate between—the sounds b and d, but

still have difficulty learning the words bih and dih.

In the study reported in this chapter we designed a learning situation that

is more comparable to the situation of 14-month-old infants in that we investi-

gated how adults learn similar-sounding words that they can distinguish per-

ceptually due to their L1-based phonetic generalizations. Specifically, we tested

native speakers of Korean and of Mandarin, and we used the distinctions that

were previously tested in a perceptual study (Chapter 3): length (e.g., [taja]–

[tajja]) and place of articulation between alveolo-palatal and retroflex sounds

(e.g., [gotCa]–[gotùa]).

4.2 Experiment

Participants learned novel word-picture mappings, where each word

was in a minimal pair with either a length distinction or an alveolo-palatal

vs. retroflex place distinction. An additional group of participants was recruited

for a perceptual discrimination task with the same materials to make sure that

previous perceptual results, reported in Chapter 3, are replicated with the newly

constructed stimuli. We predicted that if adult L2 learners are able to attend to

phonetic detail by using their L1-based resources when learning a new lexicon,

then we should observe the same pattern in both the perceptual discrimination

and the word-learning tasks: that is, Korean speakers should be more accurate

on length trials, and Mandarin speakers more accurate on place trials.
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4.2.1 Method

Participants

90 undergraduate students at UC San Diego participated in the experi-

ment for course credit or payment. 54 were assigned to the word-learning task,

and 24 to the perceptual-discrimination task. Half were speakers of Korean, and

the other half were speakers of Mandarin. Participants varied in terms of their

length of residence in the US: some were born in the US, while others immi-

grated at some point after birth or were international students who arrived very

recently. Consequently, they varied in English proficiency. Importantly, how-

ever, they all learned Korean or Mandarin from birth, reported high proficiency

in those languages, and still used them regularly, predominantly with family.

In most cases they had some high school and/or college exposure to Spanish

or French. Some Mandarin speakers were also familiar with Taiwanese, mostly

through family exposure. All participants reported no history of speech or hear-

ing problems.

Materials

The materials consisted of 16 bisyllabic nonce words of the form

CVC(C)V, where each was in a minimal pair differing only in the middle con-

sonant. There were 12 length words, with either a short or a long middle con-

sonant, and 4 place words, with either an alveolo-palatal or a retroflex sibilant

(both pronounced as in Polish), as illustrated in Table 4.1. We chose a subset of

contrasts tested in the study reported in Chapter 3. Half of the chosen length

distinctions exist in Korean ([l]–[ll], [m]–[mm], [n]–[nn]), and the other half of

distinctions was novel ([j]–[jj], [w]–[ww], [f]–[ff]). Similarly, half of the chosen

place distinctions exist in Mandarin ([tC]–[tù]), and the other half of distinctions

was novel ([ý]–[ü]).

The materials were recorded in a soundproof booth by a phonetically-

trained native speaker of Polish. There were 10 tokens recorded for each word.

For length words, two tokens of each word with long consonants were chosen

for the experiment. Subsequently, words with short consonants were created
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Table 4.1: Stimuli.

LENGTH WORDS PLACE WORDS
short long alveolo-palatal retroflex
taja tajja
tala talla

diwa diwwa gotCa gotùa
difa diffa goýa goüa

kema kemma
kena kenna

by shortening the tokens with long consonants in a way that, for each word

and each recording, the naturally-recorded long consonant was reduced to half

its duration2 so as to maintain a constant 2:1 duration ratio.3 For place words,

two tokens each were chosen for the experiment with the goal of maximizing

the similarity between the words in minimal pairs with regards to how vowels

were pronounced, but at the same time choosing tokens with clearly enunciated

sibilants.

The same auditory stimuli were used for both the perceptual-

discrimination and the word-learning task. For the word-learning task, each

word was paired with a picture of a different kind of mushroom (see two ex-

amples in Figure 4.1), which were chosen in order to include objects that were

unfamiliar to our participants, but not so unfamiliar that participants would

find them bizarre and hard to remember. We selected pictures that varied in

shape and color so as to maximize visual differences between them. We created

four different one-to-one word-to-picture mappings that were counterbalanced

2Note that this procedure was the reverse of the procedure used in Chapter 3, where words
with long consonants were created by lengthening the tokens with short consonants. This
change in procedure was employed because it yielded more natural-sounding words.

3Cross-linguistically, the long-to-short consonant ratio varies between 1.5 to 3 (Ladefoged &
Maddieson, 1996), and the exact durations and long-to-short consonant ratios depend on several
other factors such as the segmental nature of the consonant, position in a word, or stress (Payne,
2000, 2005; Payne & Eftychiou, 2006; Dmitrieva, 2007; Al-Tamimi, Abu-Abbas, & Tarawnah,
2010; Pajak, to appear). We maintained the natural duration variability between different seg-
ments (as recorded in Polish), but we controlled the ratio by keeping it constant across all seg-
ments. The chosen 2:1 duration ratio is common cross-linguistically, and it characterizes Korean
tense vs. plain consonants (Han, 1992). (Recall from section 2.4.3 that Korean tense consonants
are by some authors analyzed as long; Choi, 1995.)
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between participants in order to make sure that the results were not driven by

any peculiarities in the mappings we chose.

Procedure

Participants sat in front of a computer, and responded by using a mouse.

They were instructed that in this experiment they would be listening to a

novel language, and, specifically, either (i) learn this language’s sounds (in the

perceptual-discrimination task), or (ii) learn the language’s words for differ-

ent types of mushrooms (in the word-learning task). The experiment was com-

pleted in a single session, and each participant only took part in one of the tasks.

The perceptual-discrimination and the word-learning tasks were made equal in

terms of the total auditory exposure to each stimulus in order to keep them as

parallel as possible.

Perceptual discrimination (PD)

The experiment consisted of an ABX categorization task. There were 4

blocks, each with 64 trials and lasting about 5 minutes. Blocks were separated

by self-terminated breaks. In each trial, three words were presented auditorily

through headphones: A <500msec> B <750msec> X (e.g., [taja] [tajja] [taja]). The

task was to assess whether X sounded more like A or more like B. There were

four types of trials depending on the AB contrast, as illustrated in Table 4.2:

(i) length (24 trials per block), (ii) place (8 trials), (iii) filler-dissimilar (16 trials),

and (iv) filler-similar (16 trials). The critical length and place trials consisted of

minimal-pair AB words, and the filler trials consisted of dissimilar pairs, which

differed in the first CV sequence, and similar pairs that shared the initial CV

sequence. The X word was always acoustically different from both AB words

to make sure that categorization was not based on pure acoustical identity of

two tokens. . The AB word order was counterbalanced, and the trial order was

randomized for each participant.
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Table 4.2: Trial types in perceptual discrimination (AB=words presented audi-
torily) and word learning – testing (AB=labels for visually presented pictures).

CRITICAL FILLER
type example type example

A B A B
Length taja–tajja Dissimilar tala–goýa
Place gotCa–gotùa Similar tala–taja

Figure 4.1: Example of a screen shot from the word-learning task.

Word learning (WL)

In this experiment participants learned to associate words with pictures

of mushrooms. There were 4 training blocks (each with 128 trials, about 10–

15 minutes long) and 4 testing blocks (each with 64 trials, about 5 minutes long),

interleaved. Blocks were separated by self-terminated breaks. In each trial, two

pictures were presented on a computer screen (see Figure 4.1), and a word was

played through headphones with a delay of 500msec. Participants were asked to

click on the picture that they thought went with the word. In training, feedback

was provided following the response in the form of the correct picture stay-

ing on the screen. A mouse click triggered the start of the next trial. Presenting

feedback after each participant’s response meant that the early responses were

necessarily random. Participants were told to guess at first, and that through
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feedback they would eventually learn the correct word-to-picture mappings. In

testing, no feedback was provided.

The training trial types consisted of picture pairs that were always asso-

ciated with dissimilar word pairs (e.g., taja–diwa, gotCa–kemma) so that partici-

pants were not directly alerted to the distinctions of interest. The testing trial

types were always different from the training trials, and were completely anal-

ogous (in form and number) to trials in the perceptual-discrimination task, as

illustrated in Table 4.2. Each picture pair in the word-learning task was an ana-

log of an AB word pair in the perceptual-discrimination task, and the auditorily

presented word in the word-learning task corresponded to the X word in the

perceptual-discrimination task. The picture position was counterbalanced. The

trial order was pseudo-randomized: we created four randomized lists, and then

altered them manually so that the same word was never repeated in two con-

secutive trials. Furthermore, the minimal-pair trials were always separated by

at least two other trials. Each participant heard each list once, with a different

list for each block. The block order was counterbalanced across participants.

4.2.2 Results

We analyzed accuracy scores from both perceptual discrimination and

testing in word learning with mixed-effects logit models (Jaeger, 2008). We in-

cluded random intercepts for participants and items, and random slopes for

participants and items for all effects of interest that were manipulated within

participants or within items. We controlled for participants’ nonverbal IQ, self-

reported L1 proficiency, and current L1 exposure and use by adding them as

fixed effects to the models.

We expected that in both perceptual-discrimination and word-learning

tasks all participants, regardless of language background, should perform best

on filler-dissimilar trials, slightly worse on filler-similar trials, and worst on critical

trials. These overall results were borne out, as illustrated in Figure 4.2 (in all fig-

ures error bars are standard errors). In models with fixed effects of TRIAL TYPE

(filler-dissimilar, filler-similar, critical) and LANGUAGE (Korean, Mandarin), per-
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formed separately for perceptual discrimination and word leraning, we found

that the responses in the filler-dissimilar condition were significantly higher than

in the filler-similar condition (PD: p < .05, WL: p < .001), which in turn were

higher than in the critical condition (ps < .001). Neither LANGUAGE nor its inter-

actions were significant in the models, suggesting that there were no significant

differences between the two language groups in overall response patterns.
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Figure 4.2: Overall results.
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Figure 4.3: Results from the critical length and place trials.

Next, we compared Korean and Mandarin speakers on critical trials in

models with fixed effects of CRITICAL TRIAL TYPE (length, place) and LANGUAGE

(Korean, Mandarin). If perceptual discrimination results reported in Chapter 3

are replicated, then we should observe a difference in performance between the

two language groups in the perceptual-discrimination task: Korean speakers

should be more accurate on length trials, and Mandarin speakers more accurate
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on place trials. This was indeed the case, as illustrated in Figure 4.3 (top), and as

evidenced by a significant interaction between CRITICAL TRIAL TYPE and LAN-

GUAGE (p = .001).

Now, if learners are able to capitalize on their L1-based perceptual re-

sources when beginning to learn new words, we should observe the same re-

sponse pattern in the word-learning task. However, there was no significant

interaction between CRITICAL TRIAL TYPE and LANGUAGE (p = .21), indicating

that Korean and Mandarin speakers did not differ in their accuracy when learn-

ing similar-sounding words that differed in either length or place, as illustrated

in Figure 4.3 (bottom). Comparing the two tasks in one model revealed a signifi-

cant three-way TASK * LANGUAGE * CRITICAL TRIAL TYPE interaction (p < .001),

indicating that performance was indeed different across the two tasks.4 Overall,

these results suggest that learners were not able to take full advantage of their

perceptual abilities in a word-learning task.

To improve our understanding of the discrepancy between the

perceptual-discrimination and word-learning task results, we examined the

length and place trial data from each task split by testing block (Figures 4.4–4.5.

We analyzed the results by adding to the models block number as a continu-

ous covariate. For both tasks we found significant main effects of BLOCK (PD:

p < .05; WL: p < .001), indicating that participants improved throughout the

experiment. However, there were also significant interactions between CRITI-

CAL TRIAL TYPE and BLOCK (PD: p < .05; WL: p < .01): in word learning, the

improvement was more prominent for the length trials than for the place trials;

the opposite seemed to be the case for perceptual discrimination – more im-

provement on place than on length trials.

Examining the perceptual discrimination data more closely reveals that

Korean speakers were catching up with Mandarin speakers on place trials, as in-

dicated by a significant interaction between LANGUAGE and BLOCK (t = −2.22)

in a linear model (the interaction was not, however, significant in a mixed logit

model; p = .49), and a significant main effect of BLOCK in a model with only

4In both perceptual-discrimination and word-learning tasks, accuracy did not differ on trials
with familiar segments vs. trials with novel segments varying along familiar dimensions.
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Korean-speaker data (both linear, t = 3.29, and logit, p < .001). No such im-

provement was observed on the length trials for Mandarin speakers. This sug-

gests that, for length, whatever benefit there was of perceptual learning in the

perceptual-discrimination task, it happened in the first testing block, and there

was no more improvement shown by the last block of testing. For place, on the

other hand, Korean speakers were still benefiting from exposure until the end

of the experiment.
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Figure 4.4: Critical results from the perceptual-discrimination task by block.
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Figure 4.5: Critical results from the word-learning task by block.

Therefore, the results reported here revealed a different pattern of re-

sponses in the perceptual-discrimination and the word-learning tasks: differen-

tial sensitivities to length and place trials by Korean and Mandarin speakers in

the perceptual-discrimination task, but not in the word-learning task. However,

we know that learners vary in their attention, motivation and learning skills.

Furthermore, previous research suggests that performing a word-learning task

may create a strain on perceptual abilities (Perfors & Dunbar, 2010). Thus, we
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asked whether only faster learners are able to use their L1 resources and attend

to fine phonetic detail in word learning.

To answer this question we split the word-learning participants into

faster and slower learners based on their performance on filler trials, which

was a dimension independent from the variables of interest (Davidson, Shaw,

& Adams, 2007, showed that this kind of split can be useful in analyzing results

from a word-learning task in a novel language). The median score on all fillers

combined was 94.5% accuracy. All participants scoring above median were in-

cluded in the faster-learners group, while all participants scoring below me-

dian were included in the slower-learners group. There were 7 participants who

scored right at 94.5%. We performed two separate analyses of the data, where

the 7 participants were either all included in the faster-learners group or in the

slower-learners group, later referred to as split-1 and split-2, respectively. The

results were equivalent in both cases, as discussed further below. Thus, for sim-

plicity reasons, we only illustrate the split-1 results.

The distribution of participants in terms of their language background

was fairly equal in both groups. For split-1: Korean = 16 and Mandarin = 15

in the faster-learner group, and Korean = 11 and Mandarin =12 in the slower-

learner group. For split-2: Korean = 11 and Mandarin = 13 in the faster-learner

group, and Korean = 16 and Mandarin = 14 in the slower-learner group. The

filler scores for both faster and slower learners are provided in Table 4.3 (for

split-1 only). Both groups were highly accurate on filler pairs (at least 80% accu-

racy), but there was much more variability in the slower-learner group.

Table 4.3: Results from the word-learning filler trials.

BLOCK
TOP HALF BOTTOM HALF

Korean Mandarin Korean Mandarin
Test 1 .95 (.01)a .91 (.01) .78 (.04) .84 (.02)
Test 2 .98 (.01) .98 (.00) .88 (.02) .85 (.06)
Test 3 .98 (.00) .97 (.01) .89 (.01) .84 (.06)
Test 4 .99 (.01) .98 (.01) .88 (.02) .84 (.05)

a Numbers in parentheses indicate standard errors.
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Figure 4.6: Results from the word-learning task: faster learners.

The results split by faster and slower learners are illustrated in Figures 4.6

and 4.7. Even by visual inspection alone, the results look strikingly different in

the faster vs. slower-learner group: in the faster-learner group, participants were

clearly learning the minimal-pair words, as indicated by their much higher lev-

els of accuracy. In the slower-learner group, on the other hand, participants’ re-

sponses were close to chance, with only minimal signs of improvement through-
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Figure 4.7: Results from the word-learning task: slower learners.

out the experiment. We analyzed these results with a model with fixed effects

of CRITICAL TRIAL TYPE (length, place) and LANGUAGE (Korean, Mandarin), and

an additional fixed effect of FILLER PERFORMANCE (top, bottom), separately for

split-1 and split-2. In both cases we found significant three-way interactions be-

tween CRITICAL TRIAL TYPE, LANGUAGE, and FILLER PERFORMANCE (ps < .05),

indicating distinct response patterns for Korean vs. Mandarin speakers on length
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and place trials depending on their overall success rate in learning, as measured

by their accuracy on filler trials.

Separate LANGUAGE * CRITICAL TRIAL TYPE analyses indicated that the

three-way interaction was driven by the faster-learner group. Specifically, for

the faster-learner group, we found the pattern more in line with what we pre-

dicted if participants were taking advantage of their perceptual biases: Korean

speakers were more accurate on length trials than Mandarin speakers, but not

on place trials, as indicated by significant interactions between CRITICAL TRIAL

TYPE and LANGUAGE (ps < .05). These interactions were already marginal

(split-1, p = .08) or close to marginal (split-2, p = .11) in the first block of

testing, suggesting that the effect was there even before the participants were

alerted to the presence of the length and place minimal pairs, since the pictures

corresponding to these minimal pairs were never shown together in training.

Furthermore, models examining length trials only revealed marginal main ef-

fects of LANGUAGE (ps < .08). On place trials, Korean and Mandarin speakers

were not significantly different, but the numerical tendency was the opposite

of that seen in the length trials: Mandarin speakers were slightly more accurate

than Korean speakers. The lack of difference between the two language groups

on place trials may be a consequence of Korean speakers improving on per-

ception of the place distinction throughout the experiment, as observed in the

perceptual-discrimination task (Figure 4.4, bottom).

For slower-learner group, on the other hand, we found no significant

interaction between CRITICAL TRIAL TYPE and LANGUAGE. There were also

no significant differences between Korean and Mandarin speakers when only

length (ps > .34) or only place (ps > .73) trials were examined. Mandarin speak-

ers did seem to improve on length—but not place—trials toward the end of the

experiment. This apparent trend is, however, most likely to be noise, since the

four-way LANGUAGE * CRITICAL TRIAL TYPE * FILLER PERFORMANCE * BLOCK

interactions did not approach significance for either split-1 (p = .52) or split-2

(p = .27).
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4.3 Discussion

The study reported in Chapter 3 has shown beneficial effects of L1 prop-

erties on L2 discrimination, but do discrimination benefits extend to vocabulary

learning? We asked participants of different language backgrounds to either dis-

criminate words containing particular sound contrasts, or to map those words to

novel referents. Some sound contrasts were similar to contrasts in each listener’s

L1, and others were not. For the word-learning task participants as a whole there

was no clear effect indicating that participants made effective use of their L1 re-

sources, but there is evidence that faster learners (as independently assessed by

filler performance) were able to do so. This is in contrast to the perceptual dis-

crimination results, where L1-based perceptual advantages were observed for

all participants. This result thus reveals an intermediate effect between failure

to learn similar-sounding words (as observed for 14-month-old infants) and a

full ability to use existing perceptual abilities in learning (which should mimic

the perceptual discrimination data).

Overall, the results reported in this chapter suggests that there is some-

thing inherently hard about the early stage of word learning that precludes at-

tention to fine phonetic detail that is otherwise available during phonetic pro-

cessing. But what is the source this difficulty? One answer is that learning novel

words is simply a highly complex task, and only individuals with better atten-

tional or general cognitive abilities can effectively manage simultaneous infor-

mation at multiple levels of processing. Crucially, what might make this task

harder is that learners must rely heavily on their working memory to remember

label-referent mappings. This means that even in cases when perception of sub-

tle sounds is good, learners might still have trouble remembering which label

corresponds to which picture when the labels are highly similar to each other.

In other words, word learning is most likely not just about discrimination be-

cause the noise level associated with the label-referent mapping might be much

higher than the noise level associated with perception. This idea is corroborated

by the filler results in our word learning study, where performance on similar

fillers was much worse relative to performance on dissimilar fillers, despite the
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fact that—in the perceptual discrimination task—perception of both types of

contrasts was near ceiling.
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Chapter 5

Overcoming L1 Perceptual Biases in

Phonetic Category Learning

5.1 Introduction

This chapter tests the second prediction of the inductive theory outlined

in section 2.4.1 stating that if a learner successfully learns a novel L2 contrast

for one set of segments, then this should facilitate discrimination and learning

of additional L2 categories that vary along the same phonetic dimension.

This prediction was tested using the distributional learning paradigm, in

which listeners (here, monolingual English speakers) are exposed to a new lan-

guage through listening to stimuli sampled from a continuum of sounds that

vary along some phonetic dimension (here, segmental length). The stimuli are

sampled from either a bimodal frequency distribution, suggesting that there

are two categories along the continuum (here, short and long segments), or a

unimodal distribution, suggesting only one category (and, thus, no contrast be-

tween short and long segments). Crucially, all participants are exposed to the

same inventory of stimuli, differing only in relative frequency of occurrence

among stimuli within the inventory. Thus, any differences between bimodal and

unimodal conditions in subsequent testing must be due to participants’ inter-

pretation of the novel sounds as influenced by training and not just to auditory

sensitization.

74
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Beyond its relevance for testing the predictions made by the inductive

theory, this work contributes to the perceptual learning literature by investi-

gating distributional learning on a previously unstudied phonetic dimension—

segmental length—and generalization across segment classes (sonorants and

voiceless fricatives). Unlike previously studied voicing dimension, length cross-

cuts a wide range of possible segments, and is not in any form contrastive in the

participants’ native language (English).

5.2 Experiment 1

We exposed monolingual English speakers to evidence suggesting a

novel phonetic contrast along the length dimension. We used the distributional

learning paradigm, as applied by Maye and Gerken (2001) in a study with adult

participants. Subsequently, we tested their categorization of short and long seg-

ments for trained and untrained segment classes (sonorants and voiceless frica-

tives). We predicted that participants would generalize the relevance of length

in sound categorization from a trained class to an untrained class.

5.2.1 Method

Participants

48 undergraduate students at UC San Diego participated in the experi-

ment for course credit. They were all monolingual speakers of English, in most

cases with some limited high school and/or college exposure to Spanish or

French. Crucially, none of them had any exposure to any language that uses

length contrastively. All participants reported no history of speech or hearing

problems.

Materials

The materials consisted of nonce words recorded in a soundproof booth

by a phonetically-trained native speaker of Polish. The critical length items in-
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cluded segments from two classes: sonorants ([j], [l], [m], [n]), and voiceless

fricatives ([s], [f], [T], [S]). They were recorded as words with long consonants:

[ajja], [illa], [amma], [inna], [assa], [iffa], [aTTa], [iSSa]. Subsequently, the conso-

nant length in each word was manipulated to create length continua, each with

eight tokens. There are several ways in which such continua could be created.

One way would be to maintain natural between-segment duration differences

(e.g., sonorant consonants are generally shorter than fricatives1), but manipu-

late relative durations so that for each continuum the endpoints are always in

the same duration ratio. Another way, which we adopted, is to use the same

distribution on absolute durations for all segments (see the discussion section

for more on the consequences of this choice). In the continua we created, dura-

tions of all consonants ranged from 100msec (short) to 205msec (long), and each

adjacent token differed by 15msec. The fillers resembled the critical items, but

different consonants were used: [iRa], [iPa], [aÃa], [aÙa], [idza], [iţa], [aba], [apa],

[ida], [ita], [aga], [aka], [ixa], [iXa], [aKa], [aQa].

Procedure

The experiment adhered as closely as possible to the procedure used by

Maye and Gerken (2001), and consisted of two main parts: training and testing.

In training, participants listened to single words presented over head-

phones that were of one of two STIMULUS TYPES: critical or filler. Each partici-

pant was trained on critical items from one TRAINED SEGMENT CLASS (either

sonorants or fricatives), and in one of two CONDITIONS: (1) bimodal, imitating

a language with phonemic contrasts between short and long consonants, and

(2) unimodal, imitating a language with no phonemic length contrasts (see Fig-

ure 5.1). All participants were trained on the same filler items: the words [iRa],

[iPa], [aÃa], [aÙa]. To maintain participants’ attention on the experimental items,

they were instructed to push a button after they heard each word. The response

1The ranges of duration for English consonants that are equivalent to those used in the exper-
iment are roughly the following (in msec): [j] 39–100, [l] 42–85, [m] 50–89, [n] 38–83, [s] 61–126,
[f] 88–138, [T] 46–90, [S] 88-138 (based on the phonetically annotated portion of the Switchboard
corpus, as described in ‘The Switchboard Transcription Project’ report by Steven Greenberg,
1996.)
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Figure 5.1: Critical training stimuli in Experiment 1.

to a given stimulus triggered the presentation of the following stimulus with a

delay of 1 second. Training consisted of a total of 384 words and lasted for about

10 minutes. This included four repetitions of a training block, where each block

had 64 critical items (16 tokens from each of the four length continua) and 32

filler items (8 different recordings of each of the four filler items). Stimulus or-

der was randomized for each participant, and there was a self-terminated break

after each block.

The testing was identical for all participants, and consisted of an AX dis-

crimination task. Participants listened to pairs of words, and were asked to

judge whether these were two different words or two repetitions of the same

word. For critical pairs, these were endpoints of each continuum, either ‘dif-

ferent’ (100msec – 205msec, 205msec – 100msec) or ‘same’ (100msec – 100msec,

205msec – 205msec). For filler ‘different’ pairs, these were two words that dif-

fered by one segment: the contrasts were either in voicing ([Ã]–[Ù], [dz]–[ţ], [b]–

[p], [d]–[t], [g]–[k]), in place of articulation ([x]–[X], [K]–[Q]), or in both ([R]–[P]).

The ‘same’ pairs were always physically identical. The TESTED SEGMENTS were

of one of two types: trained (i.e., heard in training) or untrained (i.e., heard for

the first time in testing). There was a total of 384 word pairs, which included 6

repetitions of a testing block. One block consisted of 32 critical pairs (16 ‘same’

and 16 ‘different’) and 32 filler pairs (16 ‘same’ and 16 ‘different’). The words

in each pair were separated by an interstimulus interval of 750msec. As with
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training, stimulus order was randomized for each participant, and there was a

self-terminated break after each block. Participants responded by pushing a but-

ton on a gamepad. They were instructed to respond according to their intuition

based on what they learned during the training period, and were assured that

there were no strictly right or wrong answers. The instructions included a short

practice with English words, where ‘different’ words were minimal pairs (e.g.,

mass – miss), and ‘same’ words were repetitions of the same word pronounced

with different intonations. Testing lasted about 20 minutes.

5.2.2 Results

We predicted that successful distributional training should lead to a dif-

ference between the bimodal and the unimodal conditions on critical length

trials: bimodal training should result in more ‘different’ responses (since the

training should suggest that short and long consonants are contrastive in this

language), while unimodal training should lead to fewer ‘different’ responses

(because the training provided no evidence that short and long consonants be-

long to different categories). Furthermore, we predicted that participants would

generalize the relevance of length from trained to untrained words (reflected

in no difference in performance on trained and untrained items), and that this

generalization would be bidirectional (i.e., from sonorants to fricatives, and vice

versa).

Since performance was at ceiling on ‘same’ trials (> 95% correct for each

CONDITION, TRAINED SEGMENT CLASS, and TESTED SEGMENT type), we only

analyzed the responses from ‘different’ trials,2 using mixed-effects logit models

with random slopes and intercepts for participant and item.3

2Note that in the distributional learning experiments we did not calculate d-prime scores,
but instead we analyzed the raw accuracy on ‘different’ trials. D-prime is used to measure sen-
sitivity to a distinction between two stimuli, but in the distributional learning paradigm we are
not asking participants to detect a difference between the stimuli, but rather to make a judgment
about phonetic categorization. This means that we expect ‘same’ responses even in cases when
a difference between two words has been detected. Thus, d-prime is not an adequate measure
in this case.

3We also performed ANOVA analyses and found no major differences in results. Minor dis-
crepancies are reported in footnotes.
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Figure 5.2: Experiment 1: proportion of ‘different’ responses on ‘different’ trials
by participants trained on the sonorant segment class.

First, we examined the critical trials for the fixed effects of CONDITION

(bimodal, unimodal), TESTED SEGMENT (trained, untrained), and TRAINED SEG-

MENT CLASS (sonorant, fricatives). There was a main effect of CONDITION (p <

.05): as predicted, participants in the bimodal condition responded ‘different’

more often than in the unimodal condition. However, there was also a signifi-

cant interaction between CONDITION and TRAINED SEGMENT CLASS (p < .05):

the difference between the bimodal and the unimodal conditions was driven by

the participants trained on the sonorant class.4 That is, as can be seen in the left

part of Figure 5.2, participants trained on sonorants responded ‘different’ more

often in the bimodal than in the unimodal condition. However, as illustrated in

the left part of Figure 5.3, all participants trained on fricatives performed simi-

larly regardless of the condition, even on the trained items (in all figures error

bars are standard errors). These results suggest that the distributional training

was successful when it was done on sonorant length continua, but not when the

training continua involved fricatives, in which case there was no difference be-

tween the bimodal and the unimodal conditions on any tested words: whether

critical or filler, or trained and untrained.
4Both of these effects were only marginal in ANOVAs with p = .06 and p = .08, respectively.
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Figure 5.3: Experiment 1: proportion of ‘different’ responses on ‘different’ trials
by participants trained on the fricative segment class.

Since the training was only successful for the sonorant-trained partic-

ipants, we examined the critical trials for the effect of generalization for this

group alone. We used a mixed model with fixed effects of CONDITION (bimodal,

unimodal) and TESTED SEGMENT (trained, untrained). As expected by previous

main effect, there was a significant main effect of CONDITION (p < .01) with

participants in the bimodal condition responding ‘different’ more often than

in the unimodal condition. Furthermore, as predicted by the inductive theory,

there was no significant main effect of TESTED WORD, meaning that participants

in both bimodal and unimodal conditions performed similarly on trained and

untrained items. Separate pairwise comparisons revealed that the difference be-

tween bimodal and unimodal conditions was significant for both trained and

untrained critical items (ps < .01). These results suggest that participants gen-

eralized length to the novel segment class.

This effect was not due to a simple bias of bimodally-trained participants

to respond ‘different’ on any trial, as reflected by a significant interaction be-

tween CONDITION and STIMULUS TYPE (critical, filler) (p < .05), as well as the

same interaction for only untrained items (p < .05)5: the difference between the

5For these cases the models with the full random effects structure failed to converge.
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bimodal and the unimodal conditions was significantly larger for the critical

than for the filler trials, even when just the untrained items were considered.

The fact that testing was identical for all participants, but the distribu-

tional training was only successful for the sonorant-trained group and not for

the fricative-trained one, allows us to make a direct comparison between the

two groups. By treating the performance of the fricative-trained group as a base-

line (38% ‘different’ responses), we can see the net effect of bimodal vs. uni-

modal training by comparing the performance of sonorant-trained participants

to the baseline. This comparison reveals that successful bimodal training in-

creased ‘different’ responses by 13%, whereas successful unimodal training de-

creased ‘different’ responses by 21%.

5.3 Interim Discussion

This study yielded two key results. First, monolingual speakers of En-

glish can be trained through distributional learning to recognize a phonetic

category distinction along a dimension (segmental length) which is never con-

trastive in their native language. After only one ten-minute training session of

256 critical items, participants exposed to sonorants sampled from a bimodally

distributed length continuum categorized words differing only in sonorant

length as being distinctive more often than did participants exposed to sono-

rants of unimodally distributed length. Second—and even more crucially to pre-

dictions of the inductive theory—speakers generalized the relevance of length

for sound categorization to a different set of consonants, voiceless fricatives.

This generalization was quite aggressive, with the effect on fricative catego-

rization during testing just as strong as the effect on sonorant categorization.

This result seems not to be reducible to greater general sensitization to any pho-

netic distinctions for the bimodally trained group, since the effect on perfor-

mance for fillers—even those to which participants received no exposure dur-

ing training—was smaller (though this comparison must be taken with caution

Thus, we iteratively removed random effects with the smallest variance until convergence was
successful.
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since performance for fillers was higher across the board than for critical trials).

This result contrasts with Maye and Gerken’s (2001) study of distribu-

tional learning of a novel voicing distinction, where no evidence of generaliza-

tion was found.6 Since Maye and Gerken only used one segment continuum

for training, our results suggest that training on a wider range of segments

might yield stronger cross-segment generalization. This is in line with previ-

ous research showing that exposure to greater acoustic variability, such as dif-

ferent phonetic contexts or multiple talkers, improves acquisition of both na-

tive and non-native contrasts (Lively, Logan, & Pisoni, 1993; Bradlow, Pisoni,

Akahane-Yamada, & Tokhura, 1997; Wang, Spence, Jongman, & Sereno, 1999;

Rost & McMurray, 2009). Interestingly, the benefit of high-variability training

is mostly observed in cases when listeners have to generalize to new talkers or

new words produced by old talkers used in training (Lively et al., 1993). Thus,

cross-segment generalization of phonetic dimensions is likely to also be more ro-

bust when training is enriched with acoustic variability that learners encounter

in natural languages.

For participants trained on fricatives, in contrast, the choice of bimodal

versus unimodal distribution of segment length had no discernible effect on

word categorization. The most likely reason for this might be related to the

differences in duration between these two classes of consonants in naturally

spoken English: voiceless fricatives are generally longer than sonorants. Since

we created uniform length continua for both segment classes, this meant that

all the tokens from the sonorant continua were longer than their usual dura-

tion range in English, while for fricatives these ranges partially overlapped.

This might have been the reason why the fricative-trained participants did not

pick up on the distributional information: they may have heard the fricatives

of around 200msec as unusually long, but still interpreted them as within rea-

sonable English-like duration range, which consequently was not sufficient for

bimodally-trained participants to infer contrastiveness of the length dimension.

If this is correct, then modifying the fricative continua (by including longer du-

6Perfors and Dunbar (2010) did obtain both learning and generalization for a voicing distinc-
tion similar to Maye and Gerken’s, but they used much more training and no fillers.
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rations) should be more effective in guiding participants’ inferences. This is con-

firmed by a follow-up experiment reported in the next section: when the frica-

tive continua range from 140msec to 280msec, the results for fricative-trained

participants look similar to those for sonorant-trained participants in Experi-

ment 1.

In the face of the learning failure observed in the present experiment

for fricative-trained participants, the generalization by sonorant-trained par-

ticipants to fricatives is all the more impressive: distributional evidence as to

whether length is contrastive for sonorants informs participants’ perception of

fricative length contrastiveness even within a range of the continuum which

would not itself drive learning through exposure to fricatives.

5.4 Experiment 2

This experiment is a follow-up to Experiment 1. Given the failure of

distributional learning for fricative-trained participants in Experiment 1, this

experiment used modified fricative stimuli—sampled from a longer length

continuum—with the goal to replicate the result found for sonorant-trained par-

ticipants.

As in Experiment 1, monolingual English speakers were exposed to ev-

idence suggesting a novel contrast, segmental length, using the distributional

learning paradigm (Maye & Gerken, 2000, 2001; Maye et al., 2002). In this study,

however, participants were only trained on voiceless fricatives. Subsequently,

participants’ categorization of short and long segments was tested for trained

(voiceless fricatives) and untrained segment classes (sonorants). The prediction

was that longer fricative durations should yield more effective learning and

generalization compared to Experiment 1.
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5.4.1 Method

Participants

54 undergraduate students at UC San Diego participated in the experi-

ment for course credit. They were all monolingual speakers of English, in most

cases with some limited high school and/or college exposure to Spanish or

French. Crucially, none of them had any exposure to any language that uses

length contrastively. All participants reported no history of speech or hearing

problems.

Materials

We used the same materials as in Experiment 1 with the exception of the

critical fricative segments. In the new fricative continua we created, durations of

the consonants ranged from 140msec (short) to 280msec (long), and each adja-

cent token differed by 20msec. (Recall that in Experiment 1 the continua ranged

from 100msec to 205msec, and that each adjacent token differed by 15msec.)

Procedure

The procedure was exactly the same as in Experiment 1, except that we

only trained on one segment class: voiceless fricatives. As before, there were

two STIMULUS TYPES (critical or filler), and two CONDITIONS: (1) bimodal, imi-

tating a language with phonemic contrasts between short and long consonants,

and (2) unimodal, imitating a language with no phonemic length contrasts (see

Figure 5.4). The testing consisted of an AX discrimination task, where partici-

pants listened to pairs of words, and were asked to judge whether these were

two different words or two repetitions of the same word. For critical pairs, these

were endpoints of each continuum, either ‘different’ (for sonorants: 100msec

– 205msec, 205msec – 100msec; for fricatives: 140msec – 280msec, 280msec –

140msec) or ‘same’ (for sonorants: 100msec – 100msec, 205msec – 205msec; for

fricatives: 140msec – 140msec, 280msec – 280msec). There were two types of

TESTED SEGMENTS: trained (fricatives) and untrained (sonorants).
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Figure 5.4: Critical training stimuli in Experiments 1 and 2.

5.4.2 Results

We predicted that successful distributional training should lead to a dif-

ference between the bimodal and the unimodal conditions on trained fricative-

length trials. Furthermore, we predicted that participants would generalize the

relevance of length from trained fricatives to untrained sonorants.

Performance was at ceiling on ‘same’ trials (> 96% correct for each STIM-

ULUS TYPE, CONDITION, and TESTED SEGMENT type), and so we only analyzed

the responses from ‘different’ trials, using mixed-effects logit models with ran-

dom slopes and intercepts for participant and item.7

We examined the critical trials for the fixed effects of CONDITION (bi-

modal, unimodal) and TESTED SEGMENT (trained, untrained). There was a main

effect of CONDITION (p < .05) and no interaction between CONDITION and

TESTED SEGMENT (p = .10): as predicted, participants in the bimodal condi-

tion responded ‘different’ more often than in the unimodal condition, and this

7We also performed ANOVA analyses and found no major differences in results.
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Figure 5.5: Experiment 2: proportion of ‘different’ responses on ‘different’ trials.

was the case for both trained and untrained segments (see Figure 5.5). There

was also a significant main effect of TESTED SEGMENT (p < .001): overall, par-

ticipants responded ‘different’ more often for fricatives than for sonorants. This

result indicates that distributional training was successful, and—as was the case

for sonorant-trained participants in Experiment 1—there was generalization to

untrained segments.

5.5 Discussion

The results of Experiment 2 confirmed our hypothesis that the failure of

learning in Experiment 1 was at least in part due to the way the length continua

were constructed. With longer fricative continua the results for fricative-trained

participants looked similar to those for sonorant-trained participants in Experi-

ment 1.

Interestingly, when comparing the rate of ‘different’ responses to frica-

tive stimuli across the two experiments, one notices that the responses after the

bimodal training were basically at the same level in both experiments, whereas

the responses after the unimodal training went down in Experiment 2 relative

to Experiment 1. If Experiment 1 is treated as baseline in this case, then distribu-
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tional training in Experiment 2 seems to only have affected unimodally-trained

participants. This suggests that the evidence for two categories along the length

continuum was still relatively weak in the biomodal training. This raises the

question of whether learners can actually acquire phonetic categories from this

type of distributional evidence. In Experiment 2 we tried to create stimuli that

would be more conducive to learning, but in many cases of L2 acquisition there

will be some overlap between native and non-native phonetic categories, similar

to the overlap between English fricatives and fricative stimuli in Experiment 1.

How is then distributional learning a viable explanation of actual learning? The

answer might lie in the overall variability of stimuli in the exposure phase. As al-

ready discussed in section 5.3, greater acoustic variability aids learning of novel

sound contrasts. Therefore, variability in talkers, phonetic contexts, segments,

etc.—found in natural language data—might be indispensable for more robust

learning from distributional evidence.

Overall, the results of the two experiments reported in this chapter

revealed that—given successful learning of short vs. long categories for the

trained segments—participants are also inclined to categorize novel segments

as either short or long. This suggests that there is generalization of phonetic

dimension informativity across segment classes within a new language that is

being learned.

These results are problematic for the mapping approaches to L2 speech

perception and learning because these approaches have no straightforward ex-

planation of distributional learning, much less of generalization. If we assume

that phonological categorization of novel sounds proceeds through mapping of

these sounds onto the most similar L1 categories, then frequency of exposure to

sounds from a given phonetic continuum (as in distributional learning) should

not have any effect on how the endpoints of that continuum are mapped. The

results reported here show, however, a clear difference in responses between

bimodally- and unimodally-trained participants. Furthermore, under mapping

approaches there is no reason why exposure to novel stimuli from one segment

class should affect perception and categorization of stimuli from another class.

Yet the results discussed here show this exact kind of dependency.
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The findings reported in this chapter suggest that learners make imme-

diate inferences about the informativity of phonetic dimensions based on a very

limited exposure to a new language, and are able to use these inferences to

make predictions about the informativity of these dimensions in a language as

a whole. These results are consistent with the second prediction outlined in sec-

tion 2.4.1, and support the proposed approach to understanding L2 learning as

a process of inductive inference.
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Chapter 6

Combining L1 Perceptual Biases and

Distributional Cues in Phonetic

Category Learning

6.1 Introduction

This chapter tests the third prediction of the inductive theory outlined

in section 2.4.1 stating that learners’ interpretation of novel language statistics

may be affected by their L1 perceptual biases. This prediction was tested in a

study with Korean and Mandarin speakers. Given known perceptual sensitiv-

ities of these two language groups to length and place contrasts (i.e., Korean

speakers are more sensitive to length, and Mandarin speakers are more sensi-

tive to place, as discussed in Chapter 3), it is possible that native speakers of

these languages would show differential biases when interpreting ambiguous

distributional cues to L2 phonetic categories.

6.2 Experiment

Speakers of Korean and Mandarin were recruited for this experiment,

and the stimuli were constructed using the length and the alveolo-palatal

vs. retroflex place distinctions. We designed two languages with sound dis-

89
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Figure 6.1: Schematic representation of segment statistics in two languages con-
structed for the purpose of this study. Top: strongly bimodal place and weakly
bimodal length. Bottom: strongly bimodal place and unimodal length

tributions illustrated in Figure 6.1. In both languages sounds are distributed

along both dimensions of interest: length and place. Length is distributed con-

tinuously from short to long. For place, on the other hand, there is a clearer
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acoustic separation between alveolo-palatals and retroflexes. However, we ex-

pected that—following language exposure—the sounds located at the extreme

points of the length dimension would be equally confusable as the extreme

points of the place dimension. This reasoning is motivated by the fact that length

distinctions are discriminated relatively more easily than the alveolo-palatal

vs. retroflex place distinctions (perhaps since temporal cues are more salient

than spectral ones; D. A. Hall et al., 2002; see also Chapter 3). Thus, the gradient

distribution and overlap along the length dimension might reduce the relative

salience of the length cue and increase confusability between tokens along that

dimension. Despite the lack of overlap along the place dimension, the between-

cluster confusability is expected to be high due to the fact that this distinction

is acoustically very subtle (Nowak, 2006; see also Lisker, 2001; Żygis & Padgett,

2010) and, as confirmed by the study reported in Chapter 3, poorly discrim-

inable by both Mandarin and Korean speakers (but better by the former).

Given the confusability expectations, the data from the bimodal-length

language could be interpreted as either a place distinction (alveolo-palatal

vs. retroflex) or a length distinction (short vs. long), whereas the data from the

unimodal-length language should be interpreted as an unambiguous place dis-

tinction with irrelevant variability along the length dimension. These interpre-

tations might, however, vary depending on the listener’s language background.

Following the predictions of the inductive theory, speakers of Korean should

be generally biased toward inferring length-based category distinctions and

against inferring place-based category distinctions. Speakers of Mandarin, on

the other hand, should be biased toward inferring place-based category distinc-

tions and against inferring length-based category distinctions. Thus, with length

distributed bimodally—as in the top graph—Korean speakers might be inclined

to interpret the input as two categories along the length dimension, while Man-

darin speakers might interpret it as two categories along the place dimension.

With input unimodally distributed in length—as in the bottom graph—neither

group of speakers should infer that length is contrastive, but Korean speakers

are expected to be less inclined to infer a place distinction than Mandarin speak-

ers. The study reported here tested these predictions.
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6.2.1 Method

Participants

144 undergraduate students at UC San Diego participated in the experi-

ment for course credit or payment. Half were Korean-English bilinguals, and the

other half were Mandarin-English bilinguals. All learned Korean or Mandarin

from birth, and reported to be at least competent speakers of those languages.

In most cases they had some limited high school and/or college exposure to

Spanish or French. Some Mandarin-English bilinguals were also familiar with

Taiwanese, mostly through family exposure. All participants reported no his-

tory of speech or hearing problems.

Materials

The materials consisted of nonce words recorded in a soundproof booth

by a phonetically-trained native speaker of Polish. The critical items included

segments from two classes: alveolo-palatals ([C], [tC]) and retroflexes ([ù], [tù]).

They were recorded as words with long intervocalic consonants: [aCCa], [attCa],

[aùùa], [attùa]. Subsequently, two recordings of each word were chosen, and the

consonant length in each word was manipulated to create length continua, each

with eight tokens, where durations of consonants ranged from short (140msec)

to long (280msec) in a 2:1 long-to-short duration ratio. Each token adjacent on

the continuum differed in duration by 20msec. For affricates, the frication por-

tion was held constant throughout the continuum (90msec), and only the clo-

sure duration was manipulated (ranging from 50 to 190msec).1 The fillers re-

sembled the critical items, but included different consonants: [afa], [ava], [axa],

[aXa], [aba], [aBa], [asa], [aTa], [ada], [aða], [aKa], [aQa], [atsa], [adza], [aka], [aqa].

Eight different recordings of each filler word were used in the experiment. There

were no length manipulations on fillers.2

1This is how long affricates are often naturally produced in different languages (Maddieson,
1980; Tarnóczy, 1988; Thurgood & Demenko, 2003; Pycha, 2009).

2This meant that most segments in the language were short, which could have provided
learners with an additional bias against length distinctions. While this might have affected the
overall number of participants’ ‘different’ responses, it should not have had any bearing on
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Procedure

We followed the general procedure of the distributional learning

paradigm (Maye & Gerken, 2000; Maye et al., 2002), as applied by Maye and

Gerken (2001) in a study with adult participants, where the main idea is that

by manipulating the frequency of exposure to sounds that vary along a given

dimension, participants can recover the underlying structure along that di-

mension and, for example, infer two categories when the input is bimodally-

distributed, but only one category when the input is unimodal (e.g., as shown

in Chapter 5 in a study with English monolinguals).

The general overview of the critical part of the experiment is the follow-

ing: In training, participants were exposed to a novel language by listening to

tokens that varied along the length and place dimensions, as was depicted in

Figure 6.1. The place contrast was indicated by including naturally recorded

tokens of both alveolo-palatals and retroflexes. The evidence for the length con-

trast was provided by varying frequency of exposure to different tokens along

the length continuum. In testing, participants heard pairs of words that had

clear place or length contrasts, and were asked to judge whether these were two

different words or two repetitions of the same word. A detailed description of

the study is provided below.

Each participant was randomly assigned to one of four conditions: (1) dis-

crimination (13 Korean, 13 Mandarin), (2) filler training (13 Korean, 13 Mandarin),

(3) bimodal-length training (23 Korean, 23 Mandarin), (4) unimodal-length training

(23 Korean, 23 Mandarin). The first two conditions were introduced in order

to assess baseline performance. In each condition participants were presented

with the same exact testing. The conditions differed only in instructions and/or

training provided prior to and in the middle of testing.

The instructions included a short practice. In the discrimination condi-

tion, the practice consisted of acoustically identical (‘same’) pairs and acous-

tically distinct (‘different’) pairs of words from the new language that were

not included in subsequent training nor in testing. In the training conditions,

the predicted main effect of bimodal vs. unimodal training since both training regimes were
identical in this respect.
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the practice consisted of English words, where ‘different’ words were minimal

pairs (e.g., mass – miss), and ‘same’ words were repetitions of the same word

pronounced with different intonations.

In the discrimination condition, participants were told that the goal of the

experiment was to assess how well they can hear differences between sounds

in a new language. There was no exposure to the language besides the testing

trials.

In the training conditions, participants were told that they would first

listen to words in a new language (training) and then would be asked to use

what they learned in testing. In training, participants listened to single words

presented over headphones and were asked to push a button after hearing each

word. The response to a given stimulus triggered the presentation of the fol-

lowing stimulus with a delay of 1 second. There were two training sessions:

one prior to testing, and another after the first half of testing. The first training

session consisted of a total of 384 words (four repetitions of one 96-trial train-

ing block) and lasted about 10 minutes. The second training session consisted

of a total of 192 words (two repetitions of one 96-trial training block) and lasted

about 5 minutes. Stimulus order was randomized for each participant, and there

was a self-terminated break after each block.

In the filler training condition, participants were exposed to 12 filler words

([afa], [ava], [axa], [aXa], [aba], [aBa], [asa], [aTa], [ada], [aða], [aKa], [aQa]) with

no variability along the length dimension (i.e., all segments were short). One

training block included 8 repetitions of each word (a total of 96 trials), where

each repetition was a different recording of the word.

In the bimodal-length training condition, participants were exposed to

words that were either critical or filler items. One training block consisted of

64 critical items (8 tokens from each length continuum type: [C]–[CC], [tC]–[ttC],

[ù]–[ùù], [tù]–[ttù]) and 32 fillers (8 repetitions each of the words [afa], [ava], [axa],

[aXa], where each repetition was a different recording of the word). The critical

items from the length continua were presented with different frequencies, as il-

lustrated in Figure 6.2 (top): alveolo-palatals were most frequently short, and

retroflexes were most frequently long, suggesting a bimodal distribution along
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Figure 6.2: Critical training stimuli.

the length dimension.

The unimodal-length training condition differed from the bimodal-length

training only in the frequencies of critical items, as in Figure 6.2 (bottom): both

alveolo-palatals and retroflexes were most frequently of medium length, indi-

cating a unimodal distribution along the length dimension.

The testing was identical for all participants, and consisted of a same-

different AX discrimination task. Participants listened to pairs of words, and

were asked to answer whether these were ‘same’ or ‘different’ by pushing one

of two buttons. In the discrimination condition, participants were instructed to

answer ‘different’ whenever they heard any kind of difference between the two

words. In the training conditions, on the other hand, participants were asked to
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Figure 6.3: Critical ‘different’ word pairs in testing.

make an intuitive judgment, based on what they learned during training, about

what differences counted as ‘different’ in this language and whether the words

in a pair were two different words or two repetitions of the same word.

There were two critical contrasts: length and place. The ‘different’ criti-

cal pairs are illustrated in Figure 6.3. For length, these were endpoints of each

length continuum differing only in length (e.g., [aCa]–[aCCa]), but each word in

a pair originated from a different recording of the word. For place, these were

items of medium length that differed only in place (e.g., [aCa]–[aùa]). The ‘same’

pairs were always two different recordings of a word from the same point along

the length and place dimensions (e.g., [aCa]rec1–[aCa]rec2). Just like for ‘different’

pairs, only items from the endpoints and the middle of the length continuum

were used. For filler ‘different’ pairs, these were two words that differed by
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one segment: the contrasts were either in voicing ([afa]–[ava], [atsa]–[adza]),

place of articulation ([axa]–[aXa], [asa]–[aTa], [aKa]–[aQa], [aka]–[aqa]), or place

and/or manner ([aba]–[aBa], [ada]–[aða]). The ‘same’ pairs were again always

two different recordings of the same word.

There was a total of 384 word pairs in testing, which included 6 repeti-

tions of the testing block. The block consisted of 32 critical pairs (16 ‘same’ and

16 ‘different’) and 32 filler pairs (16 ‘same’ and 16 ‘different’). The content of

the block was balanced with each pair occurring twice. The words in each pair

were separated by an interstimulus interval of 750msec. As with training, stimu-

lus order was randomized for each participant, and there was a self-terminated

break after each block. Testing lasted about 20 minutes.

6.2.2 Results

The results from ‘same’ trials are provided in Table 6.1. Participants

rarely responded ‘different’ on ‘same’ trials, and there were no significant dif-

ferences between CONDITIONS.

Table 6.1: Proportion of ‘different’ responses on ‘same’ trials.

CONDITION KOREAN MANDARIN

Discrimination length .11 (.02)a .13 (.03)
place .15 (.03) .14 (.04)

Filler training length .10 (.02) .09 (.03)
place .12 (.02) .10 (.03)

Bimodal-length training length .12 (.02) .12 (.02)
place .14 (.02) .13 (.02)

Unimodal-length training length .12 (.02) .13 (.02)
place .15 (.03) .14 (.02)

a Numbers in parentheses indicate standard errors.

Therefore, we only analyzed responses from ‘different’ trials, using

mixed-effects logit models (Jaeger 2008). We included random intercepts for

participants and items, and random slopes for participants and items for all

effects of interest that were manipulated within participants or within items.
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Figure 6.4: Proportion of ‘different’ responses on ‘different’ place trials.

We controlled for main effects of participants’ dominant language, length of

residence in the US, and—for bimodal- vs. unimodal-length comparisons—

performance on filler items by adding them as fixed effects to the models.

The results from ‘different’ trials are illustrated in Figures 6.4–6.5 (error

bars are standard errors). First, we predicted that—in agreement with their L1

biases—Mandarin speakers should overall give more ‘different’ responses than

Korean speakers on the place trials, while the reverse should be true for the
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Figure 6.5: Proportion of ‘different’ responses on ‘different’ length trials.

length trials. We examined this in a model with fixed effects of LANGUAGE

(Korean, Mandarin) and CONTRAST (place, length), and found a significant in-

teraction between the two effects (p < .001) in the predicted direction: Man-

darin speakers responding more ‘different’ on place, and Korean speakers re-

sponding more ‘different’ on length. In addition, there was a significant main

effect of CONTRAST (p < .001), with more ‘different’ responses for place than for

length, suggesting that the place contrast was perhaps relatively more salient
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than the length contrast. Finally, there was a significant main effect of LAN-

GUAGE (p < .01): Mandarin speakers gave overall more ‘different’ responses

than Korean speakers.

As the next step, we looked at the data from the two baseline conditions,

discrimination and filler-training, to assess how perceptual sensitivity compared

to phonetic category judgments with no prior training on place or length items.

We examined this in a model with fixed effects of CONDITION (discrimination,

filler-training), LANGUAGE (Korean, Mandarin), and CONTRAST (place, length). We

expected at least as many ‘different’ responses in the discrimination as in the

filler-training condition, since perceptual sensitivity should constitute a ceil-

ing for category judgments. We found a significant main effect of CONDITION

(p < .001) with more ‘different’ responses in discrimination than in filler-training,

which was consistent with our prediction. Furthermore, we expected an interac-

tion between LANGUAGE and CONTRAST, as already found in the overall model,

which was indeed significant (p < .001). In addition, as in the overall model,

we found a significant main effect of CONTRAST (p < .001) with more ‘different’

responses on place than on length. Finally, there was an unexpected significant

interaction between CONDITION and CONTRAST (p < .001): for place, ‘differ-

ent’ responses were only slightly less frequent in the filler-training than in the

discrimination condition; for length, on the other hand, the ‘different’ responses

were considerably lower in the filler-training than in the discrimination condition.

This result suggests that after exposure to only short segments in training, the

expectations for a length contrast decreased significantly with respect to partic-

ipants’ perceptual sensitivity. The expectations for a place contrast, on the other

hand, did not seem considerably affected by the filler training, and were main-

tained at nearly the same level as perceptual sensitivity.

Next, we examined the data from all training conditions for fixed effects

of CONDITION (filler, bimodal-length, unimodal-length), LANGUAGE (Korean, Man-

darin), and CONTRAST (place, length).3 We predicted a three-way interaction, be-

cause speakers of Korean — but not Mandarin — should be highly sensitive to

3The model with the full random effects structure failed to converge. Thus, we removed the
interaction between CONDITION and LANGUAGE from random effects for items.
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the distribution of length. For length, we expected more ‘different’ responses

for bimodal-length training than for unimodal-length training, and we expected

the reverse for place. However, the analysis revealed no significant three-way

interaction. Instead, there was a two-way interaction of LANGUAGE and CON-

TRAST (p < .001), but it did not interact with CONDITION. The key reason why

the three-way interaction did not come out as expected is the fact that the Ko-

rean/place/unimodal response was—unlike what we predicted—lower than

the Korean/place/bimodal response.

We followed up on this result by running pairwise CONDITION by CON-

TRAST comparisons within each language for all training conditions. As found

in previous models, in all tests there was a significant main effect of CONDITION

(ps < .05). For Korean speakers, the only other nearly significant difference was

the marginal main effect of CONDITION for bimodal-length vs. unimodal-length

(p = .052): more ‘different’ responses after training on bimodal-length than on

unimodal-length. When the data were examined separately for length and for

place trials, there was a significant effect of CONDITION for length (p < .05), but

not for place. For length trials, the responses in the filler-training condition did

not differ significantly from either bimodal-length or unimodal-length (which was

perhaps due to the smaller number of participants in the filler-training condi-

tion). However, if we interpret the results numerically, responses for bimodal-

length were slightly higher than for filler-training, and responses for unimodal-

length were considerably lower. Overall, this suggests that Korean speakers

were sensitive to subtle distributional cues present on length in training. For

Mandarin speakers, on the other hand, the response pattern was quite different.

There were marginal (p = .076) and close to marginal (p = .13) effects of CONDI-

TION when comparing filler vs. unimodal-length, and filler vs. bimodal-length con-

ditions, respectively. Furthermore, contrary to what we found for speakers of

Korean, Mandarin speakers’ responses on length trials were numerically higher

after both bimodal-length training and unimodal-length training compared to the

filler-training condition, and this difference was close to significant (p = .11)

when the length-trials data from bimodal-length and unimodal-length conditions

were pooled together. This result suggests that Mandarin speakers were not at-
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tending to the distributional length cues in training, but rather increased their

‘different’ responses after any exposure to variability in length. (Note that the

smaller number of participants in the filler-training condition may place some

limits on statistical power in this last analysis.)

6.3 Discussion

Taken together, the type of training did not have a clear effect on Man-

darin speakers, but—if anything—training on our length/place materials sen-

sitized them overall to subtle differences and increased their proclivity to infer

that tokens differing either in place or length are different words. Korean speak-

ers, on the other hand, started out overall fairly sensitive to both distinctions

(insofar as they could perceive them), and the main effect of training on the

length/place stimuli was to desensitize them to differences when the length dis-

tribution was unimodal.

The question then remains why Korean speakers had greater proclivity to

answer ‘different’ for both contrasts in bimodal-length than in unimodal-length

training. At this point, we can speculate that Korean speakers may have tended

to infer four categories in the bimodal-length training, not just two. The reasons

for this are unclear, but it may be that—despite our initial assumptions—the

evidence for place contrasts in training was overall more salient than the evi-

dence for length. This interpretation would be consistent with the discrepancy

between our perceptual-discrimination results in the present study, where Ko-

rean speakers were nearly as accurate in identifying place distinctions as they

were in identifying length distinctions, and those from Chapter 3, where Korean

speakers were far more accurate on length contrasts than on place contrasts.

Another possibility is that the correlation between the length and place

cues in bimodal-length training (i.e., alveolo-palatals were mostly short and

retroflexes were mostly long) actually helped Korean speakers become more

sensitized to the place distinction. That is, Korean speakers might have first

picked up on the length differences and categorized the stimuli based on length.

But once short and long tokens were teased apart, listeners’ attention might
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have been drawn to the correlated place cues, which then led to their enhanced

discriminability and separate categorization. This is in line with the domain-

general learning mechanism of acquired distinctiveness (Lawrence, 1949) that

has already been proposed to play a role in native-language phonetic category

learning (Yeung & Werker, 2009). This mechanism crucially relies on the fact

that different perceptual cues often occur in unique contexts. In particular, the

occurrences of value A in context X and value B in context Y are believed to

highlight cues that differentiate value A from value B, leading to facilitation in

discriminating between A and B.

Overall, the results presented in this chapter replicate the finding pre-

sented in Chapter 3 that non-native speech perception is guided by L1-derived

perceptual biases. The results also provide new evidence that perceptual abili-

ties do not fully predetermine how novel sounds are categorized in a new lan-

guage, but instead—as predicted by the inductive theory—that categorization

of L2 sounds is a result of combining L1-shaped perceptual biases with the dis-

tributional information from L2 input. Crucially, the interpretation of L2 statis-

tics varies depending on the expectations that learners have about L2 given their

previous language background. The results reported here are, however, far from

conclusive. There are many unanswered questions regarding how exactly distri-

butional information and prior L1 biases interact, and what factors might play

a role in how each piece of information is weighed. Nevertheless, the study pre-

sented here can be considered a first step in understanding the complex nature

of how previous linguistic experience affects the use of distributional evidence

in the acquisition of phonetic categories in a new language.
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Chapter 7

Conclusion

In this dissertation I proposed a general framework to study native and

non-native language acquisition throughout the life span, based on the princi-

ples of hierarchical inductive inference in learning. I used this general frame-

work to construct a more detailed inductive theory of phonological acquisition

in the specific areas of speech sound perception and phonetic category learning.

The theory was intended to bear on three related aspects of language learning

in both infancy and adulthood: (1) perceptual reorganization in infancy, (2) non-

native speech perception by naive listeners, and (3) Ln phonetic category learn-

ing.

I proposed that phonological learning in both native and non-native lan-

guages is guided by the principles of hierarchical inductive inference, where

learners—in addition to acquiring the specific distributional properties of the

language being learned—make higher-order inferences on at least two levels of

abstraction: inferences about the structure of the language’s sound system as

a whole, as well as inferences about the likely properties of sound systems in

other languages. I argued that the observed patterns of non-native speech per-

ception by naive listeners are a by-product of these higher-level generalizations.

Furthermore, I argued that learning phonetic categories in additional languages

relies on combining the distributional information extracted from the Ln speech

signal with previously formed generalizations about likely properties of other

languages – the latter acting as inductive biases in learning.

105
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7.1 Summary of Main Findings

I focused on one type of generalization that learners might make about

a language’s sound system: inferences regarding the underlying set of infor-

mative phonetic dimensions from which the system as a whole is constructed.

I proposed that inferring high informativity of a given phonetic dimension to

distinguish between phonetic categories leads to enhanced perceptual acuity

for any contrasts along that dimension. I suggested that this implicit learning

strategy may benefit acquisition because languages often use the same pho-

netic dimension to distinguish between multiple sets of categories (e.g., voiced

vs. voiceless consonants of different place of articulation). If sensitivity to pho-

netic dimensions is not tied to any particular segments, then learning a contrast

for one set of categories should lead to facilitation in learning analogous con-

trasts for other sets of categories within that language.

This general dimension-based acuity obtained through native-language

perceptual tuning was then predicted to constrain the processing of non-native

sounds by naive listeners. In particular, discrimination of non-native contrasts

along dimensions previously inferred as informative should be enhanced rela-

tive to non-native contrasts along other dimensions. This was confirmed in the

study reported in Chapter 3, where speakers of length-informative languages

(Korean, Vietnamese, and Cantonese) all outperformed speakers of a length-

uninformative language (Mandarin) on discrimination of consonant length con-

trasts. Most strikingly, Vietnamese and Cantonese only have length contrasts

on vowels, and not consonants, suggesting that they generalized phonetic di-

mension informativity (length) across very dissimilar segment classes (vowels

and consonants). Interestingly, these perceptual advantages do not easily extend

to vocabulary learning, as demonstrated by the word learning study with Ko-

rean and Mandarin speakers (Chapter 4): only faster learners within the Korean-

speaker group showed enhanced learning of minimal-pair words differentiated

by consonant length, suggesting that the ability to take advantage of fine pho-

netic detail during vocabulary learning might only be possible for adults with

better cognitive abilities or higher motivation.
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Furthermore, I argued that learning of non-native languages is based on

similar underlying mechanisms as native-language acquisition. If that is indeed

the case, learning a non-native distinction along a phonetic dimension that is

uninformative in the native language should lead to enhanced perceptual acu-

ity to any distinctions along that dimension. This, in turn, should produce facil-

itation in picking up on the distributional properties of any sounds along that

dimension, and thus to enhanced learning of additional phonetic categories that

make use of that dimension. The studies reported in Chapter 5 confirmed this

prediction: monolingual English speakers who were exposed to distributional

evidence that suggested a novel length distinction for one set of segments, not

only learned the distinction for the trained segments, but also generalized it to

a novel set of segments. This result indicated generalization of phonetic dimen-

sion informativity across dissimilar segment classes (sonorants and voiceless

fricatives) within a new language being learned.

Finally, interpreting distributional properties of the speech signal in a

novel language was predicted to be affected by previous inferences about the

informativity of phonetic dimensions. In particular, learners should be biased to

expect phonetic category distinctions along dimensions that are informative in

their native language. In Chapter 6 I showed that this is indeed the case: Korean

and Mandarin speakers drew different inferences about novel length and place

distinctions based on exposure to the same distributional cues, each group in

line with their predicted native-language biases. This result thus suggests that

L2 learners incrementally combine their L1 biases with L2 input statistics.

Overall, the studies reported in this dissertation demonstrate that lan-

guage learning goes beyond the acquisition of specific phonetic categories, and

includes higher-order generalizations regarding the relative importance of pho-

netic dimensions in the language as a whole. As such, these results provide sup-

port for my proposal to view language acquisition as a process of hierarchical

inductive inference.
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7.2 Implications

The hierarchical inductive theory proposed in this dissertation has strong

implications for our understanding of acquisition of both native and non-native

languages. In addition, however, the proposed approach allows us to go beyond

learning, and also probe learners’ mental representations of languages they al-

ready speak. Below I discuss the implications of the theory in both of these areas.

7.2.1 Language Learning

The inductive theory unifies native and non-native language acquisition.

Traditionally, these two areas of research have been regarded as very distinct,

and have generally been studied separately from each other. Second language

researchers did try to compare many aspects of L1 and L2 acquisition, but the

theories of L2 learning were generally not intended to explain any underlying

links between the two. While native-language acquisition in infancy and ad-

ditional language learning later in life are clearly different in many crucial re-

spects (cognitive maturation, motivation, learning environment, etc.), I believe

that there are similar cognitive and learning mechanisms underlying the acqui-

sition of any language at any point in an individual’s life. This dissertation con-

stitutes one of the first steps in uncovering these potential mechanisms, which

are likely derived from the domain-general learning mechanisms that humans

recruit in many other learning tasks (Tenenbaum et al., 2011).

My theoretical proposal reconceptualizes language learning—and

phonological acquisition in particular—as hierarchical inductive inference. First

of all, this proposal has implications for our understanding of what happens

during perceptual reorganization that tunes infants to the sounds of their na-

tive language. Instead of simply viewing the reorganization process as a rear-

rangement of perceptual sensitivities—enhanced at native-language phonetic

category boundaries and diminished within categories—this proposal adds an

additional level of implicit inferences over the sound system as a whole. The

role of these inferences is to guide this rearrangement process in a way that will

yield optimal allocation of cognitive and neural resources to auditory process-
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ing of native-language sounds.

Second, the inductive theory is an alternative to classic approaches to

non-native speech perception and learning, in which processing and learning

of novel sounds proceeds through their mapping onto L1 phonetic categories

that are acoustically or articulatorily most similar: if two novel sounds are

mapped onto a single L1 category, then their discrimination and learning is di-

minished with respect to sounds that are mapped onto distinct L1 categories.

These approaches provide an intuitive explanation of perceptual difficulties in

non-native sound perception and learning, but they cannot explain the patterns

of generalization reported in this dissertation. Furthermore, they do not offer

any satisfactory answer to why learning would even work this way: given that

with sufficient exposure the adult perceptual system is able to adapt to new

sound systems, why would L2 learners implicitly link all L2 sounds with ex-

isting L1 categories? It seems natural to expect that the L1 sound system will

affect the way L2 sounds are processed, but creating L2 representations based

entirely on the L1-attuned perceptual space does not straightforwardly lead to

any clear learning advantages. If anything, establishing L2 phonetic categories

in a relationship with L1 categories is likely to hinder the formation of accurate

L2 categories – which is exactly the point of the mapping approaches.

However, from the point of view of rational approaches to learning, the

underlying mechanisms of learning must at least in some respects be optimal

under given conditions and for the specific task at hand. Therefore, it is natural

to expect that Ln learners—while probably cognitively and neurally more con-

strained than infants—make implicit use of their available resources in a way

that maximizes benefits in learning. The hierarchical inductive theory provides

an account of learning that follows this exact logic.

My proposal also has clear implications for the area of third and addi-

tional language acquisition. Until fairly recently, it had been generally assumed

that there is no significant difference between second vs. third or additional

(L3+) language acquisition. However, in the past decade it has become widely

accepted that there is indeed a fundamental distinction between L2 and L3+

acquisition due to more possibilities for between-language interactions in the
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latter process. There has been a growing interest in this recently established

subfield, investigating, among other things, the complex cross-language influ-

ences in a multilingual mind (see e.g., Edwards, 1994; Cenoz & Genesee, 1998;

Cenoz & Jessner, 2000; Cenoz et al., 2001; De Angelis, 2007). The research in L3+

phonological acquisition has been so far very limited in scope and methodol-

ogy, with many studies being based on introspection or observational data from

a very small number (≤ 5) of participants. However, some work has shown that

L3+ speech production can be influenced not only by the native language, but

also by previously learned non-native languages (Rivers, 1979; Singh & Car-

roll, 1979; Hammarberg & Hammarberg, 1993; Hammarberg, 2001; Pyun, 2005;

Wrembel, 2010).

The hierarchical inductive theory provides an account of these kinds of

cross-language interactions, and it offers a principled way of predicting what

sorts of patterns might be expected in L3+ speech perception and production

based on the exact properties of previously learned languages. In particular,

learners’ higher-order inferences regarding the likely underlying structure of

any language are predicted to be informed by the properties of each language

learned: language characteristics that are stable across several languages (e.g.,

the informativity of the second formant to distinguish between front and back

vowels) will increase learners’ confidence about their invariance in any lan-

guage encountered in the future; language properties that vary from language

to language (e.g., the informativity of segmental length) will, on the other hand,

lower learners’ confidence about their role in any other language. Learners’ im-

plicit expectations are likely to also be affected by multiple other factors, such

as the perceived relatedness between the languages, which have previously

been found to affect L3+ speech production (S. Williams & Hammarberg, 1998;

Cenoz, 2001; Hammarberg, 2001). The inductive theory accounts for these re-

sults because—if two languages are perceived to be closely related—several of

their properties should be inferred as likely to be shared. The necessity of in-

corporating these additional factors into the theory indicates, however, that the

hierarchical structure of learners’ generalizations is even more complex than

what I have proposed in this dissertation, and more work is required to identify
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all the relevant variables and understand the relationships between them.

Finally, although the results reported here only bear on one type of pos-

sible inference about learners’ native-language sound system, the hierarchical

inductive theory predicts that learners make other types of higher-order gen-

eralizations about linguistic structures that should affect non-native language

processing, both in the sound domain and in other aspects of language. Thus,

this work contributes to the broader literature investigating generalization of

linguistic knowledge by both children and adults in different language domains

(e.g., Xu & Tenenbaum, 2007; Wonnacott, Newport, & Tanenhaus, 2008; Gerken,

2010), and it provides theoretical unification with many other domains in which

inductive approaches to learning have proven fruitful.

7.2.2 Phonological Representations

In addition to uncovering the underlying mechanisms of language learn-

ing, the proposed approach can also help us probe the degree of abstractness of

phonological knowledge in the native language, which has direct implications

for any phonological theory.

Phonological representations are typically thought of as abstract: for ex-

ample, phonemes are argued to be comprised of abstract subphonemic units of

some sort, whether distinctive features (e.g., Chomsky & Halle, 1968), articula-

tory gestures (e.g., Browman & Goldstein, 1989), or acoustic-phonetic dimen-

sions (e.g., Pierrehumbert, 2000). There is direct evidence that people are sen-

sitive to these phonemic and subphemic units. A good example comes from

studying speech errors: the phrase “big and fat” can sometimes be mispro-

nounced by transposing whole segments (big and fat → fig and bat, where

two initial stops are switched), but also just parts of segments (big and fat →
pig and vat, where only the voicing appears to be switched between the initial

stops; Fromkin, 1973). This kind of evidence suggests that in speakers’ mind

not only segments are represented as single units, but that subphonemic prop-

erties such as voicing also have some psychological reality in that they can be

abstracted away from individual segments, even in running speech.
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The line of research proposed in this dissertation can provide further evi-

dence regarding the abstractness of phonological representations: by investigat-

ing patterns of cross-segment generalization, it can inform our understanding of

what subsegmental properties people are sensitive to and what exact properties

are represented in the mind as shared among classes of segments. For example,

the results showing that length generalizes across segments suggest that this

particular subsegmental property is represented psychologically as indepen-

dent from individual segments, abstracting away from the segments’ acoustic-

phonetic (or gestural) properties. Thus, these results provide some additional

insight into how length should be formally represented in any phonological

theory.

7.3 Future Directions

This dissertation provides a foundation for a research program dedicated

to studying the role of hierarchical inductive inference in language learning

across the life span. Future work will first and foremost consist of elaborating

the theory: reducing the number of simplifying assumptions and spelling out

precise predictions.

One way of formalizing the theory is to implement it computationally.

The basic assumptions of the inductive theory can be naturally interpreted in

terms of Bayesian inference, where previous phonological knowledge gives the

prior distribution over the range of potentially relevant phonetic features in new

languages. This is then combined with distributional information from a novel

language to form a new posterior distribution, which can be used as a prior for

future language learning. I plan to implement these assumptions in a computa-

tional model with the goal of predicting what exact inferences a rational learner

would make on the basis of known cross-linguistic phonological patterns in or-

der to optimize future language learning.

One particular aspect of the theory that I am interested in elaborating

further concerns the issue of phonetic dimension informativity and generaliz-

ability. As discussed briefly in section 2.3, there are many variables that can po-
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tentially affect learners’ inferences about the degree of informativity of different

phonetic dimensions. To take one example, one might imagine that the incre-

mental process of inferring phonetic dimension informativity as a language is

being acquired might be affected by the number of segments and the segment

class variability along that dimension. For instance, if a learner encounters two

sets of segmental categories distinguished by a given dimension where all seg-

ments belong to the same segment class (e.g., stops), then the inferred informa-

tivity of that dimension might at that point remain fairly low and not immedi-

ately generalize to other segment classes. On the other hand, exposure to two

sets of categories that vary along the same dimension and belong to different

segment classes (e.g., stops and fricatives) might trigger higher generalizabil-

ity of the dimension to other segment classes (e.g., affricates). Additionally, as

more segments are added to the mental representations of a language, this effect

will be amplified. Thus, more generally, as the number and range of segments

varying along a given dimension increases, the inferred informativity of that

dimension is predicted to rise.

Another part of the theory that has not been fully developed in this

dissertation concerns third and additional language acquisition. One specific

aspect that I am particularly interested in investigating is the prediction that

bi-/multilingual learners might be able to make generalizations over proper-

ties of two or more languages. A good example concerns the phonetic dimen-

sion of VOT, which distinguishes between voiced and voiceless stop consonants

(e.g., [b] and [p]). This dimension has been of great interest to language re-

searchers because there is cross-linguistic variation in where exactly the bound-

ary between voiced and voiceless stops is along this dimension. For example,

Spanish speakers tend to place this boundary at around 0msec, while the corre-

sponding boundaries in English and Mandarin are both around 35msec (Lisker

& Abramson, 1970; L. Williams, 1977; P. Keating, 1984; Chen, Chao, & Peng,

2007). The novel prediction of the inductive theory is that speakers of two lan-

guages where the category boundary between voiced and voiceless stops differs

(such as English-Spanish bilinguals), should have an advantage in learning ad-

ditional novel contrasts along the VOT dimension compared to speakers of two
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languages where the category boundary is roughly at the same place (such as

English-Mandarin bilinguals). This is because only the former group has lin-

guistic experience supporting the inference that languages may differ in the po-

sition of the category boundary.

Finally, the proposed theory is very general in scope, and can thus be

applied to learning in many different language domains. A natural extension

of this research is then to use the proposed framework to investigate learners’

inferences in domains such as syntax or morphology (e.g., regarding morpho-

phonological alternations or word and clitic ordering), both in comprehension

and production. For example, analogously to VOT, speakers of two languages

that have different word orders (e.g., SOV and SVO) might make inferences

about word order in any language that go beyond these two specific orders

learned. That is, learners might infer that languages can vary in this property,

which would in turn facilitate learning of an additional language that has a yet

different word order (e.g., VSO).

I have outlined only a few specific directions emerging from the pro-

posed inductive theory that I would like to pursue in the future. In the long

term, however, this line of research is intended as a comprehensive investiga-

tion of the process of language acquisition, including learning in any linguistic

domain and at any point in human development.
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