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Abstract 

Sum-Frequency Spectroscopic Studies 

I. Surface Melting of Ice 

II. Surface Alignment of Polymers 

by 

Xing Wei 

Doctor of Philosophy in Physics 

University of California at Berkeley 

Professor Y. R. Shen, Chair 

1 

Surface vibrational spectroscopy via infrared-visible sum-frequency generation (SFG) 

has been established as a useful tool to study the structures of different kinds of surfaces 

and interfaces. This technique was used to study the (0001) face of hexagonal ice (Ih)· SFG 

spectra in the 0-H stretch frequency range were obtained at various sample temperatures. 

For the vapor(air)/ice interface, the degree of orientational order of the dangling OH bonds 

at the surface was measured as a function of temperature. Disordering sets in around 200 K 

and increases dramatically with temperature, which is strong evidence of surface melting 

of ice. For the other ice interfaces (silica/OTS/ice and silica/ice), a similar temperature 

dependence of the hydrogen bonded OH stretch peak was observed; the free OH stre(ch 

mode, however, appears to be different from that of the vapor(air)/ice interface due to 
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interactions at the interfaces. 

The technique was also used to measure the orientational distributions of the 

polymer chains on a rubbed polyvinyl alcohol surface. Results show that the polymer chains 

at the surface appear to be well aligned by rubbing, and the adsorbed liquid crystal molecules 

are aligned, in turn, by the surface polymer chains. A strong correlation exists between the 

orientational distributions of the polymer chains and the liquid crystal molecules, indicating 

that the surface-induced bulk alignment of a liquid crystal film by rubbed polymer surfaces 

is via an orientational epitaxy-like mechanism. 

This thesis also contains studies on some related issues that are crucial to the 

above applications. An experiment was designed to measure SFG spectra in both reflection 

and transmission. The result confirms that SFG in reflection is generally dominated by the 

surface contribution. Another issue is the motional effect due to fast orientational motion 

of molecules at a surface or interface. Calculations show that the effect is significant if the 

molecular orientation varies over a broad range within the vibrational relaxation time. The 

stretch vibration of the free OH bonds at the vapor /water interface is used to illustrate the 

importance of the effect. 
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Chapter 1 

Introduction 

1.1 Surface sum-frequency vibrational spectroscopy 

The first experimental demonstration of surface vibrational spectroscopy via infrared­

visible sum-frequency generation (SFG) was published by the Shen group in 1987 [1], in 

which a sum-frequency vibrational spectrum from a coumarin 504 dye monolayer on a 

fused silica substrate was reported. Since then, surface SFG vibrational spectroscopy has 

attracted much attention. Today, surface SFG vibrational spectroscopy continues to develop 

and has become a powerful tool to study the structures of surfaces and interfaces. 

The basic principles of sum-frequency vibrational spectroscopy can be found in 

the review article [2] by Shen. Being a second-order nonlinear optical process, SFG is 

forbidden under the electric-dipole approximation in a medium with inversion symmetry, 

but is allowed at a surface or interface where the inversion symmetry is broken. This 

unique feature makes SFG extremely surface-specific and sensitive. Being a purely optical 

technique involving only light waves, SFG has promoted surface science to a new level by 
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-15 ps 

Figure 1.1: Schematic view of the SFG setup. 

probing surfaces and interfaces that "traditional" surface science techniques (low energy 

electron diffraction, Auger electron spectroscopy, photoemission spectroscopy, etc.) do not 

have access to. Typical examples include studies of surfaces or interfaces of solids or liquids 

under high vapor pressure, surface chemical reactions in real atmosphere, buried interfaces, 

and so on. This thesis will be focused on two particular systems, the ice surface and a 

rubbed polymer (polyvinyl alcohol) surface. 

1. 2 Experimental setup 

A typical SFG experimental setup has also been described in Ref. [2]. Below are 

some details of the SFG setup in Room B145 Birge Hall, from which we obtained most of 

the results in this thesis. A schematic view of the system is shown in Fig. 1.1. 
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Unless otherwise specified, all the SFG experiments were carried out with a visible 

beam at 532 nm (the second harmonic from a Continuum PY61C-20 picosecond Nd:YAG 

laser) and an infrared beam tunable from 2.5 to 9 pm (1100 to 4000 cm-1) generated from 

a home-made optical parametric generator/amplifier (OPG/OPA) system and a difference 

frequency generation (DFG) stage which mixes the idler output of the OPG/OPA and the 

fundamental 1.064 pm. A detailed description of the OPG/OPA system can be found in 

Ref. [3]. We replaced the gratings in the OPG/OPA system with infrared gratings (900 

groves/mm) in August, 1997 to seed the OPA with the idler instead of the signal, and 

improved the output linewidth to rv 6 cm-1 (FWHM). Both visible and infrared input 

beams had a pulse duration of "' 15 ps, a repetition rate of 20 Hz, and a beam diameter of 

"' 1 mm at the sample. The input intensities were rv 1.5 mJ and"' 100 pJ per pulse for the 

visible and the infrared, respectively. The infrared input frequency was further calibrated 

with molecular absorption lines in the gas phase. Figure 1.2 shows an example of infrared 

frequency calibration in the OH stretch frequency range. Th~ accuracy of such a calibration 

is about 2 cm-1. 

Figure 1.3 shows the geometry of the input/output beams in the SFG experiment, 

in which X, Y, Z and x, y, z refer to the lab-fixed reference frame and sample-fixed refer­

ence frame, respectively. Distinguishing X, Y, Z and x, y, z is important only if anisotropic 

samples are used, e.g., rubbed polymer surfaces (Chap. 3). For isotropic samples, we do 

not expect the SFG signal to depend on the azimuthal angle 'Y in Fig. 1.3 and therefore 

do not distinguish X, Y, Z and x, y, z. For all experiments in this thesis except the bulk 

contribution experiment (Chap. 4), the incidence angles were /31 =45° and /32=57° for the 
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Figure 1.2: Calibration of the infrared frequency in the OH stretch frequency range. Square 
symbols represent the SFG intensity obtained from a z-cut quartz reference sample. Ab­
sorption lines in the SFG spectrum are due to the water vapor absorption in the infrared 
beam path. The dotted line is a smoothed infrared transmission spectrum of water vapor 
measured by Fourier-transform infrared spectroscopy (FT-IR). 

Figure 1.3: Geometry of the input/output beams in the SFG experiment. 
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visible and the infrared, respectively. 

The SFG output was detected in the reflected direction by a Hamamatsu R292 

head-on photomultiplier tube (PMT) with a quantum efficiency of 20 - 25%. The high 

voltage applied to the PMT varies between 800 V and 1.1 k V depending on the signal 

intensity. The PMT output was then measured with a Stanford Research SR250 gated 

integrator with the gate width and the sensitivity set to 30 ns and 20 m V, respectively. 

The SFG signal from our setup covers four orders of magnitude, ranging from a 

few percent of a photon to a few hundred photons per laser shot. For weak signals (on. 

average less than 1 photon/shot), the PMT was used in the photon counting mode [4]. For 

stronger signals, the total integrated signal was recorded (integral mode). We found that in' 

the integral mode the gated integrator output increases with the input number of photons in 

a nonlinear fashion, presumably due to the PMT saturation. Figure 1.4 shows the relation 

between the integrated signal and the input number of photons, which was measured in the 

photon counting mode by attenuating the signal with polarizers and neutral density filters. 

The solid curves in Fig. 1.4 are empirical fits using 

N 3.0 I (1 + 0.48 I) for llOOV , 

N = 6.4 I (1 + 0.48 I) for 1000V , 

N = 16.1 I (1 + 0.48 I) for 900V , 

N = 45 I (1 + 0.48 I) for 800V, 

where I is the gated integrator output in volts. The above relations were used in all the 

measurements to correct the saturation effect of the PMT. 
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Figure 1.4: Calibration of the photomultiplier tube with various applied votages. 

1.3 Standardization 

As more and more research groups around the world have implemented SFG vi-

brational spectroscopy in recent years, we find it important for different groups to compare 

not only the spectral features in their SFG results but also the vibrational resonance peak 

intensities. However, this is not easy to do because different SFG systems have different 

pulse energies, pulse durations, spot sizes, detector efficiencies, etc. For this reason, the 

SFG intensity in the literature is mostly presented in arbitrary units, which poses a serious 

problem for different groups to compare their results quantitatively. To solve this problem, 

we present our SFG spectra in more meaningful units. In the following we address this issue 

in detail. 
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1.3.1 Effective surface nonlinear susceptibility 

Surface SFG results from a second-order nonlinear polarization induced at an 

interface by two input fields E(wi) and E(w2) at frequencies w1 (visible) and w2 (infrared), 

respectively, 

(1.1) 

where x(2) denotes the surface nonlinear susceptibility tensor, which is a physical quantity 

that does not depend on the experimental setup. Note that Eq. (1.1) has appeared in 

different forms depending on the conventions, which can cause a lot of confusion. This will 

be discussed in Appendix A. 

Ideally, one could present all the nonvanishing elements of x~~k(w2) as the SFG 

spectra for each sample measured. However, this is not practical because in most cases 

x~~k(w2) cannot be uniquely determined simply from the SFG measurement. It can be 

shown that if both input fields are treated as plane waves, the SFG output is also a plane 

wave and its intensity is given by 

(1.2) 

Here, f3s is the exit angle of the SFG output, I(wi) is the beam intensity at wi, and x~~ is 

the effective surface nonlinear susceptibility defined as 

(1.3) 

with ei being the unit polarization vector of the optical field at Wi and L(wi) the tenso-

rial Fresnel factor (Appendixes B). A practical difficulty in deducing Xgk arises from the 
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fact that the Fresnel factors often contain some unknown parameters E1 ( Wi), known as the 

dielectric constant of the surface layer (Appendix C). 

However, as Eq. (1.2) shows, lx~~(w2)l2 has a very simple relation to the SFG 

output intensity, and can be determined purely from experiment. Using lx~~ (w2) 1
2 to 

present SFG spectra seems to be a good compromise. In this thesis, most of the SFG 

spectra will be presented with lx~~(w2)12 in MKS units so that others can easily compare 

theirresults with ours quantitatively. The only disadvantage is that lx~~(w2)l 2 still depends 

on the incidence angles, which has to be taken into account when we compare lx~~(w2)12 

obtained from two different SFG setups. 

Note that Eq. (1.2) sometimes appears in a slightly different form (see, for example, 

Ref. [2]), i.e., 

(1.4) 

where E1 (wi) is the dielectric function of "medium 1" in which the intensities I(wi) for the 

three beams are defined. We have dropped the factor VE1(w8 )E1(w1)E1(w2) in Eq. (1.2) 

because in all our experiments "medium 1" is just air or vacuum and therefore El(wi) = 1. 

This is still true even for buried interfaces or SFG generated in the transmission direction, 

because we always define J(w1) and J(w2) in air or vacuum before the the two input beams 

enter the sample, and define I(w8 ) in air or vacuum after the sum-frequency beam' exits the 

sample. Accordingly, the Fresnel factors in Eq. (1.2) are always defined as the coefficients 

relating the field components in the interfacial layer to, the corresponding ones in air or 

vacuum (see an example in Appendix B). 
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1.3.2 Quartz reference 

Equation (1.2) shows that one can measure lx~~l 2 ofa sample by comparing its 

SFG intensity with that from a standard reference sample with a known x~~. In the Shen 

group, we have been using quartz ( a-Si02) crystals as the reference samples for many 

years. A quartz crystal gives a reasonably strong SFG signal due to its well known bulk 

nonlinearity. It has a wide transparency range 0.15-4.5 f.Lm (beyond 4.5 f.Lm quartz absorbs 

strongly and alternative reference samples should be considered). For all the experiments 

in this thesis, a z-cut quartz crystal was used as the reference sample. This section presents 

our calculation for the effective surface nonlinear susceptibility lx~~ I of the z-cut quartz 

surface, with which we calibrated the SFG signals and obtained the spectra lx~~ (w2)12 from 

different samples. 

The SFG signal from crystalline quartz is mainly from the bulk, which has D3 

symmetry with the following nonvanishing x~~k elements 

X(2) = -x<2) = -x<2) = -x<2) = x<2) 
xxx xyy yyx yxy q ' 

(2) - (2) 
Xxyz - -Xyxz ' 

(2) - (2) 
Xxzy - -Xyzx ' 

(2) - (2) 
Xzxy - - Xzyx ' 

among which the elements in the first row (defined as x~2) below) are much larger than 

the others [5]. In the following calculation we neglect all the weaker elements such as x~~z. 

The formal solution for the reflected SFG amplitude from a medium with a bulk nonlinear 

susceptibility can be found in Ref. [6]. Applying it to a z-cut quartz crystal shows that the 
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SFG intensity is maximized when the x-axis of the crystal is in the incidence plane, and 

the absolute values of the effective surface nonlinear susceptibilities are 

lx~~(PPP)I (1.5) 

Here, f3i and Lii are the incidence angle and Fresnel factor, and lc is the effective coherence 

length 

1 

lk2z(ws)- k2z(w1)- k2z(w2)l 
1 

for the reflection geometry, and 

lc = I I 2
7r y'n(w.)2-sin2 {38 _ y'n(wl)2-sin2 f31 _ y'n(w2)2-sin2 fh. 

As Al A2 

. 1 

for the transmission geometry. For the bulk nonlinearity of quartz, we neglect the dispersion 

and take 

x~2) = 4dn ~ 1.60 x w-12 ~ , (1.6) 

where dn refers to the nonlinear coefficient for SHG, and its value for >.=1.064 1-Lm found 

in Ref. [5] was used. The factor 4 arises from different conventions in the definitions of xm 
eleme~ts for SFG and dijk coefficients for SHG (see Appendix A). 

For different experiments, IX~~ I of the z-cut quartz surface may vary due to dif-

ferent coherence lengths and Fresnel factors. The calculated IX~~ I of the quartz reference 

for different experiments in this thesis are listed in Tables 1.1, 1.2 and 1.3 . 
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Table 1.1: x~~ of the z-cut quartz reference calculated from Eq. (1.5) for the experiments 
in Chap. 2 (ice) and Chap. 5 (water). Shown together are some parameters used in this 
calculation. The infrared wavelength corresponds to w2/(21rc) =3700 cm-I (the free OH 
stretch frequency). For convenience the birefringence of the crystal is neglected and the 
refractive index of the ordinary wave n 0 is used for all polarizations. The calculation is for 
SFG in the reflected direction only. The coherence length lc ~ 26 nm. 

Ws WI W2 

A 444 nm 532 nm 2.7 J.Lm 
.n=n0 1.553 1.547 1.49 
{3 46.8° 45° 57° 

Lxx .90 .90 1.01 
Lyy .67 .68 .61 

X~~ (ssp) 1.05 X 10-20 m2V-I 

X~~ (sps) 1.09 X 10-20 m2V-I 

x~~(PPP) 0.92 X 10-20 m2V-I 

Table 1.2: x~~ of the z-cut quartz reference calculated from Eq. (1.5) for the experiment in 
Chap. 3 (rubbed polymer). Shown together are some parameters used in this calculation. 
The infrared wavelength corresponds to w2/(27rc) =2900 cm-I (center of the CH stretch 
frequency range). The calculation is for SFG in the reflected direction only. The coherence 
length lc ~ 27 nm. 

Ws WI W2 

A 460 nm 532 nm 3.4 J.Lm 
n=n0 1.553 1.547 1.49 
{3 46.5° 45° 57° 

Lxx .90 .90 1.01 
Lyy .67 .68 .61 

x~~(ssp) 1.08 X 10-20 m2V-I 

x~~(sps) 1.12 X 10-20 m2V-I 

x~~(ppp) 0.94 X w-20 m2V--'I 
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· Table 1.3: x~~ of the z-cut quartz reference calculated from Eq. (1.5) for the experiment in 
Chap. 4 (bulk contribution). Shown together are some parameters used in this calculation. 
The infrared wavelength corresponds to w2/(27rc) =2900 cm-1 (center of the CH stretch 
frequency range). In the reflected direction (R) the coherence length lc ~ 46 nm, and in 
the transmitted direction lc ~ 755 nm. 

Ws(R) W8 (T) W1 W2 

,\ 810 nm 810 nm 1064 nm 3.4 J.Lm 
n= no 1.539 1.539 1.534 1.49 
{3 20.0° 20.0° 45° 57° 

Lxx .80 .96 .90 1.01 
Lyy .77 .95 .68 .61 

Reflection Transmission 

x~~(ssp). 2.1 X 10-20 m2V-1 4.3 X 10-19 m2V-1 

x~~(sps) 2.2 X 10-20 m2V-1 4.5 x 10-19 m2V-1 

x~~(ppp) 2.0 X 10-20 m2V-l 3.8 X 10-19 m2V-1 

1.4 Thesis highlights 

In Chap. 2, we report the use of surface sum-frequency vibrational spectroscopy 

to study surface melting of ice, a phenomenon proposed by Faraday in 1842. SFG is 

ideally suited for this study because of its high surface sensitivity and high-vapor-pressure 

compatibility. By probing the orientational disordering of the first surface monolayer, we 

found that surface melting of ice appears to set in around 200K. The degree of disordering 

increases with temperature, and the results indicate that the liquid-like layer on the ice 

surface is structurally different from the normal water surface [7]. 

In Chap. 3, we report the use of the same technique to study the surface structure 

of a rubbed polymer (polyvinyl alcohol, PVA) film. The results allow us to determine the 

orientational distribution of the surface polymer chains quantitatively. They show explicitly 

that the polymer chains are well aligned on the surface in the rubbing direction, and explain 

how a rubbed polymer surface can effectively induce bulk alignment of a liquid crystal film 
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[8, 9]. This work is highly relevant to liquid crystal display (LCD) technology and more 

generally to polymer science. 

The last two chapter are some "by-products" of my research. Chapter 4 is about 

the intrinsic bulk contribution in surface sum-frequency vibrational spectroscopy [10]. This 

is particularly important for the interpretation of the SFG spectra of neat materials. Ice, 

water and polymer films all belong in this category. 

In Chap. 5, we discuss an effect due to molecular motion which has been ignored in 

the past in nonlinear optical spectroscopy [11]. As sum-frequency vibrational spectroscopy 

has matured and become more quantitative in recent years, this effect is no longer negligible 

in the spectral analysis. Neglecting the effect would create difficulty in the understanding of 

certain spectra. A simple theoretical model, as well as a practical example- the vapor/water 

interface, will be presented to demonstrate the importance of the effect. This work is on 

a very fundamental level and could provide new explanations for some long existing but 

unexplained experimental facts. It is particularly important for the analysis of the free OH 

bonds on the ice surface (Chap. 2). 
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Chapter 2 

Surface melting of ice 

2.1 Introduction 

Michael Faraday first proposed the existence of a liquid-like layer on an ice surface 

below the bulk melting temperature, which we know today as surface melting or premelting 

of ice [12]. Surface melting is not a unique property of ice but a rather common behavior of 

many solids including lead [13, 14], argon [15], germanium [16], gallium [17] and aluminum 

[18]. Ice surface melting is particularly interesting because of its dramatic consequences. It is 

believed to play an important role in phenomena such as reduction of the frictional coefficient 

of ice, electrification of thunder clouds, glacier flows, frost heaves, and ozone depletion 

[19, 20]. The problem has been the subject of numerous theoretical and experimental 

investigations. 

An early calculation based on electrostatic interactions [21] predicts that ice sur­

face melting is a complete surface melting (i.e., the quasi-liquid layer thickness diverges as 

the temperature approaches the bulk melting temperature), and the onset temperature is 
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between -3 and -6 °C. A more recent theory based on van der Waals interactions ( disper­

sion force theory) [22], however, predicts that surface melting of ice is incomplete (i.e., the 

quasi-liquid layer thickness does not diverge before the bulk melting occurs). Molecular 

dynamics simulations of ice surface melting have also been carried out [23, 24, 25], and the 

reported onset temperature can be as low as -40 °C [23]. Today, a generally accepted theory 

of surface melting of ice has not yet been found. 

A number of experiments have also been carried out to study this phenomenon. 

These experiments include photoemission [26], proton backscattering [27], ellipsometry [28, 

29], optical reflectometry and interference microscopy [30], nuclear magnetic resonance [31, 

32], low energy electron diffraction [33], glancing angle x-ray diffraction [34], helium atom 

scattering [35], and atomic force microscopy [36, 37]. Ice in contact with other solids has 

also been investigated by various techniques, e.g., wire regelation [38], quasi-elastic neutron 

scattering [39], and viscosity measurements [40]. While most ofthese experiments seem to 

have confirmed the existence of the liquid-like layer on the ice surface or interface, the details, 

such as the onset temperature and the temperature dependence of the layer thickness, vary 

widely from experiment to experiment. Today, the exact nature of surface melting of ice 

remains controversial, and the structure and properties of the quasi-liquid layer are far from 

being fully understood. 

We note that one serious problem in the studies of ice is its incompatibility with 

ultra high vacuum (UHV) due to its high vapor pressure (Fig. 2.1), which varies between 

1 and 10-4 Torr in the temperature range of interest. The high vapor pressure hinders 

the use of standard UHV surface science techniques at temperatures close to the melting 
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Figure 2.1: Saturated vapor pressure of ice. 

temperature of ice. Non-UHV techniques such as ellipsometry and x-ray diffraction can 

cover a wide range of temperatures, but do not have aS high surface sensitivity. 

As discussed in Chap. 1, surface SFG vibrational spectroscopy is highly surface-

specific and sensitive, and does not require an ultra high vacuum environment. Therefore, 

it is ideally suited for studies of surfaces and interfaces of ice and water. It has been 

used before to investigate various interfaces of water [41, 42, 43], as well as an ice film 

grown on Pt(111) [44]. These experiments demonstrated the capability of SFG vibrational 

spectroscopy to yield structural information of water and ice that could not be obtained 

with other experimental techniques. In this chapter we report our studies of surface melting 

of hexagonal ice (Ih) using this techiJ.ique. Our studies were focused on the ice interfaces of 

the (0001) orientation (basal plane), since the (0001) surface is the most stable surface of 
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ice Ih in nature. 

2.2 Theory 

2.2.1 Molecular hyperpolarizability of OH bonds 

In Chap. 1, we have shown that the SFG signal results from the surface nonlinear 

susceptibility tensor x~Ik through Eqs. (1.1)-(1.3). If the infrared frequency w2 is tuned 

across the surface vibrational resonances, the following resonant behavior of x&k is expected: 

(2) ( ) _ (2) " Aq,iik 
Xijk w2 - XNRijk + LJ + ·r ' 

' q W2 - Wq 'l q 
(2.1) 

where x~~,ijk is anon-resonant background, Aq,ijk, Wq, and r q are the amplitude, resonant 

frequency, and damping constant of the qth vibrational mode. In this experiment on ice, 

we focus on the OH stretch vibrational modes. The resonant part of x~Ik can be considered 

as an ensemble average of the molecular hyperpolarizability tensor a~n' which has similar 

resonant behavior 

a(2) (w2) = " aq,lmn 
lmn 7 w2 - Wq + ir q ' 

(2.2) 

where the indices l, m, n refer to the molecular reference frame. 

The basic idea of using SFG vibrational spectroscopy to study the ice surface 

structure is quite straightforward. Fig. 2.2 shows the structure of an ideal (0001) basal 

surface of ice Ih, which is likely to be the case at low temperatures when surface melting 

does not occur. In great contrast, Fig. 2.3 shows a molecular dynamics simulation of the ice 

(0001) surface [24] as a quasi-liquid layer is formed. The dramatic change in the orientations 

of the molecules at the ice surface should have a measurable effect on the tensor xm (or a 
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Figure 2.2: Side view of an ideal (0001) basal surface of ice Ih. Note that the free (or dan­
gling) OH bonds are perpendicular to the surface due to the tetrahedral hydrogen bonding. 

Figure ~.3: Molecular dynamics simulation of the (0001) basal surface of ice Ih at 265 K 
(from Ref. [24]). 
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Figure 2.4: Molecular reference frame of a single OH bond, with (along the bond direction 
and ~, 11 perpendicular to (. 

particular resonant mode amplitude Aq,ijk)· 

Since our quantitative analysis will be on the free OH stretch mode, we present 

here our theoretical model of the molecular hyperpolarizability of a free OH bond. The 

theory of SFG vibrational spectroscopy shows that aq,lmn is related to the infrared and 

Raman characteristics of a vibrational mode through the equation [45] 

(1) 
1 0/-Ln 8a1m 

aqlmn = --------
' 2EQWq oQq oQq 

(2.3) 

(1) 

where g~: and ~~~ are the infrared dipole derivative and the Raman polarizability tensor 

of the qth vibrational mode, and Qq is the classical normal coordinate. For a free OH bond, 

(2.4) 

where b.r is the change in the OH bond length due to the stretch, and mH is the mass of a 

hydrogen atom. Equation (2.3) then becomes 

(2.5) 
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We can use Eq. (2.5) to calculate aq,lmn for the free OH stretch mode. Figure 2.4 

shows the molecular reference frame of a single OH bond. The infrared dipole derivative 

along the bond direction ( was reported to be 

g~~ = 0.157 (atomic units)= 2.52 x 10-2° C (2.6) 

from ab initio calculations [46], in good agreement with experiments [47]. Although Ref. 

[46] also suggested that a free OH bond could have a small but non-zero dipole derivative 

component perpendicular to the bond direction(, it will be neglected in our simple model. 

For the Raman polarizability tensor, we use the experimentally deduced values from Ref. 

[48] (converted to MKS units) 

£::1 (1) 
va~~ 

ob..r 

£::1 (1) 
va(( 

8b..r 
£::1 (1) 
va1117 

ob..r 

(2.20 ± 0.13) x 10-3o~C , 

-31mC 
= (7.0 ± 0.4 ) X 10 V , 

ac:P> aaP> · 
with the depolarization ratio r = 7i!!rf7JJ!r ~ 0.32 . The free OH stretch is at rv3700 cm-1 

[41], which corresponds to an angular frequency 

wq = 27rc x 3700 cm-1 = 7.0 x 1014 sec-1 . 

Inserting these values into Eq. (2.5), we obtain 

4 
~ 2. 7 X 10-27 ~ , 

Vsec 
4 

::::::1 8.6 X 10-28 ~ • 
Vsec 

(2.7) 

The macroscopic resonant amplitude Aq,ijk results from the ensemble average of 

the miCroscopic property aq,lmn of the molecules at the surface. Depending on the time 
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scale of the molecular orientational.fluctuations, Aq,ijk can be related to aq,lmn through 

Aq,ijk = Ns'L:aq,lmn((i ·f)(}· ih)(k · n)) (2.8) 
A!J.V 

for the slow-motion limit, or 

Aq,ijk = Ns'L:aq,lmn((i ·f)(]· m))((k · n)) (2.9) 
AJ.LV 

for the rapid-motion limit (see Chap. 5 for the motional averaging effect). Here Ns is the 

surface density of the molecular groups, and the angle brackets represent the ensemble 

average. Therefore, if we can obtain Aq,ijk for the free OH stretch from our experiment, we 1 

can then deduce an approximate orientational distribution of the free OH bonds through 

Eq. (2.8) or (2.9). We expect that the orientational distribution would be very narrow 

if the surface layer has an ordered crystalline structure as in Fig. 2.2 but would broaden 

appreciably if the layer becomes liquid-like as in Fig. 2.3. Note that in Eqs. (2.8) and (2.9) 

we have neglected the microscopic local field correction which, when fully included, will lead 

to the relacement of Ns in Eqs. (2.8) and (2.9) with Nsl11 (w5 )lll (w1)l11 (w2). The definition 

of l11 (wi) can be found in Appendix C. 

2.2.2 Symmetry of the ice basal surface 

Being a rank-3 tensor, X~k (or Aq,ijk) has in general 27 elements. Surface symme-

try, however, can make some elements vanish and some become mutually dependent. The 

hexagonal symmetry of the (0001) surface of ice Ih reduces the nonvanishing independent 

tensor elements to the following three (see Fig. 1.3 for the reference frame): 

X
(2) . 
zzz ' 
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+-A 

Figure 2.5: The (0001) basal surface of ice Ih with a monolayer-height step. Only oxygen 
atoms are shown; hydrogen atoms are omitted for clarity. Note that layer A and layer B do 
not repeat each other by a simple spatial translation but are rotated by 180° with respect 
to each other in the surface plane. 

(2) - (2) 
Xxxz- Xyyz ' 

X(2) = x(2) = x(2) = x(2) 
xzx zxx yzy zyy 

In the last row we have used the approximation x~~k = XJ~k' assuming that the visible w1 

and the sum-frequency w8 are far away from electronic resonances. The simplicity of xgk 
(i.e., only three independent components) implies that we can measure the x~~k tensor with 

only three input/output polarization combinations ssp (denoting s-, s-, and p-polarized 

sum-frequency output, visible input, and infrared input, respectively), ppp, and sps. It also 

implies that we do not need to rotate the sample in this experiment because x~~k of the 

basal surface of ice Ih appears to be isotropic in the xy plane. 

In Ref. [49] Geiger and co-workers, however, drew a different conclusion and 

claimed that the (0001) surface of ice should possess more non-vanishing xUk elements, such 

as x~~x, due to a 3m (C3v) symmetry, analogous to that of the Si(111) surface [50]. We do 

not agree with such an analogy because there is an essential difference between the (0001) 
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surface of a hexagonal crystal and the (111) surface of a cubic crystal. Figure 2.5 shows an 

ideal (0001) surface of ice with a monolayer-height step. Due to ·its dynamic nature, the 

vapor/ice (0001) interface cannot be atomically flat, but contains steps. We note that layer 

A and layer B as shown in Fig. 2.5 do not repeat each other by a simple spatial translation, 

but are rotated by 180° with respect to each other. This is not the case for the Si(lll) 

surface, where adjacent layers always repeat each other by a simple spatial translation. 

On the ice (0001) surface the two configurations A and B are energetically equivalent, and 

therefore, domains of type A and type B coexist with equal coverage. Although each type 

exhibits 3m (C3v) symmetry, the ice (0001) surface has an overall6-fold symmetry instead 

of 3-fold, in strong contrast to the Si(lll) surface. 

2.3 Experiment 

Ice Ih single crystals were grown by the Bridgeman method froni deionized water. 

The crystal growth apparatus was similar to the one described in Ref. [51]. Typical growth 

rate was 1 p,mjsec (3.6 mm/hour) to prevent bubbles. The ice crystals were then stored in a 

homemade cold glove box (modified from a commercial freezer), and the storage temperature 

was between -5 and -10 °C. The sample preparation was all carried out in this cold glove 

box. The orientation of the ice crystals was checked with two crossed polarizers by using 

the birefringence of ice. 

To prepare the (0001) basal surface, an ice crystal was first cut (by melting) and 

roughly oriented with its (0001) surface exposed. We then covered the ice crystal with a 

glass beaker with some pure ice in it and started to cool the ice crystal slightly with a 
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peltier cooler and let the crystal grow slowly from the water vapor. After typically one day 

of growth, hexagonal facets would appear on the crystal surface. This would allow us to 

have an accurate determination of the crystal orientation by looking at the reflection of a 

He-Ne laser beam from the hexagonal facets. 

After finding the desired orientation, an ice crystal was "glued" (by melting and 

refreezing) to a clean fused silica substrate with the ice crystal's c-axis oriented perpendic­

ularly to the substrate (miscut less than 2°). Another fused silica plate, which had been 

coated with an octadecyltrichlorosilane (OTS) monolayer [52], was heated and brought in 

contact with the other side of the ice crystal. A bubble-free fused silica/OTS/ice interface 

was formed by melting and regrowing a thin layer of ice crystal near the OTS-coated fused 

silica plate. Finally the sample was put in a sealed cold chamber (Fig. 2.6) filled with 

ambient pressure air and brought to the SFG optical bench. The ice chamber was made of 

copper and could be cooled to 173 K with an accuracy of 0.1 K. After cooling and waiting 

for the ice sample to reach thermal equilibrium with the chamber, the OTS-coated fused 

silica plate was separated from the ice sample by a mechanical device inside the chamber, 

leavirig asmooth (0001) ice surface in equilibrium with the saturated water vapor in the 

sealed chamber. Such an ice surface preparation procedure is similar to that described in 

the glancing angle X-ray diffraction experiment [34] except that we used an OTS monolayer 

on the fused silica plate to make it hydrophobic and therefore easy to separate from the ice 

crystal. 

Since air was present in the ice chamber, the vapor/ice (or vapor/water) interface 

that we studied could be called an air/ice (or air/water) interface as well. Here we will not 
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Figure 2.6: Schematic drawing of the ice chamber. (a)Single-crystal ice sample frozen to 
a fused silica plate at the bottom. (b )OTS-coated fused silica plate mechanically sepa­
rated from the ice crystal. ( c )Stainless steel levers that lift up the OTS-coated silica plate. 
(d)Stainless steel clamps that secure the bottom silica plate. (e)Glass color filter to ab­
sorb the transmitted visible input pulse. (f)Copper chamber cooled with cold nitrogen gas 
(cooling stage not shown). (g)O-ring. (h)Chamber cover made of Plexiglas. (j)Fused silica 
windows. (k)Omega PtlOO platinum resistance thermometer. 

distinguish the subtle difference. Besides the vapor/ice interface, we also studied the inter-

faces between ice and fused silica plates which were either coated with OTS (hydrophobic) 

or uncoated (hydrophilic). These two interfaces will be called the silica/OTS/ice interface 

(Sec. 2.5.1) and the silica/ice interface (Sec. 2.5.2), respectively. 

The SFG setup has been described in Sec. 1.2. One special precaution in the ice 

experiment is to avoid laser heating and damage. In the strong infrared absorption range 

of ice (2900 cm-1 to 3570 cm-1 ), the infrared input pulse energy was reduced to about 

20 f..LJ to avoid laser heating. Furthermore, the sample chamber was put on a computer-

controlled two-dimensional raster stage to prevent input pulses from repeatedly hitting the 

same spot. With such precautions, the SFG output was found to be linearly proportional 

to the infrared input, indicating negligible laser heating or damage (see Sec. 2.6.1 for more 



26 

discussion on the effect of laser heating). 

2.4 Study of the vapor(air) /ice interface 

2.4.1 Experimental results 

Shown in Fig. 2.7 is a typical SFG spectrum of the vapor/ice (0001) interface at 

232 K in comparison with that of the liquid water surface at 293 K (an enlarged water 

spectrum can be found in Fig. 5.2). The polarization combination is ssp, which stands for 

s-, s-, and p-polarized sum-frequency output, visible input, and infrared input, respectively. 

The SFG output was calibrated against a reference z-cut quartz crystal (Sec. 1.3.2), yielding 

the spectra of IX~~ 12 in MKS units, and the reflection loss of the windows on the ice chamber 

has also been corrected. As seen in Fig. 2. 7, the spectrum of the ice surface is dominated by 

a strong but relatively broad peak at ""3150 cm-1 that resembles the main OH stretch peak 

observed in the Raman spectrum of ice Ih [53]. This peak is associated with the bonded OH 

stretching modes in the hydrogen bonding lattice. Unlike linear vibrational spectroscopy, 

in which the area under a resonant peak closely corresponds to the number of contributing 

oscillators, in the SFG spectrum the intensity or area of a resonant peak is very sensitive 

to the degree of order. This explains why the intensity of the bonded OH peak from the 

vapor/ice interface appears to be more than 30 times higher than that from the vapor/water 

interface, which is not the case in the infrared absorption and Raman spectra of ice and 

water. Besides the bonded OH peak, the SFG spectra in Fig. 2.7 also exhibit a sharp peak 

around 3695 cm-1 associated with the stretch vibration of the free OH (or dangling OH) 

bonds protruding from the surfaces [41]. 
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Figure 2.7: SFG Spectra of the vapor/ice (0001) interface at 232 K (squares) and the 
vapor/water interface at 293 K (circles). The polarization combination is ssp. 
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Figures 2.8, 2.9 and 2.10 display the temperature dependence of the SFG spectra 

of the vapor/ice (0001) interface with different polarization combinations. In Fig. 2.8, the 

bonded OH peak decreases as the temperature increases but remains significantly different 

from that of liquid water (shown in the inset of Fig 2.7). Figure 2.8 also shows a small 

frequency shift of the bonded OH peak as the temperature increases, which is consistent 

with the temperature dependence of the bonded OH stretch frequency measured by Raman 

spectroscopy [54]. At this point, we do not know how the temperature dependence of the 

bonded OH peak in SFG is related to the appearance and change of the quasi-liquid layer 

on the ice surface. A molecular dynamics calculation is probably needed to find the answer. 

The free OH peak in the SFG spectra of the ppp polarization combination (Fig. 2.9) 

exhibits a dramatic temperature dependence. The free OH peak is a feature that belongs 

to the vapor/ice interfacial layer and therefore can be used to characterize the surface 

structure. Figure 2.11 displays a set of ssp and ppp spectra of the free OH peak for the 

vapor/ice interface at different temperatures. The solid lines Fig. 2.11 are fits to the spectra 

using 

(2.10) 

The fitting parameters Aq,eff(ssp), Aq,eff(ppp), Wq and rq for the free OH stretch mode 

are plotted in Fig. 2.12 and Fig. 2.13 as functions of temperature (including many other 

temperatures not shown in Fig. 2.11). Note that fitting the spectra with Eq. (2.1) could 

yield IAq,effl but not the sign. The relative sign of Aq,eff(ssp) and Aq,eff(ppp) was measured 

by the interference between ssp and ppp using mixed polarizations for the visible input and 

SFG output (an example of such a relative phase measurement can be found in Fig. 3.6). 
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Figure 2.8: SFG spectra of the vapor/ice (0001) interface at various temperatures. The 
polarization combination is ssp. 
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Figure 2.9: SFG spectra of the vapor/ice (0001) interface at various temperatures. The 
polarization combination is ppp. 
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Figure 2.10: SFG spectra of the vapor/ice (0001) interface at various temperatures. The 
polarization combination is sps. 
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Figure 2.11: SFG spectra of the free OH stretch mode for the vapor/ice (0001) interface at 
various temperatures. The polarization combinations are ssp and ppp. 
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Figure 2.12: Amplitudes Aq,etr(ssp) and Aq,eff(PPP) and their ratio for the free OH stretch 
mode at the vapor/ice (0001) interface obtained from fitting the spectra in Fig. 2.11. 

Aq,etr(ssp) and Aq,eff(PPP) were found to have the same sign. 

In Fig. 2.12, Aq,eff(ssp) and Aq,eff(ppp) display relatively large fluctuations. This 

is because the spectra for different temperatures were obtained from different samples on 

different days. Although proper normalization methods were used (Sec. 1.2), some uncon-

trolled experimental conditions such as the humidity variation in the lab could result in a 

relatively large uncertainty in the absolute SFG peak intensity (see Fig. 1.2 for the infrared 
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absorption due to the water vapor in the infrared beam path). However, these conditions 

affect Aq,eff(ssp) and Aq,eff(ppp) in a similar way and, therefore, have less effect on the ratio 

of the two. It can be seen in Fig. 2.12 that the fluctuations of Aq,eff(ssp) and Aq,eff(ppp) 

are correlated, and the ratio displays smaller fluctuations. 

From the values of Aq,eff(ssp) and Aq,eff(PPP) and their ratio in Fig. 2.12 we 

can deduce an approximate orientational distribution for the free OH bonds. The ratio 

Aq,eff(ppp)/Aq,eff(ssp) remains constant at temperatures below 200 K and decreases contin­

uously as the temperature increases. This indicates that the vapor /ice interface undergoes 

a continuous structural change which starts around 200 K. 

2.4.2 Analysis of the free OH bonds 

To proceed with a more quantitative analysis, we must first verify our theoretical 

speculations regarding the symmetry of the (0001) surface of ice Ih. If the surface indeed 

has a 6-fold symmetry, from our theory in Sec. 2.2.2, we do not expect to observe any 

SFG signal with polarization combinations sss, pps, spp and psp. The SFG spectra of 

the vapor/ice interface with these forbidden polarization combinations are presented in 

Fig. 2.14, in comparison with the allowed polarization combinations ssp, ppp and sps. 

As we had predicted, there was indeed no SFG signal with the forbidden polarization 

combinations. 

We must also determine whether the slow-motion limit [Eq. (2.8)] or the rapid~ 

motion limit [Eq. (2.9)] better describes the dynamic nature of the vapor/ice interface. In 

Chap. 5 we will show that the strong evidence of motional averaging effect on the free OH 

stretch mode is the unexpectedly weak SFG signal with the s'ps polarization combination. 



36 

6 

4 

2 

0 

6 

- 4 C\J 

> v 
E 2 

C") 
v 
'o ,.... -

N 

0 

6 

4 

2 

ssp 

232 K 

ppp 
232 K 

~~--~~------~~ 

sss 
233 K 

6 

4 
Vapor I ice (0001) 

2 

0 

6 

sps 
4 

232 K 

_.._ 

pps 

233 K 

2 

...... 0 

6 

4 

2 

0~~~~~~~~~~ ~~~~~~~~~M0~~~~~-~0 

6 

4 

2 

3600 

spp 
223 K 

3700 3800 3600 3700 
-1 Wave number (em ) 

psp 
225 K 

3800 

6 

4 

2 

Figure 2.14: SFG spectra of the vapor/ice (0001) interface with different polarization com­
binations, of which the lower four are forbidden by the hexagonal symmetry. 
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Figure 2.10 shows the sps SFG spectra of the vapor/ice interface, in which the resonant 

signal of the free OH stretch is hardly detectable for all temperatures. This resembles the 

case of the vapor/water interface (Fig. 5.2) and indicates that the rapid-motion limit is a 

better approximation for describing the orientational fluctuations of the free OH bonds at 

the vapor/ice interface. From Eq. (2.9) with the rapid-motion approximation, we find 

Aq,xxz = Aq,yyz ~Ns [a((( ( 1- (cos2
())) +a~~( ( 1 + (cos2

()))] (cos()) , (2.11) 

Aq,zzz = Ns [a,(((cos2
()) +a~~( (1- (cos2e))] (cos()), (2.12) 

Aq,xzx = Aq,yzy = 0 · (2.13) 

Here Ns is the surface density of the free OH bonds; the angle brackets represent the 

ensemble average over j(()), the polar orientational distribution of the free OH bonds in the 

tilt angle () (0 :::;: () :::;: 1r /2) from the surface normal (the azimuthal distribution is isotropic); 

and a((( and a~~( = aTJTJ( are the two independent nonvanishing hyperpolarizability elements 

of a free OH bond (values listed in Eq. (2.7)). 

If we simply assume a truncated fiat distribution for j(()), 

j(()) =constant for 0 ::S: () ::S: ()M , 

j(()) = 0 for() > ()M , 

then we can calculate Aq,xxz and Aq,zzz for each value of ()M using Eqs. (2.11) and (2.12), 

from which we can further calculate Aq,eff(ssp) and Aq,eff(PPP) through the relation 

(2.14) 

where ei is the unit polarization vector of the field at Wi and L(wi) is the tensorial Fresnel 

factor (Appendix B). The values of the Fresnel factors used in this calculation are listed 
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Table 2.1: Calculated Fresnel factors for the vapor/ice interface. z is along the sample 
surface normal, with the xz plane being the light incidence plane. /3 is the incidence angle 
of the input or output beam. E

1 is the effective dielectric constant of the surface monolayer. 

Ws WI W2 

.\ 444 nm 532 nm 2.7 J.Lm 
n 1.31 1.31 1.18 

/3 46.8° 45° 57° 
Lxx .96 .95 1.04 
Lyy .77 .78 .79 
Lzz 1.04/ E~ 1.05/t:i .96/t:2 
exLxx (p) -.66 .67 .57 
eyLyy (s) .77 .78 .79 
ezLzz (p) .76/E~ .74/t:i .80/t:2 

in Table 2.1. The results of Aq,eff(ssp) and Aq,eff(ppp) from the calculation are presented 

in Fig. 2.15 as functions of eM. Note that we had some unknown (therefore adjustable) 

parameters in this calculation. One parameter is the dielectric constant E~ of the surface 

monolayer, as shown in Table 2.1, and another one is a common factor lu(w8 )lu(wi)lu(w2), 

which has been neglected in Eq. (2.9). The physical implications of< and lu(wi) are dis-

cussed in Appendix C. In our calculation we assumed that E~ = t:i (neglecting dispersion in 

the visible) and adjusted the value of t:i such that the calculated ratio Aq,eff(ppp)/Aq,eff(ssp) 

for eM= 0 matches the experimentally deduced value rv0.95 at low temperatures (Fig. 2.12). 

At such low temperatures (:S 200 K), the free OH bonds at the vapor/ice (0901) interface 

presumably have a 8-function-like orientational distribution perpendicular to the surface. 

From this we found E~ = t:i = 1.31, which agrees very well with the estimate obtained from 

the model presented in the appendix of Ref. [55] [Eq. (C.6) gives E~ = t:i = 1.29 for ice]. 

The other parameters t:2 and lu(ws)lu(wi)lu(w2) cannot be determined experimentally, but 

fortunately, they have no effect on the results in Fig. 2.15 because they all cancel out as we 

normalize the values of Aq,eff(ssp) and Aq,eff(ppp) with respect to the value of Aq,eff(ssp) at 
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Figure 2.15: Theoretical calculation of the mode amplitudes Aq,eff(ssp) and Aq,eff(ppp) in 
the rapid-motion limit for the free OH bonds at the vapor/ice (0001) interface. All values 
are normalized with respect to Aq,eff(ssp) at OM = 0. 



40 

eM= 0. E2 and lu(w8 )lu(w1)lu(w2) would still affect our calculation of the absolute ampli­

tude Aq,eff· For this we used the model in Ref. [55] and obtained an estimate E2 ~ 1.18 and 

lu(ws)lu(w1)lu(w2) ~ 1:32. 

With these parameters we calculated the absolute amplitude Aq,eff(ssp) for eM = 0. 

From Eqs. (2.9) and (2.14), we have 

Aq,eff(ssp) 

The surface density of free OH bonds on the ice (0001) surface is one quarter of the surface 

density of H20 molecules because only the top half bilayer has broken hydrogen bonds and 

only half of the broken hydrogen bonds are dangling OH bonds (Fig. 2.2). The surface 

density of H20 molecules in the top bilayer of the ice (0001) surface is 1.14 x 1015 cm-2 , 

and one quarter of this value gives Ns = 2.8 x 1014 cm-2 (or 2.8/nm2). Equation (2.15) 

then yields 

The measured Aq,eff(ssp) at low temperatures is about 1.2 x w-9 m2V-1sec-1 (Fig. 2.12). 

The agreement between theory and experiment here is truly remarkable considering the 

uncertainties of the input parameters that we used for the calculation. 

As we increase the temperature, a comparison of the theory (Fig. 2.15) and the 

experiment (Fig. 2.12) yields the maximum bond tilt angle eM as a function of temperature, 

as shown in Fig. 2.16(a)~ Also shown in Fig. 2.16(a) is eM of the free OH bonds at the 

vapor/water interface obtained in a similar way from the SFG spectra of the vapor/water 

interface (Fig. 2.17). 
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Figure 2.16: (a)Maximum tilt angle OM, and (b)orientational order parameterS for the free 
OH bonds at the vapor/ice and vapor/water interfaces. The solid lines are guides to the 
eye. 
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Figure 2.17: SFG spectra of the free OH stretch mode for the vapor/water interface at 
various temperatures. The polarization combinations are ssp and ppp. Note that at 268 K 
water is supercooled. 
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We can convert OM into a more meaningful orientational order parameter S defined 

as 

s (2.16) 

to describe the ordering of the free OH bonds. If OM ---t 0, then S ---t 1 corresponding to 

perfect orientational order. The other extreme is OM = 1r /2 leading to S = 0 for total 

disorder. One advantage of using S instead of OM is that S does not depend on our 

assumptions for the distribution function f(O). This can be seen from Eqs. (2.11) and 

(2.12), from which the ratio Aq,zzz/Aq,yyz depends only on (cos2 0) regardless of the actual 

shape of f(O). The values of S are displayed in Fig. 2.16(b). Sis close to 1 below 200 K 

and drops appreciably as the temperature increases above 200 K. 

2.4.3 Implications for surface melting of ice 

An apparent onset of surface melting can be defined as the point at which surface 

disorder becomes detectable. Our experiment indicates that the onset of surface melting of 

ice is around rv200 K, below which the surface monolayer is still solid but above which it 

becomes increasingly disordered. Our onset temperature is lower than those obtained by 

other techniques. This is presumably because our SFG technique is more surface specific and . 

sensitive to the disorder of the surface monolayer. For example, the recent measurement of 

x-ray scattering at glancing angles found that for the (0001) ice surface, the onset of surface 

melting was at 259.5 K ± 2.5 K, below which no surface melting could be observed [34]. 

However, the measurement did not have enough sensitivity to detect a few monolayers of 

the quasi-liquid. Extrapolation of the data to zero quasi-liquid layer thickness to obtain the 
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onset temperature for surface melting couldyield too high a value. 

The usual melting transition in the bulk is a first .order phase transition, in which 

abrupt changes of physical properties are expected to occur. However, Fig. 2.16 shows 

that, within the experimental uncertainty, the decrease of the order parameter S of the va­

por/ice interface is continuous. This indicates that the quasi-liquid layer has a temperature­

dependent structure and suggests that there should be a structural variation across the 

quasi-liquid layer on the ice surface. This picture is consistent with the results of molecular 

dynamics simulations [23, 25] but different from the simple models of surface melting used 

in the analyses of many experimental results. The latter assume a quasi-liquid layer with 

uniform structural properties. 

An interesting feature displayed in Fig. 2.16 is that near the bulk melting tem­

perature (273 K), the order parameter S of the ice surface is even lower than that of the 

supercooled water surface. Although not physically impossible, this seems surprising and 

needs a good theoretical explanation. In any case, it indicates that the quasi-liquid layer 

on ice is different from the surface layer of water. There is a long-debated question whether 

surface melting of ice is complete or incomplete (i.e., whether the thickness of the quasi­

liquid layer diverges or remains finite as the temperature approaches 273 K) [30]. Our result 

here favors the incomplete surface melting scenario because otherwise one. would expect the 

surface structure of the quasi-liquid layer to approach that of normal water as the layer 

thickness diverges. 
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2.5 Study of other ice interfaces 

2.5.1 Hydrophobic ice interface 

A set of SFG spectra of a hydrophobic ice interface, the fused-silicajOTS/ice 

(0001) interface, at different temperatures are shown in Fig. 2.18. The spectra appear to 

be similar to those from the vapor/ice interface, with a strong and broad hydrogen-bonded 

OH peak and a sharp free OH peak. An additional sharp peak at "'2940 cm-1 is .associated 

with a CH stretch mode of the methyl groups on the OTS monolayer. 

Figure 2.19 displays a set of SFG spectra for the free OH stretch in both ssp and 

ppp polarization combinations. Compared with the vapor/ice interface (Fig. 2.11), the free 

OH peak is shifted by "'25 cm-1 to lower frequency due to the hydrophobic interaction 

with the OTS monolayer. Similar red shift of the free OD stretch at a hydrophobic D20 

ice interface has been reported before by infrared spectroscopy [56]. 

A major difference between the silicajOTSjice and vapor/ice interfaces is that the 

free OH peak from the silica/OTS/ice interface remains very weak and hardly detectable for 

all temperatures with ppp polarization combination. With the same analysis we did for the 

vapor/ice interface, we came to the conclusion that the H20 molecules at the silica/OTS/ice 

interface are disordered in orientation regardless of the temperature, presumably because 

of the roughness of the surface of the fused (amorphous) silica plate on a microscopic scale. 

As we separate this silica plate from the ice crystal, the exposed ice surface quickly relaxes 

to a microscopically flat surface which gives rise to a clear free OH peak with the ppp 

polarization combination (Fig. 2.11). 
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Figure 2.18: SFG spectra of the silica/OTS/ice (0001) interface at various temperatures, in 
comparison with the spectrum of the silica/OTS/water interface at 283 K. The polarization 
combination is ssp. 
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Figure 2.19: SFG spectra of the free OH stretch mode for the silica/OTS/ice (0001) interface 
at various temperatures. The polarization "combinations are ssp and ppp. 
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2.5.2 Hydrophilic ice interface 

In comparison with the hydrophobic ice interface, we also measured a hydrophilic 

ice interface by using a clean (uncoated) fused silica plate to replace the OTS-coated one. 

The silica plate was cleaned with acid, rinsed with deionized water and blown dry with 

nitrogen gas. Such a silica surface is known to be terminated by rv5/nm2 SiOH (silanol) 

groups, which can form hydrogen bonds with water and thus make the surface hydrophilic 

[57]. The OH stretch of the silanol groups on a hy~rophilic silica surface has been reported 

to be observable in the SFG spectrum [58]. 

The measured spectra of the silica/ice interface are presented in Fig. 2.20. The 

. free OH peak has disappeared due to hydrogen bonding to the silanol groups on the silica 

surface, similar to the case of the silica/water interface [42]. 

The bonded OH peak, however, remains strong up to 272 K. In our experiment, we 

increased the sample temperature very slowly so that we could actually melt the silica/ice 

interface and form a thin layer of liquid water (denoted as 273+ K in Fig. 2.20). An 

interesting transition was observed. As the interface started to melt, the bonded OH peak 

first broadened and decreased to a minimum, and then increased again. In the mean time 

another resonant peak around 3450 em -l emerged. 

A typical silica/water spectrum was reported before [42], in which the relatively 

strong SFG signal of the bonded OH stretch was explained by polar ordering of the water 

molecules in the electric double layer created by the electric charge on the silica surface due 

to ionization of the silanol groups. Such an interpretation was verified by the variation of 

the SFG spectrum with the pH value of water. In this picture the silica surface is negatively 
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Figure 2.20: SFG spectra of the silica/ice (0001) interface at various temperatures. The 
spectrum at 273+ K was taken when a thin layer of water had been formed at the interface. 
The polarization combination is ssp. 
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Quartz crystal 

Figure 2.21: SFG phase measurement. Interference is achieved by focusing the three beams 
onto a thin nonlinear optical crystal (z-cut quartz, 50 J.Lm thick), and the phase of the 
reflected infrared beam can be modulated by tilting a glass film in its optical path. 

charged and causes the water molecules in the electric double layer to orient their OH bonds 

(or dipole moments) towards the silica surface. In the case of the silica/ice interface, an 

electric double layer does not exist, and the strong bonded OH signal can only be explained 

by a net bond orientation pointing towards ice. A flipping of the molecular orientation at the 

silica/water interface when melting occurs would explain the minimum intensity of the SFG 

signal. To confirm this interpretation, we performed a relative SFG phase measurement as 

illustrated in Fig. 2.21, based on the fact that the nonlinear susceptibility changes its sign 

when the average orientation of the molecules is inverted. This method was used previously 

to study the molecular orientation of water molecules in the electric double layer at the 

silica/water interface as the pH value changes [59]. By varying the phase of the reflected 

infrared beam, we obtained a modulation of SFG intensity due to the interference between 

the SFG signal from the sample and the signal generated from a reference nonlinear optical 

crystal. As we warmed the sample and changed it from silica/ice (253 K) into silica/water 
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Figure 2.22: Out-of-phase interference patterns obtained from silica/ice· and silica/water 
interfaces in the SFG phase measurement. 

(273 K), the interference pattern had a ""180 ° phase shift (Fig. 2.22), which confirmed 

that the hydrogen bonded OH bonds at the silica/ice and silica/water interfaces are indeed 

oriented in opposite directions. 

Interestingly, the strong bonded OH peak at the silica/ice interface can be greatly 

enhanced by doping the ice crystal with a small amount of ammonia, as shown in Fig. 2.23. 

The ammonia-doped ice crystal was grown from an ammonia-water solution with a pH value 

of 11.0 at room temperature. The crystal growth rate was ""2 ~-tmfsec, twice as fast as the . . 

usual growth rate for growing pure ice crystals. Fast growth helps ammonia to incorporate 

into the ice crystal. A test sample was melted after growth to measure the actual doping 

concentration. The pH value of the melted test sample was 10.15, corresponding to a NH3 

doping concentration of ""1 mM. 

The enhancement of the bonded OH peak due to NH3 can be explained as follows. 
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Figure 2.23: SFG spectra of the silica/ice interfaces with ammonia-doped and undoped ice 
crystals. The NH3 molar concentration in the doped crystal is f'oJ 1 mM. Each spectrum is 
an average of several spectra in the temperature range 223-258 K to improve the sign~l to 
noise ratio. 
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Figure 2.24: Two dimensional illustration of the NHs induced polar ordering of the H20 
molecules near the silica/ice interface. The surface density of NH3 and the degree of polar 
ordering are exaggerated for clarity. . 

Since the silica/ice interface was formed by melting and refreezing the ice crystal, the 

interface was likely to have a much higher NHs concentration than the bulk. The NH3 

concentration at the interface was not high enough for a strong NH stretch peak to show 

up in the SFG spectrum (the NH symmetric stretch peak was reported to be at 3312 cm-1 

in the SFG spectrum from the ammonia-water solution surface [60]) but could still have 

a dramatic effect on the net orientation of the H20 molecules near the silica/ice interface. 

As illustrated in Fig. 2.24, some NH3 molecules may form strong hydrogen bonding with 

the silanol groups on the silica surface with the nitrogen atoms facing silica, resulting in 

• an excessive number of protons (NH bonds) pointing into ice. Starting from these surface-

anchored NH3 molecules, the H20 molecules will adopt the same orientation (with a net 

dipole moment pointing to the bulk ice) to obey the Bernal-Fowler ice rules [61] until 

Bjerrum defects (broken hydrogen bond with two protons facing each other) are created 

[62, 63]. Consequently, net polar ordering of the H20 molecules is established near the 
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interface, which enhances the SFG signal. A similar mechanism was used to explain the 

strong bonded OH signal in SFG from a layer of ice grown on the Pt(111) surface [44]. 

2.6 Discussion 

2.6.1 Laser heating 

One of our major concerns in this experiment was to ensure that the results shown 

in Fig. 2.16 are intrinsic and not a consequence of laser heating. Fortunately, ice does not 
'· . 

absorb the infrared in the free OH range as stronglyas it does in the bonded OH range. The 

infrared penetration depth in ice is"' 40J.Lm at 3700 cm-1 , in comparison to less than 1 J.Lm 

at the· peak absorption frequency 3250 em - 1. We tested the heating effect experimentally. · 

Fig. 2.25 shows a set of SFG spectra of the vapor/ice interface with different infrared input 

energy. Attenuation of the infrared pulse was achieved by inserting silicon windows (2 mm 

thick, polished on both sides) in the infrared beam path and readjusting the time delay. 

In the free OH range the effect of laser heating was found to be negligible. However, laser 

heating can be a serious problem in the bonded OH range since the energy of each infrared 

input pulse (rv100 J.LJ concentrated in an area of rv1 mm2) is enough to melt the surface 

layer of ice. As shown in Fig. 2.25, laser heating reduced the SFG signal of the bonded OH 

~ 

stretch. As we further attenuated the infrared to below 20% of its full power, laser heating 

became negligible as indicated by the linear. dependence of the SFG intensity on the input 

infrared power. Therefore, we chose to use 20% of the full infrared power to obtain the SFG 

spectra of ice in the bonded OH range (2900 cm-1 ,to 3570 cm-1 ). 

Laser heating sets a practical limit on our study of the bonded OH peak near 
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Figure 2.25: Test of laser heating effect with different infrared input pulse energies. The 
SFG intensity has been normalized against the infrared power. ( a)In the bonded OH range, 
the decrease of the SFG intensity with the increase of the infrared power is due to laser 
heating. (b )In the free OH range, laser heating is negligible. 

273 K. The very low intensity of the bonded OH peak at 272.5 K in Fig. 2.118 could be an 

artifact due to laser heating. The silica/ice spectra in some early publications [42, 43] could 

have suffered from laser heating as well. 

2.6.2 Surface roughening 

The roughening transition is another phenomenon that occurs on solid surfaces [64] 

and often results in the disappearance of facets and rounding up of the equilibrium crystal 

shape. Surface roughening is similar to surface melting in the sense that it also causes 

disorder at a solid surface. Unlike other techniques which measure how the quasi-liquid 

layer on ice grows in thickness and extends into the bulk, SFG only measures the disorder 

in the top surface layer. To determine whether the surface disorder observed by SFG is due 
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to surface melting or surface roughening, we refer to other experiments. Elbaum studied the 

surface roughening of ice with interference microscopy [65] and found that the roughening 

transition does not happen on the (0001) basal surface of ice at all temperatures up to 

the triple point, in contrast to the (lOlo) prism surface, on which a roughening transition 

was observed around -2°C. In our experiment, we used the (0001) surface and observed 

the surface disorder at much lower temperatures than the temperature range in Ref. [65]. 

Surface roughening as the explanation can thus be ruled out. 

We should mention that we had another kind of roughening of the ice surface 

during our experiment, which is on a much larger length scale. We found that the smooth­

ness of the vapor /ice interface appeared to deteriorate during the experiment, especially 

when the temperature was above 253 K, presumably due to extended exposure to.the high 

intensity laser pulses. Although the effect of laser heating on the SFG spectra was con­

firmed to be negligible, mild laser heating was still present and could disturb the delicate 

dynamic equilibrium at the vapor/ice interface, resulting in a slow deterioration of the sur­

face smoothness on a macroscopic scale. However, we found that this kind of roughening 

reduces the free OH peak intensities in ssp and ppp proportionally and thus doesn't affect 

the ratio Aq,eff(ppp)/Aq,eff(ssp), a measure of the surface order. This indicates that the 

SFG signal was still dominated by large flat (0001) terraces at the vapor/ice interface. We 

also found that the reduction of the SFG signal due to such roughening was approximately 

proportional to the reduction of the intensity of the specular reflection of the 532 nm visible 

input pulse. A photodiode was used in our experiment to monitor the smoothness of the 

vapor/ice interface by measuring the reflected visible pulse. We corrected the SFG sig-
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nal according to the measured visible reflection intensity when necessary, and terminated 

the experiment if the reflected visible pulse intensity dropped to below 2/3 of that from a 

perfectly smooth ice surface. 

2.6.3 Effect of impurities 

It has been suggested that impurities may affect the surface melting of ice [22, 30]. 

In our study of the vapor /ice interface, however, the impurity effect due to contamination 

of the ice sample is ?nlikely to be significant. We note that in a recent experiment to 

demonstrate the effect of impurities, an ice sample containing a very high concentrati(;)n 

(10 mM) of KCl was used [36]. Our ice crystals were grown and prepared under clean 

conditions, and therefore, concerns about ionic impurities with a high concentration seem 

to be irrelevant. It would be interesting to study the impurity effect by doping the ice 

crystals as we did for the silica/ice interface with ammonia-doped ice (Sec. 2.5.2), in which 

NHa with a concentration of "'1 mM was successfully doped into the ice crystal. It was 

demonstrated that a much higher doping concentration (600 ppm or 30 mM) of KOH in ice 

can be achieved (beyond which the ice crystal turns slightly milky) [66]. 

Some airborne impurities are more likely to be a source of contamination than 

ionic impurities since air was present in our experiment. One typical contaminant in atmo­

sphere is the hydrocarbon. In our experience, this kind of impurity at the vapor/water or 

vapor /ice interface is likely to suppress the dangling OH bonds. In the current experiment, 

hydrocarbon contamination is unlikely because of the clear presence of the free OH bonds. 

Another air borne impurity is carbon dioxide (C02). We have tried to study the effect by 

intentionally dosing the ice chamber with C02 gas. Unfortunately, C02 has an infrared ab-
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sorption band right at the free OH stretch frequency and prevented us from getting reliable 

SFG spectra from the C02/ice interface. This problem could be solved by reducing the 

infrared beam path in the ice chamber. Investigating the impurity effect on surface melting 

of ice is an ongoing project. 

2. 7 Conclusion 

In summary, we have used SFG vibrational spectroscopy to study surface melting 

of ice by probing the structure of the very first monolayer of the (0001) surface of ice Ih. 

Orientational disordering of the surface molecules as a signature of surface melting appears 

to set in around 200 K. The degree of disorder increases with temperature and shows that 

the quasi-liquid layer on the ice surface is structurally different from the normal water 

surface layer. Our results suggest that the usual model treating the quasi-liquid layer as a 

structurally uniform film should be modified. 
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Chapter 3 

Surface alignment of polymers 
,·.ro .1/, •. ,2"-:l~ 
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3.1 Introduction 

The alignment of liquid crystal (LC) molecules on rubbed polymer surfaces was 

discovered in 1911 [67]. In recent years, this phenomenon has been studied extensively 

not only because of the basic interest in understanding the underlying mechanism but also 

because of its relevance to LC display technology. Today, rubbed polymer films ate widely 

used in industry to obtain homogeneous bulk LC alignment for LC displays [68]. Different 

mechanisms have been proposed for LC alignment on rubbed polymer surfaces. One assumes 

that rubbing creates microgrooves or scratches on polymer surfaces which then align the LC 

along the grooves to minimize the energy of elastic distortion [69]. Another suggests that 

rubbing aligns surface polymer chains which in turn. align the LC through intermolecular 

interaction [70]. The latter is believed to be operative when LC molecules anchor strongly 

to polymer surfaces, as is commonly the case in the LC industry. 

To study LC alignment by rubbed polymer surfaces, a number of experimental 
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techniques have been used. Optical second-harmonic generation (SHG) showed that a 

rubbed polymer surface can align an adsorbed LC monolayer which then aligns the LC 

bulk by molecular correlation [71, 72, 73, 74], providing convincing evidence that molecular 

interaction between LC and polymer at the surface is responsible for the LC alignment. 

Atte_mpts to study the rubbed polymer itself with SHG have also been made, but the struc-

• 
tural information ubtained so far from SHG is rather limited [75]. Atomic force microscopy 

' 
(AFM) could provide images of rubbed polymer surfaces showing an overall anisotropy but 

was unable to resolve the surface polymer chains [76, 71, 78]. Ellipsometry [79] and infrared 

spectroscopy [80, 81, 82, 83] could measure rubbing-induced anisotropy and other struc-

tural changes in the polymer film. However, because of their lack of surface specificity, it 

is unclear whether these results indeed represent the real surface structure of the rubbed 

polymer. Grazing incidence X-ray scattering (GIXS) could probe a surface region of rv5 nm 

thick [84, 85]. A higher surface sensitivity has been achieved by Near-edge X-ray absorption 

fine structure (NEXAFS) spectroscopy, which could probe a surface layer of "'1 nm thick 

[86, 87, 88, 89]. 

In this chapter, we describe the use of sum-frequency vibrational spectroscopy 

to probe the structure of a rubbed polymer surface. SFG is ideally suited as a probe to 

study interfacial structure between two centrosymmetric media. Being a nonlinear optical 

process involving three optical waves, in principle, SFG can yield more detailed structural 

information than all the linear optical techniques including NEXAFS. We have applied 

SFG vibrational spectroscopy to rubbed polyvinyl alcohol (PVA, [-CH2-CHOH-]n) [8, 9] 

and rubbed polyimide [90]. In this chapter we shall concentrate on PVA only. Rubbed 
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Figure 3.1: Molecular structure of PVA and orientational geometry of a CH2 group on a 
rubbed PVA surface. Axis x is along the rubbing direction, and z is along the surface 
normal of the polymer film. Axis ~ is normal to the CH2 plane and along the PVA chain, 
( along the symmetry axis of CH2 and "1 orthogonal to ~ and (. 

PVA is known to align LC molecules in a way similar to rubbed polyimide [72] but has 

a much simpler monomer unit. We focused on the stretch vibrational modes of the CH2 

groups of PVA at the surface. The CH2 groups directly associated with the PVA backbone 

are oriented perpendicularly to the local PVA chains, as shown in Fig. 3.1. From the 

measured SFG spectra, we can deduce an orientational distribution for the CH2 groups at 

the surface.· This then yields directly an orientational distribution for the PVA chains on 

the rubbed surface. We found that the PVA chain orientation is indeed strongly affected 

by rubbing. 

In the following sections, we present a detailed analysis of the SFG results to-

gether with the SHG study of an 8CB (4-n-octyl-4'-cyanobiphenyl) LC monolayer deposited 

on rubbed PVA (Fig. 3.2) showing how a rubbed PVA surface aligns the LC monolayer. 
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Figure 3.2: Molecular structure and orientational coordinates of an 8CB molecule deposited 
on a rubbed PVA surface. ( is along the long axis of the cyanobiphenyl core of the 8CB 
molecule. BLC and c/JLC are the polar and azimuthal angles of (. The x axis stands for the 
rubbing direction. 

Section 3.2 provides the theoretical background for the work and Sec. 3.3 describes the ex-

perimental arrangement. Experimental results and data analysis are presented in Sec. 3.4, 

and discussions of the results are in Sec. 3.5. 

3.2 Theory 

3.2.1 Surface sum-frequency and second-harmonic generation 

As shown in Chap. 1, surface SFG results from a second-order nonlinear polariza-

tion induced at an interface by two input fields E(w1) and E(w2) at frequencies w1 (visible) 

and w2 (infrared), respectively, 

(3.1) 
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where x(2) denotes the surface nonlinear susceptibility tensor. In MKS units the SFG 

output intensity in the reflected direction is given by 

(3.2) 

Here, f3s is the exit angle of the SF output, I(wi) is the beam intensity at wi, and x~~ is 

the effective surface nonlinear susceptibility defined as 

(3.3) 

with ei being the unit polarization vector ofthe optical field at Wi and L(wi) the tensorial 

Fresnel factor (see Appendix B for details). 

Eqs. (3.1)-(3.3) also apply to second-harmonic generation (SHG) with w1 = w2. 

In SHG, often only one input laser beam at frequency w (usually in the visible) is used and 
' .• ' .. '." ·~· 

the SH signal at w8 = 2w is collected. 

3.2.2 SFG vibrational spectroscopy for surface molecular groups 

The surface nonlinear susceptibility tensor x(2)(w8 = w1 +w2) for SFG is expected 

to be resonantly enhanced when w2 approaches a surface vibrational resonance. Scanning 

over such resonances yields a surface SFG vibrational spectrum. We can express x(2) in 

terms of the resonant hyperpolarizability a~) for the surface molecular groups. 

x(2
) = x~~+Ns(a~))J 

= X~~+ Nsf a~)(n)j(n)dn , (3.4) 

where x~~ describes the nonresonant- contribution, Ns is the surface density of molecules, 

n denotes a set of orientational angles (e,¢,1/J) defined in Fig. 3.1, and ( )J represents an 
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orientational average over the orientational distribution function f(O). 

We assume that a~) is composed of Lorentzian resonant terms, 

(3.5) 

where aq, wq and r q are the amplitude, resonant frequency and damping constant of the 

qth molecular vibrational mode. Insertion of Eq. (3.5) into Eq. (3.4) gives 

v(2) + """' Aq 
"-NR 7w2 - Wq + ifq ' 

(3.6) 

- Ns j aq(O)J(O)dO . (3.7) 

Being a rank-3 tensor, xC2) has in general27 elements. Surface symmetry, however, 

can make some elements vanish and some become mutually dependent. In many cases, 

we can determine all the independent nonvanishing xC2) elements by measuring x~~ with 

various beam geometries and polarization combinations. From the observed dispersion of 

xC2) we can deduce Aq in Eq. (3.6). We can also obtain aq in Eq. (3.5) for the molecular 

nonlinear polarizability a~) from other measurements or theoretical calculations. Then, 

Eq. {3.7) will allow us to obtain an approximate orientational distribution function f(O). 

Note that in Eqs. (3.4) and (3.7), the microscopic local-field correction is not fully included. 

However, this has no effect on our deduction of f(O) (see Appendix C for details). 

Since we shall be interested in the stretch vibrations of the CH2 groups of PVA, we I I 

present here a simple theoretical model to calculate the resonant mode amplitude aq for CH2. 

There are two stretch vibrational modes for a CH2 group, namely, the symmetric stretch (s) 

and the antisymmetric stretch (a). The theory of sum-frequency vibrational spectroscopy 

shows that aq is related to the infrared and Raman characteristics of a vibrational mode 
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through the equation [45] 
(1) 

( ) 
. 1 OJ-Ln 8a1m 

aq lmn = --2--8Q 8Q ' 
tQWq q q 

(3.8) 

(1) 

where g~n and 5zn. are the infrared dipole derivative and 'the Raman polarizability tensor 
q i:J(.Jq ' 

of the qth vibrational mode, and Qq is the classical normal coordinate. From Eq. (3.8) 

we can see some important properties of the tensor aq. First, the Raman polarizability 

tensor is symmetric for CH2, and therefore, (aq)Lmn is also symmetric in l and m, i.e., 

a aaP> 
(aq)lmn = (aq)mln· Second, since all the a~: and 7ii!J: elements are real, (aq)lmn must also 

be real, although ;xC2) can be complex due to the damping constant fq in Eq. (3.6). 

We can use Eq. (3.8) to calculate (aq)lmn for the two stretch modes of CH2. If 

we assume that the carbon atom is fixed in position, the normal coordinates of the s- and 

a-stretch modes are: 

(3.9) 

where L\q and L\r2 are the stretch distances of the two C-H bonds (Fig. 3.1), and mH 

is the mass of a hydrogen atom. The dipole derivative g~: and the Raman polarizability 

a,P> . . 
~ of these two modes can be calculated by assuming that the. total dipole moment (or 

polarizability) is the sum of the dipole moments (or polarizabilities) of the two individual 

C-H bonds and that the dipole moment (or polarizability) of each individual C-H bond 

depends only on its own coordinate. This bond additivity model has been used by other 

authors in similarcalculations [91]. Using this model, we find 
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aJL 
aQa 

aa(l) 

aQs 

aa(l) 

aQa 
(3.10) 

By symmetry, for the s-stretch there are three independent nonvanishing (as)lmn 

elements (as)~~(' (as) 1111(, (as)(((, and for the a-stretch there is only one (aa)11( 77· = (aa)(1111 • 

Here (~, 7], () are the molecular coordinates defined in Fig. 3.1. To carry out numerical 

calculations, we need the values of the dipole and polarizability derivatives of a single C-H 

bond. Here we use the single bond dipole derivative deduced from Ref. [92] (the negative 

sign is based on the argument in Ref. [93]) 

a!-£ ' a!:l.r ~ -0.86 Debye/ A~ -2.9 X w-2°C ' (3.11) 

and the single bond polarizability derivative from Ref. [94], 

a (1) 
-30 mC ~ (3.12) ~ 3.0 X 10 V, a!:l.r 

a (1) aa(1) mC 
~ ~ 0.14 X a~r ~ 0.4 X 1Q-

3
0 V . (3.13) a!:l.r 

After inserting these numbers into Eq. (3.8), we obtain all the nonvanishing aq 

elements for the CH2 stretch modes: 

(3.14) 

:' 



where ao is a constant defined for a single C-H bond 

ao = 
1 8 8a(l) 

f.1 --11 - ~ 5.3 x 10-27 m4V-1sec-1 . 
2EowqmH 8/:l.r 8/:l.r 

3.2.3 SHG from a liquid crystal monolayer 
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(3.15) 

SHG has been used successfully to measure the molecular orientational distribu-

tions of liquid crystal monolayers. A detailed description of the theory and technique can 

be found in Ref. [72]. Similar to SFG, the surface SHG nonlinear susceptibility is also an 

orientational average of the nonlinear polarizability of surface molecular groups. 

For 8CB, the SHG nonlinear polarizability mainly originates from the highly de-

localized electrons in the cyanobiphenyl group and has one dominant tensor element a2~< 

along the long molecular axis ( (Fig. 3.2). As a good approximation[72], we can neglect 

other tensor elemen.ts of a(2) and express x&k as 

(2) A A A A A A (2) 
Xijk = Ns ((i · ()(j · ()(k · ())9a<« 

= Ns j (i · ()(3 · ()(k · ()a2~~~(0)d0 , (3.16) 

where Ns is the surface number density of8CB molecules; i, ], and k are the lab coordinates 

defined on the substrate; and ( ) 9 denotes an average over the orientational distribution 

function g(O). By measuring all the nonvanishing independent x~~k elements we can deduce 
I 

an approximate g(O). 

3.3 Experiment 

Polyvinyl alcohol (Scientific Polymer Products, Inc., M.W.=14,000, 100% hy-

drolyzed) was dissolved in water (1.5% weight) and spin coated on fused silica plates (hy-

• 

. . .i ... 
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drophilic), followed by baking and rubbing with velvet cloth. The film thickness was about 

30 nm, and the rubbing strength used was at a saturation level, i.e., stronger rubbing 

would not improve the chain alignment further [72]. For the measurement, the sample 

was mounted on a 360° rotational stage, and the SFG spectra were taken with various 

input/output polarization combinations and different sample orientations specified by the 

azimuthal angle 1 between the incidence plane and the rubbing direction (Fig. 1.3). 

In the SHG study of LC alignment on PVA, 8CB was deposited on a rubbed PVA J 

surface by evaporation, and a visible laser beam at 532 nm was directed onto the sample 

with an incidence angle of 67° (see Ref. [72] for details). The SHG output was detected in 

the reflected direction. Four different input/output polarization combinations (sin-Bout. Bin­

Pout, Pin-Bout, and Pin-Pout) were used. The azimuthal variation of SHG was also measured. 

3.4 Results and analysis 

3.4.1 SFG spectra and mode amplitudes 

Surface SFG spectra in the CH stretch region of a rubbed PVA sample were 

taken with 6 different polarization combinations, each with different azimuthal orientations 

(typically every 45°). The spectra were found to be reproducible for different PVA samples 

prepared under the same conditions. Shown in Fig. 3.3 are the SFG spectra with the 

azimuthal angle 1 = 0° (parallel to rubbing) and 1 = goo (perpendicular to rubbing) for 

the ssp (s-, s-and p-polarized SF output, visible input and infrared input, respectively), sps 

and ppp polarization combinations, and 1 = goo for sss, spp and pps. For comparison, the 

spectra of ssp and sps from an unrubbed PVA surface are shown in Fig. 3.4 . 

• 

I 
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Figure 3.3: SFG spectra of a rubbed PVA surface in the CH stretch range for different 
polarization combinations. Only spectra at 1 = 0° and 90° are shown for ssp, sps and ppp. 

The spectra at 1 = 90° for sss, spp and pps are dominated by noise. Solid curves are fits 
from Eq. (3.6). 
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Figure 3.4: SFG spectra of unrubbed PVA for different polarization combinations (a)ssp, 
(b)sps. The solid and dashed lines are theoretical predictions assuming different orienta­
tiona! distributions (see Sec. 3.5.2). 
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All the measured SFG intensities have been calibrated with a reference z-cut quartz 

crystal, yielding for each polarization combination and sample orientation a spectrum of 

lx~~l 2 in MKS units (see Sec. 1.3 for details)., All the lx~~(w2)! 2 spectra can then be fit by 

(2)( _ (2) "" Aq,eff 
Xeff w2) - XNR eff + L..t + T ' . ' q W2 - Wq '/, q 

(3.17) 

assuming the presence of three resonant modes at wq/(27rc)= 2882, 2907 and 2940 cm-I, 

each with a damping constant f/(27rc)=16 cm-1. The first one, which is rather weak, 

probably comes from the stretch mode of the CH group on the PVA chain; the last two, 

highly prominent except for some polarization combinations and sample orientations, can 

be identified with the symmetric (s) and antisymmetric (a) stretch modes of CH2 [95]. The 

azimuthal polar plots of the mode amplitudes As,eff and Aa,eff deduced by fitting of the 

spectra are presented in Fig. 3.5. Some additional data points of As,eff(ssp) and Aa,eff(sps) 

in Fig. 3.5 were deduced from the measured SFG peak intensity for every 5° with the 

infrared input frequency fixed on the resonant peak. As,eff( sps) is below the noise level and 

not shown. 

Note that the measurements described above could not determine the relative 

signs of Aq,eff for different polarization combinations. These relative signs, however, can be 

determined by measuring interference between different Aq,eff components. For example, 

the SFG intensity with p-polarized infrared input, mixed (m-, partially sand partially p) 

polarized visible input and m-polarized SFG output is proportional to the absolute square 

of the linear combination of Aq,eff(ssp) and Aq,eff(ppp), which can interfere constructively or 

destructively depending on their relative sign (Fig. 3.6). Froni such interferences, we were 

able to determine the relative signs of all Aq,eff· As shown in Fig. 3.5, if we choose the sign 
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Figure 3.5: Effective mode amplitudes IAq,effl of the CH2 symmetric (circles) and antisym­
metric (squares) stretch modes for rubbed PVA as functions of 1 for different polarization 
combinations (a)ssp, (b)sps and (c)ppp. The relative signs of Aq,eff are also shown in the 
figure. Symbols are values deduced from the measured SFG spectra. Lines are obtained 
from fits (see Sec. 3.4.4). 
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Figure 3.6: Relative phase measurement using the interference between Aq,etr(ssp) and 
Aq,eff(ppp). The infrared input was p polarized. The polarization of the 532 nm visible 
input was rotated clockwise (looking in the light 'propagation direction) from p by 40°. The 
polarization of the analyzer was rotated clockwise from p by an angle indicated on each 
spectrum. 
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of As,eff(ssp) to be positive, we find Aa,eff(sps) and Aa,eff(ppp) positive, and Aa,eff(ssp) and 

As,eff (ppp) negative. 

Later, we will use these measured Aq,eff including their signs to deduce the tensor 

Aq through Eq. (3.3). 

3.4.2 Surface specificity 

In surface sum-frequency spectroscopy, there is always the question whether the 

SFG signal indeed comes from the surface under investigation. In order to deduce surface 

structure from SFG spectra, one has to make sure that the SFG signal is dominated by the 

surface contribution. In Chap. 4, we shall investigate the bulk contribution.more generally. 

Here we present extra experimental studies specially for PVA. 

For the rubbed PVA sample, the SFG signal might come from the bulk through 

electric-quadrupole and magnetic-dipole contributions or from the interface between PVA 

and the fused silica substrate. However, the fact that the SFG spectra of PVA are com­

parable in intensity to those observed from a closely packed monolayer of alkyl chains [96] 

indicates that the SFG signal of PVA originates from a monolayer of CH2 pointing out 

of the polymer. The electric-quadrupole and magnetic-dipole contributions from CH2 in 

the bulk are much weaker (Chap. 4), and significant contribution from the polymer/silica 

interface with CH2 pointing towards the silica side is unlikely because the silica surface is 

hydrophilic [57]. Chemical studies indicate [97] that the monomer units in PVA prefer a 

head-to-tail arrangement, i.e., the OH groups are on alternate carbon atoms, and therefore 

all the CH2 groups on a straight PVA chain should be on the same side of the chain as 

illustrated in Fig. 3.1. Being hydrophobic, the CH2 groups like to point out of the polymer 
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surface. It is also known from infrared absorption studies [95] that strong hydrogen bonding 

exists between adjacent PVA chains. In order to maximize the number of hydrogen bonds 

to lower the surface free energy, the top layer of PVA chains would orient their OH bonds 

into the bulk and leave the CH2 groups more or less polar ordered and pointing into air. 

To check whether SFG from the PVA/air interface indeed dominated, we prepared 

a thick PVA sample ( rv 500 f.Lm) on a fused silica substrate and measured the reflected SFG 

spectrum through the fused quartz substrate with the PVA layer facing down. From this 

geometry, the SFG signal from the PVA/air interface is negligible because (1) the PVA 

surface on the air side is rough, and (2) the infrared input is completely attenuated by the 

thick PVA layer. The result is shown in Fig. 3.7, in comparison with the SFG spectrum 

from a thin (rv 30 nm) spin-coated PVA film (unrubbed) which was also measured through 

the fused silica substrate. It dearly shows that the SFG contribution from the PVA/fused 

silica interface is much weaker than that from the PVA/air interface. 

We also measured the SFG spectrum of the thin PVA film through the fused silica 

substrate as we put the sample in contact with water and found that the strong SFG signal 

dissappeared. After drying the film, the spectrum reappeared, indicating that the PVA 

film had not been dissolved in water. This is in agreement with our understanding of the 

strong SFG signal from the PVA/air interface. With the sample in contact with water, 

strong hydrogen bonding between water and PVA would randomize the orientation of the 

surface CH2 groups, causing a drastic decrease of the SFG intensity. Interestingly, this test 

experiment may also provide an example of environment-induced surface structural change 

of polymers, another important topic in polymer science and technology [98]. 
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Figure 3.7: The SFG spectra of two PVA samples measured through the fused quartz 
substrates. The SFG signal from (a) the thick PVA sample on fused quartz is dominated 
by the PVA/fused silica interface, while the signal from (b) the thin spin-coated PVA film 
on fused silica is dominated by the PVA/air interface. The polarization combination used is 
ssp. Note that the intensity of the spectrum from PVA/air is higher than that in Fig. 3.4a 
because the Fresnel factors are different for the facing-down geometry. 
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3.4.3 Qualitative analysis of the SFG spectra 

Without any calculation, we can already obtain some qualitative information about 

the CH2 orientation on the rubbed PVA surface. This is illustrated in Fig. 3.8. 

First, the excitation of the CH2 symmetric stretch requires an IR polarization 

component along the CH2 symmetry axis ( defined in Fig. 3.1. The fact that the mode is 

very strong for the ssp polarization combination (with the last index p being the infrared 

polarization) but very weak for sps for all 'Y indicates that the CH2 axis ( must be nearly 

along the z axis. Second, the excitation of the CH2 antisymmetric stretch requires an IR 

component along the axis TJ in the CH2 plane. Since this mode is very strong for sps at 

'Y = 0° (Fig. 3.8a) but very weak at 'Y = 90° (Fig. 3.8b), the CH2 plane must be nearly 

the y-z plane. Correspondingly, the PVA chains must be oriented nearly parallel to the 

surface along the x axis, the rubbing direction. Finally, as seen from the plot of As,etr(ssp) 

in Fig. 3.5, there is a small forward/backward asymmetry for 'Y = 0° and 'Y = 180°. As will 

be shown later, this indicates that the average chain orientation has a slight upward tilt 

along the rubbing direction. 

3.4.4 Quantitative analysis of the SFG data 

As mentioned earlier, the surface nonlinear susceptibility x~Jk (correspondingly, 

(Aq)ijk for each vibrational mode) has 27 matrix elements, but symmetry may greatly 
' 

reduce the number of independent nonvanishing elements. 

First, because the rubbed PVA surface has C1v symmetry with the x-z plane being 

a mirror plane, all the x~Jk elements with indices ijk containing an odd number of y should 
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Figure 3.8: Sketches showing that with the given CH2 orientation, the beam geometry 1 = 
0° id (a) allows observation of the CH2 s-stretch mode by the ssp polarization combination, 
and the CH2 a-stretch mode by sps, in the SFG spectra, and the beam geometry 1 = 90° in 
(b) allows observation of only the CH2 s-stretch mode by the ssp polarization combination. 
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vanish. Second, as discussed in Sec. 3.2.2, we have the symmetry x~~k ·= x)7k· Combining 

these two, we find that (Aq)ijk for each CH2 mode has only 10 independent nonvanishing 

elements with the following indices 

xxz , yyz , zzz , xzx = zxx , yzy = zyy , 

xxx , yyx , zzx , xyy = yxy , xzz = zxz 

Furthermore, we notice that the forward/backward asymmetry shown in Fig. 3.5 

is very small and that the SFG spectra for the sss, spp and pps polarization combinations 

are too weak to distinguish from noise (Fig. 3.3). These suggest that we may first use C2v 

as an approximation for the symmetry of the rubbed PVA surface and neglect the last five 

matrix elements listed above which contain an odd number of x. With this approximation, 

we can deduce the five major (C2v-allowed) (Aq)ijk elements for both s-and a-stretches of 

CH2. Later, the observed forward/backward asymmetry will be used to deduce some of the 

remaining ( C2v-forbidden) elements if possible. 

From the theory described in Sec. 3.2 we find that Aq,eff in Eq. (3.17) is related to 

(Aq)ijk through 

(3.18) 

Neglecting the forward/backward asymmetry, we can write Aq,eff for the three polarization 

combinations in terms of the five major (Aq)ijk elements, 

Aq,eff(!, ssp) sin f32Lyy(ws)Lyy(w1)Lzz(w2) 

X [(Aq)yyz cos2 'Y + (Aq)xxz sin2 'Y] , 

Aq,eff('Y, sps) = sinf31Lyy(ws)Lzz(wi)Lyy(w~) 

(3.19) 
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Table 3.1: Some parameters of the three beams and the calculated Fresnel factors for the 
air/fused quartz interface (applicable to the top surface only). 

Ws WI W2 

), 460 nm 532 nm 3.4 J.Lm 
n 1.465 1.461 1.410 
{3 46.5° 45° 57° 
Lxx .93 .92 1.02 
Lyy .70 .71 .65 
Lzz 1.07 /E~ 1.08/E~ .98/E2 
exLxx (p) -.64 .65 .56 
eyLyy (s) .70 .71 .65 
ezLzz (p) .78/E~ .77 /E~ .82/c2 

(3.20) 

Here, for Aq,eff('Y,PPP) we have neglected the contributions from (Aq)xzx, (Aq)zxx, (Aq)yzy 

and (Aq)zyy, which nearly cancel out themselves simply because {38 ~ f3t· The Fresnel 

factors Lii in Eqs. (3.19)-(3.21) were calculated (Appendix B) and listed in Table 3.1. Note 

that the surface dielectric constant t' in Lzz is unknown (Appendix C); therefore, with 

Eqs. (3.19)-(3.21), we can only determine the following quantities 

(Aq)xxz (Aq)yyz 
E1 (w2) E1(w2) ' E1(wi)2E'(w2) ' 

(Aq)xzx __ (Aq)zxx (Aq)yzy (Aq)zyy 
E'(wi) E'(wi) E'(wl) -- E'(wl) 

instead of (Aq)ijk· Here, we have neglected the dispersion of E1 in the visible so that E'(ws) = 

E
1(w1). Using these five "reduced" (Aq)ijk elements as independent fitting parameters we 

' 
can fit the experiment data well, as shown by the solid lines in Fig. 3.5, except for the 
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forward/backward asymmetry of As,eff(ssp), which has been neglected so far. 

In general we cannot separate ~:'(wi) from (Aq)ijk purely by SFG measurement. 

However, there exist the following equations that relate some of the (Aq)ijk elements specif-

ically to the CH2 stretch vibrations 

(As)xxz + (As)yyz + (As)zzz 

(As)xzx + (As)yzy + (As)zzz 

(Aa)xxz + (Aa)yyz + (Aa)zzz 0, 

(Aa)xzx + (Aa)yzy + (Aa)zzz = Ns (( · 2) f (aa)7)(7) · (3.22) 

The proof of the above equations is quite straightforward. In the following we 

consider the first equation as an example. We can express Eq. (3. 7) in the form 

(As)ijk = Ns j 2)as)Apv(..\ · i)(P, · ])(D · k)J(D.)dD. . 
AJLV 

(3.23) 

Knowing that 

I)ij(..\ ·_ i)(P,. ]) = 8AJL ' (3.24) 
ij 

we find 

LDij(As)ijk = NsL:8AJL(as)AJLv j(v · k)J(D.)dD.. 
ij AJLV 

(3.25) 

For the CH2 symmetric stretch there are only three independent nonvanishing 

L:oAJL(as)AJLv = Dv( [(as)ee< + (as) 7171< +(as)(((] 
AJL 

Insertion of Eq. (3.26) into Eq. (3.25) yields 

(3.26) 

I.:Oij(As)ijk = Ns [(as)ee< + (as) 7177( +(as)(((] j (( · k)j(D.)dD. , (3.27) 
1J 
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Table 3.2: Measured and calculated non-vanishing tensor elements Aijk for the CH2 sym­
metric (s) and antisymmetric (a) stretch modes. All values are in unit of 10-10 m2V-1sec-1_. 

s-stretch a-stretch 
measured calculated measured calculated 

Axxz 225 ± 15 225 -30 ± 20 -12 
Ayyz 475 ± 15 474 -135 ± 20 -146 
Azzz 345 ± 45 358 220 ± 70 158 
Axzx = Azxx rvO 24 20 ± 25 52 
Ayzy-= Azyy rvO -31 230 ± 15 238 

Axxx rvO -9 rvO -5 
Ayyx -19 ± 6 -19 rvO 8 
Azzx rvO -12 rvO -5 
Axyy = Ayxy rvO 3 rvO -9 
Axzz = Azxz rvO -8 rvO -5 

which is identical to the first equation in Eq. (3.22) if k = z. Similarly, the other three 

equations in Eq. (3.22) can be proven. 

These additional equations of constraint [Eq. (3.22)] allow us to deduce t::'(wi) 

from experiment without knowing the actual orientational distribution of the CH2 groups. 

Applying Eq. (3.22) to the five "reduced" (Aq)ijk elements deduced from experiment, we 

find t::'(wi) = 2.1 and t::'(w2) = 1.5 . We can then obtain the five corresponding (Aq)ijk 

elements; their values are listed in Table 3.2 and labeled as "m~asured". 

Finally we include the forward/backward asymmetry observed in the SFG spectra 

for the ssp polarization combination. Including contributions from (Aq)yyx and (Aq)xxx, 

Eq. (3.19) becomes 

Aq,e££(1, ssp) 

X [(Aq)yyx cos3 1 + (Aq)xxx cos 1 sin2 1] . (3.28) 
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It turns out that (As)yyx is the only additional element that can be determined with sufficient 

accuracy. The dashed line in Fig. 3.5a is the fit with a non-zero (As)yyx· The deduced value 

of (As)yyx is listed in Table 3.2. 

With these measured values of (Aq)ijkl we can then use Eqs. (3.7) and (3.14) 

to obtain an approximate orientational distribution function f(0,¢,'1/J) for the CH2 groups. 

Knowing that the PVA chains are quite well aligned, we can assume a Gaussian distributiol). 

[ 
(0 -Oo) 2 

f(0,¢,'1/J) = Cexp - 2(}~ (3.29) 

where C is a normalization constant; <Po = '1/Jo = 0° by symmetry; and Oo, (}(), (}4>, and (}'1/J 
·r 

are parameters to be determined. For this calculation, the distribution function f ( e, ¢, '1/J) is 

defined such that the probability of finding a CH2 group oriented at (0',¢','1/J') in the range 

e < O' < 0 +dO,¢< <P' < ¢ + d¢, and '1/J < '1/J' < '1/J + d'l/J is equal to J(0,¢,'1/J)dOd</Jd'l/J. We 

find, for the best fit, 

Oo 2.5° ± 0.7° ' 

(}() = 26° ±5°' 

(}4> = 27° ±5° ' 

(}'1/J 35° ±5° . 

These values, when used with Eq. (3.29) in Eq. (3.7) to calculate (Aq)ijk, reproduce almost 

all the measured (Aq)ijk values within the experimental error, as shown in the column "cal-

culated" in Table 3.2. One may notice that the number of experimentally deduced (Aq)ijk 

far exceeds the number of input parameters (Oo, (}(), (}4>, (}'1/J, E
1(w1), E

1(w2) and Ns) used for 

this calculation. The fact that we can still consistently reproduce all the measured (Aq)ijk 
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values indicates that Eq. (3.29) is a good representation of the orientational distribution. 

The above results are for the surface CH2 groups. Since the CH2 molecular plane 

is perpendicular to the PVA chain locally, the same set of parameters() and¢ also describe 

the orientation of the polymer chains; The values listed above indicate that the PVA chains 

lie almost flat and are well aligned on the surface with an average 2.5° upward tilt along 

the rubbing direction. 

3.4.5 SHG study of an 8CB monolayer on rubbed PVA 

As described in Sec. 3.2.3, the molecular orientational distribution of an 8CB 

monolayer adsorbed on a rubbed polymer surface can be determined from SHG measure-

ments. Deposition of the 8CB monolayer was monitored by SHG in situ [99]. We present 

in Fig. 3.9 the SHG intensities from the 8CB monolayer on rubbed PVA as a function of 

the sample azimuthal angle 1 for different input/output polarization combinations. 

The 8CB monolayer on rubbed PVA also has a macroscopic C1v symmetry, which 

restricts the number of nonvanishing independent x~:k elements to six under the approxi-

mation that a((( dominates over other nonvanishing elements of o:C2) of 8CB. As listed in 

Ref. [72], they are 

(2) 
Xzzz ' 

(2) 
Xxxx ' 

(2) - (2) - (2) 
Xxyy- Xyxy- Xyyx ' 

XC2) = xC2) = xC2) 
xzz zxz zzx 

(2) - (2) - (2) 
Xzxx - Xxzx - Xxxz ' 
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Figure 3.9: Polar plots of SHG intensities (arbitrary units) from an 8CB monolayer on a 
rubbed PVA surface. 0° and 180° are the rubbing and anti-rubbing directions, respectively. 
Circles are the experimental data and solid lines are the theoretical fits. The input-output 
polarization combinations are (a)sin-Sout, (b)sin-Pout, (c)Pin-Sout, and (d)Pin-Pout· 

"' \ : ~~ 
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Table 3.3: Nonvanishing independent x~~k elements of the 8CB monolayer on rubbed PVA 
deduced from the SHG expriment with the zzz component normalized to 1. 

x~~z/t'3 1 

x~1x 3.0 ± 0.5 

x~~Y 0.32 ± 0.25 

x~2fz/t'2 0.15 ± 0.09 

xflx/E1 11.5 ± 0.8 

x~~y/c' 4.4 ± 0.4 

X(2) = x<2) = x<2) zyy yzy yyz ' 

and can be deduced by fitting the data in Fig. 3.9 using Eqs. (3.2) and (3.3). The fit is 

plotted as solid lines in Fig. 3.9, and the deduced nonvanishingx~~k elements are presented 

in Table 3.3. 

As in Ref. [72], we can assume for 8CB molecules in the monolayer an orientational 

distribution of the form 

(3.30) 

where (he, ¢LC are the polar and the azimuthal angles defined ip. Fig. 3.2 , and OLC,o, a, 

d1, d2 and d3 are five independent parameters to be determined from the five measured 

ratios in Table 3.3 using Eq. (3.16) with a given value of £
1

• The results are presented in 

Table 3.4. In this case, £
1 cannot be determined separately, and the assumption c1(w)=c1(2w) 

used here also may not be true because of the electronic resonance of 8CB molecules at the 

second-harmonic frequency. Nevertheless, as shown in Table 3.4, varying £
1 from 1 to 2.25 

mainly changes the deduced values of OLc,o and a, and has little effect on the parameters 

d1, d2 and d3 which describe the azimuthal distribution. 
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Table 3.4: Deduced parameters in g(BLC, ¢Lc) for various values of the surface dielectric 
constant E

1 of the 8CB monolayer. 
E' Bo (deg) (7 (deg) d1 d2 d3 
1.0 80±5 6±3 .07±.03 .85±.03 .04±.02 
1.25 78±6 8±4 .07±.03 .85±.03 .04±.02 
1.5 75±8 9±4 .07±.03 .85±.03 .04±.02 
1.75 72±9 10±5 .07±.03 .85±.03 .04±.02 
2.0 69±10 11±5 .07±.03 .85±.03 .04±.02 
2.25 66±12 12±6 .07±.03 .85±.03 .04±.02 

3.5 Discussion 

3.5.1 Surface density of CH2 groups 

As seen in Eq. (3.7), Ns, the surface density of CH2 groups, is a parameter needed 

in our quantitative analysis of the SFG data. To obtain· the best-fit values of (Aq)ijk listed 

in the "calculated" column in Table 3.2, we used 

Ns = (1.7 ± 0.2) x 1015 cm-2 , (3.31) 

which seems too large considering that the CH2 surface density calculated from the PVA 

crystalline st~ucture [100] is only about 7 x 1014 cm-2. This is presumably because in our 

calculation we have neglected the factor l11 (w8 )lu (wl)lu (w2) resulting from the microscopic 

local-field effect. As discussed in Appendix C, Ns in Eq. (3. 7) should be replaced by 

Nsl
11
(w8 )l

11
(wi)l 11 (w2). A theoretical estimate of such an effect [Eq. (C.5)] shows that z11 is 

, usually larger than 1, which makes the value of Ns closer to the expected one. 

3.5.2 Effect of rubbing on PVA surface structure 

We have presented the SFG spectra (Fig. 3.4) for the ssp and sps polarization 

combinations for the unrubbed PVA sample. The spectra from the rubbed and unrubbed 
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(a) before (b) after 

Figure 3.10: Proposed polymer chain distribution (top view) on a PVA surface (a)before, 
and (b )after rubbing. ' 

samples look similar except that there is no azimuthal spectral variation for the unrubbed 

one. The dashed lines in Fig. 3.4 are predicted spectra for the unrubbed sample assuming 

the same Gaussian distribution for () and 'ljJ deduced earlier for the rubbed one, but a 

uniform distribution in ¢. The absolute intensities of the measured spectra are slightly 

lower than predicted. A somewhat broader distribution in () and 'If; (do = 35°, a'l/1 = 45°) 

fits the spectra well (solid lines). 

Based on these results, a possible scenario for rubbing-induced PVA chain ordering 

is proposed in Fig. 3.10 (partially inspired by a "rubbing" effect on a street in Berkeley, 

see Fig. 3.11). Before rubbing, some sections of the PVA chains were lying more or less 

fiat on the surface and isotropic in the plane, with their ends presumably buried in the 

bulk. During rubbing, fibers on the rubbing material would grab the surface polymer 

chains, stretch them in the rubbing direction and even pull some chain sections out from 

the sub-surface, resulting in stacked elongated half loops one on top of another. , This 

would explain not only the azimuthal chain ordering in the rubbing direction, but also the 

forward/backward asymmetry. 
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Figure 3.11: "Rubbing" effect on Bancroft Way, Berkeley. This crosswalk on the street has 
been rubbed repeatedly by the wheels of passing vehicles going downhill . Note that the 
white mark tends to "align" in the rubbing direction . Our group often cross this street to 
go to lunch together. This scene strikingly resembles the mechanism of rubbing induced 
polymer chain alignment that we proposed in Fig. 3.10. 
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3.5.3 Molecular interaction between 8CB and PVA 

From the SFG and SHG studies we have obtained the orientational distribution 

functions f(O, ¢, '1/J) for the surface PVA chains and g(OLC, c/JLC) for the molecules in the 

8CB monolayer independently. It is important to find the correlation between them. In 

order to do so, we calculate a grand azimuthal distribution function F(¢) for PVA chains by 

integrating f(O, ¢, '1/J) over e and '1/J, and also G(¢LC) for the 8CB molecules by integrating 

g(OLc, ¢Lc) over OLe· However, we notice that unlike an 8CB molecule, a section of PVA 

chain has no polarity, i.e., (0, ¢) and ( -0, cp + 180°) describe the same chain orientation. 

To define f(O, ¢, '1/J) over all orientations, we can limit e between 0° and 90° and vary cp 

over the entire 360°. We naturally use the same limiting ranges for BLC and ¢Lc to define 

g(OLC, ¢LC) for polar 8CB molecules. 

A polar plot of ..jF(¢) and ..jG(¢LC) are presented in Fig. 3.12. The correlation 

between the two is remarkable. As we expected, the rubbed PVA surface appears to be more 

ordered in the azimuthal distribution than the adsorbed 8CB monolayer. This suggests that 

the rubbed polymer surface indeed serves as a molecular template to align LC molecules 

through short-range molecular interaction [ 10 1]. 

The forward/backward asymmetry of the 8CB orientational distribution (repre­

sented by the positive coefficient d1 = 0.07) indicates that the 8CB molecules prefer to 

align in the forward direction. This must be somehow related to the average upward tilt 

angle (Bo= 2.5°) of the PVA chains. Similar results have also been found from other rubbed 

polymers [82, 87, 88], yet no theoretical model is available to correlate these two tilt an­

gles quantitatively. There are, however, some qualitative explanations. For example, it 



91 

90 

270 

Figure 3.12: Polar plot of the grand azimuthal distribution functions of the PVA chains 
(dashed line) and 8CB molecules (solid line) on a rubbed PVA surface. Square root values 
are used so that the total areas inside the two curves remain constant. 
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has been assumed that rubbing induces a saw-tooth-like polymer surface which leads to a 

homogeneous LC alignment with a forward pretilt angle [102]. This is consistent with the 

scenario we proposed for the rubbed PVA surface (Fig. 3.10), in which the 8CB molecules 

adsorbed on the back-slanted terraces would appear to align more in the forward direction. 

As demonstrated in Ref [7 4], the LC monolayer then governs the forward pretilt angle of a 

bulk LC film. 

3.6 Conclusion 

We have used SFG surface vibrational spectroscopy to determine, for the first time, 

a quantitative orientational distribution of the polymer chains at the very top surface of a 

rubbed PVA sample. We have also used SHG to determine the orientational distribution 

of a monolayer of 8CB molecules adsorbed on rubbed PVA. Comparison of the two in the 

azimuthal plane shows that they are well correlated. This strongly supports the belief that 

"orientational epitaxy" is the mechanism responsible for the surface-induced LC bulk align­

ment by rubbed polymer surfaces. We have proposed a possible scenario for how rubbing 

changes the polymer chain conformation at the surface, which is subject to future experi­

mental tests. This work is also a demonstration to show that SFG vibrational spectroscopy 

can be an effective tool to probe quantitatively the surface structure of a polymer, with or 

without external perturbation. 
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Chapter 4 

Experimental evaluation of surface 

vs. bulk contributions 

4.1 Introduction 

Among many useful applications of SFG surface spectroscopy, studies of the inter-

facial structure of neat materials are of particular interest since few other techniques can 

yield as much information. Ice and rubbed PVA discussed in previous chapters are two such 

examples. 

In interpreting the observed SFG spectra in reflection, one usually assumes that 

the spectra originate from the top surface monolayer. From a general physical argument, 

however, we ca:o. only conclude that the bulk electric-quadrupole contribution from a cen-

I 

trosymmetric medium is smaller than, or of the same order of magnitude as, the surface 

contribution to SFG in reflection [2, 103]. Without any prior knowledge about the surface 
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structure, it is not clear whether the bulk contribution can always be neglected. To be 

certain, we need to know the surface and bulk contributions separately. This, in general, 

cannot be done [103, 104, 105]. However, from SFG measurements in both reflection and 

transmission [106], we can obtain a good estimate of the bulk nonlinearity, which allows us 

to judge whether it is negligible or not .. 

Section 4.2 discusses the theoretical background and assumptions behind our mea­

surements. Section 4.3 presents the experimental scheme for measurements and comparison 

of reflected and transmitted SFG spectra. The technique has been applied to three differ­

ent samples. The first one is a silane monolayer adsorbed on fused quartz (Sec. 4.4.1) from 

which the reflected and transmitted SFG spectra appear to be well correlated as they should 

be. The second one is a polyethylene film (Sec. 4.4.2). There, the reflected and transmitted 

SFG spectra are significantly different, indicating that the bulk contribution is important 

for the transmitted SFG. The third one is the fused silica/water interface (Sec. 4.4.3), which 

also shows some bulk contribution in transmission. We can then deduce the value of the 

bulk nonlinearity and show that its contribution to the reflected SFG is indeed negligible. 

In fact, the measured bulk nonlinearity also gives us an estimate of how weak the reflected 

SFG would have to be for the bulk contribution to be non-negligible. 

4.2 Theory 

In a typical surface SFG experiment, two input laser beams at frequencies WI and 

w2 overlap at a surface or intefface to induce a surface nonlinear polarization 

(4.1) 
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and generate a coherent SFG output at w8 in two well defined directions (reflection and 

transmission, see Fig. 4.1). Both directions are determined by the requirement that the 
~ 

parallel (x) components of the input and output wavevectors are matched: 

(4.2) 

Scanning w2 over the frequency range of the surface molecular vibrational modes yields an 

SFG spectrum. 

For a centrosymmetric bulk medium, although its nonlinear susceptibility :xR van-

ishes under the electric-dipole approximation, it still has a bulk nonlinear polarization 

resulting from electric-quadrupole contributions [2, 103, 105] 

(4.3) 

This general form has also included the magnetic dipole contribution [107]. If E(w1) and 

E(w2) can be treated as plane waves with wavevectors k~· and k~, then Eq. (4.3) becomes 

p~:) = iEo L [x~~mk~m + x~;mk~m- X~zm(k~m + k~m)] Ej(wl)El(w2) . (4.4) 
jlm 

This bulk contribution to SFG can ·be described in terms of an effective surface nonlinear 

susceptibility [108] 

Q (k' k' ) Ql k' Q2 k' SB _ "" Xijlm lm + 2m - Xijlm lm - Xijlm 2m 
Xijk - L..t k' _ k' - k' 

m sz lz 2z 
(4.5) 

The absolute value of the denominator in Eq. ( 4.5) yields the factor lc = ik' -k~ -k' 1, 
sz lz 2z 

which is usually defined as the coherence length. Since k~z is positive and negative for the 

reflected and transmitted SFG, respectively, lc is very different for the two geometries. By 



96 

measuring SFG in both reflection and transmission directions, we can deduce some com-

ponents of xrj~ and therefore obtain an estimate of xQ, XQl and xQ2 if we assume their 

nonvanishing elements are of the same order of magnitude. 

It is well known that some part of the bulk contribution cannot be separated 

from the surface contribution in SFG and SHG (second-harmonic generation) measurements 

[104]. There are also extra bulk 'contributions arising from rapid variations of the fields and 

the structure at an interface [105]. They behave like a surface nonlinear susceptibility and 

also cannot be separated from X~ experimentally. However, these are all electric-quadrupole 

in nature, and their contributions to the effective surface. nonlinearity presumably have 

the same order of magnitude as XQ, xQl and xQ2 . Thus the deduction of an order-of-

magnitude value of XQ, XQl and xQ2 from the measurement of xrj~ allows us to have an 

order-of-magnitude estimate of the importance of all the bulk contributions to SFG. In the 

following, we combine X~ and the inseparable bulk contributions into one quantity x~2); 

and express the total effective surface nonlinear susceptibility for SFG in the form 

(
2

) (k' k') 
X

(2) _ x(2) + Xs 1, 2 
tot - S k' _ k' _ k' 

sz lz 2z 
(4.6) 

4.3 Experiment 

The experimental arrangement is depicted in Fig. 4.1. The input beams, one at 

1.064 J..Lm, and the other tunable between 2.5 J..Lm and 9 J..Lm, were generated from a Nd:YAG 

laser and a laser-pumped optical parametric system. Both beams have a pulse width of 

rv15 psec, 'a repetition rate of 20Hz, and a typical beam diameter of rv1 mm at the sample 

surface. Since alignment is crucial for this experiment, we give below a detailed account of 
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I 

Table 4.1: Calculated SFG exit angle {38 for different infrared frequencies. The "visible" 
beam w1 is at 1064 nm, and the incidence angles of w1 and w2 are 45° and 57° from the 
sample surface normal, respectively, as shown in Fig. 4.1(a). 

Wave number w2/(27rc) SFG exit angle {38 

2800 em -l 20.6° 
2900 cm-1 20.0° 
3000 cm-1 19.5° 

our alignment procedure. 

First, to align for the reflected SFG measurements (Fig. 4.1a), we used a z-cut 

quartz reference sample to optimize the signal. The SFG reflection angle {38 varied with the 

input infrared wavelength (Table 4.1) but could be compensated by lens L1, which imaged 

the beam spot on the sample surface to pinhole P2 in front of the detector. A He-Ne 

laser beam was then directed to trace the SFG beam path into detector D with the help of 

pinholes P1 and P2. With the real sample replacing the reference sample, the alignment 

was done by adjusting the sample position such that the reflected 1.064 J.Lm input, beam 

and the He-Ne laser beam retraced their previous beam paths. 

If the dispersion between the He-Ne and SFG wavelengths (633 nm and ""810 nm, 

respectively, in our experiment) is negligible, the He-Ne laser beam used to trace the re-

fleeted SFG beam should also trace the transmitted SFG beam. Therefore, for alignment 

of the transmitted SFG measurements (Fig. 4.1b), we used mirrors M2 and M3 underneath 

the sample to reflect the transmitted He-Ne guide beam into the same path defined by Pl 

and P2 for the reflected beam. To compensate for the variation of the SFG exit angle due 

to dispersion, we used another lens (L2) between M2 and M3 to image the beam spot on 

the sample surface 1:1 back onto itself. The transmitted and reflected He-Ne, and hence 

SFG, beams were then along the same path through P1 and P2 into the detector. 
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Figure 4.1: Experimental setup for measuring SFG in (a)refiection, and (b )transmission. 
M1, M2 and M3: metal mirrors to reflect the SFG signal; P1 and P2: iris diaphragms to 
direct the SFG and the guide He-Ne beams; D: photo-detector; 11: lens to image the beam 
spot on the sample surface to diaphragm P2; 12: lens to image the beam spot on the sample 
surface back to itself with a slight parallel shift; W: flat window to shift the SFG beam. 
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In the actual SFG measurements, we had to separate reflected and transmitted 

SFG signals. This was accomplished by a small parallel shift of M3 to the right that 

displaced the transmittedSFG beam slightly from the reflected SFG beam on their way to 

the detector. Then only the reflected SFG output could go through the pinholes to reach 

the detector. To measure the transmitted SFG, we inserted flat window W in front of Ll 

to compensate for the shift of the transmitted SFG beam caused by the shift of M3 and, at 

the same time, shift the reflected SFG beam away. Only the transmitted SFG output could 

then reach the detector. 

The above alignment procedure was found to be reliable and easy to implement. 

Since the reflected and transmitted SFG signals were recorded by the same detection system, 

the results were amenable to quantitative comparison. 

4.4 Results and analysis 

4.4.1 Octadecyltrichlorosilane monolayer 

We have measured SFG spectra in both reflection and transmission from an octade­

cyltrichlorosilane (OTS) monolayer on a fused silica substrate. The sample was prepared by 

the usual self-assembly technique [52]. The thickness of the fused silica substrate is about 

3 mm, sufficient to eliminate the SFG contribution from the bottom surface. OTS has a long 

alkyl chain and is known to form a well-ordered self-assembled monolayer on glass. SFG 

spectra of the C-H stretch modes in reflection from such a monolayer were reported earlier 

[96]. In this case, because the resonant SFG signal originated from a surface monolayer, 

the reflected and transmitted spectra were expected to be correlated. 
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The surface nonlinear susceptibility x~2) of an OTS monolayer with Coov symmetry 

has only 3 independent non-vanishing elements: 

(2) 
Xs,zzz ' 

(2) (2) 
Xs,xxz = Xs,yyz 

(2) - (2) - (2) - (~) 
Xs,xzx - Xs,zxx - Xs,yzy - Xs,zyy 

In the last row we have used the approximation x~~ljk = x~~]ik because WI and Ws are far 

away from electronic resonances. 

Near vibrational resonances x~2) takes the form 

(4.7) 

where x~R describes the nonresonant background, and Aq, wq and T q are the amplitude, 

resonant frequency and damping constant, respectively, of the qth molecular vibrational 

mode. 

In MKS units the SFG output intensity is given by 

(4.8) 

where I(wi) is the beam intensity at wi, and x~~f elf is the total effective surface nonlinear 
. ' 

susceptibility defined as 

(2) 
Xtot,eff 

(2) (2) 
Xs,eff + XB,eff 

(4.9) 

with ei being the unit polarization vector of the optical field at Wi and L(wi) being -the 

tensorial Fresnel factor. In the present case, x~~ff comes from the fused silica substrate. 
' 
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Table 4.2: Parameters of the three beams and the calculated Fresnel factors for the 
air/fused quartz interface. (R) and (T) represent reflection and transmission, respectively. 
L(w;, T) includes the transmission coefficient of the bottom surface of the fused quartz sub­
strate. The dielectric constant of the surface monolayer €

1 = 1 was used for the calculation 
of Lzz· 

W 8 (R) W 8 (T) Wt W2 

.X 810 nm 810 nm 1064 nm 3.4 J.Lm 
n 1.453 1.453 1.450 1.410 
{3 20.0° 20.0° 45° 57° 

Lxx .83 .97 .92 1.02 
Lyy .80 .96 .72 .65 
Lzz 1.17 .97 1.08 .98 
Lxxex (p) -.78 .91 .65 -.56 
Lyy€y (s) .80 .96 .72 .65 
Lzzez (p) .40 .33 .77 .82 

The Fresnel factors at the center of our tuning range have been calculated and listed 
I 

in Table 4.2. Because the tuning range is relatively small (200 cm-1 ) in this experiment, 

the dispersion of Fresnel factors due to the variation of w2 can be neglected. Using these 

values, we can express all the surface effective nonlinear susceptibilities in terms of the 3 

independent non-vanishing x~~]jk elements: 

(2) ( ) - (2) Xs,eff ssp, R - .47xs,xxz ' 

(2) 
Xs eff(ssp, T) 

' 

x~~lff(ppp, R) = 

X~2lff(ppp, T) = 
' 

(2) 
Xs eff(sps,. R) 

' 

(2) 
Xs eff(sps, T) 

' 

\ 

(2) 
.56xs,xxz ' 

(2) (2) (2) 
.25xs,zzz- .42xs,xxz + .19xs,xzx ' 

(2) (2) (2) 
.21xs zzz + .49xs xxz- .51xs xzx ' 

' ' ' 

(2) 
.40xs xzx , 

' 

(2) 
.48xs xzx · 

' 
(4.10) 

These equations show a strict correlation between the reflected and transmitted SFG spectra 

from the surface contribution, in contrast to the effective bulk nonlinear susceptibility x~~ff• 
' 
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Table 4.3: Molecular vibrational modes on an OTS monolayer and their correspond­
ing nonlinear amplitudes obtained from fitting of the SFG spectra. The unit of A is 
10-9m2V-1sec-1 . 

Mode wq/(21fc) fq/(27rc) Axxz Azzz Axzx 

s-CH3 2882 cm- 1 7.5 em ·l 7.9 1.2 0 
Fermi-Res. 2943 cm-1 10.5 cm-1 10.2 0.1 -1.5 
a-CH3 2970 cm-1 9.5 cm-1 -3.4 6.3 6.4 

which can be strongly enhanced by the longer coherence length in the transmission direction. 

Fig. 4.2 shows the reflected and transmitted SFG spectra obtained from the OTS 

·monolayer. To take into account the different losses of signal in reflection and transmis-

sion, all spectra were normalized against the SFG intensity from a z-cut crystalline quartz 

reference sample (see Sec. 1.3.2 for details), which makes it possible to' plot all spectra 

in MKS units. The reflected and transmitted spectra in Fig. 4.2 seem to be somewhat 

different, especially for the sps polarization combination (i.e., s-, rr, and s-polarized SFG 

output at -w8 , 1064 nm input at w1 and tunable infrared input at w2, respectively), but 

this can be explained by the different non-re~onant bulk contributions x~.~ff for the tws> 

different geometries. In fact, we were able to fit all the spectra (shown by the solid lines in 

Fig. 4.2) using Eqs. (4.7) and (4.10) with the same set of Aq, wq and fq values and different 

nonresonant contributions x~~ eff' as listed in Tables 4.3 and 4.4. The typical relative error , 

of the deduced Aq or x<2) in SFG is about 10%. The close fit in Fig. 4.2 indicates that 

SFG spectra in reflection and transmission from the OTS monolayer are indeed very well 

correlated. 

With the values of x~~ eff in both reflection and transmission, we could further , 

deduce x~~ff and x~~ff· Here we take the sps polarization combination as an example. , , 
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From Eqs. (4.6) and (4.9), we have 

X~~lff( sps) = Lyy(ws)esyX~~~zyLzz(wl)elzLyy(w2)e2y , 

(2) Lyy(w5 )esyLyy(w2)e2y [ (2) (2) ) ] ( 
XB,eff(sps) = k' _ k' _ k' . XB,yzyLzz(wl)elz + XB,yxyLxx(Wl e1x • 4.11) 

sz lz 2z 

Here, we have two nonvanishing components, x~~zy and x~.~xy• contributing to the bulk 

term because, as shown by Eq. (4.5), x~) depends linearly on the wavevectors k~ and k2, 

which break the inversion symmetry along the x and z axes. Eqs. ( 4.11) and ( 4.11) are 

valid for both resonant and nonresonant contributions. Only two parameters are different 

for the reflection and transmission geometries. One is Lyy(w5 )e8y, which can be found in 

Table 4.2, and the other is ik' -k; -k' I, which is equal to 49 nm and 720 nm for reflection 
sz lz 2.z: 

and transmission, respectively. Inserting these values in Eqs. (4.11) and (4.11) we find 

(2) 
Xtot eff(sps, R) . ' 

(2) (2) 
Xs eff(sps, R) + XB eff(sps, R) 

' ' 

(4.12) 

(2) 
Xtot eff(sps, T) 

' 
= (2) ( T) (2) ( T) Xs,eff sps, + XB,eff sps, 

(4.13) 

which are again valid for both resonant and nonresonant contributions. Thus knowing the 

values of xra~ eff(sps, R) and xro~ eff(sps, T) listed in Table 4.4, we could solve Eqs. (4.12) and 
' ·' 

(4.13) and obtain the surface and bulk contributions x~~ff(sps) and x~~ff(sps) separately. 

Their values are also listed in Table 4.4. 
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Table 4.4: The nonresonant background obtained from fitting of the SFG spectra of OTS 
in the unit of 10-22m2v-I. 

Reflection Transmission 

xro~ eff (ssp) -3.4 2.8 
NR ( ) -2.6 -0.7 Xtot eff PPP 
NR ( ) -3.2 10 X tot eff sps 

x~~(sps) -2.4 -3 

XB~ff(sps) -0.8 13 

4.4.2 Polyethylene film 

We have also measured the reflected and transmitted SFG in the C-H stretch 

region from a thin film of polyethylene on a fused silica plate. The molecular structure of 

polyethylene is shown in the inset of Fig. 4.3. The reflected SFG spectra were reported in 

an earlier study, and they were found to be dominated by the surface contribution [109]. 

With transmitted SFG, we can determine the bulk contribution more quantitatively. 

The polyethylene sample used in this experiment was prepared on a fused silica 

substrate using the following technique. A grain of low density polyethylene was sandwiched 

between fused silica and sodium chloride windows. It was heated until it completely melted. 

Then it was squeezed between the two windows to form a 100-200 /-LID thick film. The 

"sandwich" was then cooled to room temperature and immersed in distilled water. Due 

to dissolution, the NaCl window was separated from the film, and a smooth polyethylene 

surface suitable for optical measurements appeared. The film thickness was sufficient to 

absorb most of the infrared energy to prevent the polymer/silica interface from contributing 

to SFG. Therefore the SFG signal we measured must have come from the air/ polymer 

interface and the neighboring polymer bulk within the infrared absorption length. 

Fig. 4.3 displays the SFG spectra of polyethylene for the ssp and sps polarization 

. ~""·'. 

• 



106 

ssp o Transmission 
• Reflection ( x 2 ) 

10 
H H 

- -0C~j 
C\1 

> 
H H 5 

""'" E 

2800 2850 2900 2950 3000 

= N' Q) 15 
-~ 

o· Transmission 
• Reflection ( x 1 0 ) 

sps 

10 

2800 2850 2900 2950 3000 

Wavenumber (cm-1
) 

Figure 4.3: SFG spectra of a polyethylene film on fused silica. The solid curves are theo­
retical fits. 
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combinations. While the reflection SFG spectra are essentially the same as those published 

in Ref. [109], the transmission SFG spectra are very different and can be explained only by 

the existence of the bulk contribution. The spectra show mainly three vibrational modes at 

2850 cm-1, 2884 cm-1 and 2926 cm-1. They can be assigned to the symmetric CH2, Raman-

active antisymmetric CH2 and IR-active antisymmetric CH2 stretch vibrations, respectively 

[109, 110, 111]. One remarkable feature is that the Raman-active antisymmetric CH2 stretch 

mode appears in the transmitted SFG spectra but not in, the reflected SFG spectra. Being 

· Raman-active and infrared-forbidden, this vibrational mode can only be excited by the 

infrared field via electric-quadrupole excitation and therefore shows up only in the bulk 

contribution to SFG. 

The significantly stronger SFG signal in the transmitted direction is due to a longer 

coherence length lc that enhances the bulk contribution through the x~) term in Eq. (4.6). 

From the measured spectra we can obtain a rough estimate of x~). Here we consider the 

CH2 symmetric stretch mode in the sps polarization combination, which appears to be 

the strongest peak in the transmitted SFG spectrum. Since polyethylene has a refractive 

index ("-'1.5) very close to that of fused quartz, we can still use Eqs. (4.12) and (4.13) as 

a good approximation because the Fresnel factors and the coherence length in Eqs. ( 4.11) 

and (4.11) are not very sensitive to the refractive index. For example, varying n from 1.45 

to 1.60 only changes Lyy(w8 , R) in Table 4.2 from 0.80 to 0.75 . 

From Fig. 4.3 we find that at the peak of the CH2 symmetric stretch mode, 

IX~~f,eff(sps, T)l ~ 4 X 10-21m2V-1 

lx~~f,eff(sps, R)l ~ 0 
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By solving Eqs. (4.12) and (4.13), we obtain the effective bulk contribution in the reflection 

direction 

which is one order of magnitude smaller than a typical surface dipole contribution lx~2lff(R) I 
' 

on a vibrational resonance. This indicates that in the reflected SFG from polyethylene, the 

bulk contribution is indeed negligible. 

I 

The above value of lx~~ff(R)I suggests that with the reflection geometry the bulk 
' 

contribution is usually negligible as long as the SFG signal is reasonably strong (i.e., 

lx~~~,eff(R)I » 3 x 10-22m2V-1). This justifies the assumption in many cases that the 

reflected SFG spectra are dominated by surface contribution and can be used to probe 

surface structure. 

4.4.3 Silica/water interface 

The fused silica/water interface has been used to study the nature of hydrogen 

bonding in water with SFG [42]. By varying the pH value of water, an electric field-

induced ordering in the hydrogen bonding network at the interface was observed. The 

bulk contribution in this study was also neglected. As in the case of polyethylene, we can 

determine the bulk contribution more quantitatively with the transmitted geometry. 

For this experiment, a water cell was constructed with two fused quartz windows 

(IR grade) with a layer of water in between sealed with a Teflon spacer. The water layer was 

about 500 11m thick, enough to absorb all the infrared input energy to prevent SFG from 

the bottom interface. Two samples were used. One has deionized water with a pH value 
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lower than 7 due to unintentionally dissolved carbon dioxide from air. The other one has 

a dilute ammonia-water solution with pH= 11.1 at room temperature. The SFG spectra 

shown in Fig. 4.4 were taken in both reflection and transmission geometries. 

The spectra obtained with the reflection geometry are similar to those in Ref. [42]. 

The spectra obtained with the transmission geometry are different due to non-negligible 

bulk contribution in transmission. As in the case of polyethylene, the difference in the 

SFG spectra with reflection and transmission geometries allows us to obtain an estimate 

of x~~ff(ssp). For this we calculated the Fresnel factors and the coherence lengths for the 
' 

two geometries at the infrared frequency w2/(21rc) =3200 cm-1, from which we obtained 

the following equations similar to Eqs. (4.12) and (4.13) 

(2) 
Xtot eff(ssp, R) 

' 

(2) (2) 
Xseff(ssp,R) + XBeff(ssp,R) 

' ' 

(4.14) 

(2) 
Xtot eff(ssp, T) 

' 

(2) (2) 
Xs eff(ssp, T) + Xs eff(ssp, T) 

' ' 

(4.15) 

From the spectra in Fig. 4.4(a) we find that at 3200 cm-1, 

I (2) ( R)l 1.1 x 10-21 m2v-1 , Xtot,eff ssp, ~ 

lx~~i,eff(ssp, T)l ~ 2.0 x 10-21 m2V-1 . 

Solving Eqs. {4.14) and (4.15) with the above measured values of lx~~i,eff(ssp,R)I and 
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lx~~f eff( ssp, T) I then yields the effective bulk contribution in the reflection direction 
' 

In spite of the relatively large error due to the uncertainty of the relative sign between 

(2) (2) (2) . 
IXtot eff(ssp, R)l and IXtot eff(ssp, T)l, the above value of lxs eff(ssp, R)l remams one order of 

' ' ' 

magnitude smaller than the surface contribution lx~2lff(ssp, R)l. As in the case of polyethy-
' 

lene, the bulk contribution in the reflection direction for the silica/water interface is also 

negligible. 

4.5 Conclusion 

We have developed a scheme to measure both reflected and transmitted SFG 

spectra from the same sample and used them to estimate the relative [contributions of 

the surface and bulk to SFG. Measurements on an OTS monolayer adsorbed on fused 

silica showed that the reflected and transmitted spectra originating from the monolayer are 

well correlated, while the nonresonant background resulting from the bulk contribution of 

the substrate is significant only in the transmitted spectra. That the bulk contribution is 

important only for transmitted SFG is also true in the cases of polyethylene and silica/water. 

Even though the bulk contribution is significant and easily detected in the transmitted 

SFG, our results suggest that the bulk contribution to the reflected SFG spectra is usually 

negligible. 
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Chapter 5 

Motional effect in sum-frequency 

vibrational spectroscopy 

5.1 Introduction 

Surface vibrational spectroscopy is highly surface-specific and sensitive in media 

with inversion symmetry. With various input/output polarization combinations, the SFG 

vibrational spectra can yield detailed information about orientational distribut"ions of se­

lected atomic groups at a surface or interface [9, 55, 60]. In all quantitative SFG studies 

reported so far, the effects of rotational or librational motion of molecules on their vibra­

tional spectra have been neglected. This, however, may not be a good approximation if 

the molecules move rapidly. In the latter case, two types of effects can be envisioned. One 

is the well known motional narrowing effect, ~hich reduces the inhomogeneous linewidth 

of a vibrational resonance [112]. The other is motional averaging, which may affect the 
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strength of a vibrational resonance with a given input/output polarization combination. In 

this chapter we show that the motional averaging effect on SFG spectra can be significant 

and present an experimental case to demonstrate the effect. 

5.2 Theory 

Surface SFG results from a second-order nonlinear polarization p(2) induced at 

'a surface or interface by two input fields E 1 and E2 at visible and infrared frequencies; 

respectively. In the time domain, we can write 

(5.1) 

and 

+oo 
p~2)(t) = -iEoL:L:aq,-\1wElp(t) j E2v(t- r)e-i(wq-irq)TdT , (5.2) 

q pv 0 

where Ns is the surface density of molecules; the angle brackets denote an ensemble average; 

aq,-\pv' wq and r q are the amplitude, resonant frequency and damping constant of the qth 

molecular vibrational mode, respectively; and the indices .X, J.L, v refer to the molecular 

coordinates. Here we assume that the visible input is far from.resonance. We also neglect 

inhomogeneous broadening and nonresonant contributions in our discussion. The frequency 

domain expression of Eq. (5.2) is 

(5.3) 

• 
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respectively. For example, 

+oo 

P~)(ws) = 2~ I P~2)(t)eiw.tdt. (5.4) 
-oo 

For simplicity, in Eq. (5.2) we have dropped the complex conjugate term, which, when 

added, would contribute to Eq. (5.3) an extra term - aq,)l.ev . However, it has no 
W2 + Wq + tfq 

significant effect on our results. 

Transformed into the lab coordinates i,j, k, Eq. (5.2) becomes 

+oo 

p~2)(t) = -iEoLLLaq,>.p.vElj(t)Di),(t)Djp.(t) I Dk11(t- r)E2k(t- r)e-i(wq-ifq)r dr. 
q jk AJl.ZI 0 

(5.5) 

Here Dze ( t) = i · ~ ( t) is a time-dependent direction cosine matrix with l = i, j, k and ~ = 

.A, J.L, v, assuming that the molecular orientation varies with time. Fourier transformation 

into the frequency domain gives 

+oo +oo +oo 

p~2)(ws) = ;~L~L J dt J dw1 J dw2aq,>.p.v 
\ q Jk AJJv_00 -oo -oo 

where 

+oo 

e >.p.v( ) q,ijk W2, t -iDi>.(t)Djp.(t) I Dkv(t- r)ei(w2-wq+ifq)T dr . (5.7) 
0 

Then, with Eqs. (5.6) and (5.7) and the rela:tion 

(5.8) 

• 
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defining the surface nonlinear susceptibility x~~k(w2), we find 

x~~k(w2) = Ns L L aq,>.JLv(eq~t~(w2)) . (5.9) 
q AJLV 

Being an ensemble average, (8q~t~(w2)) in Eq. (5.9) is time-independent. 

If the molecular orientations are fixed in time, then 

(5.10) 

which leads to 

(2) ( ) = 7\rs""'""' aq,>.JLv (D D D ) XiJ'k w2 lV' ~~ ·r i>. ilL kv . w2 -wq+zq q AJLV 

(5.11) 

Equation (5.11) is the expression that has been commonly used for the analysis 

[9, 55, 60, 113] and simulation [46] of SFG vibrational spectra. As the derivation shows, 

however, Eq. (5.11) is not necessarily correct if Dl€(t) varies in time. It is still a good 

approximation, though, if Dl€(t) varies much more slowly than the vibrational relaxation 

time 1/f q (the slow-motion limit). In the other extreme, however, if the molecular orienta-

tion fluctuates very rapidly around the average orientation within the time scale 1/fq (the 

rapid-motion limit), with 

+oo 
-i J Dkv(t- r)ei(w2-wq+ifq)r dr ~ 

0 

1 

+ •rq (Dkv(t)) 
W2 - Wq o 

(5.12) 

and the equivalence of temporal and ensemble averages, we find 

(5.13) 
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and 

(5.14) 

This is obviously different from Eq. (5.11). For the -intermediate case between the two 

limits, we must refer to the more general expression for x&k(w2) [Eq. (5.9)]. 

The orientational fluctuations of molecules of liquids may occur on a subpicosecond 

time scale [114, 115, 116] and therefore could have an observable effect on the SFG surface 

vibrational spectra. We take the free (or dangling) OH bonds at the vapor/water interface 

as an example. The free OH stretch mode appears as a sharp peak at .-v3700 cm-1 in the 

SFG spectra [41]. To see how the SFG spectra can be affected by the OH orientational 

fluctuation, which may occur rapidly over a large solid angle, we calculate the resonant 

mode amplitudes for different polarization combinations in both slow- and rapid-motion 

limits. As seen from Eqs. (5.11) and (5.14), the mode amplitudes are gi.ven by 

Aq,ijk = Ns L_aq)•J.Lv(Di>,DjJ.LDkv) 
AJ.LV 

for the slow-motion limit, and 

Aq,ijk = NsLaq,>..J.Lv(Di>..DjJ.L)(Dkv) 
AJ.LV 

(5.15) 

(5.16) 

for the rapid-motion limit. As in Chap. 2, we assume the only nonvanishing elements 

of aq,>.J.Lv for a free OH bond are aw: and aw: = a7171c;, where ( is along the OH bond 

direction and e and fJ are perpendicular to (. From Raman measurements it was found that 

a€€( = 0.32ac;c;c; [41, 48]. To calculate the ensemble averages, we assume for the free OH 
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bonds at the interface a step function orientational distribution 

f ( 0) = constant for 0 ::; 0 ::; OM , 

f(O) = 0 for 0 >OM. 

in the bond tilt angle 0 from the surface normal z (the azimuthal distribution is isotropic). 

We could also assume f(O) to take other forms (e.g., a Gaussian distribution) without 

changing our general conclusion. 

The SFG output from a surface is proportional to the square of the effective surface 

nonlinear susceptibility [9] '' 

(5.17) 

with 

(5.18) 

where ei is the unit polarization vector of the field at Wi and L(wi) is the tensorial Fresnel 

factor (Appendix B). The values of the Fresnel factors are listed in Table 5.1. The dielectric 

constant of the surface monolayer t:1(wi) in Table 5.1 is an unknown parameter. The physical 

implication of E1 is discussed in Appendix C. For the vapor/water interface, we used t:'(ws) = 

t:'(wi) = 1.31 deduced from our SFG measurement of the vapor/ice interface (Chap. 2), 

which agrees very well with the estimate Eq. (C.6) obtained from the model presented in 

the appendix of Ref. [55]. With the same model, we obtained t:1(w2) ~ 1.2 from t:(wz) ~ 1.4 

for bulk water at 3700 cm-1 [117]. We can then use Eq. (5.18) to calculate Aq,eff(e5 ,e1,e2) 

and compare with experimentally deduced values. 
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Table 5.1: Calculated Fresnel factors for the vapor/water interface. z is along the sample 
surface normal, with the xz plane being the light incidence plane. {3 is the incidence angle 
of the input or output beam. f.

1 is the effective dielectric constant of the surface monolayer. 

Ws WI W2 

>. 444 nm 532 nm 2.7 J.Lm 
n 1.34 1.34 1.18 
{3 46.8° 45° 57° 
Lxx .95 .95 1.04 
Lyy .76 .77 .79 
Lzz 1.05/f.~ 1.05/f.~ .96/f.~ 
exLxx (p) -.66 .67 .57 

' 
eyLyy (.s) .76 .77 .79 
ezLzz (p) .76/f.~ .75/f.~ .80/f.~ 

We have calculated Aq,eff for three different polarization combinations ssp ( denot-

ing s-, s-, and p-polarized sum-frequency output, visible input, and infrared input, respec-

tively), ppp, and sps in both slow- and rapid-motion limits. The results as functions of eM 

are presented in Fig. 5.1. For ssp and ppp, the difference between the two limits is apprecia-

ble only at large eM, which is understandable because the motional effect is important only 

if the motion covers a very broad range. For Aq,etr(sps), it vanishes in the rapid-motion 

limit for all OM because, from Eqs. (5.16) and (5.18), Aq,etr(sps) ex: Aq,yzy ex: (i} · () = 0, since 

(() is along the surface normal z. On the other hand, in the slow-motion limit, Aq,etr(sps) 

contains terms proportional to ((iJ·C)(z·()(y·()) and ((i}·f7)(z·f7)(y·()) that do not vanish 

for finite eM. 

5.3 Experiment 

We have obtained experimentally the SFG spectra from the vapor /water interface 

with the polarization combinations specified above. The experimental setup has been de-
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Table 5.2: Parameters used to fit the ssp SFG spectrum of the vapor/water interface. The 

non-resonant background was x~~eff(ssp) = 1.2 x 10-22 m2V-1. 
' 

Mode wqj(27rc) fq/(27rc) Aq,eff( ssp) 
Bonded OH 3008 cm-1 108 cm-1 -2.7x 10-!J m~V ·1sec-1 

Bonded OH 3171 cm-1 118 cm-1 -9.6x1o-9 m2V-1sec-1 

Bonded OH 3414 cm-1 111 cm-1 10.5x1o-9 m2v-1sec-1 

Free OH 3698 cm-1 14.5 cm-1 1.70x10-9 m2V-1sec-1 

scribed in Sec. 1.2. The measured spectra are depicted in Fig. 5.2. The SFG intensities 

have been calibrated with a reference z-cut quartz crystal (Sec. 1.3.2), yielding the spectra 

of lx~~(w2)12 in MKS units. The solid curves are fits using Eq. (5.17) with the addition of a 

nonresonant contribution to x~~. The fitting parameters used here to fit the ssp spectrum 

are presented in Table 5.2. They are somewhat different from those in Ref. [41]. The two 

broad peaks at "'3200 cm-1 and"' 3400 cm-1 in the ssp spectrum have been assigned to 

the more ordered and less ordered hydrogen-bonded OH stretch modes, respectively [42]. 

The resonant feature at 3500- 3600 cm-1 in the ppp and sps polarization combinations, 

which has not been reported before for the vaporjwater interface, is presumably associated 

with OH bonds that are only weakly perturbed by hydrogen-bonding to neighbors. Here, 

our focus is on the free OH bonds only. 

The free OH stretch mode appears at wqj(27rc) = 3698 cm-1 , with fq/(27rc) = 

14.5 cm-1 (including the finite infrared linewidth) and the following mode amplitudes 

Aq,eff(ssp) = 1.70 ± 0.15 x 10-9 m2V-1sec-1 , 

Aq,eff(PPP) = 4.8 ± 0.5 x 10-10 m2V-1sec-1 , 
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To compare the theory with experiment, we notice that from the experiment, 

Aq,eff(ssp) : Aq,eff(ppp) : Aq,eff(sps) 

1 : 0.28 ± 0.04 : 0.05 ± 0.02 . 

This does not agree with the ratio for any value of OM obtained from the set of curves for 

the slow-motion limit in Fig. 5.1. In other words, with the motional effect neglected, we 

cannot find a reasonable orientational distribution for the free OH bonds to explain the 

. experimental results. The very small value of ,Aq,eff(sps) in comparison with Aq,eff(ssp) 

and Aq,eff(PPP) indicates that the motional effect is significant and that the rapid-motion 

limit is actually a better approximation. The theoretical curves for the rapid-motion limit 

in Fig. 5.1 predict that an orientational distribution with OM = 51 a should yield a ratio 

Aq,eff(ssp) : Aq,eff(PPP) : Aq,eff(sps) = 1 : 0.28 : 0, which matches the experimental ratio 

better than the theoretical prediction based on the slow-motion limit. 

We note that the theoretical result described here does not depend critically on 

the assumptions made for aq,>.p,v, E', and f(O). The motional effect is largely manifested by 

the unexpectedly weak mode strength in the sps SFG spectrum. This has been observed 

on other liquid surfaces as well. For example, the absence of the N-H stretch mode in the 

sps SFG spectrum of the surface of an ammonia-water solution [60] could also be the result 

of motional averaging. On the other hand, for larger molecules with slow orientational 

fluctuations, we can observe reasonably large values of Aq,eff(sps). One such example is the 

C-N stretch mode of pentyl-cyanoterphenyl (5CT) molecules on water, from which a ratio 

Aq,e!f(sps) ~ 0.4 has been reported [55]. 
Aq,eff(ssp) 
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5.4 Conclusion 

In summary, we have considered here an effect from the rotation or libration of 

molecules on surface sum-frequency vibrational spectroscopy. The free OH stretch mode at 

the vapor/water interface is used as an example to illustrate the significance of the effect. 

Difficulty in the interpretation of the SFG spectra would arise if the effect is neglected. In 

general, the effect of motional averaging should also be observable in infrared and Raman 

spectroscopy. 
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Appendix A 

x(2)-relate-d conventions 

"The nonlinear-optics· literature contains a tortuous jumble of inconsistent defini-

tions" (from Ref [118] by Butcher and Cotter). Different conventions in nonlinear optics 

are indeed very confusing and difficult to keep track of. The purpose of this appendix is to 

clarify the conventions used in this thesis. 

One confusion, which is probably the worst one, arises from permutation of the 

input fields. Depending on the convention, the definition of x~~k can have different forms, 

either without permutation of the fields 

PP\ws) = L:xmE1(wi)Ek(w2) , 
jk 

or with permutation of the fields 

LX~~k [Ej(wl)Ek(w2) + Ej(w2)Ek(w1)] 
jk 

(A.l) 

(A.2) 

The convention we have adopted is Eq. (A.l) with strict ordering of the input frequencies, 

i.e., w1 > w2. For second-harmonic generation (SHG) we can still use Eq. (A.l) with 
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WI = w2. However, with our convention, x~~k for SFG is twice as large as its value for SHG 

as WI approaches w2. This can be easily explained as follows. 

Suppose we shine onto a sample surface two laser beams with the same frequency 

(wi = w2 = w) but different incidence angles. In principle we should get three output beams 

at 2w, i.e., the SHG of the first beam, the SHG of the second beam, and the SFG of the two. 

These three output beams will propagate in different directions depending on the in-plane 

phase matching condition. We can write down the expression for the nonlinear polarization 

induced by the two input fields, 

pp)(2w) = L x~~k(2w) [Eij(w) + E2j(w)] [Elk(w) + E2k(w)] 
jk 

:Lx&k(2w) [Eij(w)Elk(w) + E2j(w)E2k(w) t 2Eij(w)E2k(w)] . (A.3) 
jk 

Here we have used the symmetry x&k(2w) = x~Z}(2w). Note the factor of 2 in the cross term 

which contributes to the SFG of the two input fields. Now if we slightly detune the two 

input frequencies (assuming WI > w2), we expect the SFG signal to change continuously, 

therefore, 

?P)(wi + w2) ~ 2 L x&k(2w)Ej(WI)Ek(w2) . 
jk 

Comparing with Eq. (A.1) we find 

(A.4) 

(A.5) 

To avoid such a discontinuity in x~;k, sometimes a K-factor (K = 1 for SFG and K = ~for 

SHG [118]) or a g-factor (g = 2 for SFG and g = 1 for SHG [5]) is inserted into Eq. (A.1). 

But we have chosen not to do so. 
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To add even more confusion, there are two different ways to define E(w) of a 

monochromatic light wave, i.e., 

E(t) E(w)e-iwt + c.c. , . (A.6) 

or 

E(t) = ~ [E(w)e-iwt + c.c.J (A.7) 

Depending on the choice, x~~k may differ by another factor of 2. We have chosen Eq. (A.6) 

as the convention for most of our publications. This explains why our Eq. (1.4) differs from 

that in Ref. [119] by Fisher and Buckingham, who had chosen Eq. (A.7) as their convention. 

' 
Note that with Eq. (A.6), E(w) is not the true amplitude of the electric field. One has to 

be careful when converting E(w) to the power density. 

In Sec. 1.3.2 the nonlinear susceptibility of quartz x~2) differs from the d11 co-

efficient by a total factor of 4 [Eq. (1.6)] because x~2) is for SFG with Eq. (A;6) as the 

convention for the field amplitude while dn was measured by SHG with Eq. (A.7) as the 

convention. 

There's yet another convention issue, and this is for the MKS units only. There 

are also two conventions in the definition of x~~k depending on whether or not Eo is included 

in Eq. (A.l). In this thesis I have included Eo in Eq. (A.l), as seems more common in the 

literature. Note that one paper of ours, Ref. [8], used the other convention. Therefore all 

the values of x~~k in that paper were different from those in Ref. [9] by a factor of Eo. 
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Appendix B 

Fresnel factors 

The Lii factors in Eq. (1.3) are the transmission Fresnel coefficients relating the 

field components in an input or output beam to the corresponding ones in the interfacial 

layer [2, 120]. For an interface between two continuous media with dielectric constants c1 

and E2, we have 

E2(wi)klz(wi) + E1 (wi)k2z(wi) ' 
2kiz(wi) 

kiz(wi) + k2z(wi) ' 
2El (wi)E2(wi)klz(wi) 1 

E2(wi)klz(wi) + EI(wi)k2z(wi) . t:'(wi) ' 
(B.1) 

where t:1(wi) is an empirical dielectric constant of the surface monolayer at wi. The physical 

meaning of t:'(wi) will be discussed in Appendix C. 

The Fresnel factors for the surface of a thin film coated on a substrate are slightly 

more complicated. Details can be found in the appendices of Ref. [72]. In Chap. 3, 

however, the coated PVA film turns out to have little effect on the Fresnel factors because 

the thickness of the PVA film is only ......... 30 nm, much less than an optical wavelength, and the 
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refractive index of PVA is not too different from that of the fused silica substrate. Therefore 

we can use the calculated Fresnel factors listed in Table 3.1 for the air/fused quartz interface 

as a good approximation. 

As discussed in Sec. 1.3, for buried interfaces or SFG in the transmitted direction, 

the Fresnel factors must still be defined as the coefficients relating the field at the interface 

to the field of the input or output beam in air or vacuum. In particular, for a buried interface 

with a thick cover layer, we may neglect multi-reflection and calculate the Fresnel factors in 

a "cascaded" fashion to take into account the effect of surface reflection and refraction. Let 

us take the silica/ice interface (Sec. 2.5.2) as. an example. In this case, the overall Fresnel 

factor would be 

Lii = Lii (air ~ silica) x Lii (silica ~ ice) . (B.2) 

Here Lii (air ~.silica) is the Fresnel factor relating the field in air to the field in silica, and 

Lii(silica ~ ice) is the Fresnel factor relating the field in silica to the field at the silica/ice 

interface. 
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Appendix C 

Dielectric constant of the surface 

layer 

In the theory of surface nonlinear optical spectroscopy we have introduced a dielec-

tric constant E
1 for the surface layer, which appears in the Fresnel factor Lzz in Eq. (B.1). 

From the theoretical point of view, the dielectric constant is not well defined for a monolayer 

because it is a macroscopic or mesoscopic property. However, E' can be interpreted as a 

result of the microscopic local-field correction in a monolayer [55, 121]. 

We consider a surface monolayer of molecules at an interface between two me-

dia with dielectric constants El and E2. The local field components experienced by these 

~ molecules are 

E(Loc) 
X 

E(Loc) 
y 

lxxLxxEx, 

lyyLyyEy, 

E1Loc) = lzz Lzz Ez , (C.1) 
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where lii denotes the microscopic local-field correction factor, Lii is the Fresnel or macro-

scopic local-field factor (defined by Eq. (B.1) but without the factor 1,), and Ei is the electric 
' £ 

field component of the incoming and outgoing optical plane waves. If lxx = lyy = l11 and 

lzz = l1_, the total local-field factors including both macroscopic and microscopic effects 

are 

Fxx 

Fyy 

Fzz lzzLzz 
l1_ 2E1E2k1z 

E2k1z + E1k2z 
(C.2) 

We notice that Fii differs from Lii in Eq. (B.1) only by a common factor l11 if we define 

(C.3) 

It has been shown that the value of E1 defined this way is usually between 1 and the bulk di-

electric constant E [55]. The physical meaning of E1 now becomes clear; it is simply the ratio 

of l11 to l1_. By introducing the factor t, in Eq. (B.1), we have partially included the micro-

scopic local-field correction. To have it fully included, the surface density Ns in Eqs. (2.8), 

(2.9), (3.4), (3.7), (5.15) and (5.16) should all be replaced with Nslu(w8 )lu(wi)lu(w2)· The 

additional factor lu(w8 )lu(wi)lu(w2) is usually neglected since it has no effect on our deduc-

tion of the orientational distribution function f ( n). 

A simple .slab model was presented in the appendix of Ref. [55] to obtain an 

estimate of E
1 and lu. For the surface of a medium with a bulk dielectric constant E, this 

slab model gives 

2E + 1 
3E 

(C.4) 
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E+5 
(C.5) zu = 6 

E' = 
E(E+5) 

(C.6) 4E+2 
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