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Abstract

Models to Mechanisms: Leveraging Functional and Evolutionary Information to Describe 
Regulatory Sequences

by 

Richard William Lusk

Doctor of Philosophy in Molecular & Cell Biology
and the Designated Emphasis in Computational and Genomic Biology

University of California, Berkeley

Professor Michael B. Eisen, Chair

The regulation of gene expression is thought to play a critical role in the development of 
life's complexity and has become one of biology's most intensely-studied areas of research.  This 
study has brought us, in a small set of model systems, a catalog of components and the 
mechanisms by which these work together to activate and repress expression.  A variety of 
genomic approaches hold the promise of both generalizing these mechanisms and, through the 
use of statistical models, generating new insights.  However, this new wealth of genomic 
information has provided more raw data than new understanding, due in part to the failure of 
these statistical models to account for the inherent complexity of biological information.

Here I demonstrate three approaches, spanning analysis of binding sites, promoter 
regions, and developmental enhancers, to create, gain insight from, and, most importantly, 
emphasize the need for more biologically informed statistical models.

First, I show how measuring the evolutionary properties of a transcription factor's binding 
sites can inform the differentiation of those sites from other sequences.  That differentiation 
typically requires the interpretation of a score using a p-value, but, contrary to common usage, I 
find that the optimal such p-value threshold can differ greatly between transcription factors. 
Second, I develop a graphical model that can describe and exploit trends in the positioning of 
transcription factor binding sites within promoters.  Binding sites are short and degenerate, not 
specifying by themselves enough information to mediate the organism's task of promoter 
recognition.  However, I show that these positional trends can greatly increase the information 
available for recognition, further showing how they can be applied to the bioinformatic promoter 
recognition problem.  Third, I use evolutionary simulations to construct a null model for the 
relative positioning and conservation of binding sites within developmental enhancers.  I use this 
model to show that much of the evidence supporting the importance of overlapping and clustered 
sites as functional necessities of enhancer organization can be reproduced as artifacts of 
constraint on binding site composition alone.  Finally, I discuss progress towards testing spatially 
scrambled enhancers generated from these models in transgenic Drosophila embryos.
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Chapter one: 

Introduction

One of the most surprising discoveries of the genomic era was the lack of correlation 
between protein number and organism complexity.  Humans, once thought to have 100,000 
protein-coding genes or more [1], are now considered to have somewhat less than 25,000.  This 
smaller number is greater than that of the fruit fly, which has around 14,000, but is on the same 
scale as the microscopic nematode C. elegans, which has 20,000 and is considerably less 
complex than either.  Complexity is now thought to be driven largely by the regulation of these 
genes [2].  By altering the timing, concentration, and/or location of each protein, selection on 
changes in gene regulation can explore a vast set of possible phenotypes.  Indeed, such changes 
have been shown to be integral to the diversification and divergence of species [3, 4].  Gene 
regulation's critical part in the complexity of life, along with its intrinsic roles in development 
and its pathologies, have made it one of the most intensely studied subjects in biology.

This study, over decades, has produced a great deal of insight on gene regulation's 
biochemistry and genetics.  We know many of the principal components involved in gene 
expression and have a detailed, if incomplete, understanding of how they work together.  We 
have assembled a large catalog of mechanisms by which genes can be activated or repressed, and 
in several cases these mechanisms are understood to the limit of molecular detail.  For a few 
model genes, spread across organisms, we have a plausibly comprehensive list of the molecules 
involved in their regulation and the consequences of each one's disruption.  More recently, these 
insights from small model systems have been applied to the study of gene regulation on a 
genomic scale.

Genome-wide studies of gene regulation have at least three potential advantages over 
studies of model systems.  First, they address generality: whether principles learned in possibly 
unusual models truly apply elsewhere.  Second, they provide information regarding the great 
number of genes about which very little is known.  Third, and perhaps most important, they hold 
the potential for gaining new insights that are inherently unavailable to narrower studies: by 
generating a wealth of data, genome-wide approaches allow problems in gene regulation to be 
approached statistically.  By incorporating our hypotheses about mechanism into statistical 
models describing these data sets, e.g. how sequence data might translate into expression data, 
we can approach problems that might be prohibitively difficult to answer satisfactorily with 
traditional experimental methods.

Yet, thus far, these relatively new approaches have brought more raw data than they have 
understanding.  As discussed in detail below, we now possess a wealth of genomic information 
stretching from sequence to binding to expression data, and while this information has fueled 
discovery, the principle question of how sequence dictates expression appears to have only 
grown more complicated.  To some extent, this is a failure of statistics.  Statistical models are 
easiest to apply to data that are independent, unbiased, and unconfounded, and for all of these 
properties, most biological processes and the means we have to measure them are decidedly not. 
These shortcomings complicate basic analysis and hinder insight.

Here I discuss my work in three related approaches, spanning analysis of binding sites, 
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promoter regions, and developmental enhancers, to create, gain insight from, and, most 
importantly, emphasize the need for more biologically informed statistical models.  In this 
introduction I review our current biochemical and genetic understanding of the function of 
transcription factors in gene regulation, along with recent computational approaches and how 
techniques from molecular evolution have been brought to bear on these problems.  Then, in the 
second chapter, I use molecular evolution simulations to frame a discussion of the differences 
between biological and statistical significance in the context of individual binding sites.  In the 
third chapter, I analyze the differences between promoters bound by different factors.  Finally, in 
the fourth chapter, I show how simple null models of enhancer structure may have led to an 
incorrect understanding of their functional organization and describe experimental progress 
towards untangling this question.

Biochemistry and genetics of transcription regulation
Regulatory sequence contains binding sites for proteins, known as transcription factors, 

that work in combination to dictate the initiation of transcription [5, 6, 7].  In eukaryotes, these 
sequences can be divided into two classes.  The first class defines a group of sequences known as 
core promoters, which are the nucleation points for transcription initiation [8].  Core promoters 
contain sites recognized by various subunits of the transcription factor TFIID, which in turn 
allows the assembly of the remainder of the general transcription machinery: the RNA 
polymerase, usually the Mediator complex, and a host of other transcription factors required for 
initiation.  However, these core promoters are largely considered to be passive partners in gene 
regulation [9].  They specify the location of initiation, but some recently discovered exceptions 
aside [10], they do not appear to play a major role in specifying the location, timing, or 
abundance of their target gene's transcription.

This role appears to belong to the second class of regulatory sequence.  Broadly known 
across species as cis-regulatory modules, these sequences contain binding sites for transcription 
factors that, unlike the general transcription factors that bind core promoters, might only be 
found in particular tissues and only at certain developmental stages or under certain 
environmental conditions [11].  Cis regulatory elements can thus dictate specific conditions for 
initiation, and in this manner, can serve as the tools for the creation of complexity and the 
management of more complex genomes; larger genomes, in general, have more transcription 
factors per gene than smaller ones [12].  How these sequences integrate the information from 
their variety of bound transcription factors to activate or repress transcription at the core 
promoter has become a vibrant and intensely researched question.

Much of this research has focused on the transcription factors binding these sequences 
and the interactions between them.  Individually, these transcription factors are often associated 
with either activation or repression of transcription, and hence become known as activators or 
repressors, although others, such as the aptly-named repressor-activator protein (Rap1) in yeast 
[13], appear to perform both roles in different contexts.  These factors appear to affect 
transcription by recruiting other proteins, coactivators and corepressors, through protein-protein 
interactions [14, 15].  Some of these cofactors are subunits of TFIID and as such directly link the 
activator or repressor to the core transcriptional machinery.  Others, such as Mediator, form this 
link indirectly [16].  Finally, a third class uses an altogether different mechanism: altering local 
chromatin structure to improve or worsen the locus's accessibility.  While surely a great diversity 
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of regulatory mechanisms remain undiscovered, for many factors we have a well developed 
understanding of how, individually, they act to affect transcription.

Only a very few cis regulatory modules, in their entirety, are understood to a comparable 
level of detail.  Especially in metazoans, these sequences typically bind not one but several 
transcription factors and each at multiple sites [17].  In turn, each potentially bound factor will 
vary in concentration according to time and environmental condition.  While this combinatorial 
richness is necessary to specify the great diversity of metazoan body plans and intra-organismal 
functional operations, its staggering complexity resists case-by-case dissection.  In some cases, 
disruption of any individual site or the creation of small changes in the spacing between sites 
abolishes regulatory function entirely [18, 19], suggesting that the DNA is serving as a scaffold 
for the precise assembly of a large multiprotein complex.  In others, mutations of activator or 
repressor sites do not break the enhancer but only constrict or expand, respectively, its activity 
[20, 21], creating a picture of the enhancer as less a scaffold than an integration point for 
regulatory information.  Finally, some enhancers, such as that for the second stripe of embryonic 
D. melanogaster even-skipped expression, appear remarkably tolerant of changes to the number 
and even the identities of the proteins bound to the binding sites they contain [22].  Determining 
which of these behaviors is most typical requires scaling analysis beyond model genes, which is 
not feasible for these intensive genetic interrogations.  Recent advances in sequencing and other 
genomic technologies and approaches have made great strides in deciphering enhancer 
mechanisms, but any discussion of these would be impossible without some treatment of the 
bioinformatic terms, advances, and challenges inherent to them.

Bioinformatics of regulatory sequence
The most fundamental bioinformatic challenge presented by regulatory sequence is the 

representation of transcription factor binding sites.  With a truly faithful representation, 
containing all the information available to the factor itself, we should be able to computationally 
locate binding sites in the genome to the same degree of accuracy that the factor can in the living 
environment of the cell.  Not surprisingly, we continue to fall well short of this mark.  However, 
as we shall see, not only have new biological insights inspired superior statistical binding site 
representations, but the increasing effectiveness of these tools have also generated valuable 
hypotheses about regulatory function, from single binding sites to whole cis regulatory modules. 
In this manner, improvements to our ability to predict binding sites have come hand in hand with 
a greater biological understanding of how factors recognize their targets and dictate expression 
patterns.

True binding sites are challenging to represent and discover because they are generally 
unremarkable features in the genome sequence.  A typical eukaryotic binding site might be 
between six and ten base pairs long [23], yet a six base 'word' in the genome will be found by 
chance approximately once every few thousand positions, creating, in many cases, more false 
potential binding sites than there are factors in the cell [24].  Moreover, these sites are 
degenerate.  They are usually not single words but large collections of similar ones that when 
aligned might only share two or three positions of perfect agreement.  This degeneracy makes 
any kind of representation necessarily involve a degree of complexity.

The earliest representations were intuitive but suffered from severe tradeoffs between 
sensitivity and specificity [25].  These representations, still in use today, involved making 
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consensus sequences: lining up all known examples of the binding site and creating a word by 
stringing together the most common base or bases at each position.  While this particular 
consensus word might not match any individual known site exactly, by allowing a specified 
number of mismatches, most or all known sites could be recovered.  However, as discussed by 
Stormo [25], the number of mismatches required to match all known binding sites often reduced 
the specificity of the consensus sequence to the degree that it would identify sites at every few 
tens of base pairs in the genome.

Clearly, both bioinformaticians and the organism's regulatory system require more 
recognition capacity to perform their jobs.  This capacity could come from two sources: either 
site-external information, such as co-recruitment by nearby factors, or overlooked information 
present in the collection of known binding sites itself.  Exploring the latter possibility, position 
weight matrices were developed to capture this overlooked information [26].  These matrices are 
four rows high, corresponding to the four nucleotides, and as wide as the binding site.  They can 
generate a score for any given potential site by overlaying the site's sequence over the columns of 
the matrix and summing the row values according to the appropriate nucleotides.  The scores are 
in turn associated with p-values [27, 28], allowing position weight matrices to flexibly translate 
any given word into a degree of statistical significance.

Known binding sites are used to assign the values of the matrix.  There are several 
methods currently used to assemble these binding sites, ranging from in vitro methods such as 
SELEX [29], footprinting [30], and protein-binding microarrays [31], to in-vivo methods such as 
ChIP-chip and ChIP-seq, which will be discussed later in this chapter.  The standard method for 
making this assignment relies on comparing the distribution of bases found at each position in a 
population of known sites with the distribution of bases found in non-site, 'background' DNA. 
Briefly put, it assigns each position/nucleotide value in the matrix to be the log probability ratio 
of drawing that nucleotide from the position-specific binding site distribution or from the 
background distribution.  This method has interesting properties.  First, it corrects for skewed 
background nucleotide frequencies in an intuitive way: GC-rich binding sites will stand out with 
higher scores in an AT-rich genome.  Second, and most useful, this method's scores correspond to 
maximum probability estimates of the binding energy of the sequence with the factor.  Not 
surprisingly, approaches like these far outperform ones based on consensus sequences.

While these approaches made identification of binding sites much more accurate, they 
continued to be unreliable.  In particular, position weight matrices usually produce a large 
number of false positive hits: there must still be some information in the system that is 
unaccounted for.  Exploring the former possibility from both experimental and computational 
perspectives, some groups have researched whether this information could be provided by 
correlations between positions in the binding site and other nucleotides both inside and outside of 
the site [32,33,34,35].  These correlations, reflecting the biochemistry of transcription factor 
structure and the structure of DNA, appear to have an effect at least in some cases, but it appears 
to be a small one, and the much increased number of training examples needed to train such 
models precludes their widespread application.

Even if positions within a binding site are not independent, their short length ensures that 
identical copies will be found throughout the genome, most of them not likely being bound or 
affecting expression.  This implies that accurate identification of binding sites, both from the 
perspective of the organism and from the perspective of the bioinformatician, must rely on 
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information outside the binding site sequence alone.  Locating this information has become a 
bioinformatic problem in and of itself: if we are unable to identify functional binding sites 
precisely, how can we discover the contexts used by the organism to differentiate them? 
Computationally, this has been approached using two shortcuts: the enrichment and, more 
recently, conservation of sites and site context.  These are discussed at length in the next section.

Genomic approaches to understanding regulatory DNA
A variety of genomic technologies, led by the increased ease of large-scale sequencing, 

have changed the way that regulatory DNA is studied.  These changes are centered on an 
increased focus on statistical analysis: where pre-genomic analysis generally relied on a few 
model systems, whole genome sequences revealed tens of thousands of potential regulatory 
DNAs.  This section discusses how advances in genomic technology, with associated advances in 
bioinformatic and statistical techniques, have both moved forward and introduced new 
complications to our study of regulatory DNA.

Sequencing
For the study of regulatory DNA, whole genome sequencing had the effect of 

dramatically increasing, in a relative instant, the number of regulatory elements potentially 
available for analysis.  Complicating this availability was the problem of identification: before 
studying these regulatory sequences, they needed to be separated from the rest of the sequence. 
In yeast, this regulatory information is concentrated proximal to the start of the gene, but 
enhancers in other organisms were already known to function at great distances.  From molecular 
and genetic work, bioinformaticians could leverage several known features of enhancers towards 
their identification.  Foremost among these was the property of binding site density: as most 
well-studied enhancers contain a large number of transcription factor binding sites, they should 
appear in the context of non-regulatory sequence as tight clusters of sites.  Berman et al [36] 
identified a set of these clusters and showed that many, when placed in artifical reporter 
constructs, reproduced the  expression patterns of nearby genes.  Some enhancers appear to rely 
on specific spatial constraints between transcription factor binding sites, and these constraints 
can likewise be used as a tool for enhancer discovery: training a set of these constraints in a set 
of similarly-expressed genes in D. melanogaster, Erives & Levine [37] were able to locate an 
enhancer with analogous expression in the distantly-related mosquito genome.

Even as known features of enhancers were used to newly identify regulatory sequences, 
collections of putative regulatory sequence were being used towards uncovering novel enhancer 
properties.  By integrating over a great number of regulatory sequences across the genome, these 
approaches carried the promise of discovering the typical functional requirements of enhancers, a 
direction which had produced seemingly contradictory results in studies of model systems. 
Using the known affinities of several transcription factors, several groups looked for enriched 
features in the spacing between their binding sites [38, 39, 40].  They found that binding sites 
tend to be found in tightly-spaced clusters and, when they are able to, tend to overlap much more 
often than expected by chance.  These results imply that enhancers might rely on tight local 
interactions between sites, perhaps signifying specific protein-protein interactions, in order to 
produce specific expression patterns.  However, as I discuss extensively in chapter four, the null 
models used to judge these enrichments appear to be inappropriate.
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Genome-wide chromatin immunoprecipitation
To th extent that binding signifies function, the computational problem of enhancer 

identification can be avoided by the use of whole-genome chromatin immunoprecipitation 
(ChIP).  Relying on a completed genome sequence, ChIP methods pull down DNA bound to a 
transcription factor of interest and, using either microarrays [41, 42] or, recently, sequencing [43] 
to determine where in the genome and in what quantity the factor is binding.  This technique has 
two key features.  In addition to replacing the unreliable step of computationally locating 
regulatory regions, it also captures protein-DNA interactions in vivo, which should account for 
context-dependent effects on binding.  A powerful method, in this manner Harbison et al [44] 
constructed a rough draft of the regulatory map of S. cerevisiae: performing ChIP-chip on most 
of its transcription factors and locating bound intergenic regions for more than half of them 
across a number of environmental conditions.  Similar work, on a less comprehensive scale, has 
outlined particular regulatory systems in many other organisms.

This new abundance of binding data has brought with it a new abundance of 
complications.  First among these is the challenge of assigning statistical significance to the 
binding signal [45]: binding data can be represented as a graph of signal strength overlaid on the 
genome, and a typical first step of analysis is to choose some threshold over which peaks on this 
graph will represent statistically significant, 'true', binding events.  Yet it is plausible that 
biologically significant binding information can exist below a statistically significant threshold, 
complicating and even compromising further analysis.  Even once peaks are assigned, resolution 
is usually insufficient to assign them to a specific binding site.

Finally, it is unclear how binding relates to biological importance: that a region is highly 
bound does not necessarily imply that it produces a specific expression patten, and even if it 
does, the extent to which a given gene's expression pattern is functionally important to the 
organism cannot be made clear by these methods.

Evolution of individual binding sites
ChIP has given us accurate information regarding where factors bind in the genome, but it 

falls short of assigning biological relevance to these binding events.  A bound region might be 
considered relevant if it dictated a specific expression pattern which increased the fitness of the 
organism in some way.  This fitness advantage is invisible to ChIP: it is unclear what fraction of 
bound regions drive expression patterns, and our understanding is murkier still of the fraction of 
expression patterns that are of any functional consequence to the organism.  Li et al [46] 
discovered binding in many regions that were far from their nearest neighboring genes and likely 
without regulatory activity.  Searching for enhancers driving expression in the heart, Blow et al 
[47] found that a quarter of bound regions did not drive an expression pattern, but searching less 
specifically, Visel et al [48] found that almost 90% did.  However, Berman et al [49] showed that 
clusters of binding sites, putative enhancers, when artificially placed near a promoter can have 
expression patterns unrelated to any nearby genes, suggesting that the sites may be bound, 
produce a pattern, but are nonetheless inconsequent.  In order to statistically exploit the vast 
number of predicted regulatory sequences in the genome, we need methods that, ideally, are able 
to sort functionally consequent from inconsequent sequences on a large scale.

Methods drawn from molecular evolution are increasingly being used to fill this gap, their 
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application made possible by the recent abundance of sequence data.  By sequencing target loci 
or whole genomes in closely related species, biologists can observe patterns of nucleotide change 
between organisms.  These patterns should differ depending on the functional consequence of the 
sequence: simply put, nonfunctional sequence should change relatively quickly, while 
functionally important sequence should change relatively slowly and perhaps according to 
predictable patterns.

The evolution of individual binding sites provides an illustrative example.  Binding sites 
typically have positions that vary in their requirements for specific nucleotides: for instance, the 
first position might require an adenine nucleotide, the second position might usually accept a 
thiamine but may, with some loss of affinity, accept a cytosine, and the third position might have 
no nucleotide preference.  This property predicts position specific rates in functionally 
consequent sites.  The first position should change slowly, as all mutations will destroy the site's 
function, and the second and third positions should change at rates that are higher and highest, 
respectively.  Position specific rates were first shown by Moses et al [50], and subsequently 
shown to increase the accuracy of true binding site prediction.  They have subsequently become 
a part of many binding site determination and prediction programs [51, 52, 53].

Evolution of whole enhancers
Describing the evolution of larger regulatory regions has proven just as useful for 

differentiating functional sequence.  Previously finding success in recovering known enhancers 
by identifying clusters of binding sites [36], Berman et al extended this analysis by testing the 
function of many of these predicted enhancer elements in the context of conservation [49]. 
Those clusters that were also present in a related fly species, D. pseudoobscura, had a much 
higher fraction that drove a specific expression pattern.  Even without knowledge of the affinity 
of target transcription factors, increased conservation of sequence alone has been shown in some 
species [54], but not all [55], to be predictive of expression function.  With these methods, we 
can gather examples of regulatory DNAs that are likely to be functionally relevant.

Studying the evolution of enhancers has not only aided their identification, but also 
generated important hypotheses about how they function.  Comparing enhancers from D. 
melanogaster and several other related species, Ludwig et al [56, 57] noted that many of the 
binding sites shown to be important in the melanogaster sequence appear to have been destroyed 
in its orthologs.  These disruptions tended to be compensated by the appearance of new binding 
sites.  When these orthologous sequences were placed in the context of a transgenic melanogaster 
embryo, they drove identical expression patterns as the original.  Even very different sequences, 
both on the primary level and on the level of individual binding sites, could drive identical 
expression patterns.

This experiment highlighted the property known as binding site turnover [58, 59].  As 
discussed above, binding sites are short and degenerate, making them liable to appear in 
neutrally-evolving DNA through random point mutations.  These new binding sites have the 
potential to make old ones functionally redundant.  Once redundant, old binding sites are 
vulnerable to deletion, which creates the effect of a binding site that has moved: a binding site 
turnover event.

Several groups have studied the patterns of binding site turnover to explore the functional 
necessities of enhancers: by collecting enhancers that produce the same expression pattern, yet 
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have different arrangements of binding sites, the importance of particular arrangements can, in 
principle, be determined.  Clusters of binding sites that function together, or binding sites that are 
critically placed in relation to others, will be harder to make redundant and should therefore be 
preferentially conserved.  Comparing several enhancers across a wide phylogenetic gap, Hare & 
Peterson et al [60] found, in general, that clustered and overlapping sites were preferentially 
conserved, supporting the interpretation of the increased enrichment of these features discussed 
earlier.  Similar results were found across the twelve sequenced fly genomes [38].  However, as 
with the work showing these features' enrichment, this analysis was approached using an 
inappropriate null model which will be discussed at length in chapter four.

Overview of the approach
Biological discovery is increasingly being driven by genomic technologies and 

computational methods which necessitate the use of complex statistical models.  These models 
are, to a first approximation, mathematically appropriate, but they are rarely informed by the 
sophisticated biological processes underlying the systems they are applied to.  As I show, this 
naivete can lead to problems ranging from sub-optimal analysis to the creation of artifactual 
conclusions.  Adapting and correcting these models has thus become a biologist's problem.  Here 
I show progress in informing statistical models with biological information in:

(1) the identification of individual binding sites (chapter two),
(2) the identification of targets of specific transcription factors (chapter three),
(3) a re-interpretation of binding site spacing and conservation data in enhancers (chapter 

four)
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Chapter two: 

Use of an evolutionary model to provide evidence for a wide 
heterogeneity of required affinities between transcription factors 
and their binding sites in yeast

Abstract
The identification of transcription factor binding sites commonly relies on the 

interpretation of scores generated by a position weight matrix.  These scores are presumed to 
reflect on the affinity of the transcription factor for the bound sequence. In almost all 
applications, a cutoff score is chosen to distinguish between functional and non-functional 
binding sites. This cutoff is generally based on statistical rather than biological criteria. 
Furthermore, given the variety of transcription factors, it is unlikely that the use of a common 
statistical threshold for all transcription factors is appropriate. In order to incorporate biological 
information into the choice of cutoff score, we developed a simple evolutionary model that 
assumes that transcription factor binding sites evolve to maintain an affinity greater than some 
factor-specific threshold. We then compared patterns of substitution in binding sites predicted by 
this model at different thresholds to patterns of substitution observed at sites bound in vivo by 
transcription factors in S. cerevisiae. Assuming that the cutoff value that gives the best fit 
between the observed and predicted values will optimally distinguish functional and non-
functional sites, we discovered substantial heterogeneity for appropriate cutoff values among 
factors. While commonly used thresholds seem appropriate for many factors, some factors 
appear to function at cutoffs satisfied commonly in the genome.  This evidence was corroborated 
by local patterns of rate variation for examples of stringent and lenient p-value cutoffs.  Our 
analysis further highlights the necessity of taking a factor-specific approach to binding site 
identification.
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Introduction
A gene's expression is governed largely by the differential recruitment of the basal 

transcription machinery by bound transcription factors [2, 7].  In this way, transcription factor 
binding sites are fundamental components of the regulatory code, and this code's decipherment is 
partially a problem of recognizing their location and affinity [61].  These are usually determined 
using position weight matrices, although a number of more recently developed methods are 
beginning to become adopted [62].  We use position weight matrices here due to their ease of use 
with evolutionary analysis and their established theoretical ties with biochemistry.  A position 
weight matrix generates a score comprising the log odds of a given subsequence being drawn 
from a binding site distribution of nucleotide frequencies vs. an analogous background 
distribution [25].  The score's p-value is used to determine the location of binding sites: 
subsequence scores above a predetermined cutoff designate that subsequence to be a binding site, 
and subsequence scores below the cutoff designate the subsequence to be ignored.

The interpretation of regulatory regions is thus dependent on the choice of the p-value 
cutoff.  However, this choice is not straightforward, although it is commonly made to conform to 
established but biologically arbitrary statistical standards, e.g. p < .001.  In addition to assuming 
that this particular p-value is appropriate, the user here also assumes that a single p-value is 
appropriate for all transcription factors.  Being that score shares an approximately monotonic 
relationship with affinity [63,64], this implies that the nature of the interaction between different 
transcription factors and their binding sites is the same.  This may not be the case.  For example, 
some transcription factors may require a stronger binding site to compensate for weaker 
interactions with other transcription machinery, and so a lenient cutoff would be inappropriate. 
Conversely, the choice of a stringent cutoff could eliminate viable sites of factors that commonly 
rely on cooperative interactions with other proteins to be recruited to the DNA.  A single 
common standard of significance is a compromise that may not be reasonable.

Ideally, biological information should inform the choice of a p-value and its consequent 
ramifications in the determination of function.  Several recent approaches have well used 
expression [65] and ChIP-chip [66] data towards understanding binding specificity.  Here we 
take advantage of selective pressure as a third source of information.  Tracking selective pressure 
has the advantage of directly interpreting sequence in terms of its value to the organism in its 
environment; to a degree, function can be inferred by observing the impact of selection.  To this 
end, we propose a simple selective model of binding site evolution.  Selection prevents the 
fixation of low affinity sites that may not affect expression to a satisfactory level and does not 
maintain unnecessary high affinity sites.  We train the model on the ChIP-chip data available in 
yeast, and we find evidence for a wide heterogeneity in required binding site affinity between 
factors.  Supporting recent work by Tanay [67], many factors appear to require only weak 
affinity for function, and we find some evidence that these may rely on cooperative binding to 
achieve specificity.

Results & Discussion
Definition and training of the affinity-threshold model

In order to use selection as a means to investigate function, a model must be defined to 
describe how selection acts on functional and non-functional binding site sequence.  Our model 
was created to be the simplest possible for our purposes.  We assume that binding sites evolve 
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independently from other sites in their promoter, but that all sites that bind the same factor 
evolve equivalently.  We interpret a binding site's function in a binary manner: our model 
supposes that there exists a satisfactory level of expression and that binding site polymorphisms 
that are able to drive this expression level or greater have equal fitness, while binding site 
polymorphisms that cannot are deleterious.  By assuming that this deleterious effect is large 
enough to preclude fixation in S. cerevisiae, our model imposes an effective threshold on 
permitted affinity: it does not allow a substitution to occur if it drops the position weight matrix 
score beneath a given boundary.  Analogous reasoning lets us treat repressors identically.  By 
imposing a threshold on permitted affinity and by relying on the assumption that position weight 
matrix score shares a monotonic relationship with affinity [68], we impose a threshold weight 
matrix score.

Our purpose in training the model is to find where that threshold lies for each factor, 
which we accomplish using simulation.  For any given threshold and matrix, we simulate the 
relative rates of substitution that would be expected, and then we compare these rates to 
empirically determined rates to choose the most appropriate threshold.  The simulation is run as 
follows: we start with the matrix's consensus sequence, and make one mutation according to the 
neutral HKY [69] model.  The sequence's score is evaluated: if it exceeds the threshold, the 
mutation is considered fixed and the count of substitutions at that position is incremented, and if 
not, no increment is made and the sequence reverts back to the original sequence.  This mutate-
select process is repeated.  Assuming that the impact of polymorphism is negligible, removing a 
given fraction of mutations by selection will reduce the substitution rate by that fraction.  Thus, 
the proportion of accepted over total mutations at each position is evaluated to be the rate of 
mutation relative to the neutral rate.

We use sum-of-squares as a distance metric to compare each affinity-threshold rate 
distribution to the empirical distribution, and we considered the best-fitting affinity threshold to 
be the affinity threshold that generates the distribution with the smallest distance to the empirical 
relative rates.

The affinity-threshold model well describes binding site substitution rates
The Halpern-Bruno model [70] has been incorporated into effective tools for motif 

discovery [51] and identification, and it has been shown to well describe yeast binding site 
relative rates of substitution [50].  These rates are also generated by our model, and so we judged 
our model's accuracy by comparing its performance to the Halpern-Bruno model's performance 
(fig. 1).  We aligned ChIP-chip bound regions and computed summed position-specific rates of 
substitution for the aggregate binding sites of the 111 transcription factors that met our 
conservation requirements.  We were able to find a threshold at which the affinity-threshold 
model better resembled the empirical data than the Halpern-Bruno model did for 42 of the 49 
factors with adequate training data (see Methods).  The affinity-threshold model well 
approximates the position-specific substitution rates of most factors.

The best-fitting score threshold for a transcription factor's binding sites may correspond 
to their minimum non-deleterious affinity for that transcription factor.  If this minimum is 
variable and can be found through our evolutionary analysis, then we should be able to detect 
that variability robustly.  To this end, we used a bootstrap to assess the reliability of our 
predictions, resampling the the aligned sites.  Although most transcription factors had large 
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confidence intervals, they were dispersed over sufficiently wide intervals such that we could 
form three distinct sets (table 1).  We grouped factors with lower bounds greater than 5.9 into a 
"stringent threshold" set, factors with upper bounds lower than 5.1 into a "lenient threshold" set, 
and factors with upper bounds lower than 12 and lower bounds greater than -2 into a "medium 
threshold" set; transcription factors appear to have variable site affinity requirements.  We use 
these sets in all further analysis.

The affinity-threshold model predicts extant score distributions for most factors
If the affinity-threshold model is a reasonable approximation of the evolution of the 

system, then it should describe other properties of the system beyond the position-specific rate 
variation of binding sites.  One additional prediction of the model is the distribution of binding 
site scores.  For each factor in the groups determined above we sampled the Markov chain and 
computed the mean binding site score under the affinity-threshold model.  We compared this to 
the average maximum score for that transcription factor in ChIP-chip bound regions (fig. 2). 
Although it had a downward bias, the affinity-threshold model predicted the extant distribution 
of stringent- and medium- threshold transcription factor binding sites.  However, it fared worse 
with the lenient-threshold binding sites, suggesting that the evolution of these sites may not 
operate within the simplifying bounds of the model, i.e. perhaps their evolution is governed by a 
more complex fitness landscape instead of our stepwise plateau.  Nevertheless, average 
maximum scores in bound regions for these factors are still found commonly in the genome.

Stringent- and lenient-threshold binding sites have distinct pattens of local evolution
The lenient set of transcription factors allows for binding sites that would be found often 

by chance in the genome.  If this lenient affinity is truly sufficient, these transcription factors 
may rely on other bound proteins to separate desired from undesired binding sites.  In contrast, 
sites meeting the affinity threshold for stringent-threshold transcription factors should be high-
occupancy sites without a need for additional information due to their strong predicted affinity.

To investigate this hypothesis, we counted the average number of different transcription 
factors bound at each promoter for each of the factors used in the Harbison et al ChIP-chip 
experiments.  Let ``lenient-group sites'' refer to sites bound by lenient-threshold transcription 
factors (e.g. Sut1p, table 1), and let ``medium-group'' and ``stringent group'' sites be defined 
similarly.  As expected, the stringent and lenient groups were separated, the lenient group 
promoters having just under three more unique bound factors per promoter for each of three 
binding significance cutoffs.  However, the medium and lenient groups were not well separated.

We used the variation in local substitution patterns to determine whether medium and 
lenient group factors could be distinguished by an enrichment of local binding events.  While 
medium and lenient group sites have similar numbers of different transcription factors bound to 
promoters that they also bind, lenient group sites will have a higher density of other binding sites 
immediately surrounding theirs if recruitment by other proteins is necessary for their function. 
This density should be reflected in the local pattern of evolution, as the sequence will be 
comparatively restrained.

We calculated rates of substitution surrounding the binding sites of stringent-, medium-, 
and lenient-threshold transcription factors.  All transcription factors in each set were pooled and 
the rate of substitution was calculated and summed by distance to the transcription factor edge. 
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All three sets have a reduced rate of substitution at the position adjacent to the binding site (fig. 
3a), suggesting that some of these weight matrices do not describe the entire factor.  Lenient 
group sites have a depressed rate of substitution relative to the areas surrounding the medium and 
stringent group sites (fig. 3b, p < 2e-16,chi**2= 160.8, 1df), consistent with a hypothesis of 
increased local binding.  In contrast, the regions surrounding stringent group sites are marked by 
a shoulder of increased substitution rate (fig. 3a).  This shoulder suggests a model in which high-
affinity sites sterically inhibit transcription factors from binding to adjacent regions, preventing 
them from being used as regulatory material.  The stringent and lenient group sites are 
distinguished by their expected patterns of local substitution rate variation.

Transcription factors may best interact if they are on the same side of the DNA 
[71,72,73], suggesting that binding sites of interacting factors should be phased at approximately 
10.4 base pairs to match the periodicity of the double helix, although this will vary according to 
the particular nature of interaction between the two proteins.  If binding sites coordinated in this 
manner, the substitution rate should match this periodicity.  We evaluated the fit of a model that 
allowed for a 10.4 base pair periodicity in the rate, although the noted variability between 
interacting factors will reduce the quality of this match.  We fit the twenty base region ten bases 
from the edge of the transcription factor, allowing for two turns of the DNA while avoiding 
possible occluding effects of the original bound factor.  The regions local to lenient group sites fit 
this model significantly better than they fit a uniform rate model (fig. 3c, p=.0053, chi**2=10.53, 
2df), while the regions surrounding medium and stringent group sites did not.

Conclusion
We developed a simple model of binding site evolution to investigate the possibility of 

differences in transcriptions factors' requirements for binding site affinity.  Unlike other models 
of binding site evolution, the affinity-threshold model is geared toward understanding the 
transcription factor itself rather than its binding sites.  The model was used to create three groups 
of transcription factors with stringent, lenient, and intermediate requirements for binding site 
affinity, and these groups were supported by the extant distribution of binding sites and their 
distinctive patterns of localized substitution rate.  We note that some factors appear to evolve and 
exist at thresholds that poorly distinguish their binding sites from background sequence, perhaps 
making consideration of context essential for their accurate identification.

Methods
Rate of binding site evolution

We downloaded the S. cerevisiae sequences used in the Harbison et al [44] study and used 
bi-directional best FASTA [74] hits (p < 1e-5) to find the orthologous subsequences in S.  
paradoxus, S. mikatae, S. kudriavzevii, and S. bayanus contigs available at SGD [75].  We 
aligned the sequences using Mlagan [76].

We obtained ChIP-chip binding data from Harbison et al, using all available conditions 
for each factor.  We used a binding p-value cutoff of .001 to determine binding, but the analysis 
was fairly robust to using different cutoffs: we also calculated rates of evolution for of 
transcription factor binding sites for binding p-values of .005 and .0001 and observed similar 
groups, although some stringent-threshold factors were lowered to the medium-threshold group 
using the former data set.  We downloaded weight matrices for 124 factors [66], and we used 
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Patser [77] to designate the highest-scoring subsequence(s) within each bound locus to be the 
subsequence responsible for binding.  This choice precludes the inclusion of many functional 
weak sites, but we wished to minimize the impact of non-functional sites.  Alignment errors, 
binding site turnover, and changes in cis-regulation all will introduce neutral sequence evolution 
into the model training data, biasing our choice of threshold downward.  In particular, Borneman 
et al [78] highlighted rapid changes in binding for two transcription factors across three yeast 
species.  We hoped to minimize the impact of such by imposing minimal criteria for 
conservation: we discarded alignments with gaps and alignments containing a sequence with a 
score beneath zero.  We used maximum parsimony for all determinations of substitution rate. 
Although progress has been made towards determining the neutral mutation processes in S. 
cerevisiae intergenic sequence [79], we wished to avoid remaining uncertainties and so in all 
cases we compared relative rates within the binding site instead of absolute rates.  We did not 
further analyze transcription factors for which we were unable to train on at least two mutations 
per position.  We calculated the Halpern-Bruno rates according to the method described in Moses 
et al [50].

Simulation of the affinity-threshold model
We simulated the affinity-threshold model for a wide range of thresholds for each of the 

124 weight matrices described by MacIsaac et al.  We calculated position-specific substitution 
rates for score thresholds between -10 and the position weight matrix's maximum in increments 
of 0.1.  This process starts with the consensus sequence and is run for eighteen million iterations. 
We determined $95\%$ bootstrap confidence intervals of the best-fitting threshold by finding the 
best-fitting affinity threshold for each of 10,000 resamples of the aligned binding sites.  Software 
will be available from http://rana.lbl.gov/$\sim$rlusk/PSB2008/.

Predicted equilibrium distribution of scores
We sampled every 20,000th sequence generated by the Markov chain for the best-fitting 

affinity threshold model for each transcription factor in the three groups.  We compared the mean 
score of these sequences with the mean maximum score of the sequences meeting a $p<.001$ 
ChIP-chip binding cutoff.

Periodicity testing
We evaluated two nested models against the 10-30 base pair region surrounding each 

binding site.  The first supposed a uniform rate alpha across the region to determine kp Poisson-
distributed mutation events at each position p, and the second added a periodicity of 10.4 to this 
rate with magnitude beta and phase gamma.  tp is the number of gapless alignment columns at 
that position.  The maximum likelihood parameters were discovered by direct search.

L k∣ , , ; t =∏
p=10
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Significance was determined using a likelihood ratio test with beta either allowed to fluctuate 
between zero and one or held to zero.
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Figure 1.  Position specific rate variation and model predictions for (a) Fkh2, (b) Fhl1, and 
(c) Aft2: relative rate vs. position in site.  The black line marks the empirical rates, the dashed 
line marks the Halpern-Bruno predicted rates, and grey line marks the best-fitting affinity-
threshold.  The grey bar contains the set of rates predicted by all affinity thresholds within the 
factor's 95% confidence interval.
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Figure 2.  Predicted average score at best-fitting affinity threshold vs. average maximum 
score in ChIP-chip bound regions.  Stringent-, medium-, and lenient-threshold transcription 
factors presented as black, dark grey, and light grey dots, respectively.
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Figure 3.  Local rate of substitution (subst/site) vs distance to binding site edge (bp). 
The solid, dotted, and dot-dashed lines mark the local rates surrounding stringent-, medium-, and 
lenient-affinity group transcription factor binding sites. In (c), the grey line marks the predicted 
periodic rate of evolution near lenient-affinity group sites.
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Table 1.  Affinity threshold confidence intervals and corresponding site prevalence for 
transcription factors in the stringent (left), medium (middle), and lenient (right) threshold groups. 
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Table 2.  Average number of binding sites per promoter, grouped by best-fit affinity threshold 
and ChIP-chip binding p-value.
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Chapter three:

Spatial promoter recognition signatures enhance transcription 
factor specificity in yeast

Abstract
Transcription factors recognize their target promoters through their sequence-specific 

binding affinity.  However, due to their short length and high degeneracy, transcription factor 
binding sites in yeast have been shown in theory and in practice to be insufficient to mediate this 
recognition alone.  Some factors require their binding sites to exist in a particular arrangement or 
context in order to function, and recent computational work has shown that these patterns, which 
we term promoter recognition signatures, may be a common property of yeast transcription 
factors.  Here we train spatial models of binding site positioning, uncovering this spatial 
information for a large fraction of transcription factors.  Unlike previous work, we focus on the 
characteristics of promoters rather than individual binding sites, allowing us to uncover 
transcription-factor-characteristic differences in site density, which appears to play an important 
role in specificity.  We show that these signatures allow transcription factors with substantial 
differences in binding site specificity to share similar promoter specificities.  We illustrate how 
these signatures greatly increase the information available to the organism for promoter 
recognition.  Finally, we show how these spatial signatures can be brought to bear upon the 
bioinformatic problem of target differentiation.  Signature-derived scores show superior 
performance than those derived from models that do not take into account spatial information 
and, in an appreciable fraction of cases, they outperform ChIP-chip binding predictions.
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Introduction
The regulation of gene expression is mediated by proteins called transcription factors, 

which bind specific gene promoters and work in conjunction with other proteins to either activate 
or repress expression [5,6,7].  How these factors differentiate their proper targets from the rest of 
the genome has become a vibrant question in the study of gene expression.

Transcription factors are throught to recognize their targets primarily through their 
sequence-specific binding affinity.  A typical factor in yeast binds to short, six to ten base pair 
sites in promoters [23], with the strength of this binding depending on the specific sequence of 
the site [25,80].  Both strongly- and weakly-bound sites can impact a gene's expression [81,82], 
giving most factors a diverse repertoire of potential binding sites to recognize.  Accurately 
describing these repertoires is clearly a key step towards our understanding of target 
differentiation.

Early efforts towards this goal focused on consensus sequences: discovering a 
transcription factor's most strongly-bound sequence as well as the positions in this sequence that 
often vary in sites that are also bound and functional.  This representation is computationally 
tractable but is unable to describe weak sites or well differentiate the relative strength of strong 
sites.  Consensus sequences are still in wide use today, but the currently most popular tool for 
describing binding sites is the position weight matrix (PWM).  These matrices describe the 
frequency that each base occurs at each position in bound sites compared to that base's frequency 
in a 'background' model of unbound sequences, converting any given sequence into an often 
unique score.  PWMs can recognize weak sites and theoretical work has also shown the 
generated score to be a maximum likelihood estimate of the biochemical binding affinity of the 
sequence to the factor [25].

While PWMs improve upon consensus sequences, in general they continue to poorly 
identify a given factor's targets.  For many factors, due to the short length of their binding sites, 
even the strongest-binding sequences appear at appreciable frequencies in non-target promoters, 
and potentially relevant weak sites can be found in most promoters in the genome.  Clearly, 
transcription factors rely on more information than is described in PWMs to differentiate their 
targets.  This information could plausibly be found within the site, and repeated efforts have 
focused on discovering previously unmodeled dependencies between positions [32,33,83,35]. 
These efforts have met with mixed success, and currently do not appear to be able to account for 
the missing information.  Alternately, this information could be found in the context of true target 
sites.

This context can take several forms.  Several factors have been shown to have functional 
mechanisms that naturally specify how their location, orientation, and/or density impacts their 
binding and effect on expression.  Rap1's activation activity was shown to be markedly different 
depending on which strand its sites were placed and whether or not they appeared as a tandem 
pair [84, 85].  Reb1 and Abf1 play critical roles in the creation and positioning of nucleosome 
free regions [86], which are precisely positioned with respect to the transcription start site [87]. 
This role suggests that, in turn, Reb1 and Abf1 binding sites must be precisely placed in order to 
function.  Other proteins may be less precisely spaced: the homologous factors Met31 and Met32 
bind DNA but have no intrinsic ability to activate transcription; their role is to recruit the co-
activator Met4 to this sequence [88].  This indirect interaction with the basal transcription 
machinery may allow these sites to be more flexibly positioned.  Finally, beginning with 
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experiments using artificial constructs [89], cooperativity driven by binding site density has long 
been thought to play a role in promoter recognition: if the relationship between site number and 
expression effect is nonlinear, then spurious single sites can be made inconsequential.  Many 
transcription factors, such as Rap1 discussed above, have been shown to bind as dimers.  Other 
factors, Rtg1 and, in A. nidulans, AlcR, bind as monomers but, notably, only recognize and affect 
expression in promoters with a sufficiently high number of binding sites [90, 91, 92]. 
Cooperative effects in these cases could be driven by less precise protein-protein interactions or 
indirectly, through competition with nucleosomes [93, 94].  Taken together, these phenomena 
could create a promoter-recognition 'signature' for the factor that would render many non-target 
binding sites irrelevant for regulation and increase the information available for correct target 
promoter recognition.

Relatively few transcription factors' binding is understood to this level of machanistic 
detail, but several recent computational works have suggested that these promoter recognition 
signatures could be a common property.  Elemento and Tavazoie [95] used a mutual information 
approach to simultaneously discover expression-influencing consensus sequences and their 
location and strand biases, showing that, for a large fraction of the consensus sequences they 
uncovered, location and often strand informed expression.  Following up this work in a larger set 
of factors, Westholm et al [96] found that the location and strand of many consensus sequences 
are distributed non-randomly.  However, all of these studies have focused on a relatively small 
number of factors, used consensus sequences instead of position weight matrices, potentially 
ignoring the effect of weak sites, and, importantly, focused on the properties of individual sites 
rather than whole promoters, disregarding the effect of site density.

Here we develop an integrated statistical model of promoter signatures for a wide variety 
of transcription factors.  We are able to incorporate and discover factor-specific biases in site 
location, strand bias, and density.  Using this model, we are able to show that spatial information 
can, in principle, fully compensate for weakly-defined individual binding sites.  We validate this 
information's target differentiation ability using expression changes in transcription factor 
deletion strains, showing that its target predictions are for most factors better correlated with 
expression change than are predictions from binding site strength, a thermodynamic model, and, 
for an appreciable fraction, ChIP-chip.

Results
Description of the model

We use a hidden Markov model to describe the positions of binding sites for a single 
factor within a set of promoters (fig. 1).  For each promoter, a single binary 'regulation' (R) state 
determines whether or not the emitted sequence will carry the factor's promoter signature.  A set 
of hidden 'site' (S) states generate the observed nucleotide (N) states, one per position in the 
promoter, according to either a background nucleotide distribution or the appropriate position-
specific distribution found within the factor's binding site.  A 'consistency' (C) state generated by 
the last S state ensures that the model generates at least one binding site in each promoter 
carrying the factor's promoter signature.  The model incorporates five parameters: rho, estimating 
the fraction of sequences in the training set that carry the factor's signature, mu and omega, 
estimating the center and width of an enriched region of the factor's binding sites, tau, estimating 
these sites' strand bias, and lambda, a rate parameter which describes the density of sites.  As this 
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poisson-like parameter cannot easily describe the plausible case in which a transcription factor 
relies on a single binding site for recognition, we also train a similar model which generates 
strictly one site per promoter.  We formally describe these models, as well as fitting and 
selection, in the methods section.

These models have several valuable properties. They can take advantage of position 
weight matrices rather than consensus sequences, and, while remaining computationally 
tractable, they are able to integrate over strong and weak binding sites.  Perhaps their key 
property is their agnostic treatment of the shape of the binding site distribution.  As the true 
shape of the spatial distribution of binding sites is unknown, and may differ between factors [97], 
we chose to use a conservative flat distribution, creating a plateau-like region enriched for 
binding sites.

Transcription factors show heterogeneous promoter recognition signatures
We used the Harbison et al [44] ChIP-chip and position weight matrices from the 

MacIsaac et al [66] analysis as the basis for much of our model training.  We screened the 
binding data in four ways.  First, as the position of transcription factor binding sites is much 
more strongly related to the transcription start site than to the translation start site [98], we 
removed 5' untranslated regions from our data.  Second, we only used intergenic regions 
containing highly-conserved binding events [66] to lower the prevalence of bound but possibly 
biologically unimportant sites.  Third, although we placed a conservative upper limit on the 
length of the promoter at 1,000 base pairs, ORFs and other annotated functional sequences were 
replaced by randomly generated background sequence.  Finally, we removed divergently 
transcribed genes: if a binding site has a spatial bias, but we are unable to assign the site 
unambiguously to one start site or another, we add preventable noise to our data.

We fitted our model to all ChIP-chip sets having at least twenty promoters meeting our 
criteria (fig. 2A).  We confirm [96,95,97] the presence of factor-characteristic spatial biases of 
binding sites, extending this analysis to a large number of factors.  For each factor, we used 
likelihood ratio tests over a series of nested models to determine the significance of parameters 
describing the factor's strand and spacing preferences.  As describing binding site density 
requires a slightly different model structure, we determined the significance of this parameter 
using an information criterion.  Although most factors displayed a significant spatial preference, 
and there appears to be a diversity of such preferences, we wondered whether this diversity of 
preferences could be artifacts of differences in promoter length.  For instance, the typical 
promoter region bound by Rpn4 is substantially shorter than the average promoter region; even if 
Rpn4 sites were randomly scattered through this region, we would expect our model to find 
Rpn4 sites to be significantly spatially restricted.  To control for this effect, we trained our model 
on data sets with scrambled binding site positions but conserved promoter lengths and binding 
site composition.  In most cases, these parameters fit significantly worse, suggesting that spatial 
restrictions are driven by more than intergenic sequence length.

We used unbound sequences to control for the effects of weakly or incorrectly specified 
matrices.  If a frequency matrix is likely to appear anywhere, perhaps due to a flaw in our 
representation of background sequence, then our model could associate with that matrix a well-
populated but ultimately meaningless spatial signature.  We compensated for this property by 
fitting our model, for each factor, to regions not bound by that factor in any tested condition.  If 
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we were able to discover any putative signature populated to an appreciable level in these data, 
we consider the original signature suspect and discard it (see Methods).  Although this test is 
conservative, as many factors bind in a condition specific manner, leaving true binding sites 
unbound in these ChIP data, only a handful of factors' spatial signatures failed this test.

Our method is sensitive, discovering a substantially higher fraction of factor-
characteristic spatial patterns of binding sites than has been shown before.  To some extent, this 
is expected, as our method relies on more sensitive frequency matrices rather than consensus 
sequences and is not handicapped by attempting to discover spatial relationships and sequence 
affinity simultaneously.

The tested set of factors exhibits a diversity of spatial patterns.  Several factors have sites 
tightly positioned in relation to the transcription start site.  Notably, we recover the hypothesized 
tight spatial constraint of Reb1 and Abf1 (fig. 3A,B).  Several other factors, including Cbf1, 
Rpn4, and members of the Hap2/3/4/5 complex, also appeared to bind according to tight spatial 
constraints, and we hypothesize that they may operate under similar mechanistic pressure.  Other 
factors, such as Gcn4, bind more broadly (fig. 3C).  Most factors' binding sites were found 
almost up to the start of transcription, but Fhl1 (fig. 3D) was a notable exception.  While 
relatively few factors exhibited a significant strand bias, we recovered the characteristic bias of 
Rap1 sites.

Our model is the first description of location bias to explicitly account for binding site 
density.  While some factors appear to recognize single sites in promoters, the typical factor 
appears to bind to multiple.  If multiple sites are a functional necessity for a transcription factor's 
recognition, then we have, immediately, an intuitive means for increasing a transcription factor's 
promoter specificity.

Spatial information can offset weak binding information
Many eukaryotic transcription factors have binding sites that are short enough, and 

nonspecific enough, that identical copies of functional sites appear in most non-target promoters. 
Examining this formally, Wunderlich & Mirny [99] demonstrated that, unlike those in 
prokaryotes, virtually all transcription factor binding sites in yeast and other eukaryotes do not 
contain enough information to differentiate their targets from background sequence.  They 
proposed that binding site density could compensate.  The information content of a transcription 
factor's binding sites can be quantified as the Kullback-Liebler (KL) divergence between the 
distribution of bases found in these sites and a background distribution [100].  This information 
content has also been used as a metric to compare the specificity of different transcription 
factors.

We desired to use this rich framework to compare the specificity of our predicted 
sequence signatures of target recognition and quantify the increase in specificity they provide 
over binding sites alone.  To this end, we developed a means to calculate the KL divergence 
between each predicted sequence signature and a background distribution not containing any 
binding sites.  For comparison, we created and repeated this calculation in artificial density- and 
spacing-agnostic signatures containing a single binding site in each promoter.  While calculating 
this metric directly is all but impossible, as it requires summing over all possible promoter 
sequences, a sampling approximation produced consistent results (data not shown).

As we expect, a signatures specificity is driven in large part by the specificity of the 
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original binding site (r**2 = .67).  As these sites form the building blocks of any spatial model, 
factors that have well specified binding sites tend, on average, to also have well specified 
promoter signatures.  Even so, there exists considerable variation in matrix specificity given a 
certain promoter recognition specificity.  In figure 4, we illustrate five factors that, while their 
signatures share approximately the same overall promoter recognition capacity, have 
substantially different recognition capacities when spacing, strand, and site density are 
disregarded.  Restriction of these properties is thus able to compensate for a weakly specified 
frequency matrix.

We also note that, for these factors and nearly all others, overall specificity is greatly 
increased by the addition of promoter recognition signatures.  While factors that rely on one site, 
without a strand bias, such as Rpn4, gain only a modest specificity increase due to their spatial 
restriction, most appear to rely on several and show an accordingly large increase in specificity. 
For instance, Msn4's binding site alone carries roughly one nat of information, which, in theory, 
is only sufficient to differentiate one third of the genome as its targets-- a far larger role than 
Msn4, or any other transcription factor in yeast, is expected to play.  However, its promoter 
recognition signature carries more than three nats of information, thought to be sufficient to 
differentiate roughly 250 targets, only slightly larger than the approximately 200 true targets 
Msn4 is expected to have [101,102,103].  For reasons we elaborate upon in the Discussion, we 
do not expect most factors to share this match between calculated specificity and true target size. 
Nevertheless, these promoter signature driven increases in specificity illustrate a route by which 
transcription factors can identify their targets, and, as we show in the next section, provide a 
means by which bioinformaticians might do the same.

Promoter recognition signatures predict expression change in factor deletion mutants
To validate our predicted signatures, we investigated how well they could differentiate 

factor targets genome-wide.  To this end, we measured whether promoters that fit these 
signatures are likely to exhibit expression changes when their target factor is deleted.  Hu et al 
used microarrays to measure genome wide expression changes in transcription factor deletion 
mutants [104].  Importantly, these expression changes are a mixture of direct and indirect effects: 
while direct targets of the deleted factor should show some change in expression, so should 
targets of other transcription factors and regulatory proteins that are impacted, directly or 
indirectly, by the factor's deletion.  As a large expression change of a particular gene can be 
explained without that gene being a target, simple correlation between target predictions and 
expression changes is uninformative.  We avoided these difficulties by focusing on a rank list of 
model predictions: if a model largely predicts targets correctly, its top predictions should be 
correlated with expression change, this relationship deteriorating as more and more promoters 
are analyzed.

Using this framework we compared the performance of our model against three other 
means of predicting factor targets.  The first and simplest ranked promoters by the score of the 
highest-scoring single binding site they contained.  The second was a thermodynamic model 
which was able take advantage of the information found in all of the possible sites to rank target 
promoters.  Importantly, this model does not take into account site location and, unlike our 
model, handles site density only in an additive manner.  The third model simply ranked 
promoters by their ChIP-chip [44] p-value.
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Surprisingly, for several factors, our model equalled or outperformed ChIP-chip target 
predictions.  We illustrate four high-performing promoter signatures in figure 5.  In other cases, 
the results were not so easily interpreted, with different methods' scores being most correlated 
with expression change at different points in the rank list, or, as with Ume6, which is known to 
serve as either an activator or a repressor in different contexts, the sign of the correlation 
fluctuating between negative and positive values.  To compare the overall performance of these 
methods for each factor, we calculated which method's metric produced the largest in magnitude 
statistically significant magnitude of correlation with the expression data at any point in the rank 
list.  Using this measure, where data was available, our model produced the largest correlation 
for fifteen factors, ChIP-chip thirteen, the thermodynamic model nine, and the single matrix 
score model three.  Spatial recognition signatures are thus a potentially useful bioinformatic tool 
for the discovery of transcription factor targets.

Discussion
Spatial specificity compensating for poor site quality

Our principal finding is that transcription factors appear to compensate for poor site 
specificity through the use of well-specified promoter recognition signatures, often including 
restricted spacing, orientation bias, and, most importantly, multiple binding sites.  As has already 
been discussed [99], the binding affinities of transcription factors in yeast, and in all eukaryotes, 
do not specify enough information to differentiate their targets from background DNA.  It has 
been hypothesized 89,99] that this handicap could be overcome through the use of multiple 
binding sites as a recognition signature.

By focusing on the characteristics of whole promoters, and not, as others have, on the 
characteristics of individual binding sites, we are able to recover this property of binding site 
density and show it to be a strong determinant of specificity.  We also confirm that transcription 
factors can have characteristic spatial signatures and significantly expand the repertoire of factors 
known to exhibit them.

We were able to show that some proteins, such as Msn4, appear to specify exactly as 
much information in their spatial recognition signature as would be required to differentiate their 
true target size.  There are a number of reasons why we do not expect this to be a general 
property.  First, there is no fast and accurate method for determining what a factor's true target 
size is.  The number of regions determined to be bound using ChIP-chip varies over more than 
order of magnitude depending on the statistical and conservation criteria employed, and 
disrupting the target factor and searching for affected genes will always recover a mixture of cis 
and trans effects.  Second, our model does not include properties of transcription factors already 
known in anecdotal cases to increase their specificity, such as association with different bound 
factors or tight spacing requirements between co-binding dimers.  Finally, proteins may dictate 
more specificity than they need to simply differentiate their targets.  There is a relationship 
between information and affinity in individual binding sites; if this relationship holds across 
promoters, with highly-specified promoters being bound a greater fraction of the time than 
weakly-specified ones, then promoter specificity could have intuitive implications in chromatin 
remodeling, tight repression, and other biological roles requiring high occupancy.

The use of binding vs. coexpression data
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We used binding data as our source of training sets because it is most convenient, 
allowing us to train models for a large number of factors.  It has a number of shortcomings.  By 
focusing on the most strongly bound sequences in the genome, as we must when using these 
data, we may introduce a bias towards recovering strong sites or large numbers of sites.  Perhaps 
more important, by focusing only on where factors bind, we ignore the arguably significant role 
that spatial signatures may play in the determination of different expression pattens.

The context-specific properties of Rap1 are an illustrative example [84].  Rap1 binding 
sites are essential for the activation of many genes, including ribosomal protein genes and genes 
in the glycolytic pathway.  It also is involved in gene silencing near telomeres and at the silent 
mating loci.  Upstream of ribosomal genes, a particular pattern of binding, with sites arrayed in 
tandem on the coding strand, appears to be critical for maximum expression.  Upstream of 
glycolitic pathway genes, Rap1 usually has one binding site, without an orientation bias, located 
near one or more Gcr1 binding sites and is apparently essential for the binding of Gcr1.  In 
telomeres, Rap1 appears to bind to a slightly different frequency matrix, perhaps brought about 
by changes in protein conformation.  Several other proteins, such as Cbf1, share Rap1's diversity 
of function and could potentially share its diversity of spatial signatures.

By focusing on binding instead of expression, we sum over all of these spatial signatures 
and likely reduce our ability to detect any of them.  While we recover Rap1's orientation bias 
upstream of ribosomal proteins, we mistakenly predict this feature to be general.  [96] found a 
greater prevalence of orientation biases of transcription factor binding sites when they used 
coexpression rather than binding data, suggesting that promoter signatures may be more coherent 
in coexpression data sets.  Although they are more limited, due to our inability to assign many 
factors to sets of coexpressed genes, the application and analysis of our model's behavior on 
these sets is a natural next step.

Use of promoter recognition signatures as a tool
Due to its substantial advantages in time and expense, especially in non-model organisms, 

computational means of predicting transcription factor targets have been a long sought-after goal. 
We show that our model has improved performance over a simple thermodynamic model and, 
indeed, in an appreciable fraction of cases, can produce scores that are more predictive of 
expression change than p-values from the landmark Harbison et al [44] ChIP-chip experiments. 
Although we cannot address whether low-scoring promoters by our metric are indeed not bound 
by this method, due to the abundance of trans effects in deletion mutants, we look forward to 
comparing our models' performance in curated target sets against ChIP-chip and other models.

Methods
Preparation of promoter regions

We downloaded intergenic regions pre-screened for annotated features 
('NotFeature.fasta') from the Saccharomyces Genome Database and used the results of [105] to 
remove the 5' UTRs.  Where data was unavailable, we removed the median 5' UTR length from 
the beginning of the sequence.  We trimmed these sequences to a maximum length of 1,003 base 
pairs, and we added masking 38% GC content sequence to the 5' ends of sequences shorter than 
1,003 base pairs.  Finally, we discarded upstream regions that were noted in MacIsaac et al [66] 
to be part of divergent promoters.
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Description of model and algorithm implementation
The model is constructed as a directed graph closely related to a standard first-order 

Hidden Markov Model.  There are four classes of variables.  Hidden 'S' variables emit observed 
'N' nucleotides.  There are three 'background' S states in addition to states representing every 
forward and reverse position in the frequency matrix: B0 never transitions to any other state, 
while B1N and B1S can transition to frequency matrix states.  Binary 'R' variables at the 
beginning of the S chain determine whether the nucleotide sequence will contain a promoter 
recognition signature by determining whether the first S state will be B0, B1N, or a frequency 
matrix state.  At the end of a series of frequency matrix states, a B1S ('site Seen') state is emitted 
unless another matrix is started immediately.  An observed consistency 'C' variable at the end of 
the 'S' variables takes its observed positive value when the trailing S state is either B0 or B1S, 
having the effect that all sequences emitted with a promoter recognition signature contain at least 
one binding site.  A related model, here termed the 'monosite' model, can only emit frequency 
matrix states from the B1N state.  We term the original model the 'multisite' model.

The nucleotides are emitted according to the frequencies in the given frequency matrix or 
from a background model weighted by GC content.  In all above analysis, GC context was set 
at .38.

The value of the R state is given by:
P R=

 R=1
1−

 R=0

Frequency matrices can be emitted in either the forward or reverse orientation according 
to a parameter tau.  The probability of emitting a frequency matrix from either B1S, B1N, or 
finished series of frequency matrix states is:

P  site=


1e ∣p−∣−

This value is multiplied by tau or 1-tau depending on the orientation of the matrix.  This 
creates a plateau-shaped distribution of binding sites, with mu and omega specifying the center 
and spread, respectively.  eta either smooths or sharpens the boundaries of the plateau and was 
set to .1 for all described experiments.

We use the EM algorithm to fit the parameters, starting iterations from fifteen different 
sets of spatial parameters.  The expectation is performed using message passing, and maximum 
likelihood estimates for rho and tau are calculated analytically.  We use simulated annealing to 
optimize lambda, mu, and omega simultaneously.  We implemented the algorithm in C using the 
GNU Scientific Library and, for information and likelihood calculations, the GNU Multiple 
Precision Arithmetic Library.  The implementation is parallelized with MPI but can be run as a 
single process.

Spacing controls
We spatially scrambled the original training sets in an iterative fashion.  First, we 

duplicated each set to a minimum size of 600 sequences.  Then, at each iteration, we picked a 
random sequence of length between 5 and 75.  We checked if this sequence had any binding sites 
of score zero at its borders, and if it did, we repeated this process until we found a sequence that 
satisfied this requirement.  We then chose another sequence and random of the same length and 

29



repeated this process.  Once a matching sequence was found, we traded the two sequences.  We 
repeated this process 100 million times.  We fitted the same number of parameters to these 
models as were fitted to the originals, and we then repeated the original optimization process, 
constraining the values of mu and omega to the shuffling-derived values.  We determined 
significance using a likelihood ratio test with two degrees of freedom.

Unbound regions were defined as those which had a ChIP-chip binding p-value greater 
than .5 in every tested condition.  For each factor, we assembled 20 sets at random from 
intergenic regions meeting this criteria, fitting each set starting from 20 different starting points. 
A factor's signature was discarded if either: (a) finding the maximum trained rho in each set, if 
the median of these maximums exceeded .15, or (b) any trained rho value across these 400 
fittings exceeded the rho value found in the factor's signature.

Information calculation
We used sampling to approximate the KL divergence between our promoter signatures 

and a simple background model specified only by GC content.  The exact formulation of this 
divergence is specified as:

KL=∑
{N }

P {N }∣signature log  P {N }∣signature 
P {N }∣background  

By sampling from the model, we are able to replace P(mod) by < 1 / N > , below.  {S} 
refers to a sampled promoter.

KL≈
1
N
∑
{S }

log  P {S }∣signature 
P {S }∣background  

Recovery of expression change
We compared four methods in their ability to recover the expression changes found in 

transcription factor deletion mutants (as described in Hu et al [104]). For each method, we 
ranked all promoters according to the metrics described below, and then performed a Spearman 
rank correlation test on each set in a descending rank list.

For the matrix method, we ranked intergenic regions by their highest-scoring motif, for 
the ChIP-chip method, we ranked intergenic regions by the smallest p-value observed across 
conditions, and for our promoter signature method, we ranked intergenic regions by the expected 
value of the R state given by the model.  While the rho parameter does not affect rank, we 
calculated the expectations using rho=.5.

The thermodynamic method relied on the framework described by Stormo [25].  We 
assumed for each factor that the cell contains a single protein competed for by all of the different 
intergenic regions.  We ranked these regions by their probability of being bound by that factor. 
The probability of any given binding site being bound being:

P S is bound =
eH b ,i⋅S

Z
where Z is the sum of all the affinities found in the set.  Thus, the ranking metric, the 

probability that at least one binding site is bound, is given by:
P Promoter bound =1−∏

S

1−P S  is bound 
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Figure 1.  Description of the model.  The model is a directed graph described in the text.  A 
binary regulation variable (green) determines whether a set of state variables (yellow) will emit 
the observed nucleotides (red) according to a GC-content based background model or a promoter 
signature model containing one or more binding sites.  An observed binary consistency state 
(orange) ensures that every sequence generated by a promoter signature contains at least one 
binding site (see Methods).
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Figure 2.  Description of promoter signatures.  Promoter signatures for all transcription factors 
with more than twenty screened bound intergenic regions, excluding those with trainable 
signatures in unbound regions.  Sequence logos depict the frequency matrices described in the 
main text.  The blue enriched region portrays μ plus or minus ω.  Regions in gray are those that 
either failed the shuffling test or did not have statistically significant trained parameter values for 
μ and ω.  The strand column depicts strand bias, from 100% reverse-strand bias (green) to 100% 
forward-strand bias (red).  Circles in the count column depict the expected number of binding 
sites per promoter.  Grey circles correspond to those sequences that better fit the monosite model.
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Figure 3.  Transcription factors exhibit a diversity of spatial preferences.  Score density is 
plotted against position.  Score density is defined as the sum of positive log-two position weight 
matrix scores  in a twenty base window, divided by the total number of possible binding site 
positions within that window of the training data.  Black line is the simulated background score 
density; grey area is the 95% confidence interval about that line.  Confidence intervals are wide 
in windows far from the transcription start site due to the low number of intergenic regions in the 
training data reaching this distance.  Green area is weighted by the model to be part of the 
promoter-signature distribution; black area is weighted by the model to be part of the background 
distribution.  Depicted factors are (a) Reb1, (b) Abf1, (c) Gcn4, and (d) Fhl1.  No intergenic 
region used to train Fhl1's spatial signature is as long as 1,000 base pair, creating a blank area.
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Figure 4.  Promoter signatures compensate for and increase the information available to 
weakly specified binding sites.  Information content of promoter signature (orange) and single 
binding site model (blue) for five transcription factors.
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Figure 5.  Spatial signature scores are well correlated with expression change in 
transcription factor deletion mutants.  For Rpn4, Sum1, Mbp1, and Rap1, correlation 
coefficients plotted against data set size by metrics generated by promoter signatures (blue), 
ChIP-chip (black), maximum matrix score (dark red), and a thermodynamic model (red).  For 
each size N, and metric, the correlation is calculated between the top N promoters by that metric 
and these promoters' expression change in a deletion mutant.  Statistically significant correlations 
(p < .05) are plotted in bold.
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Chapter four:

Evolutionary mirages: selection on binding site composition creates 
the illusion of conserved grammars in Drosophila enhancers

Abstract
The clustering of transcription factor binding sites in developmental enhancers and the 

apparent preferential conservation of clustered sites have been widely interpreted as proof that 
spatially constrained physical interactions between transcription factors are required for 
regulatory function. However, we show here that selection exclusively on the composition of 
enhancers, and not their internal structure, can also lead to the accumulation of clustered and 
overlapping sites with evolutionary dynamics that suggest they are preferentially conserved. We 
simulated the evolution of idealized enhancers from Drosophila melanogaster constrained only 
to contain a minimum number of binding sites for one or more factors. Under this constraint, 
mutations that destroy an existing binding site are tolerated only if a compensating site has 
emerged somewhere else in the enhancer. When the binding specificities of the modeled factors 
permitted their binding sites to overlap, we observed a significant increase in the evolutionary 
half-lives and equilibrium density of overlapping sites, primarily because 
mutations that affect more than one site are accepted far less frequently than those affecting 
single sites. In our simulations, sites also tended to become closer over time, a result of the 
strong bias for deletions over insertions in Drosophila. The progressive decrease in spacing 
between sites leads to an overall clustering of sites in the absence of any selection for it, and, 
because the effect is strongest for the oldest sites, it creates the false impression that proximal 
sites are more conserved. In simulations of enhancer conservation following speciation, sites 
tend to be closer together in descendent species than in their common ancestors, violating the 
common assumption that apparent conservation of a feature in existing species reflects its 
ancestral state.  Finally, we show that selection on binding site composition alone can 
recapitulate the observed number of overlapping and closely neighboring sites in real D. 
melanogaster enhancers. Thus this study calls into question the common practice of inferring 
“cis-regulatory grammars” from the organization and evolutionary dynamics of binding sites in 
developmental enhancers.
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Introduction
The transcriptional output of developmental enhancers is affected by the spatial 

organization of the transcription factor binding sites they contain. The relative positioning of 
sites is known from individual cases to modulate direct competition between factors for the same 
site [20,106], cooperative and repressive interactions between transcription factors [107,108], 
and the formation of higher order regulatory complexes [11,109,110]. However, we have a 
precise understanding of the relationship between binding site organization and function for few, 
if any, developmental enhancers. 

In the absence of efficient experimental protocols for dissecting enhancer function, recent 
efforts have attempted to infer functional constraints on binding site organization from the 
distribution and evolution of binding sites in enhancers of interest.  For example, we examined 
developmental enhancers in species distantly related to D. melanogaster and found a strong 
preferential conservation of overlapping and proximal sites [60], a result which was confirmed 
by a recent survey of enhancer evolution across the twelve sequenced Drosophila genomes [38].  
Others have focused on the density of overlapping and proximal sites, finding that both are 
significantly enriched [39,40].  All of these studies, including ours, reached a similar conclusion: 
that the evolutionary dynamics of binding sites in developmental enhancers suggest that 
clustered and/or overlapping sites are common functional necessities for enhancer activity.

This shared conclusion was premised on the idea that the observed non-random 
arrangement of sites must be a result of selection on the relative positioning of sites within 
enhancers. However, alternative explanations for these phenomena, especially the possibility that 
such arrangements might arise as a byproduct of other mutational and selective pressures [111], 
have not been explored.  We were interested, in particular, in how selection to maintain the 
composition of enhancers might affect the distribution of binding sites within them. 

Here we simulate the evolution of real and synthetic D. melanogaster enhancers 
constrained only to maintain their binding site composition, and investigate the spatial 
organization of binding sites within enhancers evolving with no direct selection on the 
arrangement of sites within the enhancer. We show that a simple global constraint on enhancer 
composition is sufficient to produce many of the organizational and evolutionary features 
observed in real enhancers, including enrichment and apparent conservation of overlapping and 
clustered sites. 

Results
Simulating enhancer evolution

To explore the properties of enhancers evolving under selection on binding site 
composition, we created synthetic enhancers in which a predefined number of binding sites for 
one or more transcription factors were randomly positioned in a background of randomly 
generated sequence with the same composition as D. melanogaster non-coding DNA. We 
subjected these synthetic enhancers to random mutations sampled from the distribution of 
substitutions, insertions and deletions observed in D. melanogaster [112]. If the number of sites 
in the entire enhancer fell below a specified threshold, we rejected the new sequence. Otherwise, 
it was carried through to the next mutational step (Figure 1). 

We compared the behavior of this model of the evolution of a single enhancer with a 
strict fitness cutoff to simulations of a large population of enhancers in which suboptimal 
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sequences were assigned a fitness penalty rather than being immediately removed. None of the 
measures of binding site distribution and evolution discussed below differed appreciably between 
these models (see Appendix A). 

Since these population simulations required significantly greater computational resources, 
we present only the results of the simpler model below.

Binding site turnover
The most basic property of our model of enhancer evolution is that most mutations that 

destroy a binding site will be rejected, as they bring the number of sites present in the enhancer 
below the specified fitness threshold (Figure 1B). However, the small size of most binding sites 
means that they are generated de novo by random mutation at an appreciable rate. And, once new 
sites are generated, mutations that destroy existing sites will be tolerated (Figure 1C), leading to 
non-homologous site conservation, or “binding site turnover” [56,58,59,113].  

The rate of turnover of different factors in real enhancers is not the same.  To examine the 
extent to which this rate variation reflects inherent properties of the turnover process itself, and 
not differential selection on binding site positions, we simulated the evolution of enhancers 
constrained only to have a single site matching real, or randomly generated, transcription factor 
specificities. The rate of turnover varied considerably, depending on the size of the recognition 
site, its base composition and degeneracy (Figure 2), with the variance primarily due to variation 
in the rate at which new binding sites are generated from random DNA. Since high-information 
sites are generated from random sequence at a lower rate, they turn over more slowly. 

The expected half-life (measured in mutational distance) of Bicoid (BCD) and Krüppel 
(KR), two typical D. melanogaster transcription factors were between one and two substitution 
per site, or around 50 to 100 million years. This is consistent with published estimates of the 
turnover rates for functional sites in real enhancers, which has been estimated to be around one 
to two turnover events per site per hundred million years [59,114].  We found other factors, such 
as Hunchback (HB) and Giant (GT), to have a shorter half-life than expected in our simulations, 
due to autocorrelations in their matrices not usually found in the randomized matrices.

Selection on binding site composition alone leads to conserved structure in enhancers
Some transcription factors overlap in their binding specificities, such that the same bases 

can be parts of binding sites with multiple factors. For example,  BCD and KR have overlapping 
specificities [115-117], and in specific cases competition between them for overlapping sites 
plays an important role in producing specific expression patterns [118,119]. The high frequency 
of overlapping BCD and KR sites in other embryonic enhancers has been used as evidence for 
the generality of this mechanism [39].

However, when we simulated the evolution of synthetic 1,000 bp enhancers constrained 
to contain five BCD and five KR sites in 1,000 base pairs, we find an almost twofold elevation in 
the frequency of overlapping BCD and KR sites compared to the random expectation BCDKR 
(Figure 3A).  Thus selection acting to preserve enhancer composition alone indirectly leads to 
“higher order” structure in enhancers. This phenomenon is not specific to BCD and KR, rather it 
is a general property of factors with overlapping binding specificities (data not shown). 

The increase in the density of overlapping sites is almost entirely due to their increased 
half-life relative to isolated sites. In the BCD/ KR simulations described above, which had no 
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explicit selection to maintain overlapping sites, overlapping sites persisted 1.5 to 2.0 times longer 
(depending on the specific choice of matrix) than isolated sites (Figures 3B, S1-2). 

This difference in half-life between overlapping and isolated sites not only increases the 
density of overlapping sites, it significantly alters how they are classified in comparative 
genomic analyses. Their longer half-life means that overlapping sites are more likely to be found 
at orthologous positions in related species. In particular, at evolutionary distances in the range 
typically used for comparative analyses (around one substitution per site) the likelihood of 
finding an orthologous overlapping pair of BCD and KR sites is two times larger than the 
likelihood of finding an orthologous singleton site (Figures 3B, S1 and S2). 

Thus, our simulations show that selection to maintain enhancer composition not only 
leads to an increase in the density of overlapping sites, it also makes it appear that selection is 
acting to specifically preserve them.

A deletion bias induces conserved binding site clustering
Binding sites in real enhancers are clustered, with an excess of short inter-binding-site 

distances at the expense of long ones [39,40]. This clustering has been interpreted as evidence 
that long-range interactions between transcription factors or between transcription factors and 
nucleosomes are required for proper gene regulation [39,40]. 

However, in our simulations, we also observed an increase in the proportion of small 
spacers (Figure 4A). This induced binding site clustering occurred whenever the mutation model 
included a bias for deletions over insertions, a known property of Drosophila species [120]. 
When simulations were run with only point mutations, or with balanced insertions and deletions, 
no increase in short spacers was observed. 

Unlike point mutations, deletions can disrupt multiple non-overlapping binding sites. In 
our simulations, deletions affecting two or more sites were less than half as likely to be accepted 
as deletions affecting single sites (10.5% compared to 23.2% of the time). Thus it is possible that 
the induced binding site clustering arises from the protective effect proximal sites have against 
each other’s deletion (Figure 4B). Indeed, in simulations that exclusively involved deletions, 
tightly-spaced but non-overlapping sites showed a substantial increase in half-life (Figure S3). 
However, in simulations with a realistic balance of mutations and indels this effect was minimal 
(Figure S4), as the frequency of multi-site deletions was low relative to single site deletions and 
point mutations. 

Instead, the induced binding site clustering appears to be driven simply by the deletion of 
spacer DNA between sites. Since, in our simulations, deletions between sites occur more 
frequently than sites are lost, sites get closer together over time, distorting the distribution of 
inter-site distances. A corollary of this phenomenon is that sites that are observed to be close 
together tend to be older, and therefore more likely to be labeled as conserved, than isolated sites 
(Figure 4C). Thus, both binding site clustering and an apparent preferential conservation of 
clustered sites are expected to occur even in the absence of any selection on enhancer 
organization. 

A deletion bias distorts evolutionary inference
Sequence features is present in multiple related species are generally considered to reflect 

those found in the shared ancestor, whether through selection or simply common descent. 
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However, the deletion bias induced tendency for sites to get closer together over time distorts 
this relationship. To illustrate this, we placed two sites at a fixed distance and monitored the 
distance between sites over time in a large number of independent simulations. With indels, but 
no bias towards deletions either in frequency or in average length, the intersite spacing quickly 
diverges between simulations (Figure 5A). However, with the observed Drosophila deletion bias, 
the spacing between sites in the different simulations is strongly correlated (Figure 5B). Thus, 
with a deletion bias, the spacing between sites after speciation will appear conserved and yet not 
reflect either selection or the ancestral state. 

To examine how this relationship between inter-site spacing and age might affect 
evolutionary inference, we simulated the divergence after speciation of regulatory sequences 
containing pairs of binding sites separated by varying distances. We then compared, at different 
times after divergence, the inter-site spacing in orthologous evolved sequences.  For each of 
these cases, at varying times after divergence, we performed a simple test of spacing 
conservation, assessing whether both orthologous pairs of binding sites met an arbitrary spacing 
criterion.  If both did, their spacing was considered to appear conserved.  We observed that, with 
or without a deletion bias, this result often appeared by chance (fig. 5C).  However, incorporation 
of a deletion bias substantially increased this misleading appearance of conservation, and at 
longer timescales, an appreciable fraction of sites that were distantly separated in the ancestor 
appeared to share a conserved close spacing in the descendants (fig. 5D,E).

A plausible evolutionary scenario explains positional information in a Drosophila enhancer
To assess whether the above-described effects could replicate the degree of binding site 

overlap and clustering that is observed in extant enhancers, we simulated the evolution of the 
well-characterized eve stripe 2 enhancer [119]. with compositional constraints derived from the 
extensive biochemical and genetic literature on this enhnacer. In particular we required five KR, 
10 BCD, three HB, and five GT sites [121], and a single Zelda [122] binding site 
(see Table 1). We also required that a certain number of sites for each factor be predicted high-
affinity sites (based on the number of high-affinity sites in the D. melanogaster enhancer).  

We simulated 1,000 replicates of this enhancer to twenty substitutions per site, and found 
that both the number of overlapping BCD and KR sites, and the number of sites in close 
proximity to others, in the real enhancer were well within the range typically generated by this 
architecture-free evolutionary model (Figure 6A,B). 

Discussion
New molecular methods and ever more sophisticated computational approaches have 

made significant progress towards understanding the mechanisms of gene regulation.  Sequence 
affinities and binding sites for many transcription factors in many organisms are known, and 
increasing attention is now being paid to the 'grammar' that may link them together [81,123,124]. 

A common strategy in our work and that of many of our colleagues has been to infer 
functional constraints on enhancer activity from the apparent conservation of aspects of the 
organization of transcription factor binding sites within enhancers. However, the results of the 
simulations presented here show that many of our conclusions were based on naïve assumptions 
about the expected distribution of binding sites in enhancers evolving with no constraints on their 
organization. 
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The value of simulations
In retrospect, the properties we observed are straightforward consequences of coupling 

selection on binding site composition with a deletion biased mutational process. One does not 
need simulations to see why overlapping sites will clearly turn over less frequently than isolated 
sites, that a deletion bias will drive sites closer together over time, and how both phenomena 
distort comparative analyses.

But as self-evident as these results may appear, they have never been noted before, 
despite more than a decade of intense comparative genomic analysis of enhancer structure and 
function in Drosophila. Indeed prior to performing these simulations we did not consider that the 
clustering of binding sites in Drosophila enhancers might arise from a deletion bias. We simply 
attempted to have our simulations accurately reflect the underlying mutational process in our 
simulations, with the consequences evident only in the results. This highlights the value of the 
simulations of simple evolutionary processes in uncovering unappreciated consequences of our 
models and assumptions.

Furthermore, while the general effects of selection on binding site composition and of a 
deletion bias can be intuited, specific quantitative aspects of the model are difficult to work out 
analytically. For example, while we have developed a mathematical model for the effect on half-
life of overlapping sites in enhancers (see Appendix B), it is difficult to extend this model to 
enhancers with multiple sites. Simulations can answer these questions simply and effectively. 

Generality
The simulations we performed here used non-coding DNA, transcription factor binding 

sites and mutation patterns from Drosophila. Interspecies differences in the composition of non-
coding DNA, specificity of transcription factors and base substitution patterns will have minimal 
effect on our conclusions. But differences in the indel rate and the balance of insertions and 
deletions could significantly alter the existence or magnitude of the induced binding site 
clustering. Although the deletion biased mutation process we used in our model is often thought 
of as a Drosophila specific phenomena, there is increasing evidence that short indels are deletion 
biased in all species [125-130]. Thus, we expect this effect to be general, although the magnitude 
will differ depending on the indel rate and bias (see Appendix C). 

Conclusions
Lynch has eloquently argued that biologists are often too quick to assume that organismal 

and genomic complexity must arise from selection for complex structures, and too slow to adopt 
non-adaptive hypotheses [111]. Our results lend additional support to this view, and extend it to 
show that indirect and non-adaptive forces can not only produce structure, but also create an 
illusion that this structure is being conserved. 

We do not doubt that many aspects of transcriptional regulation constrain the location of 
transcription factor binding sites within enhancers. Indeed a large body of experimental evidence 
supports this notion, and we remain committed to identifying and characterizing these 
constraints. But if this process is to be fueled by comparative sequence analysis, as we believe it 
must be, it is essential that we give careful consideration to the neutral and indirect forces that we 
now know can produce evolutionary mirages of structure and function. 
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Methods

Simulation of enhancer evolution
Starting sequences 1,000 basepairs in length were generated randomly to match the base 

composition of D. melanogaster non-coding DNA, and binding sites were added to bring the 
starting density of sites to the specified thresholds. Mutations were sampled randomly from point 
mutations, insertions, and deletions. 80% of mutations were point mutations generated from an 
HKY85 [36] model with GC content 40% and kappa two; 12% were deletions and 8% insertions 
with size distributions drawn from [112]. The deletion bias (60%), and proportion of all 
mutations that were indels (20%), were also according to [112]. Except where noted, simulations 
took place for 100,000 mutation/selection rounds.  Insertions and deletions inside this sequence 
respectively removed or added base pairs at the nearest edge of the sequence.  All new base pairs 
added were drawn from a 40% GC content random pool of bases. The simulation software was 
written in Python and utilizes the Motility [131] binding site identification package.  

In the simulations in presented in figure five, we sought only to examine the evolution of 
site spacing over time and not the conservation and/or turnover of individual binding sites.  Thus, 
we preconditioned in each case that neither could binding sites be generated from random 
sequence nor could existing binding sites be disrupted.  To this end, in these simulations, all 
mutations affecting positions contained within existing binding sites were considered precluded 
by selection and discarded, and, similarly, the sequence was not scored for new binding sites 
created by mutations. We generated figures A-B and C-E, respectively, by simulating 980,000 
and 480,000 300 base pair sequences to thirty and ten substitutions per site.  In the even indels 
case, the distribution of insertion lengths was set equal to the distribution of deletion lengths.

Simulations using BCD and KR used matrices from in vitro footprinting [132], one-
hybrid assays [133], and SELEX [46], with cutoff scores chosen to match expected numbers of 
their sites in the even-skipped stripe two enhancer: 5.5, 4.9, and 4.1 for BCD and 5.6, 4.1, and 0.0 
for KR for the three sources of matrixes. GT and HB matrices were taken from footprinting and 
were both required to meet a score cutoff of 4.9.  Unless noted otherwise, simulations used 
matrices from the footprinting data set. 

Properties of the simulations were computed following a lengthy (~30 subs/site) burn-in 
period that allowed the randomly generated starting model to reach equilbrium. We tested several 
sets of neutral mutation and selective parameters to make sure this burn-in period was sufficient 
(fig. S5-7).

Generation of randomized binding sites
We chose binding site lengths randomly between five and twelve.  At each position, we 

chose a consensus nucleotide and assigned its frequency by sampling a Gaussian with mean 0.8 
and standard deviation 0.2.  Subsequent nucleotide frequencies were chosen similarly, each being 
given a frequency chosen from a Gaussian with a mean and standard deviation of 80% and 20% 
of the remaining probability mass, respectively.  Weight matrices were constructed against a 40% 
GC bias and threshold scores were sampled from a uniform distribution spanning zero to the 
maximum scores of the sites.  Information content was calculated by weighting all N-mers above 
the score threshold with the GC bias and subtracting the information in an N-mer of random 
sequence of equal length and GC bias.  
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Conditional probability of overlapped sites
To find the expected probability KR and BCD sites would overlap in random DNA, we 

sampled random ten-mers from a 40% GC background distribution. If this sequence contained a 
KR site, then we added flanking sequence of length N-1, where N is the length of a BCD site. If 
this sequence also contained a BCD site, then we considered it as an overlap. The probability of a 
BCD site generating a KR site was found in an analogous manner. The post-selection conditional 
probability was directly calculated by simulating an enhancer with five sites for each 
transcription factor as described above and counting observations of singleton and overlapped 
binding sites.

Half-lives of binding sites
We determined the half-lives of sets of binding sites by randomly sampling individual 

sites in our simulations and observing their degradation as the simulations progressed.  Our data 
consisted of simulations of 1,000 enhancers, each run for 30,000 iterations.  For each enhancer, 
after a burn-in period of 10,000 iterations, we took a 'snapshot' of the binding sites present every 
3,000 iterations.  In each subsequent iteration of the simulation, the presence or absence of each 
binding site in the snapshot was assessed: if it had been destroyed by a point mutation or indel in 
that iteration, then a site 'death' was recorded.  This process was repeated for 2,000 post-snapshot 
iterations of the simulation. 

Generation of the even-skipped stripe two enhancer
We used one-hybrid binding sequences for Hunchback, Giant, BCD, and KR from [39] 

and created weighted matrices as described.  We used the same methods to generate a Zelda-
consensus matrix from the sequences listed in [134].  Our enhancer sequence and matrices can be 
found at http://rana.lbl.gov/~rlusk/mirage/. In order to determine the required number of sites for 
each matrix, we assessed the number of hits it had to the eve stripe 2 sequence at several score 
cutoffs.  If the number of hits at a given score cutoff exceeded the number expected by chance, 
then this number/score cutoff pair was accepted as a requirement, provided that it did not 
substantially increase the total required number of sites for that factor beyond that described in 
[23]. The constraint on the enhancer is available in the supplementary materials (Table 1). 
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Table 1. Modeled constraint on eve stripe 2 enhancer

Factor Threshold Count
CAGGTAG 9.0 1
Giant 5.0 1
Giant 2.5 4
Bicoid 7.0 3
Bicoid 4.5 7
Kruppel 8.0 1
Kruppel 7.0 2
Kruppel 4.0 2
Hunchback 7.0 1
Hunchback 5.0 2
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Figure 1.  Simulation of enhancers under a compositional constraint

A. We started each simulation with, for example five BCD (red triangles) and five KR (blue 
circles) binding sites randomly positioned in a randomly generated 1,000 basepair sequence 
generated with p(A)=p(T)=0.3 and p(C)=p(G)=0.2. Each iteration in the simulation involved a 
mutation step followed by selection requiring that at least five BCD and five KR sites be present. 
B.  A deletion (red bar) eliminates a KR site bringing the total number to four, and leading to the 
rejection of the mutation.
C.  A mutation creates a new KR site (bringing the total to six) and is accepted. The subsequent 
deletion of an original KR site (red bar) does not reduce the total below five and is accepted, 
leading to a binding site turnover event. 
D. Sample run of the simulation over 1,500 mutation-selection rounds.  The course of the 
simulation proceeds from top to bottom, with BCD sites represented in pink and KR sites 
represented in blue.  Overlapped BCD/KR sites are darker and purple.
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Figure 2.  Rate of binding site turnover is correlated with information content

The log of the half-life of different artificial and real binding sites against their specificity. 
Synthetic binding sites are plotted in gray, while sites derived from Drosophila transcription 
factors are highlighted: KR (blue oval), BCD (red triangle), Giant (GT, green diamond), and 
Hunchback (HB, cyan hexagon).  Specificity is defined as the difference in the information 
between the binding site and a random sequence of the same length.
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Figure 3.  Overlapping binding sites are enriched and “conserved” in simulated sequences

A.  The post-simulation (S) probability of observing a KR site conditioned on seeing a BCD site 
(blue) and a BCD site conditioned on seeing a KR site (red) is  significantly higher than the 
expected probability (E) in random DNA for binding matrices derived from in vitro footprinting. 
B. Overlapping sites (solid line) are more likely than isolated sites (dashed line) to persist in 
simulations at a wide range of mutational distances.
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Figure 4.  A deletion bias leads to clustering of sites and the apparent conservation of 
clustered sites

A.  The distribution of spacer lengths between binding sites during simulations in which 0% 
(black), 20% (light green), and 40% (dark green) of mutation events are indels with a 3:2 
deletion:insertion bias.  
B.  The percent probability that a deletion event affecting a given binding site is accepted by our 
selective process for adjacent sites (Adj; sites that are touching) or far sites (Far; those with a 
spacer of at least twenty base to the nearest neighboring site).
C. The distribution of the average age of binding sites as a function of their distance to their 
nearest neighbor shows that clustered sites appear more conserved than isolated sites, even 
though no such selection was applied in the simulations. 
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Figure 5.  A deletion bias reduces the functional information that can be derived from 
spatial conservation analysis

A-B.  Following an initial starting condition where two binding sites are 100 base pairs apart, the 
evolution of their spacing is simulated where either (A) there is no bias towards deletions or (B) 
the distribution of indels approximates that found in Drosophila.  The probability of observing 
the sites separated by a given distance after a given number of substitutions is shown on a scale 
of deep blue (zero) to deep red (≥ 2%).  Without a deletion bias, site spacing rapidly becomes 
unpredictable.  However, the deletion bias, on average, ratchets sites together over time, 
correlating any two pairs' of sites evolution.
C-E.  After starting 30 (C), 50 (D), or 100 (E) base pairs apart at a speciation event, orthologous 
pairs of sites are subjected to a simple test of spacing conservation.  If both pairs of sites are 
separated by a distance of 30 base pairs or less after diverging by a certain number of 
substitutions, their close spacing is considered 'conserved.'  We plot the chance that, given that 
none of the sites themselves have degraded, this apparent conservation could be created by a 
neutral model.  This neutral model may have a balance of insertions and deletions (blue) or a 
deletion bias approximating Drosophila's (green).  When no deletion bias is present, the chance 
that apparently conserved spacing is explained by neutral forces decreases over time, allowing 
better discrimination of 'true' conservation via negative selection.  Drosophila's neutral mutation 
pattern not only reverses this trend (C), but also induces a substantial fraction of originally 
distantly-spaced sites to appear to have a conserved close spacing (D, E).
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Figure 6.  Simulations recover the grammar of the eve stripe two enhancer

One thousand simulations of the eve stripe 2 enhancer (see Methods) resulted in variable 
numbers of overlapping BCD and KR sites (A, grey histogram) and sites within 10 basepairs of 
each other (B, grey histogram). The number of overlapping BCD/KR site pairs, and closely 
spaced sites in the real eve stripe 2 enhancer are shown in red. That the real numbers are 
comfortably within the range produced by these simulations demonstrates that the higher-order 
structure in real D. melanogaster enhancers could plausibly have arisen solely from deletion 
biased mutation and selection to maintain binding site composition. 
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Figure S1.  The half-life of overlapping or singleton sites computed using BCD and KR 
specificity matrixes from one-hybrid data.
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Figure S2.  The half-life of overlapping or singleton sites computed using BCD and KR 
specificity matrixes from SELEX data.
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Figure S3.  In simulations that exclusively involved deletions, tightly-spaced but non-
overlapping sites (solid lines) showed a substantial increase in half-life over isolated sites (dotted 
lines).
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Figure S4.  In simulations using the actual D. melanogaster substitution and indel patterns, the 
protective effect of deletions is minimal, as the frequency of multi-site deletions was low relative 
to single site deletions and point mutations.
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Figure S5.  The probability of a KR site containing a BCD site (blue) or vice-versa (red), as 
described in Figure 1, is plotted as a function of time for rapid (top), normal (middle), and slow 
(bottom) turnover rates. Rapid turnover was induced by lowering the necessary score thresholds 
for BCD and KR to 4.5 and 4.6, respectively, and slow turnover induced by raising the necessary 
score thresholds to 6.5 and 6.6. These simulations have no insertions and deletions.
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Figure S6.  The probability of a KR site containing a BCD site (blue) or vice-versa (red), as 
described in Figure 1, is plotted as a function of time for rapid (top), normal (middle), and slow 
(bottom) turnover rates. Rapid turnover was induced by lowering the necessary score thresholds 
for BCD and KR to 4.5 and 4.6, respectively, and slow turnover induced by raising the necessary 
score thresholds to 6.5 and 6.6. In these simulations 20% of mutations are indels. The proportion 
of indels that are deletions is 50% (left), 60% (middle), and 80% (right).
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Figure S7.  The probability of a KR site containing a BCD site (blue) or vice-versa (red), as 
described in Figure 1, is plotted as a function of time for rapid (top), normal (middle), and slow 
(bottom) turnover rates. Rapid turnover was induced by lowering the necessary score thresholds 
for BCD and KR to 4.5 and 4.6, respectively, and slow turnover induced by raising the necessary 
score thresholds to 6.5 and 6.6. In these simulations 40% of mutations are indels. The proportion 
of indels that are deletions is 50% (left), 60% (middle), and 80% (right).
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Appendix A
A population-genetic model behaves similarly to the threshold model 

Whole-population simulations can provide a precise view of how selection impacts 
sequence change, although they can be computationally expensive.  We used such simulations to 
explore the evolutionary properties of enhancer elements under selection to maintain a given 
binding site composition, but we were unable to find differences between the results of these 
simulations and those presented in the main text.

Like those simulations, these required an enhancer to have at least a certain number of 
binding sites for a specified set of factors.  In this case, each enhancer was required to have five 
Bicoid sites and five Kruppel sites.  Each generation had a mutation step and a selection step. 
However, instead of being rejected outright, mutations to enhancers that brought the number of 
sites below these requirements were given a selective penalty defined as the number of missing 
sites multiplied by a penalty factor s.  In the selection step, alleles were resampled according to 
their selective penalties.  This method gives even deleterious alleles missing binding sites some 
chance of being fixed in the population.

We ran our simulations of a population of 10,000 enhancers for five values of the 
selective penalty factor s.  While the lowest value of s we tested did not appreciably increase the 
number of binding sites above that expected by chance (fig. 1), the intermediate value of s = .
0001 provided an interesting case.  Compared to simulations run under more stringent selective 
penalties, not only was the rate of loss per site greater, but also, less intuitively, the rate of site 
gain from neutral sequence was greater (fig. 3).  As the rate of generation of alleles containing 
new sites must remain roughly the same between these simulations, we reasoned that the 
probability of fixation of alleles containing new sites must be higher.  Indeed, when a more 
stringent selective penalty was used, virtually no new alleles arose with a selective advantage 
over the major allele, as all alleles at appreciable frequency already have a sufficient number of 
sites (data not shown).  At this lesser penalty, where the major allele typically has an insufficient 
number of sites, alleles containing new sites can carry a selective advantage.  While this 
phenomenon increased the rate of turnover, it had no effect on the increased enrichment of 
overlapping binding sites.

At values of s sufficiently large to maintain the required number of sites (s=.01, s=.001, 
fig. 1), the rate of turnover, spatial distribution of sites, and enrichment of overlapping binding 
sites were indistinguishable from those properties as observed in the simpler threshold-based 
model (figs. 2-4), allowing us to take advantage of the greater computational tractability of the 
threshold model in the main text.

Methods
Each simulation was started from a population containing 10,000 identical 1,000 base 

pair enhancers with five Bicoid sites and five Kruppel sites meeting the score cutoffs described 
in the main text.  For each generation's mutation step, we used the mutation rate described in [1] 
to arrive at a mutation rate of 7.56*10^-6 mutations per enhancer per generation.  Assuming that 
no single enhancer would mutate twice in a single generation, we sampled from a poisson to 
determine the number of new alleles to create.  Each new allele was generated from a randomly 
selected enhancer by sampling from the mutation distributions described in the main text, with a 
20% chance of creating an indel and a 60% chance of creating a deletion if an indel was chosen.
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In each generation's selection step, we sampled 10,000 new alleles from a multinomial 
distribution.  The parameters of this distribution were determined by creating a weight for each 
allele defined as that allele's current-generation count multiplied by its selective penalty, these 
weights then being normalized to sum to one.

For each tested penalty factor, seventy-five replicates were tested to 1.32275 billion 
generations, the time necessary for 10,000 neutral mutations to reach fixation.  Every 5.291 
million generations, or forty fixed neutral mutations, the major allele was recorded, each time 
being surveyed for binding sites for Bicoid and Kruppel.  This chain of alleles was aligned using 
FSA [2], allowing us to determine the amount of lost and gained sites per substitution.  Although 
we expect alignment errors at this distance to be minimal, to best compare these results with the 
model of the main text, we output the sequence of those simulations every forty mutation-
selection iterations and created a similar chain of aligned sequences from which gain and loss 
statistics were derived.

To determine the count and spacing distribution of sites and the enrichment of overlapped 
sites, major alleles were sampled at 2.5, 5.0, 7.5, and 10.0 substitutions per site.  95% confidence 
intervals for number of sites, turnover rate, site spacing, and overlap effect were calculated by 
resampling the data over 1,000 bootstrap replicates.  Comparisons between spacer length 
distributions were made between the cutoff model and the population genetic model using 
Pearson's chi-squared test.
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Figure 1.  The average number of sites depends on the selective penalty for missing sites.  s 
greater than or equal to .001 is necessary to maintain the required number of sites (10).  At these 
values, the average number of sites is not distinguishable from the average number given by the 
cutoff model.
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Figure 2.  A population-genetic model does not affect the spatial distribution of binding 
sites.  Spacer elements between binding sites were divided into five distance bins, and the 
fraction of all spacers in each bin was plotted for the cutoff model and five population genetic 
models with different values of s (legend).  An * denotes a significant difference from the cutoff 
model at α = .05.
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Figure 3.  Rates of turnover are dependent upon selective penalty.  For each value of s, rates 
of binding site loss (left) and gain (right) per neutral substitution were plotted.  At values of s 
sufficient to maintain binding site composition, the rate of turnover is not significantly different 
from that observed under the cutoff model.
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Figure 4.  Overlapping binding sites are enriched in a population genetic model.  The post-
simulation probability of observing a Kruppel site conditioned on seeing a Bicoid site (blue) and 
a Bicoid site conditioned on seeing a Kruppel site (red) is similar to that observed in the cutoff 
model when the selective penalty is sufficient to markedly increase the number of binding sites (s 
greater than or equal to .0001).
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Appendix B

An evolutionary model of overlapping sites predicts a reduced nucleotide substitution rate

As an alternative test of overlapping versus singleton site conservation, we extended a 
base-specific model of binding site evolution to the case of overlapping binding sites.  To this 
end, we made the following two assumptions: first, we assumed that if two binding sites overlap 
but do not have a biologically meaningful interaction, then mutations in the overlapped region 
should behave as simultaneous mutations in two non-overlapping binding sites.  Second, we 
assumed that selection pressure is additive.  We used the framework developed by Halpern and 
Bruno [1], which has been shown to accurately model the evolution of individual transcription 
factor binding sites [2-5], to calculate the selection coefficients of every possible mutation as 
made to each individual site, and then we combined these coefficients to arrive at the coefficient 
for every possible mutation in the overlapped site.  We then used these coefficients then 
determine position-specific rates of substitution according to classic relationships developed by 
Kimura [6].  

We used the above described model to derive rates of substitution relative to the neutral 
rate for an overlapped Bicoid/Krüppel site.  In positions where the two factors share a nucleotide 
preference, the substitution rate is strongly lowered (fig. 1), and the substitution in the 
overlapped region had substitution rates as low as 3.4% of the predicted single-factor rate (fig. 
2).  This result was consistent with longer half-lives of overlapping sites in our simulations.

Methods
According to [1], for base frequencies pi and neutral substitution rates p, 2Ns for any 

given mutation is:

2Ns=log 
b pba

a pab
 (1)

According to the equations of Kimura [24], the fixation probability of such an allele is:

f ab≈
2s

1−e−2Ns  (2)

Assuming additive selection, the rates of substitution for an overlapped region of two 
sites are:

f ab∝
log HB1log HB2

1−e−log HB1−logHB2 (3)

where

HB=
b pba

a pab
 (4)
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Figures

Figure 1.  .Aligned nucleotide preferences lower substitution rate.
Predicted rates of evolution of an overlapping Bicoid/Krüppel binding site, with the sequence 
logos of Krüppel (top, red) and Bicoid (bottom, orange) in the background.  The rate (black) is 
taken relative to the expected neutral rate at that position.

Figure 2.  Site overlap strongly reduces substitution rate
Predicted rates of evolution of a Krüppel site (red), a Bicoid site (orange) and an overlapping 
Bicoid/Krüppel site (black).
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Appendix C

The frequency and size of insertions and deletions affect site clustering
Several recent works have proposed the importance of overlapping and locally clustered 

sites within Drosophila [1-4], and so we parameterized our neutral mutation model to 
approximate the patterns of point mutations, insertions, and deletions found within that clade. 
Although we expected that the enrichment and increased conservation of overlapping sites 
should largely depend on the sequence specificities of the two transcription factors involved, it 
was clear that the spatial arrangement of binding sites should be informed by the parameters of 
the neutral mutation model, in particular the indel rate and the bias, if any, of indels towards 
deletions.  In order to generalize the quantitative conclusions of the main text beyond 
Drosophila, we trained a predictive model of binding site arrangement on simulated enhancers 
evolved under a wide range of these parameters.  We were able to accurately predict the 
divergence of spatial distributions of binding sites within these enhancers from that within indel-
free enhancers using only the frequencies of deletions and insertions (fig. 1).

To highlight this effect, we chose to investigate in greater detail several species whose 
patterns of indels have been characterized.  We simulated the evolution of enhancers according to 
parameters derived from C. elegans, which has a high rate of DNA loss, mammals, and two 
species of grasshoppers, one of which has a particularly low rate of DNA loss [5].  In addition, 
we investigated the effect of another set of indel parameters for D. melanogaster different from 
that used in the main text.  In these simulations, not only the frequencies of insertions and 
deletions but also their average size were incorporated.  We found, again, that while in each case 
the distribution of spacer elements was skewed, the magnitude of this skew varied widely 
depending on the choice of parameters: C. elegans and the alternate parameterization of D. 
melanogaster showed a substantially stronger enrichment of locally clustered sites than observed 
in the main text, while other species showed a weaker enrichment (fig. 2).

Methods
To train the model, we performed 750 simulations for each pair of indel mutation 

parameters shown in fig. 1.  Each simulation evolved a 1,000bp enhancer containing 10 Kruppel 
sites (score > 5.6) for 30,000 mutation-selection rounds (simulation details are available in the 
main text).  In these simulations, to better allow interpretation an even deletion bias, insertions 
and deletions were of equal average length, their lengths both being drawn from the distribution 
of deletion lengths described in the main text.  Spacers between non-overlapping binding sites 
were binned according to cutoffs 25, 50, 75, 100, 150, 200, 250, 300, and 500 base pairs.  The 
Kullback-Leibler divergence was calculated between each of these samples and a 'reference' 
5,000-replicate set derived from simulations without indels.  We fit a linear model relating the 
KL divergence to the insertion and deletion frequencies using R (ID is indel frequency, DB is 
deletion bias, and KL is KL divergence):

KL = .147*ID + .101*DB + .454*ID*DB  .044
The highlighted species used indel rate, average indel sizes, and deletion bias data from 

[5].  The indel sizes were transformed into geometric distributions from which lengths were 
sampled during the simulations.
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Figures

Figure 1.  Deviation in spacing distribution is predictable by a linear model.  Kullback-
Leibler divergence is plotted by color from a minimum of .0145 (deep blue) to a maximum of .
334 (deep red).
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Figure 2.  Spacing distribution skew is different in different organisms and depends on the 
rate of DNA loss.  A.  DNA loss, as calculated and described in [5].  Cele is C. elegans, Lau and 
Pod refer to Laupala and Podisma grasshoppers, Mam is mammals, and Dmel(P) and Dmel(T) 
refer to D. melanogaster as described in [5] and [6], respectively.  The main text used the 
parameters of Dmel(T).  B.  Spacer length distribution averaged over five base pair windows. 
Colors are as in (a), except for the gray line, which refers to simulations without indels.
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Appendix D

Testing synthetic enhancers in transgenic embryos
Introduction

In the main text, we called into question evidence that spatially restricted 'grammars' of 
linked binding sites are necessary for enhancer function, showing that much of this evidence 
arises as a byproduct of selection on binding site composition alone.  The follow-up question is 
intuitive: do synthetic enhancers that are spatially scrambled but have conserved binding site 
composition retain the expression activity of the original?

Not all of the evidence supporting the grammar hypothesis has come from the sequence 
and evolutionary analyses we discuss in chapter four.  Indeed, substantial effort has been made 
towards, on a genetic level, testing the effect of perturbed spatial arrangements of binding sites 
within enhancers.  These efforts came to sometimes contradictory conclusions: as discussed in 
detail in the introduction to the main text, some enhancers appear to serve as scaffolds for the 
precise assembly of multiprotein complexes, making them sensitive to any kind of disruption, 
while others, including the enhancer we investigate in detail in chapter four, are robust to even 
radical-seeming changes.  Given this diversity of results, computational and evolutionary 
analysis of whole genomes held great promise for understanding what mechanism governed the 
operation of the typical enhancer.  This analysis appeared to show qualified support for the latter 
hypothesis: while the great diversity of binding site arrangements exhibited by different species 
suggested that their arrangement was flexible, certain classes of binding sites, those that were 
clustered and/or overlapping, appeared to be both enriched and conserved.  Hence, enhancers 
appeared to operate with global flexibility but local constraint.  As we showed that this 
computational evidence for local constraint is plausibly artifactual, here we return to an 
experimental approach to determine whether local spatial interactions truly constraint the 
function of enhancer sequences.

Here we have two principle advantages over previous work.  First, and chiefly, wholesale 
synthesis of enhancer-scale sequences has become economical, allowing us much greater 
flexibility in probing local spatial constraints.  Second, our better understanding of how 
transcription factors interact with DNA, e.g. the importance of weak sites and our nuanced 
descriptions of transcription factor affinities, should in principle allow us to better recognize and 
conserve binding site composition.  The artificial enhancers described here will shed light on the 
importance of local spatial constraint in Drosophila developmental enhancers.

Results & Discussion
Eve stripe two binding site composition varies across the 12 fly genomes

The first step in generating spatially scrambled fly sequences is the assembly of an 
appropriate training set of enhancers that we can use to formally describe binding site 
composition.  Using several sequences, as opposed to using only the D. melanogaster sequence, 
has two principal advantages: first, the increased signal allows us to more precisely define the 
required binding site composition, and second, as we discuss later, the greater sequence diversity 
gives us more flexibility to shuffle sites.  We assembled the training set from orthologous regions 
in the twelve fly genomes.  This poses a challenge, as the distance both makes orthology calling 
more difficult and opens the possibility for the function of the sequence, and hence the binding 
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site composition, to change.  Our simulations also show that binding site turnover events can 
cause the enhancer to move away from its orthologous position.  To address these issues, we 
chose to use binding site composition itself as a tool to discover orthologous enhancers' 
locations.    Several factors are known to bind the even-skipped stripe two enhancer.  These 
include the activators hunchback and bicoid as well as the repressors giant and Kruppel. The 
sequence also contains a strong binding site for the transcription factor Zelda.  We know the 
sequence affinities of each of these transcription factors, and therefore can assess any given 
sequence for the number of strong and weak sites of each.  While most genetic study of 
transcription factor binding sites in this and other enhancers has focused on the function of 
strong binding sites, we wished to also model the function of weak sites.  We incorporated counts 
of sites into a chi-squared-like descriptive statistic that measured the difference between the 
numbers, of both strong and weak sites for these five factors, found in a target sequence and 
expected in a background model.  By walking a window of target sequences across the eve locus, 
we were able to identify the location of the melanogaster stripe two enhancer.  We also found a 
peak corresponding to the stripes four/six enhancer, which, notably, has binding sites for several 
of these factors as well (fig. 1).

Repeating this step in the other twelve fly genomes, we found that the same peak was 
visible, in approximately the same orthologous region, in flies as distantly related to 
melanogaster as D. willistoni.  In D. anannasae, the peak was weaker, and beyond D. willistoni, 
the peak was not visible.  The genomic sequence was missing for D. simulans, but due to its 
close relation to D. melanogaster, this sequence added little information in sequence diversity or 
binding site divergence.  Thus, we assembled a training set of D. melanogaster, D. erecta, D. 
sechellia, D. yakuba, D. pseudoobscura, D. persimilis, and D. willistoni. 

An evolutionary model allows stepwise spacing perturbation
Ideally, we would like to perturb the spatial arrangements of binding sites within the 

enhancer in a stepwise fashion, so that any perceived variation in expression can be tied to a 
small set of binding site turnover events.  To this end, we simulated the evolution of the enhancer 
in much the same manner as described in the main text.    We used a consensus approach to 
assemble our selective model.  For each factor, we counted the number of hits that its weight 
matrix matched in each sequence across a wide range of cutoffs.  Then, for each cutoff, we 
hypothesized that the minimum number of hits to this factor's binding site found across species 
could represent, intuitively, a minimum level of binding activity for that enhancer to function.  In 
this manner, we populated a matrix representing a set of hypothesized selective constraints on the 
evolution of the enhancer sequence.

These selective constraints necessarily represent less, and sometimes substantially less, 
sites per sequence for each factor than is found in the typical enhancer in the training set. 
However, they also represent a minimum site count found in the evolutionary process: sites are 
gained and lost at a certain rate over time, causing the number of sites to fluctuate.  These 
selective constraints impose a lower bound upon that fluctuation, but the typical number of sites 
at equilibrium is expected to be higher, and possibly sufficiently high to recreate the number of 
sites seen in the typical training set enhancer.  To test this, we ran 100 simulations to equilibrium 
and counted the number of sites at each cutoff, finding that, in general, the average equlibrium 
number of binding sites generated by our model closely matched the average number of sites 
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found in the original enhancers (fig. 2).
As expected, the homology of our simulated sequences to the original D. melanogaster 

enhancer sequence degraded with the number of mutation-selection iterations in our model. 
However, this homology appeared to degrade faster in our simulations than it does between 
species.  We evolved the D. melanogaster sequence to a distance representing, in neutral 
substitutions per site, the ancestor of the D. melanogaster and D. pseudoobscura, and we 
compared the divergence of this simulated sequence with that of the actual D. pseudoobscura 
sequence (fig. 3).  Notably, the simulated sequence, which was created to have approximately 
one half of the divergence of the latter, appeared markedly more divergent.

This mismatch between simulated and real divergence can be traced to three possible 
causes.  In the first, our neutral mutation model is miscalibrated for the divergence between the 
species.  While it meets our needs in generating diversity for our selective model, it relies on a 
number of simplifying assumptions that may not hold in these species.  For the second, it is 
possible that the enhancers are in fact tightly spatially restricted, making binding site turnover 
substantially more difficult and in turn slowing the pace of substitution.  However, this is the 
very hypothesis that these simulated sequences are designed to test, so this possibility can be 
temporarily disregarded.  Third, and finally, it is possible that we are not modeling all of the 
constraint placed upon the enhancer by its composition of binding sites.  While the even-skipped 
stripe two enhancer is relatively well studied, the likelihood is low that we have a complete 
catalog of its bound and functionally-relevant proteins.  For instance, despite decades of research 
into the working of the enhancer, the role of Zelda is only now being described.

Word-based scrambling preserves uncharacterized binding sites
To characterize the binding site composition of our training set without limiting ourselves 

to known binding sites, we turned to a word-based scrambling approach.  By using the original 
sequences to train a Markov model, we can maintain the frequencies of words found in the set, 
which in turn allows us to maintain the presence of uncharacterized binding sites.  We tried 
several versions of this model, varying the length of the words that it was trained on.  For each 
word length W, we assembled every instance of each word of that length found in the training 
set. Then, for each word, we discovered the distribution of letters following that word, building a 
Wth-order Markov model of the sequences.  In this way, by choosing a starting word at random 
from the set, we can easily generate new, scrambled sequences.

Choosing the optimal word length involves a tradeoff between conserving the binding site 
composition and shuffling the binding sites correctly.  Long words will accurately represent 
binding sites but may only rarely be found more than once in the training set, creating long 
chains of unscrambled sequence.  On the other hand, short words will provide a rich diversity of 
sequences for scrambling, but will likely only present degraded binding sites.  We determined the 
ability of words of length five, six, seven, and eight to both scramble the sequence and preserve 
site composition (fig. 4).  Sequences scrambled with a word length of six appeared to produce 
the optimal tradeoff.

Sequences chosen for testing mix Markov and evolutionary models
We chose to synthesize and test in transgenic flies two sequences from the evolutionary 

model and one sequence generated by a sixmer Markov model.  As the sixmer model already 
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accomplishes a complete scrambling of the sequence, we chose the evolutionary model 
sequences to test more modest divergences.  First, we used 181 mutation-selection rounds, 
roughly corresponding to the distance between D. melanogaster and its ancestor with D. erecta, 
to alter the original D. melanogaster enhancer.  This sequence exhibited modest weakening of 
most of the originals' strong bicoid sites, weakening of about half of the originals' Kruppel and 
giant sites, and disruption of all of the original's hunchback sites.  We then further altered this 
sequence with another 221 mutation-selection rounds.  This sequence contained complete 
disruption of about half of all factors' strong binding sites and weakening of about half of the 
remainder.  Analysis of the expression patterns produced by these sequences is ongoing.

Figures

Figure 1.  Enhancers show changes in binding site density.  Binding site density score, 
described in text, is plotted against the even-skipped locus.  Location of the stripe two enhancer 
marked with a red asterisk.
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Figure 2.  A consensus model reproduces typical site composition.  For five factors across a 
range of cutoffs, the ratio of the average count of that binding site at that cutoff in simulated 
enhancers at equilibrium to the average count found in the training set.  Color (blue: low, red: 
high) corresponds to the matching ratio.
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Figure 3.  Rate of divergence accelerated in simulated system.  Above, a dotplot comparing a 
sequence evolved to the distance separating D. melanogaster from its ancestor with D. 
pseudoobscura.  Dots are plotted when matching 4mers are identical.  Below, D. melanogaster 
vs. D. pseudoobscura.

A.

B.
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Figure 4.  Tradeoffs between binding site representation and spatial scrambling.  On the 
right, dotplots comparing a simulated sequence to the D. melanogaster sequence.  On the left, 
heatmaps describing the conserved binding site composition of the scrambled sequences, as 
described in fig. 2.  A and B, respectively, correspond to the 6mer and 8mer Markov models.

A.

B.
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