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Abstract 

METHODS DEVELOPMENT FOR GENOME SEQUENCING APPLICATIONS 

by 

Balaji Sundararaman 

Degraded DNA isolated from diverse samples like ancient bones, environmental 

samples, forensic specimens and from blood plasma hold a wealth of information. 

However, due to the quality and quantity of the DNA isolated from these samples 

render them difficult to analyze using shotgun sequencing. Enrichment of the target 

regions of interest instead of sequencing the entire DNA is a cost-effective method. 

However, DNA/RNA baits need to enrich the target regions are expensive. In this 

thesis, I present a method for cost-effective DNA bait synthesis that I named as 

Circular Nucleic acid Enrichment Reagent (CNER, pronounced as snare) synthesis 

method. I demonstrate the application of the CNER method to make probes for specific 

target regions and for whole-genome enrichment (WGE). First, I use the CNER 

method to make probes for targeted genotyping of ~23k SNPs in the horse genome, 

using which I studied the demographic history of Late Pleistocene horses. Next, I 

demonstrate the CNER method to make WGE probes to detect and enrich entire 

genomes of Tuberculosis causing bacteria and Toxoplasmosis causing parasite. 

Finally, I demonstrate the CNER method to generate probes to enrich ~108k SNP 

markers for genotyping DNA isolated from rootless hair for forensic application.  
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Introduction 

Degraded DNA isolated from diverse samples like ancient samples, environmental 

samples, forensic specimens and from blood plasma hold a wealth of information. 

However, degraded DNA isolated from ancient samples know as ancient DNA (aDNA), 

from environmental samples known as environmental DNA (eDNA), from forensic 

specimens known as forensic trace DNA (ftDNA) and from cell free/circulating tumor 

DNA (cf/ctDNA) exhibit three characteristics that impede their analyses. First, DNA 

recovery from these samples is challenging and yields low quantities due to sample 

availability and DNA content. Second, the recovered DNA is of low quality, degraded 

and chemically modified making it incompatible or inefficient for typical methods. 

Finally, these samples have high levels of unwanted DNA contamination. Research in 

the past decade facilitated massively parallel sequencing (MPS) also known as next 

generation sequencing (NGS) methods to recover sequence information from 

degraded DNA. Protocols have been developed to convert sparse and degraded DNA 

into sequenceable libraries by ligating universal adapters. However, inadvertent 

sequencing of unwanted DNA exhausts sequencing resources. 

Enrichment of the target DNA of interest for sequencing is a cost-effective 

method that also improves sensitivity and specificity than shotgun sequencing. 

Targeted sequencing of regions of interest instead of the whole genome is used to 

identify rare variants. Targeted sequencing of the genes frequently mutated in cancer 

is widely used for companion diagnostics using ct/cfDNA. Targeted sequencing of 

select single nucleotide polymorphic (SNP) sites in the genome is used for analyses 



 2 

of aDNA to study population demography of extinct and extant species. Targeted 

genotyping by sequencing (GBS) of SNPs is also used for ftDNA analyses to solve 

cold cases and for missing person and victim identification. PCR-based target 

enrichment methods often fail for degraded DNA due to amplification failure caused 

by PCR inhibition or degradation of priming sites. 

In-solution hybridization capture methods for target enrichment use 

biotinylated DNA or RNA molecules called 'baits'. These baits are complementary to 

the target DNA sequences, hence form heteroduplex which are enriched on 

streptavidin magnetic beads and the non-specific DNA is washed away. RNA baits are 

generated by in-vitro transcription of synthetic DNA oligonucleotides and genomic 

DNA fragments. These methods use one or more steps of oligo synthesis, DNA 

ligation, PCR amplification, and in vitro transcription of target sequences, all of which 

are known to cause biases. DNA or RNA baits synthesis for targeted sequencing 

requires solid-phase oligonucleotide synthesis and/or in vitro transcription, both 

methods have drawbacks like incomplete chemical synthesis of the ends of long oligos 

and expensive large-scale synthesis. 

To overcome the disadvantages of current bait synthesis methods for in-

solution hybridization capture target enrichment methods, I developed a cost-effective 

DNA bait synthesis method for specific target regions or for whole-genome enrichment 

(WGE) that I named as Circular Nucleic acid Enrichment Reagent synthesis (CNERs, 

pronounced as snares). In the first chapter, I used the CNER method to make probes 

for targeted genotyping of ~23k SNP sites in the horse genome to study the 

demographic history of horses in the Beringia region. For the same set of SNP 

markers, we also purchased RNA baits from a commercial vendor. I compared the 
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performance of the CNERs with the commercial RNA baits for analyzing aDNA 

isolated from ten Late Pleistocene horse bone samples collected in the Beringia 

region. I showed that CNERs are about two-fold more efficient in SNP enrichments 

that results in larger number of targeted SNPs recovered with higher coverage 

compared to the commercial RNA baits. I also demonstrated that the data generated 

by CNERs and RNA baits results in identical genotypes and population structure.  

 

Figure 0.1 Overview of the CNERs method for targeted genotyping of degraded 

DNA isolated from diverse samples. 

In the second chapter, I used the CNER method to make WGE probes to enrich 

entire genomes of Tuberculosis (TB) causing bacteria, Mycobacterium tuberculosis 

(M. tuberculosis). M. tuberculosis is a slow growing bacterium that also develops 

resistance to antibiotic used to treat TB. I showed that the CNERs-WGE method can 

detect up 100 genome copies of M. tuberculosis DNA spiked in against vast amount 

of human DNA background. Using an existing pipeline, I demonstrate that the CNERs-

WGE data can be used to identify lineages and drug-resistance patterns. Further, in 
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the second chapter, I also showed the CNERs-WGE method to enrich and detect 

Toxoplasma gondii, a universal parasite that can cause severe disease in 

immunocompromised individuals and spread through contaminated food and water.  

 

Figure 0.2 Overview of the CNERs Whole Genome Enrichment method for 

pathogen genomics. 

 

In third chapter, I demonstrated the CNERs method to generate ~108k SNPs 

markers common to three major direct-to-consumer (DTC) genetic testing platforms. I 

optimized a subset of 36k SNP makers for genotyping DNA isolated from rootless hair 

samples collected from 50 volunteers. I compared the genotypes from the CNERs data 

with the whole genome sequencing (WGS) data generated using DNA isolated from 

saliva samples from the same individuals. I discuss the application of these CNERs 

panels for genetic genealogy searches to solve cold cases.  
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Chapter 1. A method to generate capture 

baits for targeted sequencing 

Abstract 

Hybridization capture approaches allow targeted high-throughput sequencing analysis 

at reduced costs compared to shotgun sequencing. Hybridization capture is 

particularly useful in analyses of genomic data from ancient, environmental, and 

forensic samples, where target content is low, DNA is fragmented and multiplex PCR 

or other targeted approaches often fail. Here, we describe a DNA bait synthesis 

approach for hybridization capture that we call Circular Nucleic acid Enrichment 

Reagent, or CNER (pronounced “snare”). The CNER method uses rolling-circle 

amplification followed by restriction digestion to discretize microgram quantities of 

hybridization probes. We demonstrate the utility of the CNER method by generating 

probes for a panel of 23,771 known sites of single nucleotide polymorphism in the 

horse genome. Using these probes, we capture and sequence from a panel of ten 

ancient horse DNA libraries, comparing CNER capture efficiency to a commercially 

available approach. With about one million read pairs per sample, CNERs captured 

more targets (90.5% versus 66.5%) at greater mean depth than an alternative 

commercial approach. 
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Introduction 

Compared with whole-genome sequencing, targeted sequencing is a cost-

effective method for analyzing specific genomic regions (1). Targeted sequencing has 

wide application in diagnostics, metagenomic, phylogenetic, ancient and 

environmental DNA studies, and forensics (2, 3). In targeted sequencing, regions of 

interest are enriched by hybridization capture using target-specific probes or by PCR 

amplification using target-specific primers, followed by high-throughput next-

generation sequencing (NGS). Hybridization capture methods overcome drawbacks 

of PCR-based target enrichment, including scalability to a large number of targets, 

PCR failure, and PCR artifacts (1, 2). 

Pioneering hybridization capture experiments used DNA arrays to enrich for 

targeted sequencing of human samples (4–7) and Neanderthal ancient DNA (aDNA) 

(8). In these array-based hybridization capture methods, NGS library molecules were 

hybridized to a microarray imprinted with probes targeting human exons. After washing 

non-hybridized library molecules off the surface of the array, captured molecules were 

eluted and sequenced (4–8). Array-based hybridization capture expanded the 

capability to millions of target regions, beyond what is achievable with PCR-based 

enrichment methods (1–3). However, array-based capture is labor and time-intensive 

and requires large amounts of input DNA as well as specialized instrumentation for 

capture.  

In-solution hybridization capture is currently the most commonly used method 

of targeted sequencing due to the commercial availability of capture probes and the 

simplicity of the approach (2, 3). In-solution hybridization capture uses biotinylated 

DNA or RNA molecules (baits) to capture target regions (1–3, 9). A molar excess of 
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biotinylated baits is hybridized with NGS libraries in solution. The resulting library-bait 

heteroduplexes are captured on streptavidin-coated magnetic beads. Unbound non-

target molecules are washed away, and target molecules are recovered for 

sequencing (9, 10).  

Current bait synthesis methods require large-scale oligonucleotide chemical 

synthesis and/or in vitro transcription. Both RNA and DNA bait generation requires 

synthesizing template oligonucleotides using phosphoramidite chemistry. Microarray-

based synthesis generates oligonucleotides in femtomole scales with chemical 

coupling error rates of 10-2 - 10-3 (11, 12). Templates synthesized at small-scale 

require enzymatic amplification before use in hybridization capture. For RNA baits, 

PCR amplified oligo templates are transcribed in vitro into biotinylated RNA baits as 

initially described by Gnrike et al (9). However, in vitro transcription using T7 RNA 

polymerase can lead to amplification biases based on the templates’ sequence, 

length, and GC content (13, 14). For DNA baits, either a small-scale template pool is 

enzymatically amplified (Twist Biosciences product sheet) or each bait is individually 

manufactured at scale (IDT product sheet). 

We present a cost-effective, large-scale DNA bait synthesis method that we 

call Circular Nucleic acid Enrichment Reagent, or CNER (pronounced as snare). The 

CNER method involves circularization of target template oligos that contain a linker 

region to promote circularization via splint-ligation and a rare-cutter restriction enzyme 

site for subsequent discretization of the capture probes. Circularized templates are 

isothermally amplified by rolling circle amplification (RCA) with the inclusion of 

biotinylated nucleotides. The long RCA products are discretized into single biotinylated 

baits by restriction digestion (Figure 1.1). The resulting biotinylated CNER probes can 
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be generated in microgram quantities and used for capture enrichments on 

streptavidin-coated beads. 

Here, we demonstrate the use of the CNER method for targeted genotyping by 

producing a set of CNER probes to capture 23,771 SNPs in the horse genome. We 

use these CNERs to capture target SNPs from ten ancient horse DNA libraries of 

varying endogenous DNA content and DNA degradation levels. We show that the 

CNERs effectively perform target enrichment even in highly degraded ancient samples 

comparably to or better than commercially made baits and at a fraction of the cost. 

Materials and Methods 

DNA isolation 

We selected ten ancient horse samples of varying DNA preservation (details in 

Supplementary Table S1 and in (15)) to test the performance of the CNER method. 

The samples date to the Late Pleistocene between 10,000 and 50,000 years ago, 

based on stratigraphic information and directly radiocarbon dated collagen 

(Supplementary Table S1 and in (15)). We extracted ancient DNA following (16) in a 

dedicated ancient DNA laboratory at the UC Santa Cruz Paleogenomics Laboratory 

(PGL) and following standard protocols for handling ancient DNA (17). 

We isolated DNA from four modern domestic horses for capture optimization 

using blood samples drawn in May/June 2017 during routine veterinary checks. We 

used the DNeasy Blood & Tissue kit (Qiagen) following the manufacturer’s protocol. 
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Sequencing library preparation 

We prepared NGS libraries from each horse extract using the Santa Cruz Reaction 

(SCR) (18). For the modern horse, we fragmented genomic DNA using 0.02U DNase 

I (Thermo Fisher) at 15°C for 15 min with MgCl2 before proceeding with the SCR. We 

prepared ancient horse DNA libraries in the dedicated clean at the PGL. For both 

ancient and modern samples, we divided adapter-ligated DNA into three aliquots 

before PCR amplification. We PCR-amplified ancient DNA libraries with Illumina 

unique dual index primers (19) using 2x AmpliTaq Gold 360 master mix (Thermo 

Fisher) at 95°C for 10 min, followed by 10-15 cycles of 95°C for 30 s, 60°C for 30 s, 

72°C for 1 min, with a final extension at 72°C for 7 min followed by a hold at 12°C. We 

PCR amplified the modern horse libraries with Illumina unique dual index primers using 

2x KAPA HiFi master mix (Roche) at 98°C for 3 min, followed by 13 cycles of 98°C for 

30 s, 65°C for 20 s, 72°C for 20 s, with a final extension at 72°C for 3 min then hold at 

12°C. We purified the amplified libraries with SPRI (20) beads at 0.8x ratio for the 

modern horse and at 1.2x for the ancient horses, quantified the DNA using Qubit 1x 

HS assay (Thermo Fisher), and determined library size by Fragment Analyzer 

(Agilent). 

Horse SNP panel design  

We designed the horse SNP panel for target enrichment of known nuclear SNPs based 

on the SNP ascertainment scheme described in (15). Briefly, we genotyped Batagai 

(21), CGG10022 (22), YG188.42/YT03-40 and YG303.325 (both from ref (15)) ancient 

horse genomes mapped to EquCab2 (GenBank: GCA_000002305.1; (23)) as 

described in (15), using samtools v.1.7 utilities mpileup and bcftools (24), AntCaller 

v1.1 (25), and GATK HaplotypeCaller 3.7 (26). We intersected variant calls from all 



 10 

three programs using VCFtools v0.1.16 vcf-isec (27). In downstream analyses, we 

used only variants called by all three programs. We also removed variants with <20 

base call quality, <5X read coverage, location within 5 bp of indels, singletons and 

homozygous alternative alleles in all four ancient horse genomes. We selected SNPs 

located outside of gene boundaries and repetitive regions using the filtering strategy 

described in (15).  

We selected the final set of 26,944 candidate variant loci for bait designing by 

Arbor Biosciences. Arbor provided us a list of 74,385 candidate baits. We filtered these 

to limit to 60K baits based on the chosen synthesis tier. We chose baits with 20 - 80% 

GC content, filtered out baits containing repeats using RepeatMasker and baits with 

strong secondary structures ( G > -9 kcal/mol). After filtering, we chose a final list of 

baits to target 22,619 variant loci to proceed with Arbor myBaits generation. The final 

Arbor panel targeted 2583 SNPs using one bait, 3391 SNPs using two baits, and 

16645 SNPs using three baits, and 228 Y-chromosome targets representing 

sequence-tagged sites (STS), AMLEY, and SRY genes. All 59,528 Arbor myBaits 

were 80 nt long RNA probes. 

For CNERs generation, we targeted the same randomly selected 22,619 

autosomal SNPs, each with one 80-bp long CNERs centered at the SNP site, plus the 

same 228 Y chromosome targets. To test the effect of CNERs length on coverage, we 

selected two additional sets of 576 SNPs and designed 50bp and 100bp CNERs with 

SNPs at the center. In total, the horse SNP panel targets 23,771 SNPs using a total of 

23,999 probes. 
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Horse SNP panel CNERs generation 

We generated CNERs for the horse SNP panel as schematically described in Figure 

1.1. We appended six deoxy-T (dT) bases at the 5’ end, and AscI restriction site and 

(dT)6 at the 3’ end to all horse target regions to make CNERs templates. We 

synthesized the templates as an DNA oligo pool using silicon chip based 

phosphoramidite chemistry (Twist Biosciences). We circularized 100 or 300 

femtomoles of the oligo pool in a 20 µl splint ligation reaction containing 2000U T4 

DNA ligase (NEB), 10U T4 PNK (NEB) and 1000fmol (dA)12 splint oligo in 1X T4 DNA 

ligase buffer at 37°C for 1 h followed by 25°C for 3 h and denatured at 95°C for 3 min. 

We amplified the circularized oligo pool in a 50 µl RCA reaction containing 30U of 

Phi29 polymerase (NEB), 25 pmol each of forward (5’ - AAAAAAAAAGGCGCGCC - 

3’) and reverse (5’ - GGCGCGCCTTTTTTTTT - 3’) RCA primers, 2 nmol each of biotin-

11-dATP (Perkin Elmer) and biotin-11-dUTP (Thermo Fisher), 25 nmol each dNTPs in 

1X Phi29 buffer with BSA. After 40 - 48 h of RCA reaction at 30°C, we purified RCA 

products using SPRI beads (1.2x ratio) and digested with 100U AscI (NEB) for 5 h at 

37°C to produce monomeric CNERs. We estimated size and concentration of RCA 

products before and after AscI digestion using capillary electrophoresis in a Fragment 

Analyzer (Agilent) with the genomic DNA kit. We purified post-digestion products using 

SPRI beads (2x ratio) and quantified the DNA using a Qubit (Thermo Fisher).  

CNERs hybridization capture optimization 

We optimized CNERs capture for adapter blocker concentration, CNER amount per 

reaction, and hybridization buffer compositions. To optimize adapter blocker 

concentration, we titrated oligonucleotide blockers at 5x - 200x molar excess to 100 - 

300 ng (1.0 - 2.3 pmoles) of the modern horse libraries, 25 ng horse SNP panel 
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CNERs, 2.5 µg of Human c0t DNA, and 25 µg of salmon sperm DNA in 25 µl reaction, 

and then denatured at 95°C for 10 min. We added this DNA mixture to 25 µl 

prewarmed Hyb buffer (final concentrations: 6X SSPE, 6X Denhardt’s Solution, 10mM 

EDTA, pH 8.0, 0.2% SDS) and hybridized the mixture overnight in 50 µl total reaction 

volume at 65°C. To optimize CNERs amount titrations, we hybridized 300ng of 

libraries with 30 – 90 ng of horse SNP panel CNERs and 200x molar excess oligo 

blockers in the Hyb buffer at 65°C overnight. We tested four hybridization buffers (HB1: 

100mM MES pH 6.5 and 1M NaCl; HB2: 6X SSC, pH 7.0; HB3: 6X SSPE, pH 7.4; and 

HB4: 100mM Tris pH 8.0 and 1M NaCl) to capture 250ng of libraries using 50 ng 

CNERs overnight at 65°C. All four buffers also contained 0.1% SDS, 10mM EDTA and 

10% DMSO at final concentration. We captured CNER hybridized libraries onto 30 µl 

MyOne C1 streptavidin beads (Thermo Fisher) at 65°C for 30 min. We washed beads 

three times in high stringency wash buffer (0.2X SSC, 0.1% SDS, and 10% DMSO) 

for 5 min each at 65°C and then three times in low stringency buffer (2X SSC and 

0.1% SDS) at room temperature. We washed beads in 10mM Tris pH 8.0 before 

resuspending in the PCR reaction. We amplified post-captured libraries using 2x 

KAPA HiFi master mix (Roche) and Illumina universal amplification primers at 98°C 

for 3 min, followed by 15 cycles of 98°C for 30 s, 60°C for 30 s, 72°C for 30 s, with a 

final extension at 72°C for 5 min then hold at 12°C. We purified post-capture libraries 

with 0.9x SPRI beads, quantified using a Qubit (Thermo Fisher), pooled, and 

sequenced on an Illumina NextSeq using PE 2x150 kit. 

Ancient Horse DNA capture and sequencing 

For the ancient horse samples, we captured 5 µl (constant library volume with varying 

library mass; see Supplementary Table S2 for details) of individual ancient horse 
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libraries using Arbor myBaits and CNERs. For both Abor myBaits and CNERs 

captures, we performed two experiments. In experiments A1 (CNERs) and A2 (Arbor 

myBaits), we followed the Arbor myBaits protocol and used 50% of capture beads for 

post-capture amplification and purified libraries with 1.7x SPRI as per the protocol. In 

experiments B1 (CNERs) and B2 (Arbor myBaits), we followed the optimized CNERs 

protocol, and used 100% of capture beads for PCR and 0.9x SPRI for cleanup. Finally, 

we performed a separate CNERs Experiment C, in which we captured libraries in 3-

plex pools. In experiment C, we also used 100% of captured beads for PCR 

amplification and purified the post-capture libraries with 0.9x SPRI. 

For all experiments using CNERs, we used 2 µl (~40ng) of the horse SNP 

panel CNERs. For a single sample, UAM:ES:27502, for which little material remained 

at the start of the experiment, we used only 2 µl of library CNERs in both experiment 

A and B. For all other samples, we used 5 µl libraries for captures. We added 200x 

adapter blocking oligos, 2.5 µg of Human c0t DNA and 25 µg of salmon sperm DNA 

to these library-CNERs to a total of 30 µl volume, and then denatured at 95°C for 10 

min. We preincubated 30 µl of HB4 at 62°C for 5min, mixed with denatured 

library/CNERs/blockers mixture and hybridized at 62°C for 19.5 hr. We enriched post-

hybridization libraries onto streptavidin beads as in the optimization experiments 

except both low and high stringency wash steps were done at 65°C.  

For CNERs experiment C (pooled capture), we hybridized 67 - 100 ng of 

libraries for each of three samples with similar endogenous content with 40 - 60 ng 

CNERs (Supplementary Table S2). We repeated the individual capture for 

UAM:ES:26433, rather than including it in a pool, as it had the lowest pre-capture 
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endogenous content. We did not perform pooled captures for Arbor myBaits as it was 

not recommended by the manufacturer. 

For all captures using Arbor myBaits, we used 5 µl of the same ancient horse 

libraries that we used in CNERs captures. We used unopened vial of the Arbor myBaits 

Horse SNP panel. Although the baits had been stored at -80°C continuously since 

production, they were 15 months older than the labeled use-by date. We followed 

Arbor Biosciences capture protocol v3 with recommended modifications of 

hybridization at 55°C for 41 h for ancient DNA.  

We used different approaches to post-capture library amplification in 

experiments A compared to experiments B. In A, we resuspended capture beads in 

30 µl 10mM Tris pH 8.0 buffer. We then used 15 µl of the resuspended beads in 20 

cycles of PCR amplification with 2x KAPA HiFi. We then purified the product with 1.7x 

SPRI, as recommended by Arbor. For B, we resuspended capture beads in 20 µl 

10mM Tris pH 8.0 buffer and used all of it in a 50 µl PCR reaction and performed 20 

cycles of amplification, followed by purification with 0.9x SPRI.  

All post-capture libraries were Qubit (Thermo Fisher) quantified, pooled, and 

sequenced on an Illumina NextSeq with a PE 2x75 kit.  

Bioinformatic processing 

We trimmed adapter sequences from the reads and merged overlapping paired end 

reads using SEQPREP2 (https://github.com/jeizenga/SeqPrep2). We mapped merged 

and unmerged reads to the EquCab2 reference (23) genome using BWA ALN - 

v0.7.17-r1188 (28). We marked and removed duplicated reads using PICARD 

MARKDUPLICATES - v2.21.7 and calculated capture metrics using PICARD 

COLLECTHSMETRICS - 2.21.7 (http://broadinstitute.github.io/picard). We 
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determined read coverage at target SNPs using BEDTOOLS MULTICOV - v2.29.1. 

We plotted SNP coverage against CNERs length, GC content, and percent targets 

using custom python scripts (https://github.com/bsun210/CNERs_ancient_horses). 

We used BEDTOOLS INTERSECT - v2.29.1 to find sequence reads mapping to the 

target SNPs to calculate the position of SNPs relative to the sequence read insert size. 

We determined genotype likelihoods for the ancient horses using ANGSD - v0.935-

52-g39eada3 with -GL 2 -minMapQ 20 -nThreads 24 -doGlf 2 -doMajorMinor 1 -

SNP_pval 1e-6 -doMaf 1 options (29). We analyzed population clustering and ancestry 

using PCANGSD - v1.10 with default settings (30). We used PRCOMP and 

FACTOEXTRA R packages (31) for principal component analysis (PCA). We 

calculated endogenous content (proportion of unique reads aligned to the horse 

genome), library complexity (proportion of uniquely mapped non-duplicated 

molecules) and insert size distribution using the pipeline described in (15). 

We assessed whether the SNP coverage for CNERs with different lengths, 

changes in endogenous content, library complexity, and insert size between pre and 

post-capture libraries are normally distributed using the Shapiro-Wilk test. All these 

groups are not normally distributed; hence we performed a nonparametric Mann-

Whitney Wilcoxon (MWW) rank test for comparison between groups. For comparison 

of normalized coverage distribution across GC bins for various experimental groups, 

we used two sample Kolmogorov-Smirnov (KS) tests for goodness of fit. 
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Results  

The CNER method is designed to generate large amounts of biotinylated baits for 

hybridization capture (Figure 1.1). CNER templates are synthesized as 

oligonucleotides with oligo-dT linkers at both 5’ and 3’ ends to facilitate circularization 

using a complementary, oligo-dA splint. Because the linkers are oligo-dT, this design 

limits the impact of incomplete oligonucleotide chemical synthesis errors at the 

template ends. In the 3’ end upstream of the oligo-dT, a rare-cutter restriction enzyme 

recognition site (RES) is also incorporated (Figure 1.1). Oligo-dT and rare cutter RES 

are appended to all target sequences such that all CNER templates have uniform ends 

to facilitate bulk circularization by splint ligation using an oligo-dA splint adapter (Figure 

1). 

After circularization, CNER templates are bulk amplified by rolling circle 

amplification (RCA) using high processivity phi29 DNA polymerase. The RCA reaction 

includes biotin-dATP and biotin-dUTP (an inexpensive and widely available alternative 

for biotinylated dTTP) in the reaction to generate biotinylated products.  

 

Figure 1.1 Circular Nucleic acid Enrichment Reagent method.  

An oligonucleotide template pool containing restriction enzyme recognition sites (RES) 

and oligo-dT linkers is circularized by an oligo-dA splint adapter mediated ligation. 
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Circularized templates are isothermally amplified using oligo-dA and oligo-dT oligos 

by rolling circle amplification (RCA). RCA products are then digested with restriction 

enzymes to generate CNERs. CNERs generate both strands (dark and light shades 

of colors) of the templates. Biotinylated nucleotides (purple diamonds) are 

incorporated during amplification. 

An oligo-dA forward primer and oligo-dT reverse primer initiate forward and 

reverse RCA reactions. Thus, the RCA products for each CNER template is double-

stranded, regardless of which strand the original CNER template was designed 

against (Figure 1.1). Further, inclusion of both forward and reverse primers facilitate 

branched amplification during RCA to increase yield. The RCA makes many of copies 

of the CNERs as concatemers, a single restriction enzyme digestion of which produces 

monomeric, biotinylated capture probes (Figure 1.1). The monomeric CNERs can 

therefore be used as baits to capture and enrich target molecules on streptavidin-

coated beads for sequencing. 

We designed a horse SNP panel with 23,771 randomly selected SNPs from a 

list of high confidence variant sites ascertained in four ancient horse genomes (15). 

Chemical synthesis of oligo templates for this panel yielded a 215 ng (6.3 picomoles) 

pool. RCA amplification of 100 femtomoles (~3.3 ng) bulk circularized template pool 

generated 611 ng of double-stranded high-molecular weight DNA (~77 kB average 

size, Supplementary Figure S1A), restriction digestion of which generated 499 ng of 

monomeric CNERs with 114 bp average size (Supplementary Figure S1B). The 

presence of double-stranded DNA indicates that the CNERs method generates probes 

against both strands of the target region. In a separate experiment, we increased the 

input template to 300 femtomoles. The protocol yielded 1.57 µg CNERs in that 
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experiment. Thus, we estimate 100 femtomoles (~3.3 ng) of circularized CNER 

templates produces ~500 ng of CNERs using the protocol as described. 

CNER hybridization optimization 

We optimized in-solution hybridization conditions for the horse SNP panel CNERs 

using the modern horse DNA libraries (see Supplementary Data). We tested 

hybridization capture reactions with increasing amounts of adapter blocking oligos to 

prevent cross-hybridization of library molecules (32) with a constant amount of 

CNERs. In a separate set of experiments, we tested increasing amount of CNERs with 

a constant amount of blocking oligos. Both increasing amount of blocking oligos and 

CNERs modestly improved the enrichment efficiency (Supplementary Table S3, 

Supplementary Figure S2A and S2B). We note that conventional hybridization buffer 

like those used by Arbor myBaits for RNA baits (33) might be suboptimal for DNA 

baits. Therefore, we tested four hybridization buffers (HB) to improve the enrichment 

efficiency for CNERs. Captures in HB4 produced >50% (by Picard metrics) bases on 

or near targets for the modern horse libraries (Figure 1.2A). Additives used in 

conventional hybridization buffers like Denhardt’s solution and trimethyl ammonium 

chloride did not improve and or lowered the percentage of on or near target bases 

(Supplementary Figure S2C). Hybridization at 62°C and 65°C also resulted in similar 

enrichment efficiency (Supplementary Figure S2D). 

Existing capture bait synthesis methods use different probe lengths and tiling 

to optimize for the GC content of target regions (34, 35). We designed CNERs with 

three different lengths to test the effect of CNER length on SNP coverage. The 80bp 

CNERs produce higher SNP coverage than either 50bp or 100bp CNERs (Figure 1.2B) 



 19 

consistently across various hybridization conditions (Supplementary Figure S3). 

Further, target regions within 43% - 65% GC bins, which are 47% of the total target 

SNP regions (average GC = 43.8%), consistently resulted in >1 normalized coverage 

(Figure 1.2C, Supplementary Figure S4).  

 

 

Figure 1.2 Optimization of CNERs hybridization capture of SNPs in four modern 

horse samples.  

(A) Enrichment efficiency for four hybridization buffers with pH varying from 6.5 - 8.0 

(HB1 - 4). Light grey bars show the Percent Selected Bases determined using Picard 

tools and dark grey bars show the SNP enrichment efficiency. Values presented are 

the average of three experiments for HB1 and HB4 buffers and exact values for a 

single experiment for HB2 and HB3. (B) Histogram density plots of SNP coverage 

depth for three CNER lengths. SNPs captured with 80bp CNERs (blue bars) result in 

significantly higher coverage compared to SNPs captured with 50bp (grey bars) or 

100bp (orange bars) CNERs; p-value is from a Mann-Whitney Wilcoxon test. Dotted 

lines indicate the mean coverage for each CNERs length. (C) Mean of normalized 

coverage (primary Y-axis) plotted across GC content of CNER target regions show 

that regions with 43% - 65% GC have sample-normalized coverage of 1 or higher. A 

histogram of GC bins across the target regions is shown in the secondary Y-axis. 



 20 

CNERs efficiently capture ancient DNA target SNPs 

We extracted DNA from ten horse bones collected from Late Pleistocene age 

permafrost deposits in Alaska, USA and Chukotka, Russia (Supplementary Table S1 

and (15)). Sequence reads generated from each of these samples, mapped to the 

EquCab2 reference genome, provided estimates of endogenous DNA content. Before 

SNP enrichment, the ancient horse DNA libraries had 18.4% median reads mapped 

to the horse genome, across a wide range (6.0% - 91.2%, ‘preCap’ in Figure 3A, 

Supplementary Table S2).  

SNP enrichments using both DNA based CNERs and RNA based Arbor 

myBaits increased the proportion of reads in the sequencing library that mapped to 

the reference genome, indicating successful target enrichment. Enrichment using 

CNERs improved median precent of mapped reads to 37.9% in experiment A 

(individual captures following the Arbor myBaits protocol), and 30.5% in experiment B 

(individual captures following the CNERs protocol), and 40.1% in experiment C 

(pooled-captures with CNERs protocol). Arbor myBaits resulted in 28.8% in 

experiment A (individual capture following the Arbor myBaits protocol), and 21.1% in 

experiment B (individual capture following the CNERs protocol) (Figure 1.3A, 

Supplementary Table S4. Comparison of CNERs experiments B versus C show a 

consistent proportion of mapped reads when a sample was captured individually 

versus as part of a pool (Figure 1.3A). The differences between capture probes and 

protocols are not significant by Mann-Whitney Wilcoxon test. 

Different SPRI bead ratio used in the post-capture purification steps did not 

affect the proportion of mapped reads (Figure 1.3A). However, the different SPRI ratio 

resulted in different proportions of merged and unmerged reads identified during data 
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analyses. Short insert size of aDNA molecules result in overlapping read pairs which 

are merged during data processing, hence called as merged reads. Read pairs that 

did not overlap are processed as unmerged read pairs. Following the Arbor myBaits 

protocol which uses 1.2x SPRI beads ratio (experiments A) resulted in a higher 

proportion of merged compared to unmerged reads for both Arbor myBaits and CNERs 

(Supplementary Figure S5A, Supplementary Table S4). All experiments that followed 

the CNERs cleanup protocol resulted in equal proportions of merged and unmerged 

reads regardless of probes, due to the lower SPRI beads ratio (0.9x) used during the 

post-amplification cleanup. Across all experiments, a greater proportion of merged 

reads mapped to the reference genome compared to unmerged reads, as expected 

for aDNA (Supplementary Figure S5B). 

Previous studies used Picard’s program CollectHsMetric to measure the 

success of target enrichment (36). This tool reports coverage of the targeted base and 

100bp flanking regions when determining ‘Percent Selected Bases’. We used this 

metric during the optimization experiments to compare the performance of CNERs to 

current standards. However, this metric overestimates the SNP enrichment success 

by including the regions around the target SNP site. Therefore, we elected to measure 

the success of SNP enrichment in ancient horses by defining ‘SNP enrichment 

efficiency’ as the percentage of all or mapped reads that are exactly mapped to the 

target SNPs. This is a straightforward but more practically important measure of SNP 

enrichment success. For the modern horse captures with CNERs, hybridization in HB4 

at 65°C for 18 - 20 hour produced ~30% SNP enrichment efficiency for mapped reads 

(Figure 1.2A). We followed these hybridization conditions to capture ancient horse 

samples. 
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Figure 1.3 SNP capture with CNERs and Arbor myBaits for ancient horse samples. 

(A) Endogenous content measured as proportion of reads mapping to horse reference 

genome for ten ancient horse samples before capture enrichment (grey bars), 

proportion of mapped reads after capture with Arbor myBaits (cyan), and proportion of 

mapped reads after capture with CNERs (yellow). SNP enrichment efficiency 

measured as proportion of total reads (B) and mapped reads (C) covering the target 

SNPs for CNERs and Arbor myBaits. (D) Number of target SNPs covered by at least 

one read. (E) Mean coverage of target SNPs at one million raw read pairs. Mann-

Whitney Wilcoxon test p values are indicated as ns (5.00e-02 < p <= 1.00e+00), * 

(1.00e-02 < p <= 5.00e-02), ** (1.00e-03 < p <= 1.00e-02) and *** (1.00e-04 < p <= 

1.00e-03). 
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SNP enrichment efficiency, or the proportion of reads mapping to the target 

SNPs, was significantly higher when using CNERs compared to when using Arbor 

myBaits. In experiments A (Arbor myBaits protocol), the median SNP enrichment 

efficiency was 15.7% for CNERs vs 4.8% for Arbor (MWW p < 0.05). In experiments 

B (CNERs protocol), the median SNP enrichment efficiency was 14.5% for CNERs vs 

4.3% for Arbor myBaits (MWW p < 1e-2; Figure 1.3B, Supplementary Table S4). This 

pattern holds when considering only reads that map to the reference genome. 

Experiments A (Arbor myBaits protocol) resulted in median enrichment efficiencies of 

mapped reads of 32.4% for CNERs vs 17.7% for Arbor myBaits (MWW p < 1e-2), and 

experiments B (CNERs protocol) resulted in median efficiencies of mapped reads of 

31.5% for CNERs vs 15.2% for Arbor myBaits (MWW p < 1e-3; Figure 1.3C). The 

pattern is also consistent when considering merged and unmerged reads separately, 

both for all reads and mapped reads (Supplementary Figure S5C and S5D), although 

unmerged reads always had significantly lower enrichment efficiency compared to 

merged reads (Supplementary Figure S5D, Supplementary Table S4). Finally, the 

enrichment efficiency when using CNERs was consistent between individually 

captured libraries and captures performed in pools (Figures 1.3B and C). 

To test the potential impact of differences in sequencing depth, we subsampled 

data to one million read pairs per sample in experiments A and B. For this analysis, 

we considered only the 22,619 target SNPs that were common between CNERs and 

Arbor myBaits. For experiments A (Arbor myBaits protocol), this read depth resulted 

in a median of 90.5% (20,479) of target SNPs covered by at least one unique read 

using CNERs versus 66.5% (15,038) for Arbor myBaits (MWW p < 1e-2; Figure 3D, 

Supplementary Table S4). We observed a similar trend when following the CNERs 



 24 

protocol (experiments B; Figure 1.3D). At this coverage, CNERs captures have fewer 

SNP dropouts compared to Arbor myBaits captures, as estimated using cumulative 

distribution plots of SNP coverage as percentage of SNPs less than the x-fold mean 

coverage (Supplementary Figure S6). When averaged across the 10 horse data sets 

at this standard coverage, CNERs captures resulted in 2.5-fold higher average SNP 

coverage than Arbor myBaits (an average of 5.4 reads per SNP compared to an 

average of 2.2 reads per SNP when using the Arbor myBaits protocol (experiments A; 

Figure 1.3E), and an average of 4.9 reads per SNP compared to an average of 1.9 

reads per SNP when following the CNERs protocol (experiments B; Figure 1.3E). The 

average coverage was not significantly different by MWW test due to one outlier 

sample (UAM:ES:27502), which was the sample for which we had to reduce library 

volume going into CNERs captures and has low SNP coverage. 

We evaluated target coverage uniformity using fold-80 base penalty, which 

estimates additional sequencing required to bring 80% of the zero-coverage targets to 

mean coverage depth. The smaller the fold-80 base penalty, the more uniform the 

coverage is across all target regions (37). The average fold-80 base penalty is 3.7 for 

CNERs and 5.3 for Arbor myBaits, suggesting that CNERs produces more uniform 

coverage across all target SNPs.  

We explored whether probe length or GC content explained coverage 

unevenness among the ancient horses. As observed in the modern horse 

enrichments, enrichment of ancient horses resulted significantly higher SNP coverage 

for CNERs targeting 80bp regions compared to 50bp or 100bp (Supplementary Figure 

S7). The statistical degree of significance of these comparisons as estimated from 

MWW test p-values (Supplementary Figure S7) differed among the ancient horses due 
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to differences in percent mapped reads. Enrichments using CNERs resulted in higher 

normalized coverage for SNPs in target regions that had 42-66% (mode ~55%) GC 

content compared to SNP targets in other GC contents and to Arbor myBaits capture 

data in this GC bin (Supplementary Figure S8). Arbor myBaits resulted in higher SNP 

normalized coverage for target regions with 30-45% GC content (mode ~37% GC) 

compared to other GC contents and to CNERs capture data in this GC bin. While this 

indicates a shift towards lower GC preference for Arbor myBaits and higher GC 

preference for CNERs, the difference in coverage across GC bins is not statistically 

different by KS test (Supplementary Figure S8).  

We next compared CNERs captures and Arbor myBaits captures in the mean 

normalized coverage at 100 bp upstream and downstream regions of target SNPs to 

assess whether coverage around the SNP target region influenced coverage 

unevenness. We designed only one CNER per target SNP, centered in the target 

region, resulting in maximum coverage depth for SNPs and reduced coverage for the 

surrounding region (Supplementary Figure S9). Arbor myBaits designed up to three 

baits per target SNP, tiled 20 bp from 5’ end, which resulted in an expected maximum 

coverage for ~20bp region to the right of the target SNP (Supplementary Figure S9). 

These differences in coverage profile between CNERs and Arbor myBaits are 

significant by KS test. Post-capture purification steps did not affect the coverage 

around SNPs; both experiments A (Arbor myBaits protocol) and experiments B 

(CNERs protocol) resulted in similar coverage profiles when comparing enrichments 

using same probes (Supplementary Figure S9). 
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CNERs and Arbor myBaits produce similar genotypes  

We calculated genotype likelihoods for target SNPs using the capture data. We did 

not include sample UAM:ES:27502 because it had few genotyped sites. Average 

concordance of genotypes of nine ancient horses between experiment A (Arbor 

myBaits protocol) and B (CNERs protocol) is 97.9% for Arbor myBaits data and 98.1% 

for CNERs data (Supplementary Figure S10, Supplementary Table S5). To increase 

the read depth for individual SNPs, we merged bam files from the two experiments 

and called genotypes on the merged data. With merged data, both CNERs and Arbor 

myBaits genotyped between 4,394 – 13,330 sites with 96.7% - 99.5% concordance 

for individual horses (Figure 1.4A). On average, genotypes called on Arbor myBaits 

and CNERs data concur 98.6%. 

CNERs and Arbor myBaits captured reads with different base substitution 

patterns in the target SNPs (Figure 1.4B). Of the total 18,994 genotyped sites among 

the nine ancient horses, 13,893 sites were captured using both probes, 1,334 sites 

were only captured by Arbor myBaits and 3,767 sites were only captured by CNERs 

data. CNERs capture more GC transversions compared to Arbor myBaits (Figure 

1.4B) because they more efficiently capture higher GC regions (Supplementary Figure 

S8). While CNERs and Arbor myBaits capture reads with comparable patterns of 

cytosine deamination at the ends of reads (Supplementary Figure S11), Arbor myBaits 

captured more SNPs with transition substitutions (11.5% vs 4.5% for CNERs vs 0.4% 

shared in both probes, Figure 1.4B). This pattern may arise because the right shifted 

tiling design preferentially enriches for SNPs at the ends of aDNA molecules 

(Supplementary Figure S12) where transition substitutions occur due to cytosine 

deamination. Alternatively, CNERs enrich for aDNA fragments with SNPs at the center 
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of the read (Supplementary Figure S12), which may lead to higher coverage at SNP 

sites compared to Arbor myBaits (Supplementary Figure S9). 

 

 

Figure 1.4 Genotyping and estimated evolutionary relationships between the 

ancient horse samples.  

(A) Genotype concordance between SNP capture data generated using CNERs and 

Arbor myBaits. Numbers above the bars indicate the sites genotyped by both methods 

in a given horse sample. (B) Percentage of substitution types shared between (green) 

and unique to CNERs (yellow) and Arbor myBaits (cyan). (C) Admixture analysis with 

K=2 separated the ancient horses into two lineages regardless of their geographic 

location. (D) Principal component analysis of genotype likelihood covariance matrix of 

23,771 nuclear SNP sites in nine ancient horses. Transitions are filtered out for 



 28 

population analyses due to cytosine deamination in aDNA. PC1 segregated horses 

into two major clades and PC2 separated horses into the Western (Chukotka) and 

Eastern (Alaska) Beringian populations. 

 

We used the enriched genotypes to explore the evolutionary relationships 

between the nine ancient horses for which we generated data. Admixture analysis 

identified two main ancestry components, both for data generated using CNERs 

(Figure 1.4C) and Arbor myBaits captures (Supplementary Figure S13). Principal 

component (PC) analysis of genotype likelihood covariance also segregated ancient 

horses into two major clusters (Figure 1.4D), with similar patterns observed when 

using CNERs or Arbor myBaits data. The first principal component (PC1) roughly 

corresponds to ancestry as in Figure 1.4C, and PC2 reflects geographic origin either 

in Chukotka, Russia (Western Beringia) or Alaska, USA (Eastern Beringia). This 

pattern is consistent among probe types and with horse population structure previously 

inferred from whole-genome and mitochondrial data (15). 

Discussion  

Targeted sequencing can provide a cost-effective method for data generation 

for many comparative genomics applications, in particular when the samples of 

interest contain only trace amounts of degraded DNA. However, the high cost of 

producing hybridization baits hinders the widespread adoption of this approach. Our 

approach, which we call Circular Nucleic acid Enrichment Reagent method, reduces 

both the cost and time required for generation of microgram quantities of probes. 

Incorporation of poly-dT overhangs at both ends in the CNER template design 
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overcomes end synthesis errors in long oligonucleotide baits. The length of the poly-

dT limits the circularization of templates by splint ligation using the poly-dA oligo. Poly-

dA mediated splint ligation ensures that only templates with a certain length of poly-

dT are amplified by RCA, thus eliminating incompletely synthesized baits. These 

template design features and isothermal amplification using RCA overcome many of 

the artifacts induced by PCR amplification of template oligo pools like non-specific 

amplification and generation of heterogenous products (Twist Bioscience’s technical 

note). Further, standard PCR amplification requires inclusion of specific primer binding 

sequences at the ends that increase oligo length (9) and may interfere with 

hybridization capture. Future comparison of the CNERs methods with other PCR-

based oligonucleotide amplification methods would be useful to explore the role of 

amplification biases in hybridization efficiency.  

We optimized the hybridization conditions for the CNERs which differed from 

conventional hybridization conditions used for RNA baits. Enrichments using CNERs 

reduces the hybridization time to overnight incubation (18 - 20 hours) instead of the 

48 - 72 hours required in conventional capture methods for degraded DNA (33, 35). 

This increase in efficiency may be useful in clinical diagnostics. Further, conventional 

baits are designed with multifold tiling baits per target (34, 35) to achieve uniform 

coverage across different GC regions, but still underperform for target regions with 

>50% GC content (34, 36). We designed only one CNER tiling per SNP target region 

to save both CNERs production cost and sequencing cost. CNERs capture results in 

higher coverage for target regions with 45 - 75% GC content than regions with other 

GC contents, similar to other DNA baits (36), whereas Arbor myBaits produced higher 

coverage for regions with 30-45% GC, similar to other RNA baits (35, 36). Difference 
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in the AT/GC bonding strength might differently influence the melting temperature of 

DNA-RNA heteroduplex and double stranded DNA molecules, which could lead to the 

observed coverage differences between the DNA and RNA baits for target regions 

with different GC content. It would be interesting to test whether multi-tiling CNERs for 

target regions with lower GC content brings their coverage closer to the sample mean 

coverage. Multi-tiling and probe length also increase the coverage for regions around 

the targeted region (33, 34). This might be desired for some applications like exome 

capture, but it will reduce the cost-effectiveness of genotyping-by-sequencing (GBS). 

CNERs achieve highest coverage at the target SNP sites compared to adjacent 

regions which is desired for GBS applications. 

To demonstrate the utility of the CNERs approach for GBS, we genotyped ~23k 

nuclear SNPs in ten ancient horses using both DNA based CNERs and a commercially 

available RNA baits from Arbor myBaits. We found that SNP enrichment efficiency 

using CNERs was consistent across most of our ancient samples, despite their 

variability in pre-enrichment precent mapped reads (endogenous content). Further, 

CNERs provided two-fold higher SNP enrichment efficiency compared to Arbor 

myBaits. CNERs required only one probe per target SNP and enriched a greater 

number of targeted sites with maximal read depth at the target SNP site. Two-fold 

higher enrichment efficiency could be due to enrichment of both strands of target 

regions by the CNERs probes compared to one targeted strand by RNA baits from 

Arbor. This could be tested using double stranded RNA baits (36). Both admixture and 

PC analysis of genotype likelihoods grouped the ancient horses into two major clusters 

(Figure 4), like the results based on whole genomes (15). Future work using the horse 

SNP panel with a more geographically and temporally extensive sampling of ancient 
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horses will provide new insights into the history of movement and gene flow among 

Late Pleistocene horses.  

Although we focused on generating data from individual horse bones, CNERs 

can also be used for targeted DNA capture and sequencing from other sample types 

that are difficult to genotype by conventional methods (38). Cell-free and circulating 

tumor DNA (cf/ctDNA) isolated from liquid biopsies, for example, can be used to 

identify mutation burden in cancer patients, disease carrier status, and for noninvasive 

prenatal testing (39). DNA isolated from environmental samples like water and air and 

from ancient sediments can be used to reconstruct present and past environments 

noninvasively (40). DNA isolated from single rootless hair can be used to solve 

forensic cases (41). All these sample types are preserved as highly fragmented DNA, 

however, and often in complex mixtures, where targeted capture using CNERs 

provides a straightforward approach to generating useful comparative data (42).  

The CNER method can be extended to generate whole genome enrichment 

(WGE) probes. Genome fragments of a reference or related species can be 

circularized by bridge adapters to included restriction enzyme sites, amplified, and 

digested as in oligo templates to make WGE-CNERs. These would be a DNA 

alternative for the whole-genome in-solution capture (WISC) method’s RNA baits (33). 

WGE is valuable when exploring an unknown organism or enriching a taxon in 

mixtures, as well as when analyzing aDNA samples with low endogenous content. 

WGE can also be used to generate low-coverage genomes of a few individuals for 

SNP ascertainment, from which a target SNP panel for population studies can be 

designed. We expect the CNER method adopted by futures studies for various GBS 

and WGE applications.  
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All raw sequencing data generated for this project are submitted to the SRA database 

under BioProject accession number PRJNA785663.  

 

Supplementary Data 

Supplementary Data are available at NAR Online.  

 

Acknowledgements 

The authors thank the members of the UCSC Paleogenomics lab, especially Dr. 

Rachel Meyer and Remy Nguyen for their critical comments and proofreading the 

manuscript. We are grateful to Pamela Groves, Daniel Mann and the University of 

Alaska Museum-Earth Science collections for providing us access to the Alaskan 

ancient horse specimens analyzed in this study. We are also grateful to Love Dalen, 

Sergey Vartanyan, Eleftheria Palkopoulou and Alexei Tikhonov for providing the 

Eurasian ancient horse samples analyzed in this study. We thank Neda DeMayo, 

Celeste Carlisle and ‘Return to Freedom’ foundation for donating modern horse blood 

specimens. 

 

Funding 

This work was supported by the Office of Research, Industry Alliances & Technology 

Commercialization of the UC Santa Cruz [to REG and B Sundararaman]; the National 

Institute of Justice [Graduate Research Fellowship grant number 2020-R2-CX-0029 to 



 33 

B Sundararaman and grant number 2020-DQ-BX-0014 to REG]; the UCSC 

Chancellor’s Dissertation Year Fellowship [to AOV]; the National Science Foundation 

[grant number ARC-1417036 to B Shapiro] and the Institute of Museum and Library 

Services [grant number MG-30-17-0045-17 to B Shapiro].  

 

References 

1.  Mamanova,L., Coffey,A.J., Scott,C.E., Kozarewa,I., Turner,E.H., Kumar,A., 

Howard,E., Shendure,J. and Turner,D.J. (2010) Target-enrichment strategies for 

next-generation sequencing. Nat. Methods, 7, 111–118. 

2.  Gasc,C., Peyretaillade,E. and Peyret,P. (2016) Sequence capture by 

hybridization to explore modern and ancient genomic diversity in model and 

nonmodel organisms. Nucleic Acids Res., 44, 4504–4518. 

3.  Gaudin,M. and Desnues,C. (2018) Hybrid Capture-Based Next Generation 

Sequencing and Its Application to Human Infectious Diseases. Front. Microbiol., 

9, 2924. 

4.  Hodges,E., Xuan,Z., Balija,V., Kramer,M., Molla,M.N., Smith,S.W., Middle,C.M., 

Rodesch,M.J., Albert,T.J., Hannon,G.J., et al. (2007) Genome-wide in situ exon 

capture for selective resequencing. Nat. Genet., 39, 1522–1527. 

5.  Albert,T.J., Molla,M.N., Muzny,D.M., Nazareth,L., Wheeler,D., Song,X., 

Richmond,T.A., Middle,C.M., Rodesch,M.J., Packard,C.J., et al. (2007) Direct 

selection of human genomic loci by microarray hybridization. Nat. Methods, 4, 

903–905. 



 34 

6.  Okou,D.T., Steinberg,K.M., Middle,C., Cutler,D.J., Albert,T.J. and Zwick,M.E. 

(2007) Microarray-based genomic selection for high-throughput resequencing. 

Nat. Methods, 4, 907–909. 

7.  Hodges,E., Rooks,M., Xuan,Z., Bhattacharjee,A., Benjamin Gordon,D., 

Brizuela,L., Richard McCombie,W. and Hannon,G.J. (2009) Hybrid selection of 

discrete genomic intervals on custom-designed microarrays for massively 

parallel sequencing. Nat. Protoc., 4, 960–974. 

8.  Burbano,H.A., Hodges,E., Green,R.E., Briggs,A.W., Krause,J., Meyer,M., 

Good,J.M., Maricic,T., Johnson,P.L.F., Xuan,Z., et al. (2010) Targeted 

investigation of the Neandertal genome by array-based sequence capture. 

Science, 328, 723–725. 

9.  Gnirke,A., Melnikov,A., Maguire,J., Rogov,P., LeProust,E.M., Brockman,W., 

Fennell,T., Giannoukos,G., Fisher,S., Russ,C., et al. (2009) Solution hybrid 

selection with ultra-long oligonucleotides for massively parallel targeted 

sequencing. Nat. Biotechnol., 27, 182–189. 

10.  Maricic,T., Whitten,M. and Pääbo,S. (2010) Multiplexed DNA sequence capture 

of mitochondrial genomes using PCR products. PLoS ONE, 5, e14004. 

11. Kosuri,S. and Church,G.M. (2014) Large-scale de novo DNA synthesis: 

technologies and applications. Nat. Methods, 11, 499–507. 

12.  Song,L.-F., Deng,Z.-H., Gong,Z.-Y., Li,L.-L. and Li,B.-Z. (2021) Large-Scale de 

novo Oligonucleotide Synthesis for Whole-Genome Synthesis and Data 



 35 

Storage: Challenges and Opportunities. Front. Bioeng. Biotechnol., 9, 689797. 

13.  Duftner,N., Larkins-Ford,J., Legendre,M. and Hofmann,H.A. (2008) Efficacy of 

RNA amplification is dependent on sequence characteristics: implications for 

gene expression profiling using a cDNA microarray. Genomics, 91, 108–117. 

14.  Conrad,T., Plumbom,I., Alcobendas,M., Vidal,R. and Sauer,S. (2020) 

Maximizing transcription of nucleic acids with efficient T7 promoters. Commun. 

Biol., 3, 439. 

15.  Vershinina,A.O., Heintzman,P.D., Froese,D.G., Zazula,G., Cassatt-

Johnstone,M., Dalén,L., Der Sarkissian,C., Dunn,S.G., Ermini,L., Gamba,C., et 

al. (2021) Ancient horse genomes reveal the timing and extent of dispersals 

across the Bering Land Bridge. Mol. Ecol., doi: 10.1111/mec.15977. 

16. Dabney,J., Knapp,M., Glocke,I., Gansauge,M.-T., Weihmann,A., Nickel,B., 

Valdiosera,C., García,N., Pääbo,S., Arsuaga,J.-L., et al. (2013) Complete 

mitochondrial genome sequence of a Middle Pleistocene cave bear 

reconstructed from ultrashort DNA fragments. Proc Natl Acad Sci USA, 110, 

15758–15763. 

17.  Fulton,T.L. and Shapiro,B. (2019) Setting up an ancient DNA laboratory. 

Methods Mol. Biol., 1963, 1–13. 

18.  Kapp,J.D., Green,R.E. and Shapiro,B. (2021) A Fast and Efficient Single-

stranded Genomic Library Preparation Method Optimized for Ancient DNA. J. 

Hered., 112, 241–249. 



 36 

19. Kircher,M., Sawyer,S. and Meyer,M. (2012) Double indexing overcomes 

inaccuracies in multiplex sequencing on the Illumina platform. Nucleic Acids 

Res., 40, e3. 

20.  Rohland,N. and Reich,D. (2012) Cost-effective, high-throughput DNA 

sequencing libraries for multiplexed target capture. Genome Res., 22, 939–946. 

21.  Librado,P., Der Sarkissian,C., Ermini,L., Schubert,M., Jónsson,H., 

Albrechtsen,A., Fumagalli,M., Yang,M.A., Gamba,C., Seguin-Orlando,A., et al. 

(2015) Tracking the origins of Yakutian horses and the genetic basis for their 

fast adaptation to subarctic environments. Proc Natl Acad Sci USA, 112, E6889-

97. 

22. Schubert,M., Jónsson,H., Chang,D., Der Sarkissian,C., Ermini,L., Ginolhac,A., 

Albrechtsen,A., Dupanloup,I., Foucal,A., Petersen,B., et al. (2014) Prehistoric 

genomes reveal the genetic foundation and cost of horse domestication. Proc 

Natl Acad Sci USA, 111, E5661-9. 

23.  Wade,C.M., Giulotto,E., Sigurdsson,S., Zoli,M., Gnerre,S., Imsland,F., Lear,T.L., 

Adelson,D.L., Bailey,E., Bellone,R.R., et al. (2009) Genome sequence, 

comparative analysis, and population genetics of the domestic horse. Science, 

326, 865–867. 

24. Li,H. (2011) A statistical framework for SNP calling, mutation discovery, 

association mapping and population genetical parameter estimation from 

sequencing data. Bioinformatics, 27, 2987–2993. 



 37 

25. Zhou,B., Wen,S., Wang,L., Jin,L., Li,H. and Zhang,H. (2017) AntCaller: an 

accurate variant caller incorporating ancient DNA damage. Mol. Genet. 

Genomics, 292, 1419–1430. 

26.  Poplin,R., Ruano-Rubio,V., DePristo,M.A., Fennell,T.J., Carneiro,M.O., Van der 

Auwera,G.A., Kling,D.E., Gauthier,L.D., Levy-Moonshine,A., Roazen,D., et al. 

(2017) Scaling accurate genetic variant discovery to tens of thousands of 

samples. BioRxiv, doi: 10.1101/201178. 

27. Danecek,P., Auton,A., Abecasis,G., Albers,C.A., Banks,E., DePristo,M.A., 

Handsaker,R.E., Lunter,G., Marth,G.T., Sherry,S.T., et al. (2011) The variant 

call format and VCFtools. Bioinformatics, 27, 2156–2158. 

28. Li,H. and Durbin,R. (2009) Fast and accurate short read alignment with 

Burrows-Wheeler transform. Bioinformatics, 25, 1754–1760. 

29.  Korneliussen,T.S., Albrechtsen,A. and Nielsen,R. (2014) ANGSD: analysis of 

next generation sequencing data. BMC Bioinformatics, 15, 356. 

30.  Meisner,J. and Albrechtsen,A. (2018) Inferring Population Structure and 

Admixture Proportions in Low-Depth NGS Data. Genetics, 210, 719–731. 

31.  Kassambara,A. and Mundt,F. (2020) Factoextra: Extract and Visualize the 

Results of Multivariate Data Analyses. https://cran.r-

project.org/web/packages/factoextra/index.html (26 December 2022, date last 

accessed). 

32.  Lee,H., O’Connor,B.D., Merriman,B., Funari,V.A., Homer,N., Chen,Z., 



 38 

Cohn,D.H. and Nelson,S.F. (2009) Improving the efficiency of genomic loci 

capture using oligonucleotide arrays for high throughput resequencing. BMC 

Genomics, 10, 646. 

33. Carpenter,M.L., Buenrostro,J.D., Valdiosera,C., Schroeder,H., Allentoft,M.E., 

Sikora,M., Rasmussen,M., Gravel,S., Guillén,S., Nekhrizov,G., et al. (2013) 

Pulling out the 1%: whole-genome capture for the targeted enrichment of 

ancient DNA sequencing libraries. Am. J. Hum. Genet., 93, 852–864. 

34. Samorodnitsky,E., Datta,J., Jewell,B.M., Hagopian,R., Miya,J., Wing,M.R., 

Damodaran,S., Lippus,J.M., Reeser,J.W., Bhatt,D., et al. (2015) Comparison of 

custom capture for targeted next-generation DNA sequencing. J. Mol. Diagn., 

17, 64–75. 

35. Cruz-Dávalos,D.I., Llamas,B., Gaunitz,C., Fages,A., Gamba,C., Soubrier,J., 

Librado,P., Seguin-Orlando,A., Pruvost,M., Alfarhan,A.H., et al. (2017) 

Experimental conditions improving in-solution target enrichment for ancient 

DNA. Mol. Ecol. Resour., 17, 508–522. 

36. Zhou,J., Zhang,M., Li,X., Wang,Z., Pan,D. and Shi,Y. (2021) Performance 

comparison of four types of target enrichment baits for exome DNA sequencing. 

Hereditas, 158, 10. 

37. So,A.P., Vilborg,A., Bouhlal,Y., Koehler,R.T., Grimes,S.M., Pouliot,Y., 

Mendoza,D., Ziegle,J., Stein,J., Goodsaid,F., et al. (2018) A robust targeted 

sequencing approach for low input and variable quality DNA from clinical 

samples. NPJ Genom. Med., 3, 2. 



 39 

38.  Diaz,L.A. and Bardelli,A. (2014) Liquid biopsies: genotyping circulating tumor 

DNA. J. Clin. Oncol., 32, 579–586. 

39. Szilágyi,M., Pös,O., Márton,É., Buglyó,G., Soltész,B., Keserű,J., Penyige,A., 

Szemes,T. and Nagy,B. (2020) Circulating Cell-Free Nucleic Acids: Main 

Characteristics and Clinical Application. Int. J. Mol. Sci., 21. 

40. Murchie,T.J., Kuch,M., Duggan,A.T., Ledger,M.L., Roche,K., Klunk,J., 

Karpinski,E., Hackenberger,D., Sadoway,T., MacPhee,R., et al. (2021) 

Optimizing extraction and targeted capture of ancient environmental DNA for 

reconstructing past environments using the PalaeoChip Arctic-1.0 bait-set. 

Quaternary Research, 99, 305–328. 

41.  Brandhagen,M.D., Loreille,O. and Irwin,J.A. (2018) Fragmented nuclear DNA is 

the predominant genetic material in human hair shafts. Genes (Basel), 9. 

42. Marchini,J. and Howie,B. (2010) Genotype imputation for genome-wide 

association studies. Nat. Rev. Genet., 11, 499–511. 

  



 40 

Chapter 2. Methods to make probes for 

public health applications 

Whole genome sequencing of pathogens is important to understand the pathogens 

strain type, drug-resistance and immune evasion phenotypes. To obtain the DNA, 

pathogens are isolated and cultured from the samples. For rapid identification and 

characterization of pathogens, direct sequencing of clinical samples is needed. 

However, direct sequencing of clinical samples is not feasible due to presence of low 

fraction of pathogen DNA in vast amount of human and other commensal microbiome 

DNA isolated from the clinical samples. Therefore, we developed the whole genome 

enrichment (WGE) approach using the CNER probes to enrich the pathogen genome 

to directly sequence them from samples.  

 In the first section of this chapter, I demonstrate the CNERs-WGE approach 

for sequence tuberculosis causing bacteria, Mycobacterium tuberculosis. I discuss 

how the CNERs-WGE method can be used for genomic epidemiology of difficult to 

grow pathogens.  

In the second section of this chapter, I demonstrate, using Toxoplasma gondii 

as an example, how the CNER-WGE method can be used to enrich large genomes 

parasites from environmental and food samples. I discuss the application of the 

CNERs-WGE method for foodborne pathogen screening programs.  
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Chapter 2.1. A hybridization capture 

approach for pathogen genomics 

Abstract 

Genomic epidemiology uses pathogens’ whole-genome sequence to understand and 

manage the spread of infectious diseases. Whole-genome data can be used to monitor 

outbreak and cluster formation, to identify cross-community transmissions, and to 

profile drug resistance and immune-evasion. Typically, pathogens are cultured from 

clinical samples to obtain DNA for sequencing to generate whole-genome data. 

However, culture-independent diagnostic methods are needed for difficult-to-grow 

pathogens and for rapid pathogen genomics. Whole-genome enrichment (WGE) using 

targeted DNA sequencing enables direct sequencing of clinical samples without 

culturing pathogens. However, the cost of enrichment baits limits the utility of this 

method for large scale genomic epidemiology. We developed a cost-effective method 

named Circular Nucleic acid Enrichment Reagent synthesis (CNERs) to generate 

whole-genome enrichment probes. We demonstrated the method by producing probes 

for Mycobacterium tuberculosis which we used to enrich M. tuberculosis DNA that had 

been spiked at concentrations as low as 0.01% and 100 genome copies against 

human DNA background to 1225-fold and 4636-fold. Further, we also enriched DNA 

from different M. tuberculosis lineages and M. bovis and demonstrated the utility of the 

WGE-CNERs data for lineage identification and drug-resistance characterization using 

an established pipeline. The CNERs method for whole-genome enrichment will be a 

valuable tool for genomic epidemiology of emerging and difficult-to-grow pathogens. 
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Introduction 

Genomic epidemiology uses pathogens’ whole-genome data to understand and 

manage the spread of infectious diseases (1–3). Genome sequences can be used to 

predict pathogens’ phenotypes including virulence factors, drug-resistance markers, 

and other factors used in immune-evasion (4). Whole-genome data also is used to 

identify phylogenetic relationships at a higher resolution than multi-locus markers, 

allowing fine-scale relationships between pathogenic strains. Genomes of several 

pathogens have been used to study small outbreaks (5) and to track strain prevalence 

at the national level (1).  

The 2019 SARS-CoV2 pandemic demonstrated the potential of genomic 

epidemiology in real time disease monitoring. Since 2019, ~15 million SARS-CoV2 

clinical genomes have been sequenced (www.gisaid.org) to understand transmission 

dynamics and track viral evolution. Genomic data has been used to identify the origin, 

mode of introduction of new infection and cluster formation, and to reveal how clinical 

isolates are related in space and time (6–8). Further, genomic data characterized viral 

evolution in response to clinical interventions (9, 10). The SARS-CoV2 pandemic also 

advanced the technologies and computational capabilities needed to produce and 

analyze big data for genomic epidemiology (11). Motivated by the success of SARS-

CoV2 genomic surveillance, there is a renewed interest in applying genomic 

epidemiology for emerging pathogens to monitor, predict outbreaks and recommend 

disease control measures.  

Genomic data are generated by whole-genome sequencing (WGS) of 

pathogens. WGS requires high quality and reasonable quantity of pathogen’s DNA, 

which is often difficult to obtain from clinical samples (12). Pathogens are generally 
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grown in vitro to make DNA for sequencing (13). Culturing pathogens for DNA is 

routinely done for bacterial pathogens that are simple to grow (14). However, culturing 

poses a hurdle for some fastidious bacterial, fungal and parasitic pathogens. Difficult-

to-culture pathogens are usually slow growers and require special growth conditions 

like the presence of host cells (14, 15). Further, culturing steps can alter the diversity 

that was initially present in the clinical samples (16, 17). Culture independent direct 

sequencing of clinical samples can overcome many of these challenges (18, 19).  

Metagenomic methods have been developed to directly sequence clinical 

samples like sputum, cerebrospinal fluid, and urine to detect and assemble pathogen 

genomes in an unbiased fashion (20–23). However, the presence of high amounts of 

human DNA and commensal microbiome DNA can obscure the detection of trace 

amounts of pathogen DNA (20, 22). In addition, metagenomic methods often fail to 

achieve the high sequence coverage required for variant detection, which is needed 

for phenotypic and phylogenetic characterization. Depletion of human DNA and or 

enrichment of pathogen DNA have been used in culture-independent diagnostic tests 

(18–23). Various sample processing methods have also been developed to lyse 

human cells to remove human DNA before lysing pathogens (19). However, these 

methods still often fail to achieve the depth of sequencing coverage required for 

genomic epidemiology due to presence of other microbial DNA.  

Whole-genome enrichment (WGE) of pathogens’ DNA achieves higher 

genome coverage in direct sequencing of clinical samples (20). Multiplex PCR using 

sequence specific primers or cDNA amplification using random primers enable WGE 

for viral genomes due to their smaller genome size (23–25). Hybridization capture 

using biotinylated RNA or DNA probes have been used to enrich large genomes of 
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bacterial, fungal, and parasitic pathogens from clinical samples (15–18, 26, 27). 

However, large scale synthesis of capture probes that cover entire genomes is often 

prohibitively expensive (20, 27). Current probe synthesis methods are inadequate to 

meet the large-scale requirement for genomic epidemiology.  

We developed the CNER method for large-scale DNA bait synthesis to enrich 

specific genomic regions (Chapter 1). Here, we describe CNER method to make 

probes against an entire target pathogen genome. We demonstrate the CNER method 

to produce DNA baits for whole-genome enrichment (WGE) of Mycobacterium 

tuberculosis (M. tuberculosis). We enrich the M. tuberculosis DNA from an initial 

representation of 0.01% spiked in with human DNA to a final representation of >85% 

using the M. tuberculosis WGE-CNERs. We also capture a panel of various M. 

tuberculosis lineages and M. bovis (another species within M. tuberculosis complex - 

MTBC) and several non-tuberculous Mycobacteria (NTMs), demonstrating sensitivity 

and specificity of WGE-CNERs. Further, we also show the utility of the WGE data 

generated using CNERs for lineage identification and drug-resistance 

characterization. 

Materials and Methods 

DNA samples and library preparation 

The California Department of Public Health’s Microbial Diseases Laboratory kindly 

provided mycobacterial genomic DNA (gDNA). We prepared NGS libraries using NEB 

Ultra II FS kit by following kit’s manual.  

For the proof-of-concept experiment, we intentionally spiked M. tuberculosis 

H37Rv libraries with unique dual indices at 0.01%, 0.1%, 1% and 10% expected 
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representation with human libraries (prepared with NA12878 gDNA). We sequenced 

the contrived mixture of M. tuberculosis and human libraries to confirm the proportion 

of M. tuberculosis libraries before capture.  

To determine sensitivity, we spiked in 10 fg – 95.2 ng (8 times 1:10 serial 

dilution) of M. tuberculosis H37Rv gDNA corresponding to 2 × 100 – 2 × 107 M. 

tuberculosis genome copies with 54 ng of human gDNA (NA12878) and prepared NGS 

libraries using NEB Ultra II FS kit with following modifications. After fragmentation and 

adapter ligation, we split the adapter ligated DNA into two aliquots (corresponding to 

1 × 100 – 1 × 107 M. tuberculosis genome copies per library) and amplified them for 8 

cycles with NEB Q5 master mix with two sets of unique dual indices. We sequenced 

all 16 libraries before capture experiments to determine the M. tuberculosis proportion 

in each library.  

For the specificity test, we spiked in 140 fg – 142.8 fg (4 times 1:10 serial 

dilution corresponding to 3 × 101 – 3 × 104 M. tuberculosis genome copies) of four M. 

tuberculosis lineages (M.tb Indo-Oceanic – Lineage 1, East-Asian – Lineage 2, East-

African-Indian – Lineage 3 and Euro-American – Lineage 4), M. bovis and three NTMs 

(M. abscessus, M. fortuitum and M. porcinum) with 54 ng of human gDNA (NA12878) 

and prepared NGS libraries using NEB Ultra II FS kit with following modifications. After 

fragmentation and adapter ligation, we split the adapter ligated DNA into three aliquots 

(corresponding to 1 × 101 – 1 × 104 M. tuberculosis genome copies per library) and 

amplified them for 12 cycles with NEB Q5 master mix with three sets of unique dual 

indices. We sequenced all 96 libraries before capture experiments to determine the 

mycobacteria proportion in each library.  
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M.tb WGE-CNERs generation 

We generated WGE-CNERs to enrich mycobacteria as described in Fig. S1. We 

sheared ~286 ng of M. tuberculosis H37Rv reference gDNA using Covaris in 

microTUBE15 for 250s with peak power at 50, 30% duty factor and 50 cycle bursts at 

23°C. We denatured 100 ng of sheared gDNA at 95°C for 3 min and snap cooled on 

ice block. Separately, 100 pmol of bridge oligo (5’–

GCGCGATCAAGCTTTTTTTTTTTTTTTTTTTTT–3’) annealed with splint oligos (5’-

NNNNNNNNAAAAAAAAAAA–3’ and 5’–GCTTGATCGCGCNNNNNNNN–3’) by 

denaturing at 95°C for 3 min and cooling to 12°C with 0.1°C/s ramp speed. Sheared 

denatured gDNA mixed with 35 pmol of annealed bridge/splint oligos and ligated in 1X 

T4 DNA ligase buffer at 37°C for 1 h followed by 25°C for 3 h and denatured at 95°C 

for 3 min. We amplified the circularized genomic fragments as described in Chapter 1 

and digested the RCA products using 50U of HindIII enzyme.  

Enrichments and sequencing 

For proof-of-concept experiment we hybridized 100 – 300 ng of four contrived mixtures 

of M. tuberculosis and human libraries with 50 ng of M. tuberculosis WGE-CNERs at 

65°C for 19.5 h. For sensitivity test, we either hybridized 100 ng of 8 individual libraries 

of various M. tuberculosis copy numbers with 25 ng of WGE-CNERs or pooled 25 ng 

each of the 8 libraries and hybridized the pool with 50 ng of WGE-CNERs.  

For specificity test, we pooled two sets of 11 ng each of the M. tuberculosis 

H37Rv, four M. tuberculosis lineages, M. bovis and three NTM libraries from the same 

copy number mixtures of 1 × 101 – 1 × 104 copies. For the hybridization temperature 

experiment, we captured the pools with 25ng of WGE-CNERs at 55°C and 60°C for 

19.5 h. For the hybridization time experiment, we captured the pools with 25ng of 
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WGE-CNERs at 65°C for 1 h and 4 h. For captures at 65°C, we pooled 12.5 ng each 

of the 4 lineages, M. bovis and 3 NTMs from same copy number libraries. 

For all capture experiments, we enriched the captured library on streptavidin 

beads as described in Chapter 1. We amplified post-capture libraries with 2X Kapa 

HiFi PCR mix for 17 cycles and purified the libraries using 1.2x SPRI beads. Post-

capture libraries were pooled in equimolar ratio and sequenced in the Illumina NextSeq 

with a PE 2x75 kit. For all experiments we sequenced ~50k–100k raw read pairs. We 

sequenced ~3M raw read pairs for each of the libraries captured at 65°C for 19.5 h. 

Data analysis 

We used cutadapt to remove adapter sequences and mapped the trimmed reads to 

M. tuberculosis H37Rv reference (NC_000962.3) using bwa mem. We used samtools 

rmdup to remove duplicate reads. We used samtools and bedtools to determine the 

percent mapped reads and genome coverage. We used custom python scripts to plot 

the metrices. We performed a nonparametric Mann-Whitney U rank test for comparing 

coverage metrices between different hybridization temperatures and times.  

For variant detections, we used HaplotypeCaller from the GATK package with 

-ERC GVCF and -ploidy 1 options to individually call variants on each sample from 

1,000- and 10,000-copy numbers captured at 65°C for 19.5 h. We used 

CombineGVCFs and GenotypeGVCFs with default options to combine VCFs from five 

M. tuberculosis lineages and M. bovis of same copy number. We used vcftools with --

max-alleles 2 --remove-indels options to remove indels and filter for biallelic variants. 

We also used --min-meanDP 5 to filters for read depth. We used bcftools stats to 

determine the genotype concordance between variants from 1,000- and 10,000-copy 

number samples.  
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Results 

We previously demonstrated the CNER method to generate DNA baits against specific 

genomic target regions (Chapter 1) which can be adopted to make probes against 

entire genome. To generate WGE-CNER, gDNA of either a target pathogen or related 

taxa is fragmented (Fig. S1) and circularized by splint ligation using a bridge adapter. 

The bridge adapter contains an upper oligo with a rare cutter restriction enzyme 

recognition site (RES) and oligo-dT sequences; the bottom oligo is complimentary to 

the upper oligo with degenerate nucleotides at both ends (Fig. S1). These degenerate 

nucleotides randomly compliment the ends of target gDNA to facilitate splint ligation 

of the upper oligo. Ligation of the upper oligo both circularizes and incorporates RES 

and oligo-dT sequences in the target gDNA regardless of their sequences (Fig. S1). 

Circularized templates are then amplified by rolling circle amplification (RCA) and 

digested as described in Chapter 1 to generate double stranded CNERs. WGE-

CNERs can be used as baits to capture whole genomes of target species and related 

taxa. 

For this study, we sheared ~ 286 ng of M. tuberculosis H37Rv gDNA (Fig. S2A) 

that generated 60% of the population with 100 bp mean size and 37.5% with 202 bp 

mean size (Fig. S2B). We circularized 100 ng sheared gDNA with a bridge adapter. 

RCA amplification of circularized templates yielded 4,760 ng of ~37kB mean size high 

molecular weight DNA (Fig. S2C). HindIII restriction digestion of RCA products 

generated 4,640 ng of monomeric CNERs with an average size of 131 bp (Fig. S2D). 

In a separate experiment, we tested 50 ng sheared gDNA as input template that 

generated 1.8 µg CNERs. Thus, we estimate that ~50 ng of sheared gDNA can 

produce ~2 µg WGE-CNERs.  
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CNERs efficiently enrich whole genomes of M. tuberculosis 

We made four contrived mixtures of M. tuberculosis and human NGS libraries with 

unique Illumina dual indices, sequenced before-enrichment and confirmed the 

expected M. tuberculosis representations (Table 2.1.1). Sequencing after-enrichment 

using M. tuberculosis WGE-CNERs yielded 84 – 99% M. tuberculosis data, 

representing a 9.9 – 1225.3-fold enrichment which varied based on initial proportions 

(Table 2.1.1). Correspondingly the human libraries were 0.01 – 0.16-fold depleted to 

a final representation of 1 – 15.5%. 

To test the lowest genome copies that M. tuberculosis WGE-CNERs can 

enrich, we spiked M. tuberculosis H37Rv gDNA equivalent to 1 × 100 – 1 × 107 genome 

copies with 9 million copies of human genome. Sequencing before-enrichment 

produced 0 – 52% of reads uniquely mapping to the M. tuberculosis H37Rv reference 

genome (NC_000962.3, Table S1) and is consistent between two PCR replicates 

(cyan squares and circles in Fig. 2.1.1A). Percent mapped reads exponentially 

increased corresponding to the 10-fold increase in the genome copies. We enriched 

the mixtures either individually for each copy-numbers or pooled all mixtures before 

enrichment. Percent unique mapped reads exponentially increased after-enrichment 

from 0.1% to 17.7% for 1 × 100 – 1 × 103 copies and plateaued at ~45% for 1 × 104 – 

1 × 106 copies and reached ~66% for 1 × 107 copy mixture (pink squares and dots in 

Fig. 2.1.1A, Table S1). Percent unique mapped reads differed 2.5-fold between 

individual and pooled captures of the same copy mixtures for 1 × 100 – 1 × 103 copies 

and about 6% for 1 × 104 – 1 × 107 copy mixtures (Table S1).  
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Table 2.1.1. WGE of M. tuberculosis from contrived mixture with human libraries. 

Mixture 

M. tb 

before 

Capture 

(expected) 

M. tb 

before 

Capture 

(actual) 

M. tb 

after 

Capture 

M. tb 

fold-

enrich-

ment 

Human 

before 

Capture 

(expected) 

Human 

before 

Capture 

(actual) 

Human 

after 

Capture 

Human 

fold-

depletion 

1 10.000% 9.983% 98.974% 9.91 90.000% 90.017% 1.026% 0.01 

2 1.000% 1.249% 98.731% 79.07 99.000% 98.751% 1.269% 0.01 

3 0.100% 0.153% 91.415% 599.32 99.900% 99.847% 8.585% 0.09 

4 0.010% 0.069% 84.450% 1,225.28 99.990% 99.931% 15.550% 0.16 

 

We determined the fold-enrichment as the ratio between before- and after-

enrichment percent unique mapped reads (Fig. 2.1.1B). Fold enrichment for one-copy 

mixture is unreliable due to inconsistency in percent mapped reads. Enrichment of ten-

copy mixture produced 4,717x fold-enrichment for individual and 12,272x for pooled 

capture experiments. One hundred and 1,000-copy mixtures produced 117x - 375x 

(average 241x) fold enrichments which differed ~1.5-fold between individual and 

pooled captures. The fold-enrichment exponentially decreased from 200x to 1.3x with 

increasing copies for 1 × 104 – 1 × 107 mixtures that differed ~10% between individual 

and pooled capture experiments of the same copy numbers (Table S1).  
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Figure 2.1.1 CNERs efficiently enrich MTBC DNA spiked in with human DNA. 

(A) Percentage of unique mapped reads before (cyan) and after (pink) enrichment with 

CNERs for individually (squares) and pooled (dots) libraries with 1 × 101 – 1 × 107 M. 

tuberculosis genome copies. (B) Fold enrichment which is the ratio between after- and 

before-enrichment unique mapped reads for individual and pooled captures 

experiments shown in panel A. (C) Box plots of percentage of unique mapped reads 

after-enrichment at indicated hybridization temperatures and times for the five M. 

tuberculosis lineages and M. bovis. (D) Fold enrichment at indicated hybridization 

temperatures and times. Asterisks denote statistical significance tested by Mann-

Whitney Wilcoxon test. 
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Pairwise comparison of normalized coverage of 100 bp bins across the 

genome show that the coverage after CNERs enrichment is highly correlated for 

samples with 10,000 or more copies (Pearson’s r = 0.90 - 0.93, Fig. S3). The 

normalized coverage shows that certain regions in the genome are preferentially 

enriched at given sequencing depth when 1000 or less copies are present (Fig. S3), 

eventually the pairwise correlation for these samples decreases against higher copy 

samples. The average Pearson’s r is 0.87, 0.70, 0.37 and 0.095 for 1000, 100, 10 and 

1 copy samples against higher copy samples. 

 

CNERs specifically enrich for TB lineages and MTBC species 

We asked whether the CNERs made using the M. tuberculosis - H37Rv gDNA can 

enrich different species and lineages of MTBC and NTM. We made libraries for 1 × 101 

– 1 × 104 genome copies of four M. tuberculosis lineages (Indo-Oceanic – Lineage 1, 

East-Asian – Lineage 2, East-African-Indian – Lineage 3 and Euro-American – 

Lineage 4), M. bovis and three NTM species (M. abscessus, M. fortuitum and M. 

porcinum) mixed with human DNA. We generated ~153k read pairs for each library 

before enrichment which resulted in 0 – 0.2% unique mapped reads which varied 

based on the genome copies as expected (Table S1).  

We pooled same copy number libraries of different taxa and captured them at 

55°C, 60°C and 65°C to test the effect of hybridization temperature on capture 

efficiency. We sequenced ~53k read pairs for each libraries after-enrichment which 

generated 0 – 47.5% unique mapped reads when mapped to the NC_000962 

reference (shades of pink in Fig. 2.1.1C, Table S1). Similar to the H37Rv captures, 

unique mapped reads increased with increasing copy number for the M. tuberculosis 
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lineages and M. bovis (Fig. 2.1.1C) but did not improve the mapped reads for the 

NTMs (Fig. S4, Table S1). The NTMs produced <7% unique mapped reads (Fig. S4). 

The low percentage of unique mapped reads for NTM samples might be due to either 

poor capture of NTM DNA by M. tuberculosis WGE-CNERs or poor mapping of NTM 

reads to the NC_000962 reference. To test this, we mapped after-enrichment reads of 

the NTMs to three NTM references (Fig. S4) which produced ~9.3% unique mapped 

reads on average. The mapped reads slightly differed between three NTM references. 

Mapping to the individual NTM references showed that the low percent mapped reads 

are due to poor capture of NTM genomes by M. tuberculosis CNERs rather than poor 

mapping to M. tuberculosis reference. Five-fold differences between M. tuberculosis 

and NTMs in the after-enrichment unique mapped reads demonstrate that the M. 

tuberculosis WGE-CNERs are specific to the MTBCs and does not enrich NTM 

genomes. The modest improvements in the percent mapped reads for NTMs between 

before- and after-enrichments indicate that M. tuberculosis WGE-CNERs might enrich 

small portions of conserved regions in the genomes of all mycobacterial species. 

For MTBC, hybridization at 65°C produced on average 44.2% and 23.9% 

unique mapped reads compared to 39.1% and 19.0% at 60°C and 33.8% and 13.5% 

at 55°C for the 10,000- and 1,000-copy mixtures respectively. For the 10- and 100-

copy mixtures, the percent unique mapped reads were <10% and did not significantly 

differ between different hybridization temperatures (Fig. 2.1.1C, S5 and Table S1). 

The fold-enrichment decreased with increasing copy numbers similar to the H37Rv 

captures (Fig. 2.1.1D, S6 and Table S1). WGE of 10,000-copy mixture resulted on 

average 250x fold-enrichment.  
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We are interested in reducing the overnight hybridization to 4 or less hours to 

make a one-day enrichment protocol for rapid clinical diagnostics. We enriched the 

MTBC mixture for 1 h or 4 h hybridizations at 65°C. Hybridization for 1 h produced on 

average 21.6% and 5.0% unique mapped reads compared to 34.8% and 10.5% for 4 

h and, 44.2% and 23.9% for 19.5 h at 65°C (data from the temperature experiments) 

for the 10,000- and 1,000-copy mixtures respectively (green and yellow bars in Fig. 

2.1.1C and Table S1). Hybridization duration does not significantly change the percent 

unique mapped reads for the 10- and 100-copy mixtures.  

CNERs enrichment produce high coverage MTBC genomes 

We deeply sequenced after-enrichment samples captured at 65°C for 19.5 h to 

analyze genomic coverage. We blasted 50,000 raw reads using local BLASTn against 

the NCBI nucleotide (nt) database and analyzed the results using Metagenomic 

Analyzer (MEGAN) software to independently check the reads originating from MTBC. 

MEGAN assigned 0.5%, 12.5%, 37.1% and 53.8% of reads to M. tuberculosis taxa on 

average for the five M. tuberculosis lineages and M. bovis samples for the 10-, 100-, 

1000- and 10000-copy mixtures respectively (Fig. S7). The percent of taxa assigned 

as M. tuberculosis is consistent with the percent mapped reads to the NC_000962 

reference (Fig 2.1.1C).  

We subsampled to three million raw reads corresponding to ~102X of M. 

tuberculosis genomic bases that produced 0%, 0.7%, 7.1% and 28.2% unique mapped 

reads with 81.2%, 93.7%, 82.1% and 53.9% duplication rate for the four copy mixtures. 

We measured the coverage at each genomic position and plotted the percentage of 

the genome covered with x or more unique reads.  
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Figure 2.1.2 Breadth and depth of genome coverage using WGE-CNERs data. 

Overlapping histogram of percent of genome with X or more unique read depth from 

three million reads of WGE-CNERs data for 10,000-copy (pink), 1,000-copy (cyan) 

and 100-copy (green) mixtures of M. tuberculosis H37Rv (A) and M. bovis (B). Box 

plots with overlapping swarm plots of percent of genome with 1X or more read 

coverage (C) and genome unique mean coverage (D) resulting from three million 

reads of WGE-CNERs data five M. tuberculosis lineages and M. bovis (color dots) at 

indicated copy numbers. 
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The coverage for M. tuberculosis H37Rv (Fig. 2.1.2A) for a given copy mixture 

is slightly better compared to M. bovis (Fig. 2.1.2B) and other M. tuberculosis lineages 

(Fig. S8). We analyzed the breadth of coverage by looking at the M. tuberculosis 

genome bases covered with at least one read (1X coverage). For the H37Rv, the 1X 

coverage for the four copy mixtures is 15.4%, 69.1%, 99.1% and 99.9% (blue dots in 

Fig. 2.1.2C) compared to 0%, 28.1%, 89.8% and 99.0% on average of the other four 

lineages and M. bovis (Fig. 2.1.2C). At the given three million raw read pairs, the 

unique mean coverage depth for H37Rv is 0.2, 1.8, 12.4 and 30.1 (blue dots in Fig. 

2.1.2D) compared to 0, 0.5, 4.1 and 20.2 for the other five MTBC samples (Fig. 

2.1.2D). 

We generated shotgun WGS data using the same mycobacterial DNA samples 

that produced 68x average genome coverage from three million raw read pairs. We 

normalized the coverage for 100bp genomic bins to account for the differences in the 

absolute coverage to compare WGS with WGE-CNERs. WGS resulted in uniform 

coverage across the 100bp bins (normalized coverage closer to 1, Fig. 2.1.3A and S9) 

that differed between lineages and species consistent with expected genomic 

differences among MTBC.  

WGE-CNERs data also reproduced the difference between the lineages and 

species (Fig. 2.1.3B and S10). However, the normalized coverage for different 

genomic loci varied up to 5-fold within a sample (Fig. 2.1.3B, 3C and S11) compared 

to a more uniform coverage in WGS (Fig. 2.1.3C and S9). Pairwise comparisons of 

WGS coverage between the MTBCs show a weak correlation with an average 

Spearman rho of 0.29 (upper triangle in Fig. 3D), but strong correlation between the 

WGE-CNERs experiments with average Spearman rho of 0.86 (lower triangle in Fig. 
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2.1.3D). The genomic differences between the MTBCs compounded with uneven 

coverage in WGE-CNERs resulted in lower correlation between WGS and WGE-

CNERs for different mycobacteria (center block in Fig. 2.1.3D). However, WGS and 

WGE-CNERs for the same mycobacteria were correlated with an average Spearman 

rho of 0.28 (center diagonal, highlighted in Fig. 2.1.3D), similar to the WGS 

correlations. 

 

 

Figure 2.1.3 Correlation of normalized coverage at 100 genomic bins between 

WGS and WGE-CNERs data.  

Scatter plot of normalized coverage between M. tuberculosis H37Rv and M. bovis 

generating by WGS (A) and WGE-CNERs (B). (C) Scatter plot of normalized coverage 

from WGS vs WGE-CNERs for M. tuberculosis H37Rv 10,000-copy sample. (D) Heat 

map of Spearman rank correlations of pairwise comparisons of normalized coverage 

between WGS and WGE for five M. tuberculosis lineages and M. bovis. (E) Scatter 

plot of normalized coverage (primary Y-axis) across G+C bins and histogram 

(secondary Y-axis) of percentage of G+C bins plotted for WGS (cyan) and WGE-
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CNERs (orange) data for M. tuberculosis H37Rv. Horizontal line show normalized 

coverage at 1 and two vertical lines show the 5th and 95th percentile G+C bins of the 

genome. 

 

We determined the normalized coverage across G+C bins using Picard tool’s 

CollecGCBias to check the effect of G+C content on coverage. For 90% of genome 

with G+C content of 57% – 75%, centered at 65% mean, the coverage differed ~6% 

from the mean coverage in WGS but differed ~55% from the mean coverage in the 

WGE-CNERs (Fig. 2.1.3E and S12). For the 10% of the genome with extreme G+C 

(<57% and >75%), the normalized coverage varied 0.5 – 2.5-fold in the CENRs-WGE 

(Fig. 2.1.3E and S12). 

Detection of lineages and resistance determinants from WGE-

CNERs data 

Regions of Difference (RD) loci are genome wide small insertion deletions specific to 

individual MTBC samples that are used for clinical strain-typing (28). We plotted the 

normalized coverage at RD loci as heatmap to determine the coverage. The WGS 

data identified RD deletions specific to each MTBC where the coverage is zero (blue 

boxes in Fig. 2.1.4A). The 10,000-copy WGE-CNERs data also identified the RD loci 

deletions where the coverage is zero (blue boxes in Fig. 2.1.4A and S13A), but without 

G+C based coverage normalization, the heatmap showed many RD loci with two-fold 

coverage (Fig. S13A). We normalized the coverage based on G+C contents to 

eliminate most of coverage unevenness in WGE-CNERs data. Yet, some RD loci 

appear to have two-fold coverage only in the WGE-CNERs (red boxes in Fig. 2.1.4A). 
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The 1,000-copy mixtures WGE-CNERs data also identified RD loci deletions (Fig. 

S13B). Due to G+C coverage difference, the WGE-CNERs data can only be used to 

discern deletions which are consistent with the WGS data, but not tandem 

duplications. 

 

 

Figure 2.1.4 WGE-CNERs data can be used to genotype MTBC.  

(A) Heatmap of normalized coverage from WGS and WGE data for the five M. 

tuberculosis lineages and M. bovis at Regions of Difference (RD) loci sorted by their 

genomic location. (B) SNP genotype concordance between WGS vs WGE-1e4 (cyan), 

WGS vs WGE-1e3 (yellow) and WGE-1e4 vs WGE-1e3 (green). Labels on top of the 

bar show the number of overlapping genotyped sites. (C) Summary of the TB-Profiler 

results. A green tick mark indicates agreement of TB-Profiler results between WGS 

and WGE for lineage and drug-resistance pattern. A red x-mark or caution indicates 

misclassification or no-classification of lineage and drug-resistance pattern in the 

WGE-1e3 data compared to WGS. 
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Sequencing data are used for strain typing and drug resistance profiling in 

genomic epidemiology. We used GATK HaplotypeCaller with ploidy=1 option to call 

variants, removed indels and filtered for minimum read depth of five reads in the WGS 

and WGE data. We genotyped on average 5,444 genome wide positions using the 

WGS data, 5,416 positions using the 10,000-copy and 4,188 positions using the 1,000-

copy mixtures WGE-CNERs data. We calculated the genotype concordance as the 

percentage of genotypes (both reference and alternative alleles) that matched 

between the WGS and WGE_CNERs data over the total number of genotyped 

positions. Among the 2,552 overlapping positions in all five M. tuberculosis lineages 

and M. bovis between WGS and 10,000-copy WGE-CNERs data, 99.80% concur (Fig. 

4B, cyan bars), 99.35% of 457 overlapping sites concur between WGS and 1,000-

copy WGE-CNERs data, (Fig. 2.1.4B, yellow bars) and 98.81% of 440 overlapping 

sites concur between 1,000-copy and 10,000-copy WGE-CNERs data (Fig. 2.1.4B, 

green bars).  

We find on average 36 variants (14 - 45) per sample identified among the 34 

drug-resistance conferring genes that concur 100% between the WGS and 10,000-

copy mixtures WGE-CNERs data. To characterize the variants in the drug-resistance 

conferring genes and to identify the drug-resistance pattern, we used TB-Profiler (29) 

web tool. The WGS and 10,000-copy WGE-CNERs data correctly identified the 

expected lineages, both of which are also matched for all six samples using TB-Profiler 

(Fig. 2.1.4C and Table S2). Lineages for five out of six samples are also correctly 

identified using the 1,000-copy WGE-CNERs data. Lineage is not determined for the 

L3 sample using the 1,000-copy WGE-CNERs data, which might be due to low-

https://sciwheel.com/work/citation?ids=8479269&pre=&suf=&sa=0&dbf=0


 61 

coverage. TB-Profiler also identified the drug-resistance pattern using variants 

identified in the WGS and 10,000-copy WGE-CNERs. Both data identified that the M. 

tuberculosis H37Rv is sensitive to all drugs; L1 is resistant to isoniazid (INH) due to 

Ser315Thr missense mutation in KatG; L2 is resistant to three first line drugs 

(isoniazid-INH, streptomycin-STR, and ethionamide-ETH); L3 is resistant to all 

Quinolones due to Ser91Pro missense mutation in Gyrase A; L4 is resistant to 

isoniazid and ethionamide; and M. bovis is resistant to pyrazinamide (PZA) due to 

His57Asp missense mutation in PncA (Fig. 2.1.4C and Table S2). Due to the coverage 

cutoff of 10 reads in the TB-Profiler pipeline to assign variants, four samples are 

misclassified as sensitive to all drugs and L3 sample is misclassified as resistant to 

ethionamide (ETH) using the 1,000-copy WGE-CNERs data (Fig. 2.1.4C and Table 

S2).  

Discussion 

We demonstrated that the CNERs method can generate microgram quantities of WGE 

baits, which were used to enrich MTBC DNA for genomic analyses. We spiked a wide 

range of MTBC genome copies to a constant amount of human DNA to mimic clinical 

sputum samples. Our results illustrated that the WGE-CNERs can enrich M. 

tuberculosis DNA as low as 0.01% in the initial sample and 100 - 10,000 absolute 

copies of MTBC genomes from a vast majority of human DNA background. We 

showed that the breadth and depth of genome coverage using WGE-CNERs 

depended on the copy number in the initial sample and after-enrichment sequencing 

depth as previously observed for direct sequencing of clinical samples (16–18, 30–

33). Further, we also showed that short-duration (1 - 4 h) hybridization using WGE-
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CNERs can detect 1,000 or more bacilli, and overnight (16 – 20 h) hybridization can 

detect as low as 100 tuberculosis bacilli. M. tuberculosis detection threshold for the 

sputum acid fast smear test is 5,000 - 10,000 bacilli/ml (34) and for the Xpert MTB 

method is ~100 bacilli /ml (34, 35). The detection threshold may vary based on the 

initial volume of sputum sample processed in these methods which must be noted 

when comparing detection threshold of WGE-CNERs enrichment with these methods. 

Previous studies find higher concordance in drug-resistance genotype between direct 

sequencing and WGS after culturing the isolates (18, 31, 32). However, studies also 

identified higher genetic diversity and hetero-drug resistance from direct sequencing 

of clinical samples which are lost after culturing (16, 30). We demonstrated the WGE-

CNERs method using contrived mixtures of mycobacterial DNA isolated from pure 

culture mixed with human DNA. Though the mixtures mimic clinical specimens with 

human and pathogen DNA, they were lacking other microbiome DNA present in actual 

clinical samples. Future work is needed to evaluate how the microbiome DNA present 

in various clinical samples may affect the WGE-CNERs enrichment efficiency. In 

addition, further studies are needed to evaluate concordance between predicted drug-

resistance patterns between direct sequencing of clinical samples using WGE-CNERs 

enrichment and sequencing from pure culture isolates. We expect the WGE-CNERs 

method may have utility in molecular drug susceptibility testing and would reduce time-

to-results that are currently a challenge using time-intensive culture-based methods. 

We also demonstrated that M. tuberculosis CNERs specifically enrich MTBC 

genomes and poorly enrich NTM genomes similar to the RNA baits previously used 

(32). NTMs cause pulmonary disease and may coinfect with MTBC in TB endemic 

regions. Differentiation between MTBC and NTMs is necessary for clinical decisions 
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as both manifest as acid-fast bacilli in clinical smear testing (36, 37). It would be 

interesting to generate NTM-specific WGE-CNERs for use in combination with M. 

tuberculosis CNERs to expand the existing SNP panel (38) for a unified WGE panel 

to capture a variety of primary pathogenic Mycobacteria.  

WGE is more cost-effective than the shotgun WGS approach to sequence 

pathogen genomes directly from clinical samples. However, expensive custom-made 

baits prohibit this approach for large scale sequencing needed for genomic 

epidemiology. Previous methods of WGE also require longer turnaround time (TAT) 

due to overnight hybridization, which is critical during epidemics (21). Hybridization 

time can be shortened for CNERs probes to reduce the TAT. Further, the CNERs 

method produces microgram quantities of probes that would make it cost-effective 

than currently available commercial probes. These advantages make the CNERs an 

alternative for custom made RNA baits for WGE sequencing for genomic epidemiology 

applications. 

The CNERs method has several advantages compared to previously used 

WGE approaches. Previous approaches used to detect several difficult-to-grow 

pathogens requires expensive custom-made baits and availability of high-quality 

reference genome (18, 26, 27). Also, additional probes may be required to capture 

individual lineages within a species (31). These requirements limit the ability to 

sequence novel pathogens and new variants. CNERs method does not require prior 

genome sequence information but requires purified DNA from the pathogen of interest 

or a closely related species. CNERs can hybridize and enrich homologous sequences 

with some sequence diversity. Therefore, CNERs can be used to capture lineages and 

sub-species without the need for customized baits.  
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Genome size, GC content and large indel variations between strains might be 

limiting factors when adopting the CNERs method for other pathogens. We observed 

a five-fold coverage difference between different GC regions in M. tuberculosis. 

Repeat elements and conserved genomic regions among pathogens of same family 

or phylum might also be other limiting factors when adopting CNERs for pathogens 

with large genomes. However, we have demonstrated the utility of the WGE-CNERs 

approach for large parasites by making CNERs against Toxoplasma gondii (Chapter 

2.2). 

The CNERs method described here can be extended to culture-independent 

diagnostic tests (CIDTs) for other difficult-to-grow pathogens. Current (q)PCR based 

CIDTs methods offer rapid detection of pathogens but provide only limited detection 

of antimicrobial resistance (AMR) determinants. CIDTs also fail to provide genotype 

data for clinical isolates which may impede outbreak surveillance. Furthermore, the 

laboratories that implement CIDTs for foodborne pathogens tend to skip bacterial 

isolation and culturing which are required for surveillance networks that utilize WGS 

pipelines for strain typing (39, 40). We propose WGE-CNERs as an alternative method 

which can provide the benefits of both culture-based WGS and CIDTs methods. We 

envision the WGE-CNERs approach adopted not only for rapid detection as a CIDT, 

but also for routine genomic surveillance to characterize AMR patterns, to detect 

emerging clinical strains and lineages and to predict outbreaks of a wide range of 

microbial pathogens. 
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Data Availability 

All raw sequencing data generated for this project are submitted to the NCBI-SRA 

database under BioProject accession number PRJNA946035. Bioinformatic data 

processing pipeline and custom python scripts used for making figures are available 

in the GitHub page: 

https://github.com/bsun210/WGE_CNERs_Mtb_pathogen_genomics 

 

Supplemental Material  

Supplemental material is available online only. 
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Chapter 2.2. Targeted sequencing to 

detect foodborne pathogens 

 

Abstract 

Pathogenic microbes directly or by producing toxins can cause food and waterborne 

diseases. To control food and waterborne pathogens, surveillance methods screen for 

pathogens at various stages of food production to consumption. Nucleic acid 

amplification and biosensor detection methods offer rapid identification of pathogens, 

but they don’t characterize the pathogens’ characteristics like strain type, virulence 

traits, or antimicrobial resistance. Whole genome sequencing (WGS) can provide this 

information. However, pathogens must be isolated and grown for DNA to generate 

WGS, which is time consuming. We developed the Circular Nucleic acid Enrichment 

Reagent (CNER) method to make whole genome enrichment (WGE) baits for 

pathogens. WGE using CNERs will facilitate direct sequencing of pathogens from 

samples without the need to isolate and grow them. Here, we made WGE-CNERs for 

Toxoplasma gondii to demonstrate the use of the CNER method to make baits for the 

large protist parasite genomes, using which we detect the parasite by sequencing. We 

discuss the use of WGE-CNERs to monitor drug-resistant microbes for One Health 

studies.  
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Introduction 

Food and waterborne diseases are a serious threat to global public health. Foodborne 

disease can be caused by microbial pathogens including viral, bacterial, fungal and 

parasitic protist pathogens that can contaminate any stage of food production to 

consumption (Kirk et al., 2015). Therefore, it is important to screen the food products 

for microbial pathogens at various stages. Culture based whole genome sequencing 

(WGS) (Brown et al., 2019) methods and culture independent methods like nucleic 

acid amplification tests (NAATs), biosensors and antibody based immunological 

methods, have been used to screen food and waterborne pathogens (Law et al., 2014; 

Ray et al., 2022). The NAAT and biosensor methods offer rapid identification of 

pathogens but lack strain-typing and functional characterization like identification of 

antimicrobial resistance (AMR) (Law et al., 2014; Ray et al., 2022).  

Culture based WGS methods characterize pathogens’ AMR patterns and 

strain-types (Nadon et al., 2017). Further, WGS facilitates genomic epidemiology to 

identify infection origin and to track the disease transmission by location and time. 

Using the WGS data, genomic epidemiology predicts and tracks ongoing outbreaks, 

makes policy decisions to control and prevent outbreaks (Tang and Gardy, 2014; 

Traynor, 2009). Microbial pathogens are isolated from various sources including 

clinical samples, raw and processed food products and environmental samples, and 

cultured to isolate DNA needed for WGS. For easy-to-grow bacterial pathogens, WGS 

is used in nationwide outbreak monitoring systems like FoodNet (Holmes et al., 2015; 

Jackson et al., 2016; Joensen et al., 2014; Tack et al., 2020). However, culture based 

WGS methods are time consuming and labor intensive to adopt for large scale 

screening required for food control efforts (Nadon et al., 2017).  
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Whole genome enrichment (WGE) before sequencing enables WGS data generation 

directly from food, environmental and clinical samples without the need to isolate and 

culture pathogens. PCR based enrichment for sequencing of smaller viral genomes 

are used for genomic epidemiology and for food screening. Hybridization capture 

methods are used to enrich bacterial genomes using whole genome capture baits. 

Due to large genome sizes compared to bacteria, enrichment methods are not 

attempted for fungal and parasitic protist pathogens. The synthesis cost of probes to 

target the entire genome prohibits wider adoption of culture independent direct WGS 

for food screening.  

Toxoplasma gondii is an intracellular parasite that causes toxoplasmosis which 

can manifest into severe diseases in newborns and in immunocompromised 

individuals (Robert-Gangneux and Dardé, 2012). T. gondii sexually reproduce to form 

oocysts only in the definitive hosts for the parasite, the felids. Felids defecate oocysts 

that can persist in the environment for months to years (Robert-Gangneux and Dardé, 

2012; Torrey and Yolken, 2013). T. gondii can infect intermediate hosts that consume 

water or food contaminated with oocysts. T. gondii can spread to humans by 

consuming uncooked or undercooked leafy vegetables, meat and seafood (Robert-

Gangneux and Dardé, 2012; Shapiro et al., 2019). Detection of oocysts in the 

environment is vital to prevent T. gondii infections in animals and humans (Shapiro et 

al., 2019). Detection by amplification of T. gondii DNA has been widely used in various 

matrices (DeMone et al., 2021; Kim et al., 2021; Lalonde and Gajadhar, 2016). 

However, PCR-based detection might fail due to inhibition or degradation of primer 

annealing regions. Scant parasite DNA present in environmental samples further 

challenge DNA amplification-based assays. To overcome these limitations, we 
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developed a T. gondii detection approach using targeted DNA sequencing by whole 

genome enrichment (WGE).  

In the previous section, we demonstrated the CNER method for WGE of 

difficult-to-grow bacterial pathogens to identify AMR pattern and for genomic 

epidemiology. Here, we demonstrate the utility of the CNER method to make WGE 

baits for large parasite genomes (~68 Mb) by developing WGE-CNERs for T. gondii. 

We investigate the ability of WGE-CNERs to capture different strains of T. gondii. We 

also test the sensitivity of the WGE-CNERs using different amounts of oocysts spiked 

into oyster lymph and test the specificity of the baits using DNA from related parasitic 

species. 

Materials and Methods 

DNA samples 

We grew T. gondii types (type I - RH strain, type II - ME49 strain, type III - CTG strain 

and type X - Bobcat strain), Sarcocystis neurona and Neospora hughesi on African 

green monkey kidney (Vero) cell lines and collected the tachyzoites in the culture 

supernatant. We isolated DNA from the culture supernatant for all except T. gondii 

ME49 strain using Qiagen DNeasy Blood and Tissue Kit (Qiagen, CA, USA) as 

previously described (Shapiro et al., 2019). For the ME49 strain, we filtered the culture 

supernatant by passing through x filter to remove any remaining host cells from the 

tachyzoites and then isolated the DNA.  
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NGS library preparation 

We prepared NGS libraries for the four T. gondii types (type I - RH strain, type II - 

ME49 strain, type III - CTG strain and type X - Bobcat strain,), Sarcocystis neurona 

(Sn) and Neospora hughesi (Nh) DNA isolated from the culture supernatants by 

following the Santa Cruz Reaction method for single strand NGS library preparation 

(Kapp et al., 2021). 

For the sensitivity test, we prepared NGS libraries for the DNA isolated from 

the oocysts spiked in oyster hemolymph as described in (DeMone et al., 2020) using 

the NEB Ultra II FS kit by following manufacturer’s protocol.  

Toxoplasma CNERs generation 

For T. gondii WGE-CNERs generation, we fragmented 1 g of culture-filtered T. gondii 

ME49 tachyzoites DNA with 0.02U DNase I at 15°C for 15 min and denatured at 95°C 

for 5 min. We ligated 100 ng of fragmented, denatured gDNA mixed with 35 pmol of 

bridge/splint oligos using T4 DNA ligase and amplified the circularized gDNA 

fragments as described in Chapter 2.1 and digested the RCA products using 50U of 

HindIII enzyme. 

WGE and sequencing 

For the proof-of-concept experiment we hybridized 125 ng of two replicates pooled for 

each of six Apicomplexan libraries with 50 ng of T. gondii WGE-CNERs overnight at 

65°C without Human Cot-1 DNA. In a second experiment, we pooled 25 ng of three 

replicates for each Apicomplexan in one reaction and hybridized the pool with 100 ng 

of T. gondii WGE-CNERs overnight at 65°C with 2.5 g Human c0t1 DNA. In both 

capture experiments, we enriched the captured libraries on streptavidin beads as 
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described in Chapter 2.1 and amplified the post-capture libraries with 2X Kapa HiFi 

PCR mix for 20 cycles.  

For sensitivity test, we pooled 75 ng each of the four libraries for oocysts spiked 

in oyster hemolymph samples into two pools for each biological replicates. We 

hybridized the pools with 75 ng of T. gondii WGE-CNERs overnight at 65°C with 2.5 

𝛍g Human cot-1 DNA.  

We amplified the post-capture libraries for 17 cycles. We purified the post-

enrichment libraries using SPRI beads with 0.9X ratio, pooled the libraries in equimolar 

ratio and sequenced in the Illumina NextSeq with a PE 2x150 kit for ~1–3M raw read 

pairs.  

Data analysis 

We used cutadapt to remove adapter sequences and mapped the reads to the latest 

genome assembly of T. gondii ME49 strain (GCA_019455585.1, ASM1945558v1, (Xia 

et al., 2021) using bwa mem (Li and Durbin, 2009) with minimal exact match length 

set at 25 nt (-k option). ASM1945558v1 genome assembly rectified karyotype and 

many structural errors (Xia et al., 2021) that were present in the old reference genome. 

We used samtools rmdup to remove duplicate reads and filtered the mapped reads for 

mapping quality of 20 (-q 20 option). We counted properly paired mapped reads after 

removing the duplicates to determine the percent unique mapped reads. 

We subsampled 50,000 raw reads, converted to fasta format and searched 

against the non-redundant nucleotide (nt) NCBI database (v5) using locally installed 

blastn. We filtered the blast results with an e-value cut-off of 1e-10. We analyzed the 

blastn results using the MEGAN (Huson et al., 2007) desktop tool to assign taxonomy 

for the reads and plotted the results. 
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Results 

We isolated DNA from culture filtered TgME49 tachyzoites grown on Vero cell lines. 

To check the purity of the TgME49 DNA, we sequenced the NGS prepared using this 

gDNA. We mapped the reads to T. gondii ME49 genome assembly (ASM1945558v1) 

that resulted in ~72% uniquely mapped reads. We used this gDNA as T. gondii 

template DNA and prepared the WGE-CNERs as described in Chapter 2.1. The 

CNERs method generated 1,354 ng of CNER baits on average for four reactions using 

100 ng of template DNA. 

 

T. gondii CNERs specifically enrich Toxoplasma gondii DNA 

We sequenced libraries before enrichment for four Tg strains and for Sn and Nh 

samples and mapped the reads to ASM1945558v1 genome assembly. Five technical 

replicates on average resulted in unique mapped reads before enrichment in the 

proportions of 72.2% for TgME49, 9.0% for TgRH, 10.6% for TgCTG, 15.0% for 

TgBobcat, 0.3% for Nh, and 0.8% for Sn (Figure 2.2.1A). In the first capture 

experiment, we enriched the libraries using T. gondii WGE-CNERs without Human 

Cot-1 DNA. For the TgME49 sample, unique mapped reads decreased to 62.2% due 

to increased duplication rate from library enrichment. For other samples, enrichment 

increased unique mapped read proportions in all samples: 12.6% for for TgRH, 9.9% 

for for TgCTG, 15.0% for TgBobcat, 0.6% fir Nh and 1.1% fo Sn. Enrichments in the 

presence of Human Cot-1 DNA in experiment 2 produced even more uniquely mapped 

reads: 80.0% for TgME49, 27.3% for TgRH, 15.0% for TgCTG, 27.8% for TgBobcat, 

0.8% for Nh and 6.4% fo Sn (Figure 2.2.1A). 
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Figure 2.2.2.1 T. gondii CNERs specifically enrich Toxoplasma gondii.  

(A) Percent unique mapped reads to the T. gondii genome assembly ASM1945558v1 

before (grey bars) enrichment, after enrichment in experiment 1 (orange bars) and in 

experiment 2 (blue bars) for four T. gondii strains (TgME49, TgRH, TgCTG, TgBobcat), 

N. hughesi (Nh) and S. neurona (Sn). (B) Fold-enrichment of T. gondii reads 

determined using BWA (bright colors) and MEGAN (light colors) analyses. (C) Percent 

taxa identified by MEGAN analysis of blastn results show enrichment of T. gondii reads 

(blue) and decrease in reads assigned to Primates (light grey). 
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We calculated the enrichment efficiency as the ratio between after- and before-

enrichment percent mapped reads (Figure 1B). The CNERs enrichment resulted in 

0.9-fold-enrichment in experiment 1 and 1.1 in experiment 2 for TgME49, 1.4 and 3.0 

for TgRH, 0.9 and 1.4 for TgCTG, 1.0 and 1.9 for TgBobcat, 2.3 and 3.2 for Nh and, 

1.5 and 8.3-fold-enrichment for Sn samples (Figure 2.2.1B). Addition of Human Cot-1 

DNA during hybridization in experiment 2 improved the mapped reads on average 

50% for the four T. gondii samples compared to enrichment without it in experiment 1. 

To independently verify the percent T. gondii reads detected before- and after-

enrichment, we used the MEGAN tool for taxonomic assignment of blastn results. Due 

to high sequence similarity, sequence reads from the African green monkey (Vero) cell 

line were randomly assigned to many taxa in the Primates order including humans and 

chimpanzees, therefore we grouped all of these into one group as ‘Primates’ (Figure 

2.2.1C). For DNA samples isolated from culture supernatant without filtration, 56.7%, 

43.0%, 43.5% reads are assigned to Primates for the three T. gondii strains (TgRH, 

TgCTG and TgBobcat) and 56.5% for Nh and 54.2% for Sn sample before 

enrichments, showing a similar amounts of primate DNA in all the samples. In the 

TgME49 before-enrichment sequence data, we found only 11.3% reads assigned to 

Primates demonstrating the efficiency of culture filtering to remove host cells. Blast 

search assigned 78.7% of reads in TgME49 sample to T. gondii, 11.3% in TgRH, 

13.5% in TgCTG and 18.8% in TgBobcat up to species level (Figure 2.2.1C) but did 

not identify the strain-types. We used a small subset of reads for blastn search that 

might not be enough to identify the strain-types. For the Nh sample, 6.2% reads 
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identified as Neospora and for the Sn sample, 0.1% reads assigned to Sarcosystis, 

but no reads were identified as T. gondii in both samples.  

MEGAN analyses of the first capture experiment without Human Cot-1 DNA 

identified a mixed trend in the reads assigned as T. gondii. The number of reads 

assigned decreased for TgME49 (64.1%) and for TgCTG (10.5%) compared to before-

enrichment and increased for TgRH (13.7%) and for TgBobcat (16.4%). In the second 

experiment, we pooled all six samples together and added human Cot-1 DNA during 

the hybridization reaction. Human Cot-1 DNA is a representation of repeat-rich regions 

of the human genome and is used to reduce non-specific binding during DNA 

hybridization. Addition of human Cot-1 DNA increased the percentage of reads 

assigned to T. gondii to 81.5%, 30.7%, 16.8% and 29.5% for the four T. gondii samples 

(Figure 2.2.1C), on average a 30% increase compared to before-enrichment and 51% 

increase compared to hybridization without human Cot-1 DNA. Further, addition of 

Human Cot-1 DNA depleted reads from the host-cells resulting in 30% reduction of 

percentage of reads assigned as Primates (Figure 2.2.1C). Further, enrichment did 

not significantly change the percent reads identified as Sarcocystis in Sn sample and 

as Neospora in the Nh sample, indicating that the T. gondii WGE-CNERs does not 

enrich other Sarcocystidae. 

T. gondii CNERs can detect down to 50 oocysts per ml 

To determine the detection limit of WGE-CNERs method, we captured libraries 

prepared with DNA isolated from 5, 50, 250 and 1000 T. gondii ME49 oocysts spiked 

in per ml of hemolymph. All spike-in samples on average for two biological replicates 

produced few reads mapping to TgME49 reference assembly; the average was 0.5% 
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total and 0.2% unique mapped reads. We subsampled the after-enrichment data to 

determine the minimum number of reads needed to detect T. gondii. After-enrichments 

produced total mapped read proportions of 5.7% for 5 oocysts spike-in, 18.7% for 50 

oocysts, 18.0% for 250 oocysts, and 23.4% for 1000 oocysts. These proportions 

remained constant under different sequencing depths (Figure 2.2.2A) and as 

expected, the ratio of unique reads is proportional to sequencing depth (Figure 2.2.2B).  

 

Figure 2.2.2 T. gondii CNERs can detect down to 50 oocysts per ml.  

After enrichment percent total mapped reads (A) and percent unique mapped reads 

(B) for the four spiked in hemolymph samples at the indicated number of oocysts. 

Shades of blue bars denote the indicated number of raw reads mapped to the T. gondii 

genome assembly ASM1945558v1. Scatter plot of percent T. gondii detected using 
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BWA (blue) and MEGAN (orange) analyses over the number of spiked in oocysts (C). 

Increasing percent of T. gondii reads (blue) identified after-enrichment that decreased 

the percent of oyster reads (light grey) identified by MEGAN analysis (D). 

 

Unique mapped reads changed based on the read depth due to increased 

duplication rate. At 100k read pairs, 1.7% for 5, 5.5% for 50, 6.5% for 150 and 13.4% 

for 1000 oocysts (Figure 2.2.2B) unique reads mapped to T. gondii representing 7.5, 

26.1, 29.9 and 62.1-fold enrichments. With all the sequenced reads (~700k read pairs), 

after-enrichments produced 0.5%, 2.7%, 3.3% and 9.8% unique mapped reads 

(Figure 2.2.2B), representing 2.2, 12.6, 15.2 and 45.4-fold enrichment (Figure 2.2.2B) 

for the 5, 50, 250 and 1000 oocysts per ml samples. After-enrichment with WGE-

CNERs, the percent of total and unique mapped reads increased proportional to the 

oocysts numbers at all subsampled read counts and is highly correlated with the initial 

oocyst counts in the samples (Figure 2.2.2C). 

We performed blastn and MEGAN analyses to validate the dose-dependent 

increase in the percent unique mapped reads after WGE-CNERs enrichment. In the 

before-enrichment data, no T. gondii or other Sarcocystidae reads identified except 

<20 reads assigned in the 1000 oocysts per ml sample. MEGAN assigned 95.2% of 

reads to Oyster for 5 oocysts/ml, 81.6% for 50 oocysts/ml, 78.6% for 250 oocysts/ml 

and 71.6% for 1000 oocysts/ml (Figure 2.2.2D) and 4.8% reads to other taxa (mostly 

bacteria associated with oyster and marine environment) for 5 oocysts/ml, 18.4% for 

50 oocysts/ml, 21.4% for 250 oocysts/ml and 28.4% for 1000 oocysts/ml in the before-

enrichment data (Figure 2.2.2D). After enrichment with WGE-CNERs, 0% reads 

assigned to T. gondii in the 5 oocysts/ml sample, 0.7% in the 50 oocysts/ml, 1.8% in 
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the 250 oocysts/ml and 7.9% in the 1000 oocysts/ml samples (Figure 2.2.2C), which 

is highly correlated with the initial oocyst counts (Figure 2.2.2C). We achieved ~277-

fold enrichment for the 1000 oocysts per ml sample. We did not determine the fold-

enrichment for other concentrations due to 0% of reads identified as T. gondii. 

Percentage of reads assigned to Oyster decreased 30% on average to 75.7% in 5 

oocysts/ml, 55.9% in 50 oocysts/ml, 55.4% in 250 oocysts/ml and 45.6% in 1000 

oocysts/ml. The percentage of unassigned reads increased ~16-fold on average to 

25.3% (Figure 2.2.2D) in the after-enrichment data. 

Discussion 

Our WGE-CNERs method detected as few as 50 oocysts per ml with as low as 100k 

raw read pairs confirmed by two bioinformatic analyses. We detected T. gondii reads 

at the lowest tested concentration of 5 oocysts per ml in one of our analyses. We 

spiked the oocysts in oyster hemolymph to mimic the real-world shellfish food samples. 

Further studies are needed to test the performance of WGE-CNERs method to detect 

T. gondii from other food and environmental matrices, and to determine the lowest 

sequencing reads required to detect the lowest number of oocysts.  

Current DNA amplification based T. gondii detection methods including 

conventional, nested and quantitative PCR assays detect up to 1 - 5 oocysts (Kim et 

al., 2021; Lalonde and Gajadhar, 2016; Sotiriadou and Karanis, 2008; Villena et al., 

2004). The 18S rRNA metabarcode sequencing was demonstrated to detect down to 

5 oocysts (DeMone et al., 2020). Though these methods achieve the lowest detection 

thresholds, they suffer a poor reproducibility rate (0 - 100%). The inconsistency was 

due to PCR inhibition (Shapiro et al., 2019; Sotiriadou and Karanis, 2008; Villena et 
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al., 2004) and degradation of priming sites (Nichols et al., 2018). DNA isolated from 

environmental matrices is usually degraded and often fails to amplify in any PCR 

based methods.  

The hybridization capture method using WGE-CNERs would be an efficient 

alternative for PCR amplification-based methods to detect T. gondii from diverse DNA 

samples. Further, the WGE-CNERs method enriches the entire genome of T. gondii, 

unlike the target region amplification and 18s rRNA metabarcoding methods. The 

WGS data generated using the WGE-CNERs can be used for genome wide SNP 

genotyping for strain identification (Su et al., 2012) and to determine the copy-number 

variation in the virulent genes to predict the pathogenicity (Lorenzi et al., 2016). For 

these advantages, the WGE-CNERs method would be an efficient tool for genomic 

epidemiology and pathogen surveillance of any food and waterborne pathogens. 

Pathogen surveillance programs are needed for swift outbreak identification 

and environmental monitoring to control the transmission of pathogens among 

humans, animals, wildlife and the environment to achieve One Health goals. One 

Health aspect of T. gondii infection was realized after the detection of waterborne 

outbreaks in Brazil (Balbino et al., 2022) and endangerment of marine mammals 

(Dubey et al., 2020). The WGE-CNERs can be adopted for One Health surveillance 

programs using various food and environmental sample matrices. 
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Chapter 3. Targeted genotyping of DNA 

isolated from rootless hair 

Abstract 

Forensic or Investigative genetic genealogy (F/IGG) requires genotyping of SNP 

markers. Current genotyping methods fail to generate profiles due to sparse, degraded 

and contaminated DNA isolated from rootless hairs. Genotyping by whole genome 

sequencing overcomes some of these disadvantages but is costly. Targeted 

sequencing of SNPs is a cost-effective method for genotyping by sequencing. 

However, capture baits for thousands of F/IGG informative SNP markers does not 

exist and is costly to make, therefore prohibits wider adoption of targeted sequencing 

for F/IGG. We developed the circular nucleic acid enrichment reagent (CNER) 

synthesis method to generate microgram quantities of capture baits for targeted 

sequencing. We selected ~108k SNPs from the union of SNPs in three DTC platforms 

and designed three 12k panels and a 72k panel. I tested hybridization capture 

protocols using NGS libraries made with NA12878 DNA and DNA isolated from 

rootless hair samples from a volunteer. The preliminary results show that the GC 

content of the target regions affect the capture efficiency. I am performing captures on 

the remaining 50 volunteers. We will test the concordance between genotypes 

generated using low-coverage WGS and targeted sequencing. We will test the cost-

benefit of targeted genotyping to generate genotype profiles for F/IGG.  
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Introduction 

Individuals voluntarily deposit their genetic information in public databases like 

GEDmatch driven by their curiosity to search relatives and to learn about their 

genealogy. The GEDmatch database contains about 1.4 million genetic profiles due 

to exponential growth of direct-to-consumer (DTC) genetic testing [1, 2]. The DTC tests 

use microarrays to genotype ~650k SNP makers across the human genome [2, 3]. 

The number of individual profiles available with high dense SNP markers facilitate 

genetic genealogy search to find distant relatives [2, 4]. In 2018, law enforcement 

agencies in collaboration with private genealogists searched the database to solve 

decades old Golden State Killer case [5]. Success of solving this cold case using the 

DTC database search led to the beginning of the forensic or investigative genetic 

genealogy (F/IGG) field [1, 6].  

F/IGG search requires genotyping trace DNA obtained from biological 

specimens and touched objects [1, 2]. However, trace DNA is scarce, degraded and 

contaminated with unwanted DNA due to the source and storage of the forensic 

specimen [1, 7]. DNA from hair is fragmented [8] due to the action of specific 

endonucleases during the keratinization process [9]. DNA from human remains are 

degraded and contaminated due to environmental exposure [10, 11]. DNA of decades-

old specimens might also be degraded due to poor storage [12, 13]. Microbial DNA 

constitutes the majority of unwanted DNA in many forensic samples, confounding 

forensic analysis [10]. Conventional genotyping methods like single base extension 

and microarray are inadequate for F/IGG due to their technical limitations for analyzing 

trace DNA [2]. Single base extension methods are low-throughput and suffer from PCR 

stutter and electropherogram artifacts [14]. Though microarray methods can genotype 
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thousands of SNPs [15, 16], the high quality and quantity of input DNA requirement 

impede their use for F/IGG genotyping [2, 17, 18]. 

Genotyping by sequencing (GBS) using next generation sequencing (NGS) 

methods is currently the widely used method for F/IGG analyses of trace DNA [2] 

(Green et al 2023). GBS methods use whole genome sequencing (WGS) and targeted 

sequencing approaches. In the WGS approach, mid-to-high coverage whole genome 

data is generated from trace DNA by extensive sequencing [19, 20]. The entire DNA 

sample from the specimen is converted into a sequenceable library by ligating 

universal adapters [19–21] (Green et al 2023) that reduce the cost-effectiveness by 

inadvertent sequencing of unwanted DNA [22]. Imputation methods are then used to 

make statistical predictions of the genotype of the specimen using allele frequency 

information from the 1000 genome project [2].  

Targeted sequencing of SNP loci is cost-effective to produce higher coverage 

than WGS that enables direct genotyping and eliminates statistical imputation. 

Targeted genotyping is performed by PCR enrichment and by hybridization capture 

enrichment methods. PCR enrichment using target SNP-specific primers is used for 

mixture resolution [23], identification of missing persons [24], human remains 

identification [25, 26], and kinship analysis and paternity tests [27]. However, PCR 

enrichment is limited to a few hundred SNP markers that is inadequate for F/IGG 

analyses. Further, PCR enrichment of degraded samples results in allelic dropouts 

due to the loss of priming sites [28]. Contaminants like melanin and collagen from DNA 

isolation cause PCR inhibition to further aggravate allelic dropout [29–31].  

Hybridization capture methods use complementary DNA or RNA probes 

specific to target SNP regions for targeted genotyping of a few hundred forensically 
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relevant SNPs [32–34]. Recently SNP hybridization capture panels were designed for 

F/IGG applications [35, 36] and for kinship analysis [37]. The FORCE panel targets 

5,422 SNPs designed to identify ancestry [36]. The Kintelligence panel targets 10,230 

SNPs to identify kinship [35]. Gorden reported two panels with 25K and 95K SNP 

markers to analyze kinship using degraded bone samples [37]. Though these panels 

improve the number of target SNPs analyzed for F/IGG, they still fall short on the 

number of SNPs analyzed by microarray due to the cost to make and validate large 

panels of SNP enrichment reagents.  

We developed the CNER method to cost-effectively make hybridization 

capture probes for a large number of SNP markers for targeted genotyping (Chapter 

1). Here, we demonstrate the CNER method to generate a capture panel to enrich 

108k SNPs common to three major DTC platforms. From this large panel, we selected 

36k SNPs for enrichment from NGS libraries made using rootless hair samples 

collected from 50 volunteers. We show high concordance between the genotypes 

generated using the CNERs enrichment and using WGS data of the same hair 

samples and microarray genotypes generated using the spit DNA. We expect our large 

collection of DTC SNP CNERs will be a valuable tool for F/IGG searches and for other 

forensic applications including missing person and victim identification.  

Materials and Methods 

Rootless hair DNA libraries 

Previously we described the collection and WGS data generation of rootless hair 

samples collected from 50 volunteers (Green et al, 2023). We pooled 33.3 ng each of 

the three library replicates made for each hair sample and re-amplified using 2x KAPA 
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HiFi master mix with universal Illumina amplification primers for 8 cycles. We cleaned 

the amplified libraries using SPRI beads at 1.2x ratio and used them for the capture 

experiments.  

Forensic panels design 

F12k_Kin 

Recently Snedecor et al designed a SNP panel to analyze kinship [33]. We chose 

10,148 SNPs from this panel. To fill the panel to 12k oligos, we chose proxy SNPs 

using the NCI LDproxy API tool [36]. We filtered the proxy sites that are more than 1 

kb apart and have r2 > 0.5. For a non-overlapping set of 308 SNPs in the kintelligence 

panel, we picked one, two and three proxy sites, 1852 SNPs in total. We chose 81 bp 

target regions around the SNP loci and did not filter for any parameters (homopolymer, 

repeat regions and frequently occurring kmer) as this panel was previously validated. 

We appended the AscII site and oligo-dT linkers and synthesized the panel as an oligo 

pool (Twist Biosciences).  

The F12k_40GC and F12k_55GC panels 

We used the 2,068,959 biallelic autosomal SNP sites from the three major DTC 

genetics platforms [3]. We made a fasta file for the 80 bp region around the SNP loci 

and filtered out sites that have target regions with homopolymers (>=6 nt) and 17mers 

frequently occurring in the human genome. To test whether GC content of the target 

regions has any effect on SNP enrichment, we selected two sets of 12k SNPs each 

with target regions at 40% (F12k_GC40) and 55% GC content (F12k_GC55). We 

appended the AscII site and oligo-dT at both ends of 80 bp target regions and 

synthesized two panels individually as oligo pools (Twist Biosciences).  
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The F72k panel 

We filtered the autosomal biallelic DTC SNPs based on the normalized coverage in 

the 50 volunteer panel hair DNA WGS data between 1 - 2x and retained 1,417,072 

sites. We filtered these sites for MAF of 30 - 50 % to retain 236,577. From these, we 

selected 132,095 sites that did not overlap with repeat regions using the repeat masker 

database. For this final set of SNP sites, we chose 81 bp target region by selecting 40 

nt up and downstream of the SNP loci and made a fasta file. We filtered this target 

region fasta file for homopolymers (>=6 nt) and 17mers frequently occurring in the 

human genome. We chose 70,956 sites that had 40 - 70% GC in the 81 bp target 

region and topped-off with 1,044 sites that have 39.5 - 40% target region GC content 

to design the final F72k panel. We randomly split these 72k target regions into three 

sets of 24k targets each, appended the AscII site and oligo-dT linker and synthesized 

them as three oligo pools (Twist Biosciences).  

 We filtered out 4,882 SNPs which we did enrich in the preliminary hair captures 

and in the NA1278 sample. For a final set of three panels each with 12k SNPs, we 

split the remaining 67,118 sites into three GC bins: 40 - 44% (F12k_1), 44 - 47% 

(F12k_2) and 47- 51% (F12k_3). The first two bins had 12,531 and 13,083 SNPs from 

which we randomly chose 12k and the third bin had 11,965 SNPs. We synthesized 

these three panels individually as three oligo pools (Twist Biosciences). 

CNERs generation 

We made CNERs for each of the forensic SNP panels by following the CNER method 

described in Chapter 1. Briefly, we bulk circularized the oligo pools by oligo-dA splinted 

ligation using T4 DNA ligase. We amplified the circularized oligo templates by rolling 

circle amplification (RCA) at 30°C for 24 - 40 hr using phi29 polymerase with 
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biotinylated dATP and dUTP. We digested the high molecular weight DNA generated 

by RCA using AscII enzyme at 37°C for 5 hr and SPRI cleaned the monomeric CNERs.  

DTC SNP enrichment using CNERs 

We followed the hybridization capture methods described in Chapter 1 for the DTC 

SNP enrichments with the following modifications. For various DTC SNP panel 

validations, we made NGS libraries with the NA12878 DNA using a single strand 

library preparation method by following the Santa Cruz Reaction [19]. We hybridized 

100 - 300 ng of libraries with 10 - 30 ng of CNERs of indicated panels for 19.5 hr at 60 

- 70°C as specified. We sequenced the post-enrichment libraries in Illumina NextSeq 

with 2x75 cycles to generate ~1.5M raw read pairs. 

 For hair library captures, we pooled 20 ng each of three library replicates of 

two individual hair samples (S001 and S003) into a 6-plex pool with 120 ng total library 

and captured the pool with 24 ng of F72k CNERs panel at 65°C for 17.5hr. We 

amplified the post-enrichment libraries for 17 cycles with universal Illumina 

amplification primers using 2x KAPA HiFi master mix (Roche) and cleaned using SPRI 

beads (1.2x) as described in Chapter 1. We quantified the post-capture libraries using 

Qubit (Thermo Fisher) and in Illumina NextSeq with 2x75 cycles to generate ~2M raw 

read pairs per library. 

Data Analyses 

We removed adapter sequences and merged overlapping paired end reads using 

SEQPREP2 (https://github.com/jeizenga/SeqPrep2). We mapped the merged reads 

to the GRCh38 reference using BWA ALN - v0.7.17-r1188. We assigned zero map 

quality for unmapped reads using PICARD CLEANSAM - v2.21.7 and marked 
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duplicated reads using PICARD MARKDUPLICATES - v2.21.7. We determined read 

coverage at target SNPs using BEDTOOLS MULTICOV - v2.29.1 and counted the 

coverage metrics using AWK. We merged the clean bam files for three library 

replicates using SAMTOOLS MERGE - 1.10 and recounted the SNP coverage metrics 

for a given hair sample. We plotted SNP coverage against GC content, and percent 

targets using custom python scripts 

(https://github.com/bsun210/CNERs_ancient_horses). We used SAMTOOLS 

MPILEUP - 1.10 with the option to output GP and GQ flags to call variants on the 

library replicates merged bam files for each hair sample. We used VCFTOOLS - 0.1.16 

to find the concordant and discordant sites. We plotted the histogram of concordant 

and discordant sites based on GC content and coverage depth at the variant site using 

custom python scripts (https://github.com/bsun210/CNERs_Forensics). We 

performed a nonparametric Mann-Whitney Wilcoxon (MWW) rank test for comparison 

between groups. 

Results 

Major DTC providers test ~600k SNPs each but the most of these target SNPs does 

not overlap between different providers. Lu et al clustered SNPs genotyped in major 

DTC providers into six groups based on overlapping SNPs, platform and version 

history [3]. From the cluster analyses, they find that only ~23% of the total 2,135,214 

SNPs from the four major DTC platforms overlap between any two cluster/platforms 

(Figure 3.1A). We used the union of 2,135,214 SNPs and plotted the histogram of GC 

contents for the 80bp target regions around the SNP loci which produced a maxima at 

40% GC content (Figure 3.1B).  
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Figure 3.1 SNP maker overlap between DTC test providers.  

(A) Percentage of overlapping between clusters and percentage of SNPs unique in 

different DTC tests. (B) and t unique mapped reads to the T. gondii genome assembly 

ASM1945558v1 

 

Our previous work on targeted genotyping of ancient DNA (Chapter 1) showed that 

CNERs enrichment produces higher SNP coverage for target regions with ~50 - 55% 

GC content. To test the performance of CNERs across different GC contents, we 

designed two panels of 12,000 SNPs each, exclusively on target regions with 40% GC 

content for the F12k_GC40 panel and 55% GC content for the F12k_GC55 panel. We 

also designed the F12k_Kin panel to target ~10k SNPs used for kinship analyses [33] 

and filled the panel up to 12k targets with proxy SNP sites. The CNER method 

produced 377 ng of probes for the F12k_GC40 panel, 1143 ng of probes for the 

F12k_GC55 panel and 932 ng of probes for the F12k_Kin panels. We mixed the oligo 

templates for all three panels and made a combined F36k CNERs panel to target ~36k 

SNPs which generated 1820 ng of CNERs probes.  
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We captured libraries made using the NA12878 DNA to test the effect of 

hybridization temperature and target region GC contents on SNP captures. We 

defined the SNP Enrichment Efficiency as the percentage of total or unique mapped 

reads mapped to target SNP loci to measure the success of enrichment. The 

F12k_40GC panel produced 27.3% and 26.9% SNP_EE (unique) which is comparable 

to 24.8% and 25.5% produced by the F12k_55GC panel for hybridizations at 62°C and 

65°C (Figure 3.2A). Due to low duplicate reads, the SNP_EE determined using both 

the total reads and unique reads are similar for the NA12878 DNA sample (Figure 

3.2A and Table S1).  

 

Figure 3.2 Hybridization optimization for F12k panels.  

(A)SNP enrichment efficiency determined using all reads (orange bars) and unique 

mapped reads (blue bars) for the three F12k panel captured at different hybridization 

temperatures. (B) Percent target SNPs covered with at least one read (1X coverage) 

for the three panels captured at different tempratures. 

 

Using 250k raw read pairs, the enrichments covered 96.7% - 98.6% of target SNPs 

with at least one read (1X coverage, Figure 3.2B). These results indicate that the two 

panels targeting different GC contents hybridized at two different temperatures 
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produce comparable SNP enrichments when captures performed individually. We 

observed an identical SNP_EE (~39%) for the two GC panels in a replicate experiment 

hybridized at 65°C (Figure 3.3A) and recovered ~99.5% target SNPs with ~33x mean 

unique coverage using 1M raw read pairs (Figure 3.3B).  

 

Figure 3.3 Performance of CNER panels to enrich DTC SNPs.  

SNP enrichment efficiency (A) and percent target SNPs covered with at least one read 

(B) for the three F12 panels captured individually, mixed together (F36k), for the F72K 

panel designed based on hair coverage data and all panels mixed together to target 

108K SNPs (F108k). Mean of normalized coverage (primary Y-axis) plotted across GC 

content of CNER target regions for the F36k panel (C) and F72k panel (D) show that 
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high GC (>50%) have sample-normalized coverage of 1 or higher. A histogram of GC 

bins across the target regions is shown in the secondary Y-axis. 

 

The F12k_Kin panel produced 15.9% SNP_EE at 60°C, 15.3% SNP_EE at 

65°C and 11.4% SNP_EE at 70°C hybridization temperatures (Figure 3.2A) and 

recovered 82.7%, 81.6% and 76.1% target SNPs using 250k raw read pairs (Figure 

3.2A). We sequenced a replicate for 1M raw read pairs that produced 11.2% SNP_EE 

and 85.2% target SNPs covered with 9X unique mean coverage. We find an increased 

number of proxy SNP target regions containing repetitive elements in the F12k_Kin 

panel which might be causing the lower enrichment efficiency compared to the GC 

panels. Among the 1852 proxy SNPs, 45% loci contain LINE/SINE elements 

compared to only 27% target regions in the Kintelligence panel and 28% in the 

F12k_40GC and 20% in the F12k_40GC SNPs.  

The F36K panel on average produced 19.6% SNP_EE, 76.5% 1X coverage 

(Figure 3.3A and B) and 6.3X unique mean target SNP coverage for two replicates. 

We analyzed the three SNP panels from F36k capture data individually and found that 

the F12k_GC55 dominates the other two panels. SNPs in the F12k_GC55 produced 

13.7% SNP_EE compared to 3.0% for F12k_GC40 and 3.6% for the F12k_Kin panel. 

Further, the percent target SNPs covered with at least one read is 97.3% for the 

F12k_GC55 compared to 74.6% for F12k_GC40 and 59.6% for the F12k_Kin panel 

(Table S1). We speculate that the hybridization kinetics change when CNERs of 

different GC content are mixed together. The hybridization conditions that we used 

favors enrichment of regions with higher GC content.  
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We generated WGS data from rootless hair samples collected from 50 

volunteers (Green et al, unpublished data). For the ~2M DTC SNPs, we determined 

the average normalized coverage from the WGS data from all hair samples (Green et 

al). We designed a new CNERs panel to target 72k SNPs specifically to genotype DNA 

from rootless hair samples. For this panel, we chose SNPs that had 1 - 2x average 

normalized coverage in the WGS data, MAF less than 0.3 and fall within target regions 

with 40 - 70% GC content. We synthesized the F72k panel into three randomly 

selected 24k oligo pools and combined them to make the F72k CNERs panel. The 

F72K panel on average produced 24.0% SNP_EE, 77% 1X coverage (Figure 3.3A 

and B) and 5X unique mean target SNP coverage for two replicates captured using 

NA12878 libraries from 1M raw read pairs. The three 24k panels performed 

comparably when analyzed individually from the F72k data. The three panels on 

average produced 11.5% SNP_EE, 80% 1X coverage and 7.2X unique mean target 

SNP coverage (Table S1). 

To test the performance of the F72k panel for hair libraries, we pooled three 

library replicates made from two individual hair samples (S001 and S003) into a 6-plex 

pool and captured the pool using the F72k panel. We aimed to sequenced 2M raw 

read pairs for each library. Due to pooling inconsistencies, S001 hair libraries produced 

on average 366k raw read pairs, therefore we did not analyze this sample further. 

Three library replicates of the S003 hair sample produced ~3.5M raw read pairs each 

which resulted in 2.7% SNP_EE (unique read). The unique reads mapping to SNP loci 

are low due to the unique genome copies available for sequencing in the hair libraries 

(Green et al). When we looked at the total reads, on average 57.8% of the total reads 

mapped to F72k SNP loci, indicating that the CNERs enrich reads with target SNP loci 
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higher than background. However, due to the nature of the hair samples which are 

known to have lower amounts of fragment DNA with few unique genome copies, the 

unique read SNP_EE is lower.  

We merged the reads from three library replicates for the S003 sample 

resulting in 10.6M raw read pairs that covered 64.5% (46,455) targeted SNPs with at 

least one read (1X coverage) and produced 3.5X unique mean coverage. We explored 

the characteristics of 25,544 target SNPs which had zero-coverage. Among the 25,544 

zero-coverage SNPs, 17,510 are in target loci with 39.5 - 47% GC content which is 

significantly (MWW p-value < xx) different from the distribution of GC content for all 

72k target SNPs (Figure 3.4A). We also find that the zero-coverage SNPs have 

significantly (MWW p-value 1.35e-201) low average normalized coverage in the hair 

WGS data (Figure 3.4B). These results show that the lower enrichment efficiency of 

CNERs for targets with low GC (<47%) compounded with difficulty in sequencing 

reads covering these regions in the rootless hair DNA library led to target SNP drop 

out. 

Next, we explored the concordance between the genotypes from the WGS 

data and CNERs capture data for the same hair sample. We generated high coverage 

(x) WGS data using DNA isolated from the saliva samples from the same individuals 

who donated hair samples. We called genome-wide variants in this WGS data using 

the GATK pipeline (Green et al). For the CNERs enrichment data, we called genotypes 

using samtools mpileup. We used bcftools to find 31,550 SNPs that have the same 

genotypes (concordant sites) determined using both WGS and capture data, and for 

14,478 SNPs the genotypes differed (discordant sites) between the two data.  
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Figure 3.4 Performance of F72k CNERs panel to enrich SNPs from hair sample. 

Histogram density plots of across the GC content (A) and normalized coverage in whole 

genome sequencing of hair sample (B), for all target regions in the F72k CNERs panels 

(grey bars) and for target regions of SNPs not enriched (Zero coverage SNPs, blue bar) 

in the hair sample. Histogram density plots of across the GC content (C) and coverage 

depth (D), for SNP genotypes concordant (orange bars) and discordant (cyan bars) 

between the CNERs enrichment data and the WGS data. 

 

We explored target region GC content and found that discordant sites are significantly 

(MWW p-value < xx) more prevalent in low GC regions and concordant sites are 
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enriched in high GC regions (Figure 3.4C). We also find that the discordant sites 

significantly (MWW p-value < xx) have lower coverage depth compared to concordant 

sites (Figure 3.4D). These results show that SNPs with lower read coverage due to 

lower enrichment efficiency by CNERs in the low GC regions lead to disagreement 

between genotypes called using the capture data and WGS data. Alternatively, lower 

coverage in the WGS data at these sites might also lead to genotype errors that cause 

discordance between genotypes called from CNERs enrichment data. 

We plotted SNP coverage depth and genotype concordance to determine the 

minimum SNP coverage required from the CNERs captures to achieve high 

concordance with the WGS genotypes. We find at least 10x read depth is needed from 

the CNERs enrichment data to obtain 95% concordance with the WGS data (Figure 

3.5A). The read depth requirement varied based on the genotypes. To attain 95% 

concordance, homozygous reference sites need 12X coverage (Figure 3.5B) but 

homozygous alternative sites (Figure 3.5C) and heterozygous sites (Figure 3.5D) need 

at least 4X depth. It would be interesting to perform the complementary analysis to find 

the minimum depth required in the WGS data that produced high concordant 

genotypes with the CNERs data.  
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Figure 3.5 CNERs capture depth determine the genotype concordance.  

Genotype concordance between the CNERs enrichment data and the WGS data 

plotted against CNERs capture depth for all sites (A), homozygous reference (B), 

homozygous alternative (C) and heterozygous sites (D). Vertical lines denote the 95% 

concordance.  

Discussion 

We designed the CNERs panels that can be used for both degraded and fresh DNA 

samples and can be used for genotype profile generation at any stages of F/IGG. The 

Kintelligence assay is based on the multiplex PCR method [35] which is proven to be 
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inefficient for degraded samples isolated from bones and hair specimens [29, 32, 34]. 

The panel was validated using DNA isolated from buccal swabs which is a preferred 

DNA source for profile confirmation stage of F/IGG, but not for profile generation 

needed for the initial search [2].  

Previous SNPs panels designed for kinship analysis and DTC database search 

used SNP loci with more than two alleles having a MAF 0.1 - 0.9 [35–37], but we 

designed the panels to target biallelic SNPs with MAF 0.3 - 0.5. The FORCE panel 

was designed to target each autosomal SNPs with four RNA baits and two baits per 

X/Y SNPs. The 25K/95K panels were designed to target SNPs in genomic regions with 

<60% GC content due to the poor performance of RNA baits at higher GC regions [38, 

39] (Chapter 1). The panel also made two or four RNA baits to target a SNP loci which 

increases both bait making cost and decreases total sequencing cost-savings.  

We intentionally chose to target biallelic loci with MAF closer to 0.5, which are 

the hardest sites to genotype and require higher sequencing coverage to distinguish 

between homozygous and heterozygous sites (ref). We targeted each SNP with only 

one CNERs and demonstrated that our method efficiently captures target SNPs, 

produces higher coverage at the target SNP loci compared to the surrounding regions 

(Chapter 1).  

With about 10M read pairs for a given hair sample, we achieved 46,455 (65%) 

target SNPs with at least one read coverage. Previous studies either covered a low 

percentage of target SNPs or used a higher raw reads to achieve high target 

coverage.The Kintelligence assay validated to perform with 60% call rate (~6000 

target SNPs covered with one read) [35]. The FORCE panel recovered ~70% (~4,327) 

of targeted SNPs in the bone samples using ~41M reads [36]. The 25K panel 
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recovered 54% (~13,406) targeted SNPs and the 95K panel recovered 39% (~36,972) 

from bone samples using ~5M reads [37].  

Our results demonstrated that the CNERs SNP enrichment is cost-effective 

compared to the whole genome sequencing for genotyping forensic specimens. 

Further, compared to the previously designed SNP panels, we designed the CNERs 

panels to target biallelic SNPs with almost equal MAF which are the hardest sites to 

genotype. We also showed that CNERs would require a lesser number of raw reads 

to achieve a higher percent of target SNPs covered with at least one read. For these 

advantages, we expect the CNERs method, and the F72k SNP panel will be a valuable 

resource to the forensic community for F/IGG search and other forensic human 

identifications. 
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