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ABSTRACT OF THE DISSERTATION

RF Front-End Circuits for FDD Radios: Duplexers and Receivers

by

Kejian Shi

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Los Angeles, 2020

Professor Asad Ali Abidi, Chair

Frequency-division duplexing (FDD) radios are widely used in wireless communi-

cation standards and multi-radio coexistence. It requires that the duplexer prevent

both TX signal and noise from entering the receiver front-end, while operating

under full TX power. It also requires the receiver front-end circuits to be highly

linear when the TX leakage channel is adjacent to the receive channel.

This work describes the design of a dual-band electrical balance duplexer

(EBD). The electrical balance duplexer supports dual-band TX-RX isolation for

FDD operation at 5-7GHz. A network in the EBD can balance the antenna

impedance (ZANT ) in the TX channel and RX channel independently. The EBD

provides >40dB isolation in an 80MHz channel bandwidth in the TX band (5-

6GHz), for any ZANT (fTX) with VSWR≤2, and independently in the RX band

(6-7GHz) when QANT ≤ 4.3. The EBD is designed for ≤4dB RX IL and ≤3.8dB

TX IL.

Second, the properties of finite-Q LCR networks are derived. Simple results

and derivations provide performance limits and design guidelines for the on-chip

filter (two-port) and impedance synthesizer (one-port). General properties are

given for the design of multi-band on-chip N-port LCR networks.

Third, second-order baseband filter circuits for mixer-first receivers are de-
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signed for adjacent channel blocker tolerance. The design guidelines are given in

simple expressions. The independent poles control by circuit elements is achieved.

The prototype measurements verify the design. It can tolerate the maximum TX

leakage from the dual-band EBD without gain compression and noise degradation.

Finally, the mixer switch nonlinearity is analyzed. Expressions for IIP3 and

B1dB are given, showing the impact of supply voltage, FET size, clock waveform,

operating frequency, and baseband load. The analysis matches the simulation

very well.

The dual-band EBD and the mixer-first receiver with second-order baseband

filters are fabricated in 65nm RF-SOI CMOS technology. They support the FDD

operation for Wi-Fi 6/6E application between 5-7GHz.
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CHAPTER 1

Introduction

1.1 Frequency-Division Duplexing

Nowadays mobile wireless communication applications mainly use two methods

for duplexing: time-division duplex (TDD) and frequency-division duplex (FDD).

The main purpose of duplexing is to reduce the number of antennas to save cost

and space in mobile devices. In both TDD and FDD, the transmitter (TX) and

receiver (RX) share the same antenna. In TDD, the TX and RX operate at

different times and the antenna is connected either to the TX or the RX. While

in FDD, the TX and RX operate at the same time, but at different frequencies.

There are many FDD applications. First, many standards are designed to use

FDD, such as 3G CDMA, 4G LTE, and 5G NR. Second, there is another scenario

that may use FDD, which is the so-called multi-radio coexistence. In multi-radio

coexistence scenario, the TX and RX for different radio standards operate at the

same time and different frequencies, while each standard may originally use TDD.

Shared antenna or dedicated antennas may be used for different radio standards.

When the TX and RX share the same antenna, it is FDD. An example of multi-

radio coexistence includes transmitting Wi-Fi and receiving Bluetooth signals, or

transmitting 5G NR and receiving Wi-Fi signals.

1



f
PAout

fTX: high power
fRX: high noise

f
RXin

Both fTX and f
RX require isolation 

PA

Duplexer
ANT

To RX

TX

Figure 1.1: A duplexer connecting antenna (ANT), TX and RX ports.

1.2 Challenges in RF Front-End Circuits for FDD Radios

1.2.1 Duplexers

Antenna interface, or duplexer (Fig. 1.1), is the building block which connects

between the antenna (ANT), the TX and RX ports. To enable FDD, dual-band

TX-RX isolation must be provided by the duplexer in order to:

1. Prevent high power TX signal (at TX band fTX) from leaking into the RX,

so the RX does not saturate.

2. Prevent amplified TX noise (at RX band fRX) from leaking into the RX, so

the RX is not desensitized.

Nowadays, a duplexer uses two SAW filters for each TX and RX band pair

(Fig. 1.2). The SAW filters reject the TX noise (at RX band) at the output of the

TX, and the TX signal (at TX band) at the input of the RX. There are several

disadvantages:

1. They are not tunable. Numerous SAW filters are required for nowadays

multi-band FDD mobile applications.

2



Pass fTX Pass fRX

To TX To RX

ANT

(a) (b)

Figure 1.2: (a) A board block diagram in a 2G/3G cellular phone [1]; (b) A SAW

duplexer.

TX

ZANT(f)

HT

To RX

ZBAL(f)

Figure 1.3: An electrical balance duplexer (EBD) consisting of a hybrid transformer

(HT) and a balance network (BAL).

2. The SAW filters are off-chip components, which are bulky and costly.

There are many approaches [1, 3, 5, 6, 10–21] that have been studied earlier

trying to replace the off-chip SAW duplexers with on-chip solutions. They can be

summarized into three categories by how the FETs are used:

1. FETs used as amplifiers [19–21]:

RF active cancellers fall into this category. The cancellers take a replica

of the TX signal and/or TX noise, process the replica in RF domain, and

3



then subtract the TX leakage at the input of the RX. They are usually used

together with other duplexing techniques due to the disadvantage of this

approach:

• Bad linearity and poor power handling.

2. FETs used as periodic clock controlled switches [16–18]:

The use of N-path filters or passive mixers falls into this category. The

disadvantages of this approach are:

• RX desensitization by clock phase noise. Due to reciprocal mixing, the

clock phase noise can be amplified because of high TX operating power

and raise the noise at RX input. At practical operating power level,

the desensitization is not acceptable.

• Poor power handling. The FETs will go into compression well below

practical operating power level.

• High power consumption. Since the duplexer connects the output of

the power amplifier (PA), they usually consume comparable or higher

power than the PA to drive the FETs.

3. FETs used as static switches [1, 3, 5, 6, 10–15]:

RF passive cancellers including the electrical balance duplexer (Fig. 1.3) fall

into this category. The FETs are used as static switches to select passive

on-chip elements. This approach benefits from the large power handling,

high linearity and low static power consumption. However, it suffers from:

• Fundamental 3dB loss in both TX and RX paths. Because of the

property of three-port passive networks, it is impossible to construct

such a three-port lossless reciprocal network that is matched at all

ports. The loss may be acceptable for some applications.

4
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Filter
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Figure 1.4: A mixer-first receiver.

• Poor dual-band isolation capability. Due to low-Q of on-chip elements,

it is difficult for the tunable passive cancellers to track frequency re-

sponse of the TX leakage channel for dual-band isolation.

Among all approaches, only the third category supports practical TX power

level. Therefore, it is promising for actual use if the mentioned problems can be

solved, especially the dual-band isolation capability.

1.2.2 Receiver Front-Ends

Multi-band receivers experience interference from blockers arising from a multi-

tude of conditions, including leakage from their own transmitter when operating

in FDD. The traditional use of SAW filters and SAW duplexers soon becomes

impractical, which means that the receiver circuits must be designed to handle

unfiltered blockers without entering gain compression that would corrupt the small

wanted signal.

The mixer-first receiver [22–26] immediately shifts the received spectrum at

the antenna to place the wanted channel at zero IF. An active baseband circuit

follows the mixer as shown in Fig. 1.4. It amplifies the baseband spectrum—

comprising the small wanted signal and nearby large blockers—and filters the
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blockers relatively while amplifying the channel at zero IF (DC).

For close-in blockers, large filtering is needed for high dynamic range, where

the baseband amplifier does not compress. For far-out blockers, which have been

largely suppressed by filtering, the mixer dictates the dynamic range. The design

of both the high dynamic range mixer and the sharp filtering baseband amplifier

remains a challenge.

1.3 About the Dissertation

1.3.1 Contributions

This dissertation explores techniques that can overcome the challenges in the

RF front-end circuits, both for the duplexer and the receiver front-end. The

designs in this dissertation are not only described in detail, verified by silicon, but

also justified by analysis throughout the dissertation. The contributions of the

dissertation are summarized below:

• A state-of-the-art dual-band electrical balance duplexer with a novel inde-

pendently tuned dual-band balance network is introduced for FDD applica-

tions.

• General properties of finite-Q LCR networks are analyzed for CMOS passive

network design, and from the analysis a notch filter is implemented using

CMOS passive elements achieving maximum |S21| transition rate.

• A simple and insightful second-order transimpedance amplifier (TIA) design

methodology for mixer-first receivers is developed and verified by silicon.

• Small and large signal nonlinearities in a passive mixer are analyzed for

passive mixer design.
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1.3.2 Outline

This dissertation is organized as follows:

• Chapter 2 shows the design of an electrical balance duplexer that support

independently tuned dual-band TX-RX isolation for FDD applications.

• Chapter 3 analyzes the properties of finite-Q LCR networks for CMOS pas-

sive network design.

• Chapter 4 shows the second-order transimpedance amplifiers (TIAs) and the

mixer-first receiver design and analysis.

• Chapter 5 analyzes the large and small signal nonlinearity in passive mixers.

• Finally, possible future works and conclusions are included in Chapter 6.
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CHAPTER 2

A Dual-Band Electrical Balance Duplexer for

FDD Radios

2.1 Introduction: Electrical Balance Duplexer

The electrical balance duplexer (EBD), shown in Fig. 1.3, is an alternative to

the SAW duplexer that can be integrated on a chip, at a lower cost and in a

much smaller volume [1–6, 10–14]. It consists of a hybrid transformer (HT) and

a variable impedance, the balance network (BAL). The HT connects the ANT,

TX, BAL at its primary turn, and the RX to its secondary turn. To handle the

high-power TX output, the EBD and associated balance networks are all passive

(LCRs and high-voltage static switches).

Unlike the SAW duplexer, the EBD isolates the RX from the TX through the

nulling action in the HT. When the TX port connects to the center of the HT

primary turn and ZBAL = ZANT , no TX power leaks into the RX due to symmetry.

Therefore, the HT is balanced, and the TX-RX isolation is established.

When the HT is balanced, both TX-ANT and ANT-RX paths will suffer from

3dB fundamental loss. For TX-ANT path, due to symmetry, half of TX power

will be dissipated in the BAL thus resulting in 3dB TX path insertion loss (TX

IL). For ANT-RX path, due to symmetry as well, the BAL and ANT contribute

equal noise to the RX, resulting in 3dB RX path insertion loss (RX IL). Note that

the TX does not contribute noise because of the nulling action.
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ZANT

ZANT varies within
a VSWR circle due
to user interaction.

ZANT(fTX)
ZANT(fRX)

ZANT changes with
frequency. The range
of impedance change

is limited by QANT. 
 (a) (b)

Figure 2.1: (a) ZANT changes due to user interaction; (b) ZANT is a function of fre-

quency, and the impedance difference is limited by QANT .

One challenge of the EBD design for FDD radios is the dual-band capability.

For TX and RX to isolate at dual bands, ZBAL = ZANT must hold at both TX

and RX bands. However, because the ZANT frequency response is usually different

then ZBAL, the dual-band capability remains a major challenge for EBD design.

2.2 Antenna Characteristics

The characteristics of the antenna highly impact the EBD performance, because

sufficient TX-RX isolation depends on the balance condition ZBAL = ZANT .

Therefore, the antenna cannot be treated as a 50Ω resistor. The impedance

of an actual antenna depends on many factors. The antenna impedance ZANT

(or equivalently described by reflection coefficient ΓANT , ZANT−50Ω
ZANT +50Ω

) can change

over:

1. User interaction.

ZANT changes with the orientation and proximity to the user’s body, as

specified by a range of antenna VSWR (Fig. 2.1). The VSWR=2 circle is
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usually considered sufficient to cover most user scenarios [27–30]. Antennas

in mobile devices are designed typically for a smaller VSWR, and an optional

antenna tuning unit (ATU) [31] can lower it even more.

Adaptation algorithms [32,33] adjust EBD tuning element values in real time

to maintain balance when antenna impedance changes over user interaction.

2. Frequency.

ZANT is a strong function of frequency indicated by QANT , which means

that it changes considerably from fTX to fRX . As shown in Fig. 2.1, the

impedance (reflection coefficient) change ∆ΓANT consists of magnitude and

phase.

• The impedance change in magnitude |∆ΓANT | is limited by QANT .

QANT is specified by the application to meet antenna matching re-

quirement. For example, antennas for Wi-Fi operating between 5-7GHz

require QANT = fcenter

Bandwidth
≤ 3.

• The impedance change in phase ∠(∆ΓANT ), on the other hand, can

be arbitrary. First, it changes when different antennas are used for

the same application, thus cannot be predicted beforehand. Second, it

changes with the length of the cable or PCB transmission line connect-

ing the antenna and the EBD, thus unpredictable before the EBD is

designed.

The EBD is viable if a circuit for ZBAL is devised that tracks changes in ZANT

with user interaction and frequency response, so it isolates in the TX channel

(fTX) and RX channel (fTX) simultaneously for FDD.
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Figure 2.2: A single-band EBD and (a) a SAW filter [2]; (b) a N-path filter [3]; (c) an

active cancellation path [4].
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Figure 2.3: (a) A dual-band EBD in [5]; (b) A dual-band BAL in [6].
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2.3 Prior Arts

There are works that enable dual-band isolation for the EBD [2–6, 11]. Their

approaches fall into two categories:

1. A single-band EBD with additional filtering or cancellation circuits [2–4]

(Fig. 2.2). [2] adds an additional SAW filter at the RX path to filter TX

signal, while the EBD rejects the TX noise. Similarly, [3] replaces the SAW

filter and inserts a N-path filter at RX path. [4] uses active cancellation to

cancel TX signal at the input of the RX. Their disadvantages are:

• [2] requires an off-chip SAW filter.

• [3] cannot operate at practical TX power level, because of reciprocal

mixing and compression of the N-path filter.

• [4] requires an off-chip filter, in order to filter the cancellation path

noise at the input of the RX.

• Additional circuits will introduce additional loss or noise to the EBD.

2. A dual-band EBD [5, 6, 11] (Fig. 2.3). [5, 11] designs the balance network

with four tuning elements, therefore the degree of freedom is sufficient to

synthesize complex ZBAL(fTX) and ZBAL(fRX) simultaneously. [6] designs

a more complicated balance network with more tuning degree of freedom.

The major disadvantage of the two works is:

• They are poor at tracking changes in ZANT with user interaction and

frequency response simultaneously.

Since tuning one capacitance does not only change ZBAL(fTX), but

also ZBAL(fRX) at the same time, impedance at two bands cannot be

adjusted independently. The tuning range of ZBAL(fRX) now highly

depends on ZBAL(fTX). In other words, the ability of the EBD to track
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antenna frequency response highly depends on the impedance, which

changes due to user interaction. Therefore, the EBD can either track

antenna user interaction, or the frequency response, but not both at

the same time.

The prior arts on the dual-band EBD [2–6, 11] show that it is important

to design a balance network that can synthesize impedance at two bands

independently, in order to track ZANT change over user interaction and

frequency.

2.4 Design Specifications

The application is the Wi-Fi 6/6E operating at 5-7GHz, where the TX is specified

to operate at 5-6GHz and the RX at 6-7GHz. The duplexer will enable the

simultaneous transmission and reception at different channels (FDD). In order to

enable FDD, the TX-RX isolation is specified to be higher than 40dB over an

80MHz channel at dual-band. It must operate under high TX power level, up to

+27dBm. Since there are 3dB fundamental losses for the EBD, the loss for both

TX and RX paths is specified to be less than 4dB, with less than 1dB added loss

from the implementation.

To summarize, the specifications are listed below:

1. Wi-Fi 6/6E (5-7GHz)

• TX: 5-6GHz

• RX: 6-7GHz

• QANT ≤ 3

2. Sub-4dB IL

3. 40dB isolation

13



[S(f)]

ΓBAL(f)

Block 
  RX

Block 
  TX

|S(fTX)|=[ 0 0
0 0 ] |S(fRX)|=[ 0 1

1 0 ]

Block 
  TX

ΓBAL(fTX)

Block 
  RX

ΓBAL(fRX)

Block 
  TX

Z0
Equivalent circuits at fTX and fRX:

Γ3(f)1 2

Figure 2.4: Proposed block diagram of the dual-band balance network and its equivalent

circuits at fTX and fRX .

• 80MHz channel bandwidth (BW)

4. +27dBm TX power

Towerjazz 65nm RF-SOI CMOS technology is used to fabricate the chip.

2.5 Dual-Band Balance Network Design

2.5.1 Conceptual Principle of Operation

Fig. 2.4 shows the proposed balance network conceptual block diagram. The

shown balance network can synthesize ZBAL at both bands independently. It

contains three sub-blocks: Block TX, Block RX, and the intermediate two-port

filter [S(f)] defined by its s-parameters.

At TX band, the intermediate two-port [S(f)] rejects the transmission, and

the Block RX does not affect the impedance ZBAL(fTX). The equivalent circuit is

shown in Fig. 2.4. The Block TX is designed to set the impedance at fTX solely:

ΓBAL(fTX) = s11,B-TX(fTX) (2.1)

where s11,B-TX is the s-parameters of the Block TX. The tuning range ΓBAL(fTX)
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by the Block TX deals with antenna impedance changes over user interaction.

At RX band, however, the Block RX and Block TX load each other and both

sub-blocks determine the impedance. The equivalent circuit is shown in Fig. 2.4.

The impedance at RX band:

ΓBAL(fRX) = s11,B-TX(fRX) +
s2

21,B-TX × Γ3 × e2jθ

1− s22,B-TX × Γ3 × e2jθ
(2.2)

where s21,B-TX and s22,B-TX are the s-parameters of the Block TX, Γ3 is the input

impedance (reflection coefficient) of the loaded Block RX, and e2jθ is the delay

through the intermediate two-port. Simplifications can be made on equation 2.2

by assuming s11,B-TX(fRX) ≈ s11,B-TX(fTX) (will discuss later in Block TX design

section), |s21,B-TX|2 ≈ (1 − |s11,B-TX|2) > 0.88 ≈ 1 (|s11,B-TX| ≤ 1/3 for VSWR=2

and low loss) and s22,B-TX × Γ3 ≈ 1/3× 1/2� 1 (negligible multiple reflections):

ΓBAL(fRX) ≈ ΓBAL(fTX) + Γ3 × e2jθ (2.3)

The impedance at the same terminal at fRX is then set with unaltered Block TX,

where the impedance difference ∆ΓBAL , ΓBAL(fRX) − ΓBAL(fTX) is solely set

by the Block RX. The tuning range ∆ΓBAL by the Block RX deals with antenna

impedance changes over frequency.

The circuit now balances the HT at both TX and RX band independently.

2.5.2 Intermediate Filter [S(f)] Design

The most critical sub-block of the balance network is the intermediate two-port

filter [S(f)], since its performance determines whether the independent balancing

can be achieved.

The challenge of designing this sub-block is to realize a sharp enough |s21|

transition from stopband (fTX) to passband (fRX) with the following constraints:

• The frequency spacing between the TX and RX band can be small (∼ 10%).
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Figure 2.5: (a) The perfectly-matched absorptive bandstop filter [7]; (b) The operation

at fTX ; (c) The operation at fRX .

• It must be realized by low-Q (∼ 101) on-chip passives.

Therefore, an analysis on the maximum achievable | ∂s21
∂f/f
| using finite-Q passives

and its design guidance is necessary. The detailed analysis is given in Chapter 3.

It is proved in Chapter 3 that the perfectly-matched absorptive bandstop filter

introduced in [7] achieves the maximum
∣∣∣ ∂s21∂f/f

∣∣∣
max

= (QL,max‖QC,max) using finite-

Q passives, as shown in equation 3.28. The operations of the perfectly-matched

absorptive bandstop filter are shown in Fig. 2.5. It consists of a quadrature hybrid

(QH) and two identical lossy resonators loading the THRU and CPL ports of the

QH.

At fTX , incident power at port-1 is absorbed by two identical resonators at

resonance without reflection (Γ = 0) by design, thus there are no reflection and
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transmission (s11 = s21 = 0).

At fRX , however, both resonators will appear as small but equal reactances.

They will reflect some power entering port-1 (Γ 6= 0). The reflected waves reinforce

at port-2 but cancel at port-1 (s11 = 0). s21 can be calculated:

|s21(fRX)| = |Γ(fRX)|

= Qres ×
|fRX − fTX |

fTX

= Qres × (∆f/f)

(2.4)

where Qres is quality factor of the resonator, ∆f , |fRX − fTX |. Equation 2.4

achieves the maximum
∣∣∣ ∂s21∂f/f

∣∣∣
max

= (QL,max‖QC,max) shown in equation 3.28.

Therefore, this filter gives the best performance on filter sharpness for our ap-

plication.

A lumped element QH [8] with two lossy resonators shown in Fig. 2.6 realizes,

at port-1 and 4 of the QH, the intermediate two-port filter with the s-parameters

shown in Fig. 2.4. The QH four-port consists of two inductors and two tunable

capacitors for different center frequencies. The resonator is designed in the follow-

ing way: first, a parallel LC resonator with a tunable capacitor Cres determines

the resonance frequency; second, coupled inductors coarsely transform the higher

parallel resonance resistance RP to the lower characteristic impedance Z0; third,

a tunable resistor is added to fine tune the resonance resistance for good match-

ing at fTX . The tunable Cres is designed to be 6-bit for sub-30MHz resonance

frequency resolution between 5-6GHz, excluding ∼ 10% Cres tuning margin for

variations.

The simulated s-parameters of the filter are plotted in Fig. 2.6. Two Cres

settings are chosen for simulation, giving two resonance frequencies and thus two

stopband frequencies. As predicted, the simulated s11 shows the wideband match-

ing property in both stopband and passband. The simulated |s21| shows higher

than 20dB stopband rejection and sub-2dB passband IL at∼ 10% frequency offset.
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Figure 2.6: (a) The implementation of the QH [8] and the resonators in Fig. 2.5; (b)

Simulated s-parameters of the two-port [S(f)] at two resonance frequencies.

The | ∂s21
∂f/f
| is calculated from simulation:∣∣∣∣ ∂s21

∂f/f

∣∣∣∣ ≈ 18 ≈ 0.9×Qres (2.5)

Equation 2.5 indicates the implementation is almost the optimum that can be

realized in this technology.

2.5.3 Block TX Design

The Block TX is designed to set the impedance at fTX solely, indicated by equation

2.1. The s11,B-TX of the Block TX must be able to track the antenna impedance

changes over user interaction, which is usually specified by the VSWR=2 circle.

On the other hand, the Block TX must not disturb the impedance at fRX .
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Implementation Analysis

(a) (b)

Figure 2.7: (a) The Block TX is split into two parts; (b) The equivalent circuit for

analysis purpose without disturbing the established balance.

This requires s11,B-TX(fRX) ≈ s11,B-TX(fTX). If above requirement is not met,

equation 2.3 will be:

ΓBAL(fRX) ≈ ΓBAL(fTX) + ∆s11,B-TX + Γ3 × e2jθ (2.6)

where ∆s11,B-TX = s11,B-TX(fRX)− s11,B-TX(fTX). The second term introduced by

the Block TX disturbs ∆ΓBAL, which ideally is solely determined by the Block

RX for tracking antenna impedance changes over frequency. Therefore, ∆s11,B-TX

must be minimized.

The Block TX is implemented by splitting into two parts (Fig. 2.7), Block

TX-1 and Block TX-2, at the antenna and balance network side of the HT, re-

spectively. There are two explanations to how the ∆s11,B-TX is minimized in this

implementation:

1. The (∂s11,B-TX-1/∂f) and (∂s11,B-TX-2/∂f) of the Block TX-1 and TX-2 can-

cel each other partially, resulting in minimized frequency response of overall

∆s11,B-TX = ∆s11,B-TX-2 −∆s11,B-TX-1.

2. As Fig. 2.7 illustrates, the circuit transforms to an equivalent circuit such
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Figure 2.8: (a) The implementation of Block TX-1 and TX-2; (b) The simulated ΓANT

coverage by the Block TX at 6GHz.

that the Block TX-1 is moved to the balance network side, while the bal-

ance condition is not disturbed. This can be done because adding series

or parallel elements symmetrically at both sides of the HT do not disturb

the balance condition. The transformed Block TX-1’ now presents negative

LCRs. The negative resistors, indicating negative loss in the Block TX-1’,

partially cancels the loss in the Block TX-2:

Power loss B-TX = Power loss B-TX-2(> 0) + Power loss B-TX-1’(< 0) (2.7)

From equation 3.38, the frequency sensitivity of a N-port s-parameters |s21|

is limited by elements quality factor (QL, QC) and power lost in the two-

port: ∣∣∣∣ ∂s11

∂f/f

∣∣∣∣ ≤ (QL‖QC)×
(
1− |s2

21| − |s2
11|
)︸ ︷︷ ︸

Power Loss %
in the two-port

(source at port-1)

(2.8)

Therefore, when the power loss is minimized, the ∆s11,B-TX is minimized.

The Block TX-1 and TX-2 are implemented with one stage of LC π-network as

shown in Fig. 2.8. The simulated ΓANT coverage is plotted in Fig. 2.8 with coarse

resolution. A VSWR=2 circle can be covered to track the antenna impedance
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changes over user interaction. The grounded tunable capacitors are 4-bit and the

flying capacitors are 3-bit, providing sufficient ΓBAL fine tuning resolution.

The Block TX-1 may introduce additional IL because it is in the signal path.

The simulated average loss at 6GHz is µ = 0.78dB, the standard deviation is

σ = 0.38dB, and the minimum loss is 0.2dB.

2.5.4 Block RX Design

The loaded Block RX is a one-port impedance synthesizer, where the input

impedance is Z3, or given by Γ3. As indicated in equation 2.3, a higher Γ3 tuning

range yields a higher covered range for the antenna frequency response. Therefore

a higher Γ3 tuning range is desired.

|Γ3| = 0.5 design target is chosen in this design for two reasons:

1. |Γ3| = 0.5 is sufficient to cover QANT = 3 for moderate frequency offset

(∼ 10%). Because from equation 3.34:∣∣∣∣∆ΓBAL
∆f/f

∣∣∣∣ ≈ ∣∣∣∣ Γ3

∆f/f

∣∣∣∣ ∼ 5 > 3 ≥
∣∣∣∣∆ΓANT

∆f/f

∣∣∣∣ (2.9)

the balance network is sufficient to track the antenna impedance change

over frequency response. More than 4dB losses from the Block TX and the

intermediate filter are still tolerated, since 5/(104/20) > 3.

2. When Γ3 tuning range is too large, it becomes hard to cover the entire range

uniformly.

The Block RX is implemented using two stages of LC π-network as shown in

Fig. 2.9. The simulated Γ3 coverage is plotted in Fig. 2.9 with coarse resolution. It

can cover the |Γ3| = 0.5 design target. The grounded tunable capacitors are 4-bit

and the flying capacitors are 3-bit, providing sufficient Γ3 fine tuning resolution.
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Figure 2.9: (a) The implementation of Block RX; (b) The simulated Γ3 coverage by the

Block RX at 6GHz.

2.5.5 High-Voltage Switch Design

FET switches are used to select the elements in tuning capacitors and resistors.

The gate, body, drain, and source of the FET are biased with high impedance

connection, so at RF they appear as floating nodes. The drain and source are the

two terminals of the switch.

When the switch is on, it can be modeled by FET on-resistance Ron, as shown

in Fig. 2.10. And when it is off, it can be modeled by FET capacitance Coff =

(CGD‖CGS) + (CDB‖CSB). Although Ron and Coff change with different FET

sizes, their product Ron × Coff is a constant, determined by technology.

A tuning capacitor, consisting a fixed capacitor Cmax and a series FET switch,

will suffer from loss due to Ron when the switch is on. The quality factor QC is

dominated by QC = 1/(ωCmaxRon). On the other hand, when the switch is off,

the series capacitance (Cmin = Cmax‖Coff ) is not zero due to non-zero Coff . The

capacitance tuning range Cmax/Cmin and on-sate quality factor QC follows the

relation below:

QC ×
(
Cmax
Cmin

− 1

)
=

1

ω ×RonCoff
(2.10)

where RonCoff is determined by technology, and ω is the frequency of interest.

Equation 2.10 shows that the loss and the capacitance tuning range trade with
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(d)

Cmax

Figure 2.10: (a) The unit of tuning capacitors; (b) The switch realized by one FET; (c)

Switch ON and OFF state equivalent circuits; (d) Stacking three FETs increases the

voltage tolerance with identical RonCoff product.

each other, where the technology and operating frequency are the fundamental

limitation.

The Towerjazz 65nm RF-SOI CMOS technology used in this design provides

RonCoff ∼ 150fs (parasitics extracted). The switches in the resonator tuning

capacitor Cres (Fig. 2.6) are designed with low tuning range (Cmax/Cmin) ≈ 3

but high QC ∼ 100 (at 5GHz), for better Qres and filter sharpness (equation

2.4). The switches in the rest capacitors are designed with moderate tuning range

(Cmax/Cmin) ≈ 5 and moderate QC ∼ 50 (at 5GHz).

To operate at high TX power level, the switch must tolerate high voltage swing.

This can be done by stacking multiple FETs as shown in Fig. 2.10. Because the

gate, body, drain, and source of the FET are floating at RF, the voltage swing will
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Figure 2.11: The switch design of the tuning capacitors.

be evenly distributed on all FETs. The maximum voltage swing is proportional

to the number of FET stacks. As shown in Fig. 2.10, the RonCoff of the switch

does not change when FETs are stacked.

The 2.5V FET in this technology can operate at VDS = 4V without reliability

problem (confirmed and measured by the foundry). At fTX , half of TX power will

be dissipated in the balance network, and most of it dissipated in the resonators.

Cres in the resonators will suffer from the highest voltage swing. Stack-5 FETs

are used for Cres that can tolerate the peak voltage of ∼ 20V for >27dBm TX

power. Other tuning capacitors uses stack-4 FETs that can tolerate the peak

voltage of ∼ 16V, which is sufficient for 27dBm TX power and a voltage gain of

2 (VSWR=2). The design implementations are shown in Fig. 2.11.
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Figure 2.12: (a) The complete circuit diagram of the dual-band EBD; (b) Die micrograph

of an EBD and a receiver.

2.6 Measurements

This duplexer is fabricated in Towerjazz 65nm RF-SOI CMOS technology. The

die micrograph is shown in Fig. 2.12. The receiver shown in Fig. 2.12 will be

introduced later. The EBD is measured without the receiver.
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2.6.1 Dual-Band Balancing

The measured ΓANT coverage to track antenna impedance changes over user inter-

action and frequency response is plotted in this way: For each setting (of tunable

elements), the s-parameters are measured. Then ΓANT , which will lead to perfect

TX-RX isolation for this setting, is solved from the wave equations:
x

y

0

 =


s11 s12 s13

s21 s22 s23

s31 s32 s33




1

ΓANT × y

0

 (2.11)

where port-1, 2, 3 correspond to the TX, ANT, and RX ports, respectively, x is

the outgoing wave at TX port, and y is the outgoing wave at the ANT port. From

equation 2.11 the ΓANT is:

ΓANT = − s31

s32 × s21 − s31 × s22

(2.12)

Now for each setting, the corresponding ΓANT that balances the HT can be plotted

on the Smith Chart. Finally, a range of covered ΓANT will emerge on the Smith

Chart after going through all settings.

Fig. 2.13 shows the measured values of ΓANT (in blue color) that can be

balanced at fTX = 6GHz plotted on the Smith Chart for all Block TX settings.

A VSWR=2 circle is covered for antenna impedance changes over user interaction

in both cases. Therefore, this duplexer guarantees isolation at fTX in all cases.

To check isolation in the RX band, a nominal 50Ω, as well as four corner cases

that lie on the circle of VSWR=2 is considered. Since the antenna impedance

will be different at fRX = 6.5GHz, for each case it is explored that how large a

difference ∆ΓANT can be balanced by selecting capacitors in the Block RX only.

Fig. 2.13 plots the measured results (in red color). These plots show that the

Block RX can balance an antenna with QANT as high as 4.3, so long as ΓANT (fTX)

locates within VSWR=2. To cover 5 to 7 GHz for this Wi-Fi standard, QANT
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fTX = 6GHz
fRX = 6.5GHz

|ΔΓANT| ≤ QANT × (1-|ΓANT|2) × (Δf/f)
QANT = 4.3 is supported in all 5 cases. 

VSWR = 2

fTX coverage

ΓANT(fTX) = 0

fRX coverage

ΓANT(fTX) = 1/3

fRX coverage

ΓANT(fTX) = j/3

fRX coverage

ΓANT(fTX) = -1/3
fRX coverage

ΓANT(fTX) = -j/3

fRX coverage

ΓANT(fRX) boundary when QANT = 4.3 

Figure 2.13: Measured ZANT (fTX = 6GHz) that can be balanced by EBD (blue).

For ZANT (fTX) at five locations within VSWR=2, the measured range (red) of

ZANT (fRX = 6.5GHz) in the RX band that can be balanced.

must in any case be ≤ 3. Therefore, the EBD guarantees isolation of the TX noise

at fRX in all cases.

Fig. 2.14 shows another case where fTX = 5GHz and fRX = 6GHz. At fTX ,

a VSWR=2 circle is still covered. At fRX , the covered ∆ΓANT range saturates

because the frequency offset is now large (20%).

Fig. 2.15 illustrates the typical independent dual-band balancing. Three dif-

ferent settings in Block RX sweep across RX band, while maintaining isolation

at fixed fTX . Thanks to the high isolation of the intermediate filter at fTX , the

independent balancing is achieved.

The BW of 40dB isolation is also measured using a statistical approach. First,

settings in the balance network are swept randomly for >500 points. Then the
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ΓANT(fTX) = 0
VSWR = 2

ΓANT(fTX) = 1/3

ΓANT(fTX) = -j/3

ΓANT(fTX) = -1/3

ΓANT(fTX) = j/3

fTX coverage
fRX coverage fRX coverage

fRX coveragefRX coverage

fRX coverage

fTX = 5GHz
fRX = 6GHz

fRX coverage at various ΓANT(fTX) cases within 
VSWR = 2 indicates similar covered QANT.  

Figure 2.14: Measured ZANT (fTX = 5GHz) that can be balanced by EBD (blue).

For ZANT (fTX) at five locations within VSWR=2, the measured range (red) of

ZANT (fRX = 6GHz) in the RX band that can be balanced.

isolation BW for each setting is measured if a notch with maximum isolation

≥43dB appears. The 3dB margin is used to filter out those which barely meet

the 40dB isolation requirement and disturb the statistical results. The measured

average 40dB isolation BW is µBW = 81MHz, and the standard deviation is

σBW = 20MHz. The measured results show that there is ∼ 50% chance that

a setting, which balances the HT at one frequency instead of the entire channel

BW, achieves the isolation BW requirement (80MHz). However, there are multiple

settings (>10) that can balance the HT thanks to the redundant tuning degree of

freedom in the balance network. Therefore, the probability that all settings fail to

meet the isolation BW requirement is very low. This 40dB isolation is guaranteed

over an 80MHz channel BW.
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Figure 2.15: Measured dual-band TX-RX isolation demonstrating independent balanc-

ing.

2.6.2 Losses and Linearity

Fig. 2.16 shows the measured EBD loss in the TX path, loss in the RX path (=RX

noise figure for this reciprocal circuit). Sub-4dB IL is achieved for both TX and

RX paths. Fig. 2.16 shows the measured return loss at TX and RX ports. Good

matching (< −10dB) is achieved at both ports. During the measurement, TX-RX

isolation is set >40dB and the loss in the Block TX-1 is kept at a minimum (0.2dB

at 6GHz).

The switch FETs in the EBD contributes a small nonlinearity. When a switch

is turned on, its nonlinear on-resistance will contribute a small nonlinearity. On

the other hand, when a switch is turned off, its nonlinear off-state capacitance

(gate and body capacitance) will contribute a small nonlinearity. [14,34] mentioned

that the resistors can introduce small nonlinearity due to self-heating. The resistor

in Block RX does not introduce nonlinearity because the majority TX power has

been filtered, while the tunable resistor in the resonators may introduce small

nonlinearity. Fig. 2.16 shows the IIP3 measurement with all switches ON and

OFF for EBD TX and RX paths.
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Figure 2.16: Measured EBD TX and RX paths (a) insertion loss (IL); (b) return loss;

(c) IIP3.

2.6.3 Large Signal Measurement

The EBD must operate under high TX power level, therefore high power mea-

surements are conducted to verify the EBD functionality.

Fig.2.17 shows the EBD TX path output power (ANT port) versus input

power (TX port). The measured IL at high power level is consistent with the

small-signal IL (3.5dB at 5GHz). The IL does not degrade under 27.5dBm TX

power, or 24dBm at the antenna port. The power handling meets the specification

(27dBm TX power).

Fig. 2.17 shows the high-power impact on the established isolation at small

signal. The isolation degrades a small amount (<2dB) with ∼ 27dBm TX power.

This is because the capacitance and resistance may change by a small amount due
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Figure 2.17: Measured EBD (a) TX power impact on established TX-RX isolation and

(b) TX path power handling.

to large voltage swing and heating [14, 34]. The small isolation degradation can

be easily resumed by adjusting the balance network settings.

2.7 Discussions and Conclusions

Table 2.1 summarizes the performance of this EBD. It meets all design specifica-

tions. It is the first fully integrated duplexer that supports ALL the requirements

shown below for FDD applications:

1. It can track antenna impedance changes over user interaction.

2. It can track antenna impedance changes over frequency, which enables the

dual-band capability. This duplexer supports actual antennas, whose imped-

ance change with limited rate (QANT ) but arbitrary phase. Among all prior

arts on dual-band EBD, only [6] supports this feature.

3. It provides sufficient dual-band isolation between the TX and the RX.

4. It operates at practical TX power level.
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CHAPTER 3

Properties of Finite-Q LCR Networks

3.1 Introduction

The balance network is the most critical part of the dual-band EBD design. It is

required to synthesize antenna impedance variations over user interaction and fre-

quency response simultaneously. Failing to do so will disqualify the EBD for FDD

applications. The balance network is required to work under high TX power level

(e.g., +27dBm), therefore the only practical way to realize the balance network

on a chip is using passive elements (i.e. LCRs).

Unlike lossless LC passive networks, where the s-parameters can be designed to

change in arbitrarily high rate with respect to frequency, the s-parameters of the

lossy passive network constructed with lossy LCs can only change with frequency

with a limited rate. For dual-band designs such as the balance network in Chapter

2, it is necessary to study the properties of such passive networks focusing on their

frequency responses. For example, the theoretical limit of tuning capability on

∂ΓBAL

∂f/f
for dual-band balancing is needed. Moreover, to realize the ∂ΓBAL

∂f/f
tunability,

an intermediate filter [S(f)] is introduced in Chapter 2, and a high | ∂s21
∂f/f
| is desired.

Guidance is needed for the optimum design of the above passive networks.

Traditional filter synthesis design methodology works well using only high-Q

elements. When it is applied to low-Q elements, the discrepancy between the

design and the realization will fail its original purpose (e.g., Fig. 3.1). Because

on-chip inductors and capacitors are fundamentally low-Q elements (Q ∼ 101),
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Figure 3.1: (a) Conventional bandstop resonator; (b) Effect of finite Q [7].

traditional filter synthesis will provide little help.

This chapter analyzes the properties of general finite-Q LCR networks focusing

on the following questions:

1. What is the maximum | ∂s21
∂f/f
| of any LCR two-port that uses finite-Q ele-

ments? How to design such a filter with sharp |s21| transition?

2. What is the maximum | ∂s11
∂f/f
| of any LCR one-port that uses finite-Q ele-

ments? What is the dual-band capability limit of such a balance network?

3. What about a general N-port? What conclusions may be useful?

3.2 Electric and Magnetic Power in One-Port Networks

Before going into detail, an important statement must be proved first, which is

used in the analysis later on. The statement is:

• The electric (capacitive) and magnetic (inductive) energy stored in an one-

port LCR network is identical (at a given frequency f0) if one of the following

conditions is true:

1. Input reflection coefficient Γ1 is real.
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1

Resistive
[S']1

jXL,i(f)
Γixi

jXC,i(f)

Γi(f)

xi

[S(f)]

Γixixi

Γ1

(a)

(b)

Figure 3.2: (a) An one-port finite-Q LCR network; (b) Transformed model for analysis

purpose.

2. Imaginary part of input reflection coefficient =(Γ1) is much smaller

than the stored power in the network.

3.2.1 Relation Between Impedance and Stored Power

In order to prove the statement, the original one-port LCR network is transformed

into a new network, as shown in Fig. 3.2. The inductors and capacitors are

moved out of the original network and load the new ports, and lossy resistors stay

in the new network [S ′]. Thus s-parameters of the network [S ′] are real. The

characteristic impedance of each port is not important for this proof, and can

be chosen arbitrarily. Note that the transformation does not change the circuit

topology.

The incoming and outgoing waves can be related by s-parameters, shown in

35



equations: 
Γ1

x2

...

xN

 =


s′11 ... s′1N

s′21 ... s′2N

... ... ...

s′N1 ... s′NN




1

Γ2x2

...

ΓNxN

 (3.1)

where xl is the outgoing wave at port-l, and Γl is the reflection coefficient at port-l.

Equation 3.1 leads to the following relations:
x2

...

xN

 =


s′22 ... s′2N

... ... ...

s′N2 ... s′NN




Γ2x2

...

ΓNxN

+


s′21

...

s′N1

 (3.2)

Γ1 = s′11 +
N∑
l=2

(
s′1l × xlΓl

)
(3.3)

Note that [S ′] is real, thus:
s′21

...

s′N1

 =


s′22 ... s′2N

... ... ...

s′N2 ... s′NN




Γ∗2x
∗
2

...

Γ∗Nx
∗
N

−

x∗2

...

x∗N

 (3.4)

where x∗l is the complex conjugate of xl. Applying equation 3.4, equation 3.3 can

rewritten:

Γ1 = s′11 +
N∑
l=2

N∑
k=2

(
|xl|2Γl − s′lk × Γ∗kΓl × x∗kxl

)
(3.5)

Note that the term
∑N

l=2

∑N
k=2

(
s′lk × Γ∗kΓl × x∗kxl

)
in equation 3.5 is real.

Thus, the imaginary part of equation 3.5 is:

=(Γ1) =
∑

inductors

(
|xl|2 ×=(Γl)

)
+

∑
capacitors

(
|xl|2 ×=(Γl)

)
(3.6)

where the sum is split into sums over all inductive ports and all capacitive ports.

Notice that since =(Γl) ≥ 0 is true for all inductor loaded ports and =(Γl) ≤ 0 is
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true for all capacitor loaded ports, the two terms in equation 3.6 presents opposite

polarities. Thus, equation 3.6 can be rewritten:

=(Γ1) =
∑

inductors

(
|xl|2 × sin θl

)
−

∑
capacitors

(
|xl|2 × sin θl

)
(3.7)

where |Γl| = 1, and the θl , |∠(Γl)| is the angle between Γl and the real axis,

0 ≤ θl ≤ π.

Now, the average power that is stored in reactance Xl is:

Pav =
V 2
peak

2Xl

=

∣∣∣∣∣(V +
peak)

2

2Z0

× (1 + Γl)
2

1+Γl

1−Γl

∣∣∣∣∣
= |xl|2 × |1− Γ2

l |

= 2|xl|2 × sin θl

(3.8)

where Vpeak is the voltage at port-l, and Z0 is the characteristic impedance at

port-l and V +
peak is the outgoing wave voltage at port-l. Note that equation 3.8 is

normalized to the incident power, thus dimensionless.

Thus, equation 3.7 can be expressed by the power stored in the inductors and

capacitors:

=(Γ1) =
1

2
Pinductors −

1

2
Pcapacitors (3.9)

where Pinductors and Pcapacitors are normalized to incident power at port-1.

3.2.2 Discussions

For the input reflection coefficient Γ1, there are two possibilities:

1. =(Γ1) = 0.

In this case, the electric power is equal to the magnetic power, according to

equation 3.9:

Pcapacitors = Pinductors (3.10)
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2. =(Γ1) 6= 0.

In this case, the electric power is not equal to the magnetic power. However,

it is still possible that Pinductors ≈ Pcapacitors, when the reflected power at

port-1 is much smaller than the stored power in the network:

=(Γ1)� Pinductors

=(Γ1)� Pcapacitors

(3.11)

For a network without standalone resistors (i.e. resistors only from lossy

LCs), equation 3.11 is easy to satisfy when quality factor QL‖QC is large:

=(Γ1)� (1− |Γ1|2)×
(

min (QL‖QC)
)
≤ Pinductors

=(Γ1)� (1− |Γ1|2)×
(

min (QL‖QC)
)
≤ Pcapacitors

(3.12)

The proof is finished.

For most cases, where the networks are built from lossy LCs which Q� 1 and

the input are well-matched, the magnetic power and electric power stored in the

inductors and capacitors are equal.

3.3 Two-Port Filter Design Using Finite-Q LCR Elements

The intermediate two-port filter in the dual-band balance network (shown in Fig.

2.4) plays an essential role for independent impedance synthesis or balancing. It

must reject the transmission between its two ports at TX band, and allow at RX

band. This leaves the challenge of realizing a filter with sharp |s21| transition

between TX band and RX band, which can be very close.

From the following analysis, two questions are answered in detail:

1. What is the maximum
∣∣∣ ∂s21∂f/f

∣∣∣ that can be achieved using finite-Q elements?

2. How to achieve the maximum |s21| transition rate
∣∣∣ ∂s21∂f/f

∣∣∣
max

?
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Independent

[S']1 2

Z0,i=XL,i/QL,i
jXL,i(f)−jXL,i(f0)

Γi(f)

+jXL,i(f0)

Z0,i=XC,i/QC,i

jXC,i(f)−jXC,i(f0)

Γi(f)

+jXC,i(f0)(a)
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Figure 3.3: (a) A two-port finite-Q LCR network; (b) Transformed model for analysis

purpose.

3.3.1 Maximum
∣∣∣ ∂s21∂f/f

∣∣∣ of Finite-Q LCR Networks

In order to analyze
∣∣∣ ∂s21∂f/f

∣∣∣, the original two-port is transformed into a new network

as shown in Fig. 3.3. The inductors, capacitors, and their lossy resistors are moved

outside of the original network, and new ports are defined for each inductor and

capacitor. The characteristic impedance of each new port is defined to be equal

to the lossy resistance of the reactor:

Z0,i = XL,i/QL,i

Z0,i = XC,i/QC,i

(3.13)

where QL,i, QC,i are the quality factor of each reactor. Then a pair of constant

reactors ±jXL,i(f0) are added to each inductor loaded port (also the same for each

capacitor loaded port), such that the port is impedance-matched (i.e. Γi(f0) = 0)

at f0, and the circuit topology is not changed. Note that the new network [S ′] is

frequency-independent, since all frequency-dependent elements are outside of the

network [S ′].
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The incoming and outgoing waves can be related by s-parameters:

s11

s21

x3

...

xN


=



s′11 ... ... s′1N

s′21 ... ... s′2N

s′31 ... ... s′3N

... ... ... ...

s′N1 ... ... s′NN





1

0

Γ3x3

...

ΓNxN


(3.14)

where xi is the outgoing wave at port-i and Γi is the reflection coefficient at port-i.

Notice that Γi ≈ 0 in the vicinity of f0 because of the way the new network is

constructed:

xi|(|Γl|�1,∀ 3≤l≤N) = s′i1 (3.15)

Applying equation 3.15 to equation 3.14:

s21 = s′21 +
N∑
i=3

s′i1 × Γi × s′2i (3.16)

Take the derivative of equation 3.16 and note [S ′] is frequency-independent:

∣∣∣∣ ∂s21

∂f/f

∣∣∣∣
f0

=

∣∣∣∣∣∣
N∑
i=3

s′i1 ×

(
∂Γi
∂f/f

)
f0

× s′2i

∣∣∣∣∣∣ (3.17)

This is the expression that gives the |s21| transition rate. To find the maximum,

several inequalities should be applied. First, Cauchy-Schwarz inequalities |a+b| ≤

|a|+ |b| and |2ab| ≤ (|a|2 + |b|2) are applied:∣∣∣∣ ∂s21

∂f/f

∣∣∣∣
f0

≤
N∑
i=3

(
|s′i1|2 + |s′2i|2

2
×
∣∣∣∣ ∂Γi
∂f/f

∣∣∣∣
f0

)
(3.18)

The inequality will hold as an equality when:

|s′i1| = |s′2i|

∠

(
s′i1 ×

(
∂Γi
∂f/f

)
f0

× s′2i

)
=∠

(
s′k1 ×

(
∂Γk
∂f/f

)
f0

× s′2k

)
, ∀ i, k ∈ [3, N ]

(3.19)
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Notice that for capacitors and inductors:∣∣∣∣ ∂Γi
∂f/f

∣∣∣∣
f0

= lim
∆XL,i→0

∣∣∣∣∣ j∆XL,i × f
∆f

2Z0,i + j∆XL,i

∣∣∣∣∣ =

∣∣∣∣XL,i

2Z0,i

∣∣∣∣ =
QL,i

2∣∣∣∣ ∂Γi
∂f/f

∣∣∣∣
f0

= lim
∆XC,i→0

∣∣∣∣∣ j∆XC,i × f
∆f

2Z0,i + j∆XC,i

∣∣∣∣∣ =

∣∣∣∣XC,i

2Z0,i

∣∣∣∣ =
QC,i

2

(3.20)

Applying equation 3.20 to equation 3.18:∣∣∣∣ ∂s21

∂f/f

∣∣∣∣
f0

≤
∑

inductors

(
|s′i1|2

2
× QL,i

2

)
+

∑
capacitors

(
|s′i1|2

2
× QC,i

2

)

+
∑

inductors

(
|s′i2|2

2
× QL,i

2

)
+

∑
capacitors

(
|s′i2|2

2
× QC,i

2

) (3.21)

Equation 3.21 can be rewritten in terms of stored power:∣∣∣∣ ∂s21

∂f/f

∣∣∣∣
f0

≤ 1

4

( ∑
Source at port-1

Pinductors +
∑

Source at port-1

Pcapacitors

+
∑

Source at port-2

Pinductors +
∑

Source at port-2

Pcapacitors

) (3.22)

From equation 3.10, the stored electric and magnetic power equals (will justify

later): ∑
inductors

(
|s′il|2 ×QL,i

)
=

∑
capacitors

(
|s′il|2 ×QC,i

)
, l = 1, 2 (3.23)

To calculate the maximum of power stored in the network, power conservation

must be considered:( ∑
inductors

|s′il|2
)

+

( ∑
capacitors

|s′il|2
)
≤ 1− |s′21|2 − |s′ll|2, l = 1, 2 (3.24)

The inequality will hold as an equality when the power only dissipates in the

resistors of lossy LCs. Now equation 3.23 can be rewritten:( ∑
inductors

|s′il|2
)
×QL,ave =

( ∑
capacitors

|s′il|2
)
×QC,ave, l = 1, 2 (3.25)
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where QL,ave and QC,ave are the average quality factor when weighted by stored

power. With the constraints set by equation 3.24, the maximum stored power can

be calculated:( ∑
inductors

|s′il|2
)
×QL,ave =

(
QC,ave × (1− |s′21|2 − |s′ll|2)

QL,ave +QC,ave

)
×QL,ave

≤
(
QL,max‖QC,max

)
×
(
1− |s′21|2 − |s′ll|2

)( ∑
capacitors

|s′il|2
)
×QC,ave =

(
QL,ave × (1− |s′21|2 − |s′ll|2)

QL,ave +QC,ave

)
×QC,ave

≤
(
QL,max‖QC,max

)
×
(
1− |s′21|2 − |s′ll|2

)
(3.26)

where l = 1, 2, and QL,max (QC,max) is the maximum inductor (capacitor) quality

factor among all lossy inductors (capacitors). The inequality will hold as an

equality when all power is stored in the elements with maximum Q. Note that

s′21 = s21, s′11 = s11 and s′22 = s22 at f0. Applying equation 3.26 to equation 3.22:∣∣∣∣ ∂s21

∂f/f

∣∣∣∣
f0

≤
(
QL,max‖QC,max

)
×
(
1− |s2

21|f0 −
|s2

11|f0 + |s2
22|f0

2

)
≤
(
QL,max‖QC,max

) (3.27)

The last inequality will hold as an equality when s11 = s22 = s21 = 0.

To conclude, when all the following design requirements are satisfied, the max-

imum |s21| transition rate can be achieved:

1. Matched: s11 = s22 = 0.

2. Bandstop: s21 = 0.

3. Symmetrical: |s′i1| = |s′i2|, ∀ i ∈ [3, N ].

4. Power dissipated in elements with maximum Q.

5. All terms add in phase:
∑N

i=3 s
′
i1 ×

(
∂Γi

∂f/f

)
f0
× s′2i.
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Figure 3.4: Isolation and isolation bandwidth of an absorptive bandstop filter in [9].

The requirements justify the step that derives equation 3.23 because s11 =

s22 = 0. The maximum
∣∣∣ ∂s21∂f/f

∣∣∣
max

that can be achieved using finite-Q elements on

a chip is: ∣∣∣∣ ∂s21

∂f/f

∣∣∣∣
max

=
(
QL,max‖QC,max

)
(3.28)

3.3.2 The Perfectly-Matched Absorptive Bandstop Filter

From equation 3.27, in order to achieve a high |s21| transition rate, the incident

power must be dissipated in the 2-port filter with minimum transmission or re-

flection. This type of filter is known as the absorptive filter [7,9,35–38]. Common

examples of such filters are the bridge-T notch filter and the twin-T notch filter.

Unlike traditional reflective filters designed by the filter synthesis method, which

reflect majority of the incident power at the stopband, the absorptive filters are

designed to absorb the incident power at the stopband. Absorptive filter design

methodologies are very different from traditional synthesized filters. Their oper-

ations, at stopband, are interpreted by passive cancellation of two or more paths,

similar to the TX-RX isolation in the EBD, thus the rejection/isolation is not

limited by the Q of the elements. However, Q will affect the isolation bandwidth,

since different Q gives different |s21| transition rate. An example is shown in Fig.

3.4 [9].
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Among many absorptive filters that can be implemented on a chip as the

intermediate 2-port filter for the balance network design shown in Chapter 2, this

candidate [7], called the perfectly-matched absorptive bandstop filter (Fig. 2.5),

shows advantages over others for the following reasons:

1. It achieved the maximum |s21| transition rate.

2. It can be realized by lumped LCs with moderate number of Ls (moderate

chip area).

3. It can be easily tuned without introducing other design problems.

4. The impedance of each reactor is realistic to be implemented with good Q.

5. Its s11 shows wideband-matching property, or in other words the s11 does

not change drastically with frequency, which is a requirement for this design

(Fig. 2.4).

The operations of the perfectly-matched absorptive bandstop filter are shown

in Fig. 2.5. It satisfy all the five requirements to achieve the maximum |s21|

transition rate, which is given by equation 3.28.

3.4 One-Port Impedance Synthesizer: Balance Networks

3.4.1 Maximum
∣∣∣ ∂s11∂f/f

∣∣∣ of Finite-Q LCR Networks

The balance network is a one-port impedance synthesizer, which is required to

operate at dual-band. Thus, it is necessary to determine what is the maximum

impedance change rate (| ∂s11
∂f/f
|) that can be realized by finite-Q LCR networks.

The analysis is similar to the analysis of two-port networks, and the transfor-

mation is shown in Fig. 3.5. The only difference is that port-2 is now removed.
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1

Frequency-
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[S']1

Z0,i=XL,i/QL,i
jXL,i(f)−jXL,i(f0)

Γi(f)

+jXL,i(f0)

Z0,i=XC,i/QC,i

jXC,i(f)−jXC,i(f0)

Γi(f)

+jXC,i(f0)(a)

(b)

Figure 3.5: (a) An one-port finite-Q LCR network; (b) Transformed model for analysis

purpose.

Equation 3.14 can be modified to:
s11

x2

...

xN

 =


s′11 ... ... s′1N

s′21 ... ... s′2N

... ... ... ...

s′N1 ... ... s′NN




1

Γ2x2

...

ΓNxN

 (3.29)

Note that Γi � 1:

s11 = s′11 +
N∑
i=2

s′i1
2 × Γi (3.30)

Take the derivative of equation 3.30, and apply Cauchy-Schwarz inequalities,

energy conservation, equation 3.26 and 3.20, and then follow the same derivation
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as the two-port shown earlier:

∣∣∣∣ ∂s11

∂f/f

∣∣∣∣
f0

=

∣∣∣∣∣∣
N∑
i=2

s′i1
2 ×

(
∂Γi
∂f/f

)
f0

∣∣∣∣∣∣
≤ 1

2

( ∑
inductors

(
|s′i1|2 ×QL,i

)
+

∑
capacitors

(
|s′i1|2 ×QC,i

))

≤
(
QL,max‖QC,max

)
×
(
1− |s2

11|f0
)

(3.31)

where s11 = s′11 at f0, and QL,max (QC,max) is the maximum inductor (capacitor)

quality factor among all lossy inductors (capacitors). Note that now the energy

conservation is: ( ∑
inductors

|s′i1|2
)

+

( ∑
capacitors

|s′i1|2
)
≤ 1− |s′11|2 (3.32)

To achieve the maximum |s11| transition rate, several requirements must be

met:

1. Power dissipated in elements with maximum Q.

2. All terms add in phase:
∑N

i=2 s
′
i1

2 × Γi.

3.4.2 Balance Networks and Limits on QANT Coverage

Balance network (ΓBAL) is a one-port network, thus its impedance change over

frequency follows equation 3.31:∣∣∣∣∂ΓBAL
∂f/f

∣∣∣∣
f0

≤
(
QL,max‖QC,max

)
×
(
1− |Γ2

BAL|f0
)

(3.33)

Equation 3.33 gives the capability limit of the on-chip balance network to

tolerate the antenna impedance frequency response. Now assuming the antenna

can also be written in a similar form:∣∣∣∣∂ΓANT
∂f/f

∣∣∣∣
f0

≤
(
QANT

)
×
(
1− |Γ2

ANT |f0
)

(3.34)
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where QANT is the antenna quality factor. Then theoretically, the balance network

should be able to cover QANT up to the QL,max‖QC,max of the on-chip elements:

QANT︸ ︷︷ ︸
covered

≤
(
QL,max‖QC,max

)
(3.35)

Note that equation 3.34 may not be correct since QANT is a lumped property

which is not equal to maximum Q, in equation 3.31, of the reactive elements

connected to the antenna port. The latter (e.g., the equivalent LCs in the cable

connecting the antenna and the antenna port) may be extremely high-Q, and thus

increase
∣∣∣∂ΓANT

∂f/f

∣∣∣. Thus, there is another requirement for the antenna in the EBD

in Chapter 2:

• The antenna should be placed close to the EBD chip with a minimum length

of cable or transmission line.

In the EBD design shown in Chapter 2, there are several factors that degrade

the QANT coverage (QANT ≤ 4.3) comparing to the maximum (QL,max‖QC,max)

≈ 20 given by equation 3.35:

1. Loss in the Block RX (|Γ3| ≤ 0.5, shown in Fig. 2.9) introduces ∼ 6dB loss

on QANT coverage.

2. Loss in the Block TX and the quadrature hybrid introduces ∼ 2× 3 = 6dB

loss on QANT coverage. Note that the incident wave travel through the Block

TX and the quadrature hybrid twice before being reflected by the balance

network.

Clearly, there is still room to improve the QANT coverage of the balance net-

work.
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3.4.3 Discussions on Balance Network Design

The balance network is the most important design block in the dual-band EBD.

It dictates almost all the EBD performance metrics (except losses), which include

occupied area, covered ANT VSWR, covered QANT , isolation, IIP3 and power

handling.

[1, 12] implement the simplest balance network possible using two tuning

components. It is only able to balance the antenna at a single band, and achieves

the minimum area. [13, 14] implement more complicated balance networks for

single-band balancing. [5, 11] are essentially single-band balance networks since

they do not provide the general dual-band capability discussed in Chapter 2.

Those approaches all use resistors that dissipates power.

The analysis in this chapter reveals that the dissipated power in the network

could be used more wisely that gives additional performance enhancement. The

resistors can be replaced by networks that enable dual-band balancing. The power

dissipated in the networks can then be utilized to improve QANT coverage. The

limits on QANT coverage against the power dissipation in the balance network are

given in equation 3.31 and 3.35.

[6] or [39] is the first and only work realizing the problem with resistors.

However, they did not find the correct approaches that take advantage of the

dissipated power for maximum dual-band coverage, which is given by the analysis

in this chapter. They also did not find a network that implements the independent

dual-band balancing, which is essential to realize both high ANT VSWR and

QANT coverage. The lack of design methodology results in large occupied area

(ten inductors in the balance network) and poor ANT VSWR coverage for dual-

band balancing. It also results in high voltage swing in the internal nodes when

the resistors are absent, which limits the power handling of the balance network.

The dual-band balance network in Chapter 2 realizes the limitation and follows
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Figure 3.6: (a) A N-port finite-Q LCR network; (b) Transformed model for analysis

purpose.

the design guidelines given by the analysis. It achieves both high ANT VSWR

and QANT coverage simultaneously for the first time. It uses less inductors than

[6,39]. The voltage swing of internal nodes is well-defined and is confined to small

amplification.

3.5 N-Port Networks

The analysis on the maximum |s21| transition rate for the two-port networks can

be generalized to N-port networks with a few modifications. As shown in Fig.

3.6, the N-port is transformed into a similar network as in two-port analysis. The

total number of ports in the new network is M , including the original N ports

and the ports loaded by inductors or capacitors.

Consider a general case: the transmission from port-l to port-k, where 1 ≤
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l, k ≤ N . The wave equations are:

s1l

...

sll

...

skl

...

sNl

xN+1

...

xM



=



s′11 ... ... s′1M

... ... ... ...

s′l1 ... ... s′lM

... ... ... ...

s′k1 ... ... s′kM

... ... ... ...

s′N1 ... ... s′NM

s′N+1,1 ... ... s′N+1,M

... ... ... ...

s′M1 ... ... s′MM





0

...

1

...

0

...

0

ΓN+1xN+1

...

ΓMxM



(3.36)

The transmission from port-l to port-k:

skl = s′kl +
M∑

i=N+1

s′il × Γi × s′ki (3.37)

Following the same steps in 2-port derivation, the |skl| transition rate can be

written as:∣∣∣∣ ∂skl∂f/f

∣∣∣∣
f0

=

∣∣∣∣∣∣
M∑

i=N+1

s′il ×

(
∂Γi
∂f/f

)
f0

× s′ki

∣∣∣∣∣∣
≤

∑
inductors

(
|s′il|2

2
× QL,i

2

)
+

∑
capacitors

(
|s′il|2

2
× QC,i

2

)

+
∑

inductors

(
|s′ik|2

2
× QL,i

2

)
+

∑
capacitors

(
|s′ik|2

2
× QC,i

2

)

≤
(
QL,max‖QC,max

)
×

(
1−

(∑N
i=1 |s2

il|f0
)

+
(∑N

i=1 |s2
ik|f0

)
2

)
(3.38)

where QL,max (QC,max) is the maximum inductor (capacitor) quality factor among

all lossy inductors (capacitors). Note that now the energy conservation is:( ∑
inductors

|s′ih|2
)

+

( ∑
capacitors

|s′ih|2
)
≤ 1−

(
N∑
i=1

|s2
ih|f0

)
, h = l, k (3.39)
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Equation 3.38 is very useful for multi-band N-port passive network design,

when using low-Q elements, e.g. on-chip elements. And it is also helpful for the

feasibility verification of on-chip passive N-port design before going into design

details.

• For example, the SAW duplexer (Fig. 1.2) is a 3-port network working

at dual bands, connecting to ANT, RX, and TX ports. The specified s-

parameters are different in TX and RX bands. According to equation 3.38,

the s-parameters transition rate (e.g. |∂sANT−RX

∂f/f
|fTX

) of one signal path

will trade with the insertion loss (e.g. |sTX−ANT |fTX
) of other signal paths.

Now, if low-Q elements replace the SAW filters like in [36], indicating a fully-

integrated alternative to the SAW duplexer’s functionality. The estimation

of the realistic insertion loss and s-parameters transition rate can be easily

evaluated by equation 3.38.
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CHAPTER 4

Design of a Second-Order TIA for Mixer-First

Receivers

4.1 Introduction

As introduced in Chapter 1, both the high dynamic range mixer and the filtering

active baseband circuit post design challenges. This chapter addresses the design

methodology of the active baseband circuit that follows the mixer. In the next

chapter, the passive mixer design for high dynamic range will be addressed.

The active baseband circuit amplifies the baseband spectrum, comprising the

small wanted signal at DC as well as nearby large blockers, passing the wanted

spectrum and filtering the blockers. As large filtering as is possible should be

obtained with the fewest transistors, since the circuit amplifies the blocker before

filtering it fully: the partly filtered blocker can force a transistor into gain com-

pression. [40] showed that up to a second-order lowpass filter (arbitrary poles and

zeros) can be constructed with a single op amp, using controlled positive feedback

to create complex poles (Q > 0.5) for a maximally flat response. The circuit must

be scaled for maximum dynamic range at the closest blocker frequency.

4.2 Prior Arts on Active Baseband Filters

Previous reports on this type of filter [22–26] do not discuss the context of the

circuit topology, nor do they give a usable design methodology. They do not
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Figure 4.1: (a) A mixer-first receiver; (b) The traditional transimpedance amplifier

(TIA) and a 40dB/decade filtering baseband TIA.

make clear if the circuit’s dynamic range is optimum for its power consumption.

Furthermore, in many cases the passive mixer enters gain compression first, in

which case there is no point in striving for a greater dynamic range in the filter

itself. The literature does not distinguish these effects. Specifically:

1. One or two low-frequency zeros prevent 2nd-order filtering of far-out blockers

[22–26].

2. More than one amplifiers is used, wasting power [23–25].

3. A design methodology is absent, meaning complicated control of pole fre-

quency and high power consumption [22].

4. Possible instability resulting in additional design constraints [25].

All these problems are solved in the design of this prototype chip.

4.3 Second-Order TIA Design

Fig. 4.1 shows a lowpass transimpedance (RF , C1) amplifier (TIA) that matches,

in its pass-band, the impedance of the driving source (here this is the Thevenin
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equivalent of the antenna with its matching circuit, and passive mixer). C2 appears

in feedback with a sign inversion indicating positive feedback. In a fully differential

op amp, C2 is connected to a non-inverting output. The y-parameters (port-1: vg

node to ground; port-2: vo node to ground) of the TIA are:

y11 y12

y21 y22

 =

 s(C1 + C2) + 1
RF

−
(
s(C1 − C2) + 1

RF

)
Gm −

(
s(C1 − C2) + 1

RF

)
s(C1 + C2) + 1

RF
+ 1

r0



,

 sCF + 1
RF

−
(
s∆C + 1

RF

)
Gm −

(
s∆C + 1

RF

)
sCF + 1

RF
+ 1

r0


(4.1)

where A0 = Gmr0 is the amplifier voltage gain, transconductance, and output

resistance. Define G′m(s) , Gm− (s∆C + 1
RF

) combining the feedforward of both

the amplifier and feedback network. In the y-parameter two-port equivalent, the

capacitors appear in the parameters either as a sum CF = C1 +C2 or a difference

∆C = C1 − C2. This simplifies design.

Two transfer functions must be considered. The first is from the source vS to

the amplifier/filter output voltage, vo. The second is to the amplifier input vg.

If a blocker voltage exceeds a certain limit at either node, it can drive the op

amp into gain compression. In the y-parameter equivalent circuit (Fig. 4.2), the

transfer functions of the shunt-shunt feedback circuit can be derived:

vo
vS

(s) =
1

RS

× vo
iS

=
1

RS

× RT (s)

1 + T (s)

vg
vS

(s) =
1

RS

× vg
iS

=
1

RS

× Rg(s)

1 + T (s)

(4.2)

where

RT (s) =

(
RS‖RF‖

1

sCF

)
×G′m(s)×

(
r0‖RF‖

1

sCF

)
Rg(s) =

(
RS‖RF‖

1

sCF

)
T (s) = RT (s)× y12(s)

(4.3)
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Figure 4.2: The equivalent circuit and the frequency response of the 40dB/decade fil-

tering TIA.

The zeros and poles of the transfer functions are then calculated:

vo
vS

(s) =
ADC(1 + s

ωzo
)

1 + s
ω0Q

+ s2

ω2
0

vg
vS

(s) ≈
0.5× (1 + s

ωzg
)

1 + s
ω0Q

+ s2

ω2
0

(4.4)

where the ω0, Q, ωzo, ωzg are:

ω2
0 ≈

2Gm

RFC2
F

1

Q︸︷︷︸
∼1

≈
√

2(RS + r0)

2
√
RSr0︸ ︷︷ ︸
∼1

+

√
RS

2r0

A0︸︷︷︸
�1

∆C

CF︸︷︷︸
�1

ωzo ≈ −
Gm

∆C

ωzg ≈
Gm

A0CF

(4.5)
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ωeq is then calculated when |vo/vS(jωeq)| = |vg/vS(jωeq)|:

ωeq ≈
Gm

CF
(4.6)

The design expressions in equation 4.5 and 4.6 assume:

1. Large amplifier gain A0 � 1.

2. Good impedance match RF ≈ RS×A0. Here the mixer conversion gain (i.e.

2
√

2
π

for 25% duty-cycled clock [41,42]) is assumed to be 1.

3. A good voltage amplifier RF � r0, or equivalently GmRS � 1.

4. Q ≈ 1/
√

2 which leads to CF � ∆C as shown in equation 4.5.

Fig. 4.2 illustrates the case when the blocker amplitude is larger at the am-

plifier input than at its output (ω > ωeq). The literature seems to overlook this

fundamental property: if the transfer function vo/vS(s) consists only of a com-

plex conjugate pole pair with Q = 1/
√

2 for a flat lowpass magnitude response,

the transfer function vg/vS(s) must consist of the same two poles, and also a

low frequency zero. This means that at impedance match |vg/vS| ≈ 1/2 near

DC; but rises at 20 dB/decade towards the lowpass cutoff frequency because of

a low frequency zero, then falls at 20 dB/decade at frequencies beyond. The

transfer function to the output |vo/vS| is flat until the filter cutoff, then falls at

40 dB/decade. The amplifier is a second-order filter to blocker channels at its

output, but only first-order at its input!

Dynamic range is optimum when the major blocker at a specified frequency

offset drives both input and output ports into compression at the same time.

The two magnitude curves should intersect (ωeq) at or lower than this blocker

frequency.

Equation 4.5 indicates Q is sensitive to ∆C and is almost independent of CF
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Simulated Independent TIA ω0 and Q control by ΔC and CF 
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Figure 4.3: Simulated 2nd-order filtering TIA transfer functions demonstrating inde-

pendent ω0 and Q control.

because CF � ∆C, and ω0 is sensitive to CF but not ∆C.

∂ω0

∂CF
� ∂ω0

∂∆C
∂Q

∂∆C
� ∂Q

∂CF

(4.7)

The simulated plots in Fig. 4.3 show the independent control of ω0 and Q by CF

and ∆C. Q = 1/
√

2 gives a maximal flat lowpass characteristic, and ω0 is the

3-dB filter bandwidth at baseband (BBBW).

To summarize, the element values are selected as follows:

1. RF for impedance match.

2. CF to tune ω0 or BBBW.

3. ∆C to adjust Q.

4. Gm for power or noise.

The poles of the complete feedback circuit are well-defined in the left-half s-plane,

guaranteeing stability.

Gm cannot be scaled down indefinitely to save power, because:
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1. Its voltage noise rises.

2. Its r0 may rise close to RF , so ω0 and Q can no longer be tuned indepen-

dently.

3. The frequency of the zero ωzg of transmission to the amplifier input is low-

ered, raising the amplitude there at the blocker frequency.

Therefore, GmRS � 1 is required, and ωeq must be equal to or higher than the

blocker frequency. For example, if RS = 50Ω, the total Gm � 20mS is required,

so the expressions and properties of the TIA (equation 4.5, 4.6 and 4.7) are valid.

4.4 Passive Mixer and LO Design

The passive mixer can limit the receiver linearity and dynamic range, when the

far-out blockers have been largely suppressed by the baseband filter. Both the

mixer FET and clock waveform affect the mixer linearity. Their impacts on mixer

linearity and dynamic range are analyzed in Chapter 5. Low FET on-resistance

and sharp clock are desired.

The LO generation circuits for 25% duty-cycled clocks are shown in Fig. 4.5.

The LO design is a challenge to support up to fLO = 7GHz in this technology,

since the cutoff frequency of the NFET is only fT ∼ 60GHz. In fact, CMOS

inverter chain with fan-out of 1 fails at 14GHz (i.e., 2fLO input) under slow-slow

process corner, which means the buffers in Fig. 4.5 will fail at 14GHz under slow-

slow process corner. This problem does not exist in advanced CMOS technology,

where the FETs are much faster (e.g., NFET fT > 200GHz in 65nm bulk CMOS

technology)

To guarantee the functionality of the LO circuits for all fLO ≤ 7GHz, NMOS

logic is used, which replaces all PFETs with resistors, as shown in Fig. 4.4.

The NMOS logic increases the speed of the circuits, however, at the cost of the
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Figure 4.4: (a) A CMOS inverter; (b) A NMOS inverter is used for higher operating

frequency.

static power consumption. Although the NMOS logic helps, clock waveforms still

deteriorate at high frequencies (e.g., simulated clock swing < 1V when VDD =

1.2V at fLO =7GHz under typical corner).

Both low FET on-resistance and sharp clock means higher power consumption.

Therefore, the FET sizes in the mixer and LO generation circuits are chosen to

maximize the IIP3 and B1dB (blocker 1dB compression point), while keeping

below constant power budget ∼ 200mW.

4.5 Measurements

4.5.1 Receiver Measurement

A prototype mixer-first receiver is fabricated on 65nm RF-SOI CMOS technology

(Fig. 4.5), as part of a monolithic duplexer. The process is not optimized for 1.2V

FETs, so their cutoff frequency fT is ≈60 GHz, much lower than in 65nm bulk

CMOS. The waveforms in the LO generator, which produces a four phase clock at

RF, degenerate from full-swing square pulses into lower amplitude Gaussian-like

pulses. Both NF and linearity of the mixer suffer as a result.

The receiver operates from 1 to 7GHz. Capacitors C3 at filter input and output

contribute to CF without changing ∆C. The filter passband is set to 40 MHz.

Fig. 4.6 shows the measured frequency response for RF inputs, downconverted by
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Figure 4.5: Block diagrams and schematics for the fabricated mixer-first receiver and

LO generation circuit; equation 4.5 and 4.6 compared with simulation with elements

values; die micrograph.

3 GHz. The response is very close to an ideal second-order filter translated from

zero IF to 3 GHz. There is no sign of a low frequency zero in |vo/vS| up to 400

MHz offset, as expected. Fig. 4.7 shows the gain and noise figure (NF) measured

for the mixer-filter cascade at different LO frequencies. The NF rise at high LO

frequency is due to the mixers, as the clock waveform at their gate deteriorates in

the LO generation chain.

The measured blocker NF rises by 3.5dB from reciprocal mixing with a 0dBm

blocker. The measurement setup is as follows:
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Figure 4.6: Measured gain of the fabricated mixer-first receiver, and comparison to

simulation and ideal 40dB/decade roll-off BB filter; measured S11.

• A signal generator serving as the blocker and a noise source are combined at

the input of the device under test (DUT). The signal generator phase noise

is filtered. Isolators are used to prevent the blocker from entering the noise

source due to reflections.

• The output of the DUT connects to the spectrum analyzer. The NF in the

RX band is then measured in the presence of the blocker using Y-factor

method (built-in function of the spectrum analyzer).

The blocker 1dB compression point (B1dB) and two-tone OOB IIP3 are shown

in Fig. 4.7 measured at fLO = 3GHz. The blockers and/or signals are applied

similarly to the blocker NF measurement. The blocker frequencies for the mea-

surement are shown in Fig. 4.7. Both B1dB and IIP3 measurement 40 dB/decade

improvement versus frequency offset fos while compression is due to baseband

TIAs, consistent with second-order filtering. At high frequency offset where the
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Figure 4.7: (a) Measured gain/NF versus LO frequency; (b) Measured OOB-IIP3 and

(c) B1dB versus offset frequency; (d) measured block NF versus blocker power.

filtering has largely suppressed the blocker, the mixer dictates B1dB (11.8dBm)

and IIP3 (28.5dBm). Mixer nonlinearity originates in modulation of the FET

on-resistance by the blocker, and deteriorated clock waveform.

4.5.2 Cascaded Measurement with the EBD

The receiver is then connected to the RX port of the dual-band EBD in Chapter

2. They operate from 6 to 7GHz. The DUT input is now the EBD ANT port,

while other setups are identical to the receiver standalone measurement.

The frequency response for fLO = 6GHz is shown in Fig. 4.8. The response

is very close to the receiver standalone measurement, and the translated ideal
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Figure 4.8: EBD and RX cascaded measurement and comparison to RX standalone

measurement: (a) gain response; (b) gain and (c) NF versus LO frequency; (d) OOB-

IIP3 and (e) B1dB versus blocker offset frequency.

second-order filter. Fig. 4.8 shows the gain and NF measurement at different LO

frequencies. The changes in gain and NF are consistent with the EBD insertion

loss (∼ 3.2-4dB). Due to the deteriorated clock waveform, the NF is high. The

measured blocker NF rises by 2.4dB from reciprocal mixing with a 0dBm blocker
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at the EBD ANT port to mimic the TX leakage. When the blocker is applied at

TX port, there is no impact on NF since it is attenuated by the EBD of ∼ 40dB.

The B1dB and IIP3 measurements are shown in Fig. 4.8 at fLO = 6GHz. The

blockers are applied at the EBD ANT port. Similar to the receiver standalone

measurement, both B1dB and IIP3 versus blocker offset fos are consistent with the

baseband filter for close-in blockers, and the mixer dictates the B1dB (13.9dBm)

and IIP3 (27.8dBm) for far-out blockers. Comparing to receiver standalone mea-

surements, the B1dB and IIP3 are supposed to be higher by ∼ 5dB for close-in

blockers due to lower gain, and ∼ 4dB for far-out blockers due to EBD insertion

loss. The mixer linearity degrades at higher fLO due to the deteriorated clock

waveform.

4.6 Discussions and Conclusions

Table 4.1 compares this receiver with other similar works. [22] uses a differential

topology, which lowers FET on-resistance modulation to improve IIP3 by ∼ 3dB,

but at the cost of an off-chip balun. [24] uses a higher supply voltage that also

lowers FET on-resistance modulation for higher IIP3. FETs of higher fT as in

[22, 25], will switch the mixer FETs crisply, boosting IIP3 until it is eventually

limited by FET on-resistance modulation. In spite of the limits posed by the

mixer, we have satisfactorily verified the methodology of the baseband TIA. The

circuit consumes low power and offers second-order filtering with an optimized

blocker dynamic range.

Table 4.2 summarizes the cascaded performance connecting the EBD and the

receiver. The receiver works in 6-7GHz. Due to the poor clock waveform discussed

earlier, the receiver does not perform as good in high frequencies (6-7GHz) as

in low frequencies. This receiver does not experience gain compression and NF

degradation at the TX leakage power level (e.g −13dBm).
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Table 4.1: Mixer-first receiver comparison table.

[22] [23] [25] [24] This work

BB Architecture

(differential)

2nd-order

1-opamp

TIA

shunting

notch

2nd-order

ZBB

2nd-order

NC TIA

2nd-order

1-opamp

TIA

Technology 45nm SOI

130nm

SiGe

BiCMOS

28nm 180nm 65nm SOI

Frequency (GHz) 0.2-8 2-11 0.2-2 0.2-1.2 1-7

Area (mm2) 0.8 8.4 0.48 0.54 0.3

Baseband BW (MHz) 10 40-130 9 18 40

Gain (dB) 21 10-24 13 31.4 25

NF (dB)
2.3-5.4

(0.5-6GHz)

11±1

(5GHz)
4.3-7.6 3.4-4

4.6-7.2

(1-6GHz)

OOB-IIP3 (fos/BBBW) 39dBm (8) 20dBm (1.75) 33.3dBm (8.8) 39.8dBm (16∗) 28.5dBm (9)

B1dB (fos/BBBW) 12dBm (8) 1.8dBm (1.75) 12dBm (6.6) 12dBm∗ (16∗) 11.8dBm (12)

0dBm Blocker NF

desense. (dB)
2.2 - 2 - 3.5

Supply (V) 1.2 4.5/2.5 1.2 1.8 1.2

Clock Power (mW) 30/GHz 1466-1494 3.6-36 45-135 211

RX Power (mW) 50 656 143 19.8 22

∗: Estimated from figures.
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Table 4.2: Cascaded (EBD + RX) receive path performance summary.

This work:

Cascaded receive path

Area (mm2) 2.3 (EBD) + 0.3 (RX)

RF frequency (GHz) 6-7

Gain (dB) 20

Baseband BW (MHz) 40

OOB-IIP3 (fos/BBBW) 27.8dBm (12)

B1dB (fos/BBBW) 13.9dBm (9)

NF (dB) 12-13.7

0dBm Blk. NF desense. (dB) 2.4

Power (mW) (BB: 22) + (LO: 211)

Supply (V) BB & LO: 1.2
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CHAPTER 5

Passive Mixer Nonlinearity Analysis

5.1 Introduction

CMOS passive mixer has been widely used [22–26, 43] in nowadays RF wire-

less receivers to perform the frequency translational function. It provides the

unique bidirectional feature: it downconverts the RF signal to baseband (BB),

at the same time it upconverts the BB signal to RF. Due to this feature, the

BB impedance/filter can be translated to RF, so a very sharp RF filter can be

realized [3, 22–26,43–46] to filter unwanted signals.

Out-of-band (OOB) blockers, including the TX leakage, appear at the input

of the RX. They can saturate the RX due to high power (B1dB), or desensitize

the RX due to inter-modulation (IIP3). Therefore, filtering OOB blockers at the

very input of the RX is crucial, especially for SAW-less receivers.

As shown in Fig. 1.4, a typical mixer-first receiver consists of a passive mixer

and an active BB filter. The passive mixer translates the BB filter to the RF, and

a very sharp RF filter then appears at the very input of the receiver. The OOB

blockers, which appear at the input of the RX, are filtered before amplification.

The method of BB filtering is discussed in Chapter 4. When strong filtering is

available, the linearity of the receiver can be limited by the first stage of the

receiver: the passive mixer. Therefore, it is necessary to study the nonlinearity in

the passive mixer.

[47, 48] studied the passive mixer IIP3. However, the model is not com-
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plete and the dependency on FET size either does not match the simulation very

well [47], or is not given [48]. They also neglected the impact of clock rise and

fall time, which is very important at high frequencies. In this chapter, compre-

hensive mechanisms of compression and inter-modulation in the passive mixer are

discussed. B1dB and IIP3 are analyzed and predicted by expressions. Note that

it is the first time that an analysis on the passive mixer B1dB is given.

5.2 OOB IIP3 Analysis

In passive mixers, the FET switch on-resistance Ron is considered the main con-

tribution of the third-order nonlinearity in previous works [47, 48]. When the

FET switch is ON, Ron is modulated by the drain and source voltage Vds, or the

channel voltage Vch, and introduces third-order nonlinearity. However, [47] used

an oversimplified model which assumes one terminal of FET is grounded, which

results in an incorrect IIP3 dependency on FET size. [48] does not give the IIP3

dependency on FET size. In the following sections, a more comprehensive model

is developed and the derived IIP3 shows agreement with the simulations.

The clock can also introduce third-order nonlinearity directly, which does not

interact with Ron modulation, or indirectly, which interacts with Ron modulation.

These effects are ignored in previous works. The finite clock slope can increase the

Ron nonlinearity during clock transition, and reduce the overall Ron-introduced

IIP3. This effect is referred as soft switching (SS) in the following sections. On

the other hand, the moment that FET switches turn ON and OFF can change in

the presence of a large blocker and finite clock slope. The FET switches ON and

OFF timing are modulated by the blocker, and is referred as timing modulation

(TM) in the following sections. These clock-related effects will be analyzed, and

agreement with the simulations will be shown.
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Figure 5.1: (a) A four-path mixer-first receiver with resistor load; (b) A circuit with

only one signal path of the receiver; (c) The equivalent circuit.

5.2.1 Ron Nonlinearity

5.2.1.1 Non-Zero Baseband Load Resistance

Consider the circuit shown in Fig. 5.1. A FET switch (Ron or Gon) with time

variant clock driving its gate, and a load resistor RL 6= 0Ω are driven by a RF

source vS with source resistance RS. The on-resistance and on-conductance of the

FET switch is Ron and Gon, respectively. The current through the load resistor iL

can be calculated when considering a small variation on FET on-resistance ∆Ron

or on-conductance ∆Gon due to non-zero vS:

iL =
vS

RS +RL +Ron

= vS ×
Gon + ∆Gon

(RS +RL)× (Gon + ∆Gon) + 1

≈ vS ×
Gon

(RS +RL)Gon + 1
×

(
1 + ρ

(∆Gon

Gon

)
− ρα

(∆Gon

Gon

)2
)

= vS ×
α

RS +RL

×

(
1 + ρ

(∆Gon

Gon

)
− ρα

(∆Gon

Gon

)2
)

(5.1)

where ρ , Ron

Ron+RS+RL
, α , RS+RL

Ron+RS+RL
. The iL is expanded up to the third term

in the Taylor series to study the IIP3, where ∆Gon is linearly related to vS (will

show later). Note that all variables, excluding RS and RL, are functions of time.
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Since the second term does not contribute to IIP3, it can be ignored:

iL ≈ vS ×
α

RS +RL

×

(
1− ρα

(∆Gon

Gon

)2
)

(5.2)

Now if the clock driving the FET is infinitely sharp:

iL ≈ vS ×
α

RS +RL

×

(
1− ρα

(∆Gon

Gon

)2
)
, clock high

iL = 0A, clock low

(5.3)

When the FET is off, Gon = 0S and ∆Gon/Gon = 0. When the FET is on, Gon

and ∆Gon using EKV model [49] (ignoring the body effect and channel length

modulation) is:

Gon = β(Vg − Vth −
VD + VS

2
) = β(Vg − Vth − Vch) , βVov (5.4)

∆Gon = β
vRF + vBB

2
, βvch (5.5)

where β , µCoxW/L for the FET, Vth is the threshold voltage, Vg is the gate

voltage, Vov is the overdrive voltage, VD and VS are source and drain bias (DC)

voltage, Vch is the small-signal channel voltage, vRF and vBB are small-signal

voltage at FET source and drain, and vch is the channel voltage change due to vS.

If RL > Ron, vch and vS are approximately linearly related:

vch ≈
RL +Ron/2

RL +RS +Ron

× vS

, k × vS
(5.6)

Using the results in equation 5.4, 5.5 and 5.6, equation 5.2 can be rewritten:

iL ≈ vS ×
α

RS +RL

×

(
1− ρα

( k

Vov

)2

× v2
S

)
(5.7)
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Therefore, the IIP3 of nonlinear current iL = a1vS + a3v
3
S is:

VIIP3, RL 6= 0Ω ,

√
4

3

∣∣∣∣a1

a3

∣∣∣∣
=

√
4

3

V 2
ov

k2ρα

≈

√
4

3

V 2
ov

k2ρ

(5.8)

where α ≈ 1 because usually Ron � (RS+RL). Note that equation 5.8 is based on

the assumption that RL > Ron, so the nonlinear terms of vch(vS) can be ignored.

5.2.1.2 Grounded Baseband Node

Equation 5.8 gives the IIP3 with the assumption RL > Ron. Therefore, it is

necessary to look at the IIP3 when RL < Ron. An extreme case is studied in this

section, where RL = 0Ω.

Since vch now is non-linear function of vS when RL = 0Ω, a new analysis

method is used. When the FET switch is on:

iL(vRF ) =
1

2
β(V 2

ov)−
1

2
β(Vov − vRF )2

= β × vRF × (Vov −
vRF

2
)

(5.9)

vS(vRF ) = vRF + iL ×RS

= vRF + βvRF (Vov −
vRF

2
)×RS

(5.10)

where vRF is the RF node voltage. Applying implicit differentiation to equation
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5.9 and 5.10:

iL(vS) =
d(iL)

d(vRF )
vRF (vS) +

d2(iL)

d(vRF )2

v2
RF (vS)

2

≈ d(iL)

d(vRF )
×
(
d(vRF )

d(vS)
vS +

d3(vRF )

d(vS)3

v3
S

6

)
︸ ︷︷ ︸

Taylor expansion of vRF (vS)

v2S term not interested

+
d2(iL)

d(vRF )2
× d(vRF )

d(vS)

d2(vRF )

d(vS)2

v3
S

2︸ ︷︷ ︸
vRF (vS) ≈ d(vRF )

d(vS)
vS +

d2(vRF )

d(vS)2
v2
S
2

v3S terms kept in
v2
RF (vS)

2

= βVov ×
(
ρvS +

(βRS)2ρ5

2
v3
S

)
+ (−β)× βρ4RS

2
v3
S︸ ︷︷ ︸

where
d(vRF )
d(vS)

= ρ,
d2(vRF )

d(vS)2
= βρ3RS ,

d3(vRF )

d(vS)3
= 3(βRS)2ρ5

= (βVovρ)vS +

(
β3ρ5VovR

2
S − β2ρ4RS

2

)
︸ ︷︷ ︸

ρβVovRS = 1− ρ

v3
S

= (βVovρ)vS −
β2ρ5RS

2
v3
S

(5.11)

where only the first and third order terms are kept since other terms do not

contribute to IIP3. The IIP3 of nonlinear current iL = a1vS + a3v
3
S is:

VIIP3, RL = 0Ω ,

√
4

3

∣∣∣∣a1

a3

∣∣∣∣
=

√
4

3

2Vov
βρ4RS

≈

√
8

3

V 2
ov

ρ3

(5.12)

where ρβVovRS ≈ 1 because Ron � RS.

Comparing equation 5.8 and 5.12, the difference is the dependency on FET

size:

• RL = 0Ω. VIIP3 ∼ ρ−1.5.
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• RL 6= 0Ω. VIIP3 ∼ ρ−1.5 − ρ−0.5, depending on the resistance Ron and RL.

Note that limRL→0 k = ρ/2, and equation 5.8 becomes:

VIIP3, RL 6= 0Ω =

√
16

3

V 2
ov

ρ3
(5.13)

This is 3dB higher comparing to equation 5.12. In order for them to be

consistent, k can be redefined:

k ,
RL + (Ron/

√
2)

RL +RS +Ron

(5.14)

where the difference is that the coefficient of Ron in the numerator is now

1/
√

2 instead of 1/2. Now, equation 5.8 can be used for all ranges of RL ≥

0Ω.

5.2.1.3 Parallel RC as the Baseband Load

In an actual RX, the baseband input impedance is usually modeled by a parallel

RC instead of a resistor RL, while the capacitor presents low impedance and filters

the OOB blocker to avoid voltage gain at baseband. Therefore, the impedance

|ZL| is small and capacitive when OOB blockers are applied.

In [47], the load impedance ZL = 0Ω is used because for OOB blocker the

baseband node |ZL| � RS due to strong filtering. However, our analysis shows

that |ZL| cannot be ignored unless |ZL| � Ron, making |ZL| non-negligible in

most cases. In this section, the IIP3 of the parallel RC load at baseband will be

analyzed, and equation 5.8 is modified.

For the parallel RC baseband load shown in Fig. 5.2, the expression on vch

shown in equation 5.6 is no longer correct. vch is now:

vch = iL ×Ron/
√

2 + vBB (5.15)

Note that vch ∝ vS due to vBB ∝ vS and iL ∝ vS. The IM3 terms are generated

by the product v2
chvS × clk(t) shown in equation 5.1 and 5.5, where the clk(t) is
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Figure 5.2: (a) A four-path mixer-first receiver with parallel RC baseband load; (b) A

circuit with only one signal path of the receiver; (c) The equivalent circuit.

the 25% duty-cycled clock function (high=1, low=0):

v2
chvS × clk(t) ≈

(
vS ×Ron√

2RS

+ vBB

)2

vS × clk(t)

= k2 × v3
S × clk(t)︸ ︷︷ ︸

where RL=0Ω

+v2
BBvS × clk(t) + 2kvBBv

2
S × clk(t)︸ ︷︷ ︸

where RL=0Ω

(5.16)

For two-tone RF input at ω1 and ω2, clock at ω0, the downconverted baseband

voltage only contains (ω1 − ω0) and (ω2 − ω0) components:

vS = vS,p(cosω1t+ cosω2t)

clk(t) =
∞∑
n=0

an cosnω0t

vBB ≈ vBB,p
(

sin (ω1 − ω0)t+ sin (ω2 − ω0)t
)

(5.17)

where an is the n-th Fourier coefficient of 25% duty-cycled clock, vS,p is the peak

source voltage, and vBB,p is the peak voltage at baseband. The IM3 component of

interest at (2ω1 − ω2 − ω0) (identical coefficients for (2ω2 − ω1 − ω0)) is derived:

v2
chvS × clk(t) = k2v3

S,p ×
3a1

8

(
cos (2ω1 − ω2 − ω0)t

)
+ A2

v,cgv
3
S,p ×

(
a0

2
− a2

8

)(
cos (2ω1 − ω2 − ω0)t

)
︸ ︷︷ ︸

cancelled by differential output

+ 2kAv,cgv
3
S,p ×

(
a0

2
− a2

8

)(
sin (2ω1 − ω2 − ω0)t

)
+ ...

(5.18)
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where Av,cg , vBB,p

vS,p
is the conversion gain, and k = ρ/

√
2 is evaluated when

RL = 0Ω. Comparing with equation 5.8, the IIP3 can be calculated:

V 2
IIP3, |ZL| ≥ 0Ω ≈

√√√√4

3

V 2
ov((

8a0−2a2
3a1

)
ρ√
2
Av,cg +

(
ρ√
2

)2
)
ρ

≈
√√√√4

3

V 2
ov(√

2ρAv,cg +
(
ρ√
2

)2
)
ρ

,

√
4

3

V 2
ov

k2
RCρ

(5.19)

where kRC is defined:

k2
RC ,

(√
2ρAv,cg +

( ρ√
2

)2
)

(5.20)

The IIP3 dependency on FET size is between ∝ ρ−1 − ρ−1.5.

5.2.2 Clock-Introduced Nonlinearity

In reality, the slope of the clock driving the gate of the FET is finite. This will

change the IIP3 derived, because equation 5.3 and 5.15 will no longer be accurate.

The finite clock slope will change the IIP3 in two aspects:

1. The ON and OFF switching of the FET are no longer instantaneous. During

clock transition, the IM3 contribution may change drastically due to smaller

instantaneous Vov and higher instantaneous Ron.

2. The ON and OFF timing of the FET switch may be modulated by the

blocker, therefore effectively the clock itself contains blocker frequency com-

ponents.
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Figure 5.3: The third-order coefficient ∝ fSS(t) increases during clock transition. This

phenomenon is referred as soft switching effect.

5.2.2.1 IIP3 with Soft Switching

Considering equation 5.2, where Gon, α, ρ are periodic functions of time controlled

by a soft-switching clock. Expand equation 5.2:

iL(t) ≈ vS

(
1

RS +Ron(t)
− RS

(1 +RSGon(t))3
∆G2

on

)
≈ vS

(
1

RS +Ron(t)
− RS

(1 +RSGon(t))3

(
∂∆Gon

∂vch
(t)

)2

v2
ch

)

= vS

(
1

RS +Ron(t)
− fSS(t)v2

ch

) (5.21)

where fSS(t) , RS

(1+RSGon(t))3

(
∂∆Gon

∂vch
(t)
)2

is a periodic function with fundamental

frequency ω0, and RS � |ZL|. fSS(t) serves as the down-converter for the IM3

terms generated by v2
chvS. Now, the conversion gain for IM3 is different compared

to infinitely sharp clock. On the one hand, the finite clock slope changes the

conversion gain of IM3 terms in equation 5.21, because of the overshoot action of

fSS(t) shown in Fig. 5.3 during clock transition Gon → 0. This indicates a high

nonlinearity contribution during clock transition. On the other hand, the finite
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clock slope only changes the linear term 1
RS+Ron(t)

by a small amount since there

is no overshoot during clock transition, thus ignored.

Since equation 5.21 involves all strong, moderate, and weak inversion region

of the FET, a simplification for ∂∆Gon

∂vch
(t) is needed. In strong inversion (FET is

on), Gon = Isat
Vov/2

= βVov. In weak inversion (FET is off), Gon = Isat
VT
≈ 0, where

VT , kT
e

is the thermal voltage. The expression changes at moderate conversion

region where Vov ≈ 2VT . Therefore, ∂∆Gon

∂vch
can be approximated in this way:

∂∆Gon

∂vch
=
∂Gon

∂vch
= β, Vov ≥ 2VT

= 0, Vov < 2VT

(5.22)

The approximated fSS(t) is shown in Fig. 5.3. Then the fundamental term of

fSS(t), or the IM3 conversion gain, can be calculated with clock shown in Fig.

5.3:

a1,SS =
2

T0

∫ +
T0
2

−T0
2

fSS(t)× cos(ω0t)dt

≈ 2

T0

(∫ +
T0
8

−T0
8

fSS(0)× cos(ω0t)dt

+ 2×
∫ T0

8(
T0
8
− VDD

2mclk

) fSS(t)× cos(ω0 ×
T0

8
)dt

)

=
2

T0

(∫ +
T0
8

−T0
8

fSS(0)× cos(ω0t)dt

+ 2×
∫ Vov−2VT

mclk

0

(
β2RS(

1 +RSβ(Vov −mclkt)
)3

)
× cos(ω0 ×

T0

8
)dt

)

≈ 2

T0

×
(
T0

4
× 2
√

2

π
× ρ(0)

RS

)
×

(
1 +

π

4

1

ρ(0)2

2Vov
mclk × T0

1

(1 + 2RSβVT )2

)

= a1,SS|mclk→∞ ×

(
1 +

π

4

1

ρ(0)2

Vov
2VDD

Ttran

T0/4

1

(1 + 2
ρ(0)

VT
Vov

)2

)

≈ a1,SS|mclk→∞ ×

(
1 +

π

4

Vov
2VDD

Ttran

T0/4

(
Vov
2VT

)2
)

(5.23)
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where Ttran is the clock transition time, VDD is the clock high voltage, mclk ,
VDD

Ttran

is the clock transition slope, T0 = 2π
ω0

is the clock period, a1,SS|mclk→∞ is the IM3

conversion gain with infinitely sharp clock. The last step assumes ρ(0) < 2VT
Vov

,

which is true when FET W/L is large and Vov is small. The increase of IM3

conversion works for both resistive load and RC load, since fSS(t) and vch are

uncorrelated.

Define factor kSS:

kSS ,

(
1 +

π

4

Vov
2VDD

Ttran

T0/4

(
Vov
2VT

)2
)

(5.24)

Then the IIP3 with soft switching can then be calculated from equation 5.23 and

5.24:

VIIP3,SS = VIIP3, |ZL| ≥ 0Ω × (kSS)−
1
2 (5.25)

When Ttran = 0s (infinitely sharp clock), VIIP3,SS = VIIP3, |ZL| ≥ 0Ω.

5.2.2.2 IIP3 with Timing Modulation

The last section discusses the clock impact on IM3 conversion gain, while assuming

Ron(t) is a periodic function with fundamental frequency ω0. However, the finite

clock slope also changes ON and OFF timing (Vg − Vth − vch(vS) = 0V) at the

presence of blockers, so the Ron(t) not only contains ω0 components, but also the

blocker frequency components. The timing modulation can be considered as the

phase-modulation θ(vch) of the clock.

Considering the resistive load RL at baseband, equation 5.1 can be rewritten
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Figure 5.4: The FET ON/OFF timing function clk(t) changes with vch due to finite

clock slope.

as:

iL(t) = a1(t)vS + a2(t)v2
S + a3(t)v3

S

=
(
a1(0)vS + a2(0)v2

S + a3(0)v3
S

)
× clk(t)

≈ vS ×
α(0)

RS

×

(
1 + ρ(0)

(∆Gon

Gon

)
− ρ(0)α(0)

(∆Gon

Gon

)2
)
× clk(t)

≈ α(0)

RS

×

(
vS + ρ(0)

( k

Vov

)
v2
S − ρ(0)α(0)

( k

Vov

)2

v3
S

)
× Aclk cos

(
ω0t+ θ(t)

)

(5.26)

where clk(t) ≈ Aclk cos
(
ω0t + θ(t)

)
contains the component around fundamental

frequency ω0 of the phase-modulated 25% duty-cycled square wave clock, which

down-convert the RF signal to baseband. The effect of IM3 conversion gain change

is ignored, and they can be considered individually.

The phase modulation of the clock due to finite clock slope is illustrated in

Fig. 5.4:

θ(t) =
vch(t)

mclk

× ω0 × f±1(t) (5.27)
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where f±1 = −1 for clock rising edge and f±1 = +1 for clock falling edge. Note

that now θ ∝ vch ∝ vS. Then equation 5.26 can be rewritten:

iL(t) =
(
a1(0)vS + a2(0)v2

S + a3(0)v3
S

)
× Aclk cos

(
ω0t+ θ(t)

)
≈
(
a1(0)vS + a2(0)v2

S + a3(0)v3
S

)
× Aclk

((
1− θ2(t)

2

)
cosω0t− θ(t) sinω0t

)

= Aclk

(
a1(0)vS cosω0t

−
(
a2(0)θ(t)v2

S sinω0t+
(a1(0)θ2(t)vS

2
+ a3(0)v3

S

)
cosω0t

))

≈ Aclkα(0)

RS

×

(
vS cosω0t−

(
ρ(0)k2ω0

Vovmclk

f±1(t) sinω0t

+
(1

2

( kω0

mclk

)2
+ ρ(0)

( k
Vov

)2
)

cosω0t

)
v3
S

)

≈ Aclkα(0)

RS

×

(
vS cosω0t−

(
1

2

( kω0

mclk

)2

+ ρ(0)
( k

Vov

)2
)

cosω0tv
3
S

)

(5.28)

where the first step uses cos(x + dx) ≈ cosx − (sinx)dx − 1
2
(cosx)dx2, which is

the Taylor expansion up to the second order. The last step used the relation:

1

2

( kω0

mclk

)2

+ ρ(0)
( k

Vov

)2

≥
√
ρ(0)

2

k2ω0

Vovmclk

� ρ(0)k2ω0

Vovmclk

(5.29)

where ρ(0) � 1. Now in equation 5.28, term ρ(0)( k
Vov

)2 is introduced by Ron

modulation, while term 1
2
( kω0

mclk
)2 is introduced by timing modulation. They do

not interact with one another, thus can be calculated separately. The IIP3 with

only timing modulation can be defined:

VIIP3,TM,RL
=

√
8

3

V 2
DD

k2(ω0Ttran)2
(5.30)

When the resistive load RL is changed to RC load ZL, the IIP3 is similar, where

the difference is k → kRC as analyzed in equation 5.20:

VIIP3,TM =

√
8

3

V 2
DD

k2
RC(ω0Ttran)2

(5.31)
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Figure 5.5: (a) The comparison between analyzed and simulated IIP3 versus load resis-

tance RL, where FET finger is 80; (b) The comparison between analyzed and simulated

IIP3 versus FET sizes.

5.2.3 Complete IIP3 Expression

When a common parallel RC load is considered, the final IIP3 expression can be

derived from equation 5.19, 5.25 and 5.31:

V 2
IIP3,tot = V 2

IIP3,TM‖V 2
IIP3,SS

= V 2
IIP3,TM‖(k−1

SSV
2

IIP3, |ZL| ≥ 0Ω)
(5.32)

where V 2
IIP3,TM is from timing modulation, VIIP3, |ZL| ≥ 0Ω from Ron modulation,

and kSS is from soft switching.

To summarize, both the FET nonlinear Ron and finite slope clock contribute

to the IIP3. The Ron modulation and timing modulation both contribute to the

total IIP3 independently without interaction, and the soft switched FET during

clock transition degrades Ron modulation IIP3.

5.2.4 Analysis Verification

Simulations are performed to verify the correctness of the analysis in 65nm RF-

SOI CMOS technology.
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Figure 5.6: (a) The comparison between analyzed and simulated OOB-IIP3 versus

FET sizes with ideal clock; (b) The comparison between analyzed and simulated OOB-

IIP3 versus clock transition time Ttran at f0 = 5GHz, where Tunit = 3.25ps; (c) The

comparison between analyzed and simulated OOB-IIP3 versus clock frequency f0, where

Ttran = 6Tunit.

First, the resistive loaded mixer IIP3 with Ron modulation only (equation 5.8)

is verified. The k factor defined in equation 5.14 depends on both RL and Ron.

Therefore, the IIP3 with resistive load depends on both RL and Ron. Fig. 5.5

shows the analysis versus simulation. The FET finger is swept from 40 − 160,

which results in 2Ω ≤ Ron ≤ 8Ω. The simulation shows agreement with the

analysis with ∼ 5dB error in the worst case.
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Second, the RC loaded mixer IIP3 with Ron modulation only (equation 5.19)

is verified. Fig. 5.6 shows the analysis versus the simulation, where Av,cg = 3/50,

Vov = 0.4V. They match well.

Third, the impact of deteriorated clock on mixer IIP3 (equation 5.25 and 5.31)

is verified. Both soft switching and timing modulation change IIP3. The analysis

indicates that the mixer IIP3 is functions of clock transition time Ttran and clock

frequency f0. Fig. 5.6 shows the analysis versus simulation when Ttran and f0 are

swept. The results show that the contribution from timing modulation can be

ignored. The soft switching effect explains how the clock waveform and operating

frequency affect the IIP3.

To conclude, the mixer IIP3 analysis matches the simulation very well. It

reveals how IIP3 changes with FET size, clock waveform, frequency and baseband

load.

There are multiple ways to improve IIP3:

1. Increase VDD, or bias the FET gate at a higher voltage. The former results

in higher power consumption.

2. Fast clock generation circuit. This leads to higher power consumption.

3. Large FET W/L and small on-resistance. This leads to higher power con-

sumption if the clock generation is scaled accordingly.

5.3 OOB B1dB Analysis

Many works [22–26] have reported the measured B1dB of the passive mixer does

not follow the ∼ 10dB difference with the measured IIP3. This indicates that

the B1dB point does not originate from third-order nonlinearity alone. Higher-

order nonlinearity contributes to the B1dB, therefore it is necessary to conduct

large-signal instead of small-signal analysis.
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Figure 5.7: (a) DC analysis of a circuit similar to one signal path of the mixer-first

receiver; (b) The FET is at the onset of the saturation.

Similar to IIP3 analysis, both FET (size, overdrive voltage) and clock (slope)

affect the B1dB. When blocker power increases, the Ron modulation increases

expansively instead of compressively, resulting in B1dB closely related to the

onset of saturation. Both effects will be analyzed in the following sections, and

the agreement between simulation and analysis will be shown.

5.3.1 Ron Nonlinearity

5.3.1.1 Compression of DC I-V Characteristics

Before going into details of B1dB analysis, it is helpful to look at the DC I-

V characteristics with a resistor load RL (Fig. 5.7). The voltage gain VBB/VS

can compress when VS is too large due to FET on-resistance Ron modulation.

It is equivalent to the total series resistance RTOT = VS/IS expansion, because

VBB/VS = RL × (IS/VS).

The total resistance RTOT = VRF/IS + RS, where the VRF and IS satisfy the

equation:

IS =
β

2
(Vov − VRF )2 − β

2
(Vov − VBB)2

IS =
β

2
(Vov − VRF )2 − β

2
(Vov − ISRL)2

(5.33)
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where Vov = VG − Vth. VRF can be derived in terms of IS:

VRF = Vov

(
1−

√
1− 2(Ron +RL)

Vov
IS +

(RL

Vov

)2

I2
S

)
(5.34)

The total resistance will increase drastically when the FET switch goes into

saturation, therefore 1dB compression of DC I-V characteristics happens either

at the onset or before the FET switch goes into saturation.

The source current of Fig. 5.7 at the onset of saturation IS,DC can be solved

by the equation:

IS,DC =
β

2
(Vov − IS,DCRL)2 (5.35)

Then IS,DC is solved:

IS,DC =
Vov
RL

((
1 +

Ron

RL

)
−
√(

1 +
Ron

RL

)2

− 1

)
(5.36)

where Ron = 1/(βVov) is the small-signal on-resistance of the FET. The source

power can be calculated accordingly.

The gain compression can also happen before saturation. However, the DC

analysis will not help the upcoming analysis, therefore skipped.

5.3.1.2 Gain Compression with a RF Blocker

The discussion on Ron modulation will be divided into two cases:

1. The 1dB compression happens when FET is in triode region.

2. The 1dB compression happens when FET is in saturation region.

First, the B1dB assuming FET in triode region is analyzed.

Now consider large-signal scenario in equation 5.1. The type of load does not
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Figure 5.8: The effective third-order coefficient amplification factor fAH(x) for gain

compression analysis, and its approximation fAH,2(x).

matter in this discussion as long as RS � |ZL|. The full expression of iL is:

iL ≈ vS ×
Gon + ∆Gon

RS × (Gon + ∆Gon) + 1

≈ vS
RS +Ron

×

(
1 + ρ

∞∑
n=0

(−α)n
(

∆Gon

Gon

)n+1
)

=
vS

RS +Ron

×

(
1 + ρ

∞∑
n=1

(α)2n−1

(
∆Gon

Gon

)2n
)

+ ...

(5.37)

where iL, ρ, α, Ron, Gon and ∆Gon can be functions of time or DC variables. Only

even-order terms of ∆Gon ∝ vS (resulting in odd-order terms of vS) contribute to

gain compression, thus kept. For equation 5.37 to be valid, ∆Gon ≥ −Gon. Note

that saturation happens at some point when Gon + ∆Gon > 0, therefore for some

small ∆Gon equation 5.37 will be invalid.

For RF input vS = vS,p cosωRF t and resistive load RL at baseband, ∆Gon =

βvch = βkvS, where k is given by equation 5.14. Equation 5.37 is used to calculate

the gain compression from all higher-order (odd-order) terms. Then their effects

are lumped into an amplified third-order coefficient, as if only the third-order term
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contributes to the gain compression. The steps are shown below:

iL ≈
vS,p

RS +Ron

×

(
cosωRF t

+ ρ
∞∑
n=1

(α)2n−1

(
kvS,p
Vov

)2n(
cos2n+1 ωRF t

))

=
vS,p

RS +Ron

×

(
cosωRF t

+ ρ

∞∑
n=1

(α)2n−1

(
kvS,p
Vov

)2n((2n+2
n+1

)
22n+1

cosωRF t

))
+ ...

=
vS

RS +Ron

×

(
1 + ρ

2(kvS,p
Vov

)2
α3

∞∑
n=2

(
2n

n

)((kvS,p
Vov

)2
α2

4

)n)
+ ...

,
vS

RS +Ron

×

(
1 +

3
4
ρα
(kvS,p
Vov

)2

3
8
x4

∞∑
n=2

(
2n

n

)(
x2

4

)n)
+ ...

=
vS

RS +Ron

×

(
1 +

3
4
ρα
(kvS,p
Vov

)2

3
8
x4

(
1√

1− x2
− 1− x2

2

))
+ ...

,
vS

RS +Ron

×

(
1 +

3

4
ρα
(kvS,p
Vov

)2 × fAH(x)

)
+ ...

=

(
a1vS,p +

3

4
a3v

3
S,p × fAH(x)

)
cos (ωRF − ω0)t+ ...

(5.38)

where x , αkvS,p
Vov

is proportional to the signal strength, fAH(x) , 8
3x4

( 1√
1−x2 − 1−

x2

2
) is the amplification factor lumping all higher-order impact on gain compression

into third-order coefficient a3 and is shown in Fig. 5.8. Fundamental frequency

terms of cosn ωRF are kept in the expression to calculate the gain compression.

fAH(x) is derived analytically due to the fact:

∞∑
n=0

(
2n

n

)
xn =

1√
1− 4x

(5.39)

limx→0 fAH(x) = 1 indicates that the gain compression is caused only by the third-

order term for small signal. limx→1 fAH(x) =∞ indicates the gain compression is

caused by all higher-order nonlinearity terms for large signal, and it diverges at
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x =
αkvS,p
Vov

= 1. Define:

vS,x=1 ,
Vov√
2αk

fAH,2(x) ,
∞∑
n=0

x2n =
1

1− x2

dB(VB1dB,RL 6= 0Ω) ≈ dB(VIIP3,RL 6= 0Ω)− 9.6dB− 3dB

(5.40)

where vS,x=1 is the effective voltage where x = 1, and 3dB in VB1dB,RL 6= 0Ω is from

the difference of P1dB (one-tone signal gain compression) and B1dB (small-signal

gain compression under large blocker). fAH,2 is the approximation of fAH assuming

(2n+2
n+1 )

22n+1 ≈
(2+2
1+1)

22+1 = 3
4
, ∀ n ∈ Z+, indicating cos2n+1 t ≈ 3

4
cos t + ..., ∀ n ∈ Z+, and

the comparison is shown in Fig. 5.8. Now if fAH can be approximated by fAH,2

for simplicity:

iL ≈

(
a1vS,p +

3

4
a3v

3
S,p × fAH,2(x)

)
cos (ωRF − ω0)t+ ... (5.41)

Then the B1dB can be calculated by equation 5.40, 5.41 and 5.8:

V 2
B1dB,triode = V 2

B1dB,RL 6= 0Ω

(
1−

V 2
B1dB,triode

v2
S,x=1

)
⇒ V 2

B1dB,triode = V 2
B1dB,RL 6= 0Ω‖v2

S,x=1

(5.42)

For RX baseband load, make changes in equation 5.42 that k → kRC and

VB1dB,RL 6= 0Ω → VB1dB,|ZL| ≥ 0Ω:

V 2
B1dB,triode ≈ V 2

B1dB,|ZL| ≥ 0Ω‖v2
S,x=1 (5.43)

where dB(VB1dB,|ZL| ≥ 0Ω) ≈ dB(VIIP3,|ZL| ≥ 0Ω)− 12.6dB.

The discussion on FET in triode region is finished. Next, the B1dB assuming

FET in saturation region is analyzed.

When the FET goes into saturation, large compression will kick in. Therefore,

approximately the 1dB compression happens at the onset of saturation. For a RF

input, this means at worst case the FET is at the onset of saturation.
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Note that the source looks like a current source since RS � Ron and RS � |ZL|.

Thus, for RF input source current iS = iS,p cosωRF t, the iS,p can be estimated

assuming it drives the FET into saturation when the baseband reaches the peak

voltage vBB,p.

iS,p ≈
β

2
(Vov − vBB,p)2

=
β

2
(Vov − iS,p × Av,cg ×RS)2

(5.44)

where Av,cg , vBB,p/vS,p is the conversion gain. Equation 5.44 is similar to equa-

tion 5.35, therefore equation 5.36 can be used:

iS,p =
Vov

Av,cgRS

((
1 +

Ron

Av,cgRS

)
−

√(
1 +

Ron

Av,cgRS

)2

− 1

)
(5.45)

Then the B1dB is calculated from iS,p:

VB1dB,sat =
iS,pRS√

2
(5.46)

By assuming the operation region of the FET switch, the B1dB is calculated

above. The remaining question is: what is the FET operation region at 1dB

compression?

1. VB1dB,sat > VB1dB,triode:

In this case, 1dB compression happens before FET entering saturation.

2. VB1dB,sat ≤ VB1dB,triode:

In this case, 1dB compression is caused by FET entering saturation.

Therefore,

VB1dB,Ron ≈ min
(
VB1dB,sat, VB1dB,triode

)
(5.47)

5.3.2 Clock-Introduced Nonlinearity

The nonlinearity analysis for IIP3 (small signal) is not applied here for two reasons:
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Figure 5.9: The simulated VRF and IS waveforms with fast and slow clocks. The VRF

node accumulates charge during clock transition and discharge during rest of the time.

1. During clock transition, the FET will be most likely in saturation, instead

of triode region which is used in small-signal analysis. Therefore the soft

switching analysis for IIP3 is invalid for B1dB.

2. The timing modulation usually plays a minor role (Fig. 5.6) in IIP3, for

simplicity it is ignored here.

Here, a simple large signal model is developed based on observations from the

simulation (Fig. 5.9). The model focuses on the charge at vRF node during clock

transition (non-zero transition time Ttran) and clock being high. Because 1dB

compression happens at FET entering saturation (when the clock is high), the

FET is mostly in saturation during clock transition. Note that |ZL| � RS and

Ron � RS, thus the iS is nearly a current source (with at most 1dB change due

to compression) with negligible harmonic components. The saturation current is

not sufficient to sink all the source current iS during transition, thus accumulated

at vRF node. This accumulated charge must be recovered/discharged during this

cycle in the worst case, such that the overall waveform is not disturbed. To
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discharge, the current through the FET increases, so does the nonlinearity. At

1dB compression, the increased FET current is the B1dB current derived in the

last section.

The charge equation in one clock cycle can be written at the B1dB point:

(iB1dB,Ron − iB1dB,tot)× (
T0

4
− Ttran) ≈ iB1dB,tot × Ttran (5.48)

where iB1dB,Ron =
VB1dB,Ron

RS
, and iB1dB,tot is the B1dB considering both the Ron

and the clock-introduced nonlinearity. The B1dB point is then calculated from

equation 5.48:

iB1dB,tot ≈
T0/4− Ttran

T0/4
iB1dB,Ron

VB1dB,tot ≈
T0/4− Ttran

T0/4
VB1dB,Ron

(5.49)

The analysis on clock-introduced nonlinearity is finished. Note that this is a

simplified model, which lumps the complicated transient response into a linear

process.

5.3.3 Analysis Verification

Simulations are performed to verify the correctness of the analysis.

First, the RC loaded mixer B1dB with Ron modulation only (equation 5.47)

is verified. Equation 5.43 and 5.46 are evaluated so the FET region of operation

can be determined when 1dB compression happens. Fig. 5.10 shows the analysis

versus the simulation, where Av,cg = 3/50, Vov = 0.4V. The FET finger is swept

from 40− 160, which results in 2Ω ≤ Ron ≤ 8Ω. The predicted B1dB by equation

5.43 and 5.46 are almost identical, indicating the 1dB compression happens near

the onset of FET saturation, and can be explained by both approaches. The

simulation shows agreement with the analysis.

Second, the impact of deteriorated clock on mixer B1dB (equation 5.49) is

verified. The analysis indicates the mixer B1dB is functions of clock transition
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Figure 5.10: (a) The comparison between analyzed and simulated B1dB versus FET

sizes with ideal clock; (b) The comparison between analyzed and simulated B1dB versus

clock transition time Ttran at f0 = 6GHz, where Tunit = 3.25ps; (c) The comparison

between analyzed and simulated B1dB versus clock frequency f0, where the FET finger

is 80.

time Ttran and clock frequency f0. Fig. 5.10 shows the analysis versus simulation

when Ttran and f0 are swept. The simple model successfully explains how the clock

waveform and operating frequency affect the B1dB.

To conclude, the mixer B1dB analysis matches the simulation very well. It

reveals how B1dB changes with FET size, clock waveform, frequency and baseband

load.

There are multiple ways to improve B1dB:
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Table 5.1: Analysis versus mixer-first receiver measurement in Chapter 4.

Analysis Measurement

IIP3 (fos/BBBW) 29.8dBm∗ (10) 28.5dBm (9)

B1dB (fos/BBBW) 11.1dBm∗ (10) 11.8dBm (12)

∗ Ttran = 6Tunit, finger = 80, f0 = 3GHz.

Table 5.2: Analysis versus cascaded (EBD + RX) measurement in Chapter 4.

Analysis Measurement

IIP3 (fos/BBBW) 27.5dBm∗ (10) 23.8dBm∗∗ (12)

B1dB (fos/BBBW) 8dBm∗ (10) 9.9dBm∗∗ (9)

∗ Ttran ≈ 6Tunit, finger = 80, f0 = 6GHz.

∗∗ EBD IL ≈ 4dB subtracted.

1. Increase VDD, or bias the FET gate at a higher voltage. The former results

in higher power consumption.

2. Fast clock generation circuit. This leads to higher power consumption.

3. Large FET W/L and small on-resistance. This leads to higher power con-

sumption if the clock generation is scaled accordingly.

4. Use CMOS switch instead of NMOS switch. [50, 51] shows that the use

the CMOS switch instead of NMOS switch can improve the B1dB. That

is because the CMOS switch is always ON regardless of the blocker power,

while the NMOS switch can go into saturation causing compression.

5.4 Analysis Verification with Measurement

Although the analysis on mixer IIP3 and B1dB has been validated with simula-

tions, it is more solid to compare with measurements. In Chapter 4, IIP3 and
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B1dB measurements are preformed for the fabricated mixer-first receiver as well

as the EBD and receiver in cascade. For far-out blockers, the IIP3 and B1dB of

the receiver are dominated by the mixer. They can be used to verify the mixer

analysis.

Table 5.1 compares the receiver measurements and the analysis for far-out

blockers. The clock transition time is determined by simulation. The analysis

matches the measurement results remarkably well for both IIP3 and B1dB with

∼ 1dB accuracy.

Table 5.2 compares the cascaded measurements and the analysis for far-out

blockers. The EBD RX IL is 4dB from the EBD measurement shown in Fig. 2.16,

and is subtracted from the cascaded measurements for comparison. The analysis

reasonably matches the measurement results with ∼ 3dB accuracy.
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CHAPTER 6

Conclusions

This dissertation has shown designs and analysis that can help overcome the

challenges in the RF front-ends, including the duplexer and the receiver.

The tunable integrated duplexer is of interest because it may replace the bulky

and costly SAW duplexers for FDD radios. This dissertation explores a new pas-

sive approach to realize dual-band TX-RX isolation for actual antennas without

deteriorating functionality over practical TX power. The new design approach

is a result of interdisciplinary research between the analog/RF integrated circuit

community and the microwave circuit community.

The key contributions of the duplexer include:

• A state-of-the-art dual-band EBD with a novel independently tuned dual-

band balance network.

• An analysis on finite-Q LCR networks for CMOS passive network design.

The analysis predicts the design limits, and gives guidelines for the balance

network design as well as other CMOS passive network design.

• The perfectly-matched absorptive bandstop filter is realized on a chip. It

achieves theoretical limits on |s21| transition rate predicted by the analysis.

The finite-Q LCR network analysis also indicates that there is still room for

improvement. The possible future works include:

• A novel design on the balance network of EBD that increases QANT coverage.
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There is still plenty of room to improve QANT coverage from the theoretical

limits indicated by equation 3.31.

• A new topology to reduce the occupied chip area by reducing the number

of inductors and tunable capacitors.

• Instead of the passive cancellation duplexer (e.g. EBD), a tunable passive

filter-based integrated duplexer (e.g. similar to SAW duplexer) may also be

implemented.

The blocker-tolerant receiver is also desired for SAW-less RF front-ends. This

dissertation studies ways to improve the mixer-first receiver dynamic range in the

presence of blockers.

The key contributions of the receiver include:

• The design methodology of a second-order baseband TIA for the mixer-

first receiver is shown. Independent ω0 and Q control is realized. The

second-order TIA increases the receiver dynamic range at the present of

OOB blockers.

• Comprehensive passive mixer IIP3 and B1dB analysis is given. The analysis

reveals quantitatively that how the FET sizes, clock waveform, operating

frequency, and baseband load contribute to the IIP3 and B1dB. The effects

of the deteriorated clock waveform and operating frequency are analyzed for

the first time. And the entire B1dB analysis is given for the first time as

well. The analysis provides design guidelines to optimize the passive mixer

for maximal linearity.

Possible improvements can be made on the receiver design as well:

• The independent ω0 and Q control of the TIA puts a requirement on mini-

mum Gm and this limits the further power reduction for the inverter-based
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transconductance amplifier. An op amp, or a voltage amplifier (i.e., high

A0, low r0) may be used to replace the transconductance amplifier for higher

equivalent Gm with lower power consumption.

• A more advanced technology with faster FETs can improve the passive mixer

noise, linearity and power performance.

• The mixer switches can be implemented by CMOS switches to improve

B1dB.
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