
LBL-27433 

Lawrence Berkeley Laboratory 
UNIVERSITY OF CALIFORNIA 

Accelerator & Fusion 
Research Division 

Lectures presented at the Dynamics Seminar, Berkeley, CA, 
Spring Semester 1989, and to be published in Review of Modern Physics 

Symplectic Maps, Variational Principles, and Transport 

J. Meiss 

April1989 

Prepared for the U.S. Department of Energy under Contract Number DE-AC03-76SF00098. 

-t, n 
o ..... r 
-s -s 0 

fl D 
ft.) c z 

....... 
~ !lt n 
m<"~-0 
11) 111 Li 
:rlfl-< 
lfl 

Ill "' 
....... 
0.. 

!.0 . 
(Ji 
tSt r 
r to ,.... r 
crn ! 
:; 0 ft) 
!llu -....i 
-s-< ~ -< C•J. 
• f(• C•.l 



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



... 

Symplectic Maps, Variational Principles, and 
Transport 

J.D. Meiss 

Accelerator.andFusion Research Division 
Lawrence Berkeley. Laboratory 

1 ·Cyclotron ~oad 
Berkeley,'Californla 94720 

April 1989 

Contents 

1 Symplectic Mappings ••••.•..••.•••.. 1 
1 Return Mappings ..................................... 1 

A Example-Henon-Heiles Hamiltonian ... 3 
B Example-Volume Preserving Flow ...... 4 

2 Twist Mappings ....................................... 5 

2 Existence of (m,n) orbits ....................... 38 
3 Aubry's Fundamental Lemma .................. 40 
4 Minimizing (m,n) orbits ........................... 44 
5 Minimax Principle ................................... 44 

6 Quasiperiodic Orbits •.......•........ 47 
3 Examples ................................................ 6 1 Invariant Circles are Minimizing .............. 4 7 

A The Cyclotron .................................... 6 2 Monotone Sets ..................................... .49 
B Poincare Section ................................ 7 3 Existence of Quasiperiodic Orbits ........... 53 
C Incommensurate States ...................... 8 4 Cantori .................................................. 54 
D Billiards in a Convex Domain .............. 9 5 Characterization of the set of Minimizing 

2 Orbits, Stability and Number 
Theory ................................ 11 

Orbits .............................................. 56 
6 Heteroclinic Orbits ................................. 57 
7 Mather's DW .......................................... 57 

1 Periodic Orbits ....................................... 11 
2 Stability .................................................. 11 
3 Stable Manifolds .................................... 1 2 

~ F=llllC •••••.•..••••••••.•••••••..••••••••.•.••. !513 
1 Irregular Components ............................ 58 

4 Frequency .............................................. 14 
5 Number Theory ....................................... 15 

A Diophantine Numbers ........................ 15 
B Continued Fractions .......................... 15 

2 Flux-Definition ....................................... 59 
3 The Important Question .......................... 60 
4 Partial Barriers and Turnstiles ................. 61 
5 Heteroclinic Orbits ................................. 63 

C Farey Tree ......................................... 1 7 
6 KAM Theory ........................................... 1 9 

3 Invariant Circles ....................•.. 21 

6 Cantori .................................................. 64 
7 Resonances ............................................ 64 
8 Areas and Actions-the Fundamental 

Formula ........................................... 65 
1 Rotational Invariant Circles .................... 21 9 Flux-Periodic Orbits ............................... 66 
2 Net Flux ................................................. 22 
3 Birkhoff's Theorem ................................. 22 

10 Stable and unstable segments .............. 66 
11 Flux-Homoclinic Orbits ........................ 69 

A Proof of Birkhoff's Theorem ............. 24 
B Lipschitz Corollary ............................ 26 

12 Areas-Cantori and Separatrices ........... 69 
13 Chen's Area Formulae .......................... 71 

C Confinement Corollary ...................... 27 14 Area Devil's Staircase ........................... 72 
D Converse KAM theory ...................... 28 

4 Variational Principles ...•...•.....•.. 30 
Appendix A 

Differential Forms ..................................... 73 
1 Generating Function ............................... 30 
2 Net Flux ................................................. 32 Appendix B 
3 Examples ............................................... 33 Circle Maps ............................................... 7 4 
4 Action .................................................... 34 References ................................. 77 

5 Periodic Orbits .......•................. 37 
1 Minimizing orbits .................................... 37 



·•' 

Lectures on Maps JD Meiss 

Acknowledgements: 

These notes are from a series of lectures I gave at the dynamics seminar at UC 

Berkeley during the spring semester of 1989. I would like to thank Allan Kaufman for 

inviting me to visit Lawrence Berkeley Laboratory. It was at the instigation of Allan 

Kaufman, Edgar Knobloch and Robert Littlejohn that I gave these lectures, and I 

appreciate their probing questions as well as those from Allan Lichtenberg, Mike 

Lieberman and Dan Goroff. They have certainly helped to improve the clarity of my 

presentation. My understanding of this subject has grown out of a six year, extremely 

fruitful collaboration with tan Percival and Robert MacKay, and I used the lecture 

notes of MacKay and Stark (MacKay and Stark, 1985) heavily in preparing my 

lectures. 

My intention here is first to make the important work of Aubry and Mather 

accessible to physicists interested in Hamiltonian systems, and second to review the 

application of this theory to. transport. The reader will note several places where these 

notes are incomplete (e.g. §6.5), and also the absence of a promised chapter (§8) on 

transport models. My hope is to eventually remedy this, and to add discussions on the 

phenomenology of maps as revealed by computer experiment, as well as a 

discussion of numerical techniques for finding periodic orbits. 

This work was supported by the US Department of Energy under contract DE­

AC03-76SF00098. 



·, 

April 1989 JD Meiss 

1 Symplectic Mappings 

Symplectic, or Hamiltonian mappings arise in many applications. Here we'll 

review a few examples, and then define a particular type of symplectic mapping, the 

twist mapping, which will be our major concern.t 

1.1 Return Mappings 
Symplectic mappings often arise from Hamiltonian systems as return mappings. 

Consider a Hamiltonian flow on a 2N+2 dimensional phase space, with coordinates zo 

= (qo, po), z1, ... ZN. To fix ideas, we might have a system of interacting particles, 

defined by a Hamiltonian H(z) = 1;2 :E Pi2 + V(q). Configuration coordinates are 

denoted by qi and their conjugate canonical momentum are denoted by Pi· The 

equations of motion are 

dqi aH 
dt = dpj 

dpj aH 
dt =- aqi 

~ dz..=J VH 
dt 

Here J, the Poisson matrix, is the (2N+2)x(2N+2) anti-symmetric matrix given by 

J=[o '] 
-1 0 

in (qi.Pi) coordinates. 

Since the energy is conserved, the flow occurs on a 2N+ 1 dimensional energy 

surface 'E corresponding to a value E = H; assume this surface is bounded. Suppose 

there is another 2N+1 dimensional surface Qwhich is locally transverse to the flow. 

The Poincare section, s, is the 2N dimensional intersection of 'E with Q The return 

mapping is the function which takes an initial condition z on s, and gives the point z' 

t For an alternative viewpoint on some of the topics in this chapter consult [Lichtenberg and 
Lieberman, 1982) or for the mathematically inclined (Arnol'd, 1978). 
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on s to which the flow first returns. Since the energy surface is bounded, almost all 

trajectories which begin on swill return to s. 

Figure 1.1.1 XBL 896-2158 

For example, let Q be the surface qo =constant. It is transverse to the flow if· 

dqo/dt = ()H/apo ;tQ on Q The Poincare sections can be described by the coordinates 

z1 , ... ZN, since with a choice of value for the energy, transversality implies that 

H(qo,po,z1 , ... ZN) = E can be inverted to obtain Po= Po( z1 , ... ZN; qo, E) (often this 

function will have several branches: choose one). The return mapping, which we 

denote by T (it is parameterized by the choice of E and qo) gives the next L~tersection 

point on s as a function of the initial coordinates z1, .... ZN : 

z' = T(z) 

To show that the return mapping is symplectic, we obtain a reduced 

Hamiltonian description of the motion in terms of the function Po( z1 , ... zN; qo, E). The 

equations of motion can be rewritten in the form: 

2 
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i = 1, ... N 

so that -po acts as the Hamiltonian for the flow on the 2N dimensional phase space s. 
The role of time is played by qo; the Hamiltonian -po is an explicit function of "time." In 

fact this reduction is precisely the inverse of the procedure for obtaining an 

"extended" phase space description of a time dependent Hamiltonian. 

The mapping z' = T(z) from sto sis obtained by following this Hamiltonian flow 

from a particular time qo to the next intersection with the surface s, when qo returns to 

its initial value. Such a Hamiltonian flow preserves the Poincare integral invariant, 

fp·dq, where the loop integral is taken over any closed loop. A local statement of this 

is that the differential form (see appendix A) ro = UipiAdqi (the symplectic form) is 

preserved by the flow; therefore the mapping must preserve this form as well. This 

simply means that the Jacobian·matrix corresponding to the derivative of the mapping, 

M = aT(z)/az , is a symplectic matrix; that is, it preserves the canonical matrix J under 

congruency: 

MJM = J = [ 0 I ] 
-1 0 

' 
where J is now the 2Nx2N antisymmetric matrix shown and - indicates transpose. 

In the particular case of a two degree of freedom Hamiltonian, N=1, the 

mapping T acts on the two dimensional phase space (q1 ,p1 ). The symplectic 

condition implies that det(M) = 1 (note that it cannot be -1 ), or equivalently that the 

mapping preserves the oriented area element dp1Adq1. 

A Example-Henon-Heiles Hamiltonian 

The Henon-Heiles model (Hemon and Heiles, 1964) is a·two degree of freedom 

system with the Hamiltonian 

3 
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It was chosen to model the motion of a star in a galaxy with· an axisymmetric 

distribution of matter. The Hamiltonian has a bounded energy surface when E .::; 1/6. 

The original pictures of the flow of this System were obtained using the surface Q 

defined by x=O, which is transverse to the flow for Px ~ 0. Typically one chooses Px > 

0 to fix the branch of the new "Hamiltonian" -Px(y,py;E,x). Since Px2 ~ 0, the domain 

of the mapping is restricted to the region py2 + y2- 2f3y3 s. E, which looks like an oval 

for E small, and has a corner when E = 1/6. 

B Example-Volume Preserving Flow 
Volume preserving flow in three dimensions also can be thought of as a 

Hamiltonian system and reduced to an area preserving mapping, providing there are 

no null points. For example consider an incompressible fluid with velocity field v(x), or 

a magnetic field B(x). The equations for the Lagrangian particle trajectories, or field 

lines, are 

dx = B(x) 
dt 

where t parameterizes the field lines. This system can be thought of as Hamiltonian in 

the following way (Cary and Littlejohn, 1983). Suppose the field we are 

describing has a non-vanishing component corresponding to some angle; call this 

direction ~. the toroidal direction. By a choice of gauge the vector potential can be 

written A= <pV'~- 'I've, where e is another angle, the peloidal angle. The field is then 

B = V'<pxV~ ~ v'\vxVe. We have assumed that the contravariant component of Bin the 

toroidal direction does not vanish: 

B~ = B·Y'~ = Y''lf·VSxV~. ~ 0 

This implies that 'I' is a good "radial" coordinate. Thus we use ('lf,S,~) as coordinates 

and think of <p as a function, <p('lf,S,~). of the other three coordinates. The field line 

equations become 

which are Hamilton's equations with the Hamiltonian <p, canonical variables ('lf,S) and 

time ~- Periodicity in~ implies that we can use the Poincare section technique to 

construct an area preserving mapping T: ('lf,S) -? ('Jf',S') 

4 
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1.2 Twist Mappings 
Consider a phase space (x,y) which is a cylinder, ty1 x~t. with x being the 

angle coordinate. LetT: (x,y) ~ (x',y') be an area preserving mapping from the 

cylinder to itself, and suppose Tis differentiable (c1). Then Tis a~ mapping (with 

twist to the right) if 

dx' I ~ K > 0 
dy X 

Geometrically this means that the first iterate of a vertical line (x=constant) tilts to the 

right (is a graph over x). 

y 

y --------

X x' 

Figure 1.2.1 XBL 896-2119 

This relation does not imply that y'(x,y) is a function of y. 

Since the mapping is differentiable, we can consider its action on a tangent 

vector (8x,8y): 

( 
8x' ) = 

8y' 

ax' ax' 
ax ay 

ay' ay' 
ax ay 

We will usually denote the linearized mapping by M. A symplectic mapping preserves 

the differential form dyAdx, and so in two dimensions it preserves area and orientation. 

Thus the matrix M has unit determinant: det M = 1. The inverse of the linear mapping is 

represented by the derivative of T-1 as well as the inverse of M, thus 

twe denote the 1-dimensional torus by cy1 and the real line by !ll1. 

5 
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dX dX 
dX' dy' 

~~ 
ax' ay' 

dy' dX' 
ay ay 

- ay' ax' 
ax dX 

Therefore the twist condition implies that 

~ =-~ s-K 
ay'jx' aYbc 

JD Meiss 

so if T is a twist mapping, then T-1 is also a twist mapping, but twists to the left. Note 

that T2 is not necessarily a twist mapping, and indeed typically is not because the 

tilted line can rotate enough on the second iterate to violate the twist condition (T2 is a 

member of a more general class of mappings, called "tilt" mappings, to which we will 

refer in §3.3). 

This paper will almost entirely concentrate on the study of area-preserving twist 

mappings, firstly because the theory is well developed, and the twist condition permits 

the proof of several important theorems, secondly because twist mappings occur 

commonly in applications. 

1.3 Examples 

A The Cyclotron 

8 

V sin( rot) 

Figure 1.3.1 XBLS96-2118 

Suppose there is a time dependent voltage drop Vsincot across a narrow azimuthal 

gap in a magnetic field B = Bo ez. The time for an electron to go around one circuit of 

the cyclotron is 

6 
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T = 27t = 27tmyc = 27t_E_ 
.Oc eB eBc 

where E is the particle energy myc2. The change in energy upon traversing the gap is 

~E = -eVsinrot. Let (E,t) be the energy and time just before the electron reaches the 

gap; then after one circuit their new values are 

E' = E - eVsinrot t' = t + (27t/ceB)E' 

(providing the kick is too small to reverse the velocity). By convention we define 

normalized variables y = ro/.Oc , x = rot/27t, and k = 27troV/cB. Then we get exactly the 

"standard map" 

y' = y- JL sin(27tx) 
T: 21t 

x' = x + y' 

It depends on a single parameter, k representing the strength of the nonlinear kick. In 

the second equation, y' must be taken to be the given function of (x,y) in order to 

obtain area preservation. This mapping has twist, in fact ax'tay =1. 

B Poincare Section near an Elliptic periodic orbit 
Consider a two degree of freedom system. Take the Poincare section to be 

transverse to some elliptic periodic orbit. 

Figure 1.3.2 
XBL 896-2120 

Nearby 
Orbit 

By definition, an orbit is elliptic if its Floquet multipliers are on the unit circle; in other 

words, the return mapping T, has a linearization M with eigenvalues e±27tiro. Suppose 

we express Tin generalized polar coordinates (r,S) about the fixed point. Birkhoff 

7 
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shows that when co is irrational a formal perturbation expansion for the mapping near 

the fixed point can be obtained in the form (see appendix 7 of (Arnol'd, 1978)) 

T . r' = r + h(r,e) 
. 9' = e + 21tco + p2r2 + · · · + P2kr2k + g(r,9) 

where hand g are o(r2k), and k can be made is as large as one likes. The mapping 

preserves the area rdrde. If any of the P2n are not zero, then the mapping has twist 

providing r small enough. Thus in the neighborhood of an elliptic orbit, the flow tends 

to resemble a family of nested tori. In fact this formal power series does not converge, 

and the nested tori do not exist in general (see the discussion of the KAM theorem in 

§2.6). 

C Incommensurate States 
Consider a one dimensional chain of particles connected by harmonic springs. For 

simplicity, take the spring constants to be one . 

., X 

Figure 1.3.3 
XBL 896-2121 

Put these particles in a periodic potential V(x) = kl47t2 cos(27tx). Equilibrium states are 

governed by force balance: 

If we define Yi = Xj - Xj-1. then this becomes the standard map, where ''time" is 

reinterpreted as the particle index j. This model is known as the Frenkei-Kontorova 

model (Aubry, 1983). Aubry studied the nature of the ground states of this system. 

These can be loosely defined as states of minimum energy, where the energy of a 

configuration is 

8 
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W = L ~xi- xi+1)
2 

+ ~os(27tXj) 
j 2 47t 

We will learn much about this function and its extrema later. 

D Billiards in a Convex Domain (Berry, 1981) 

Consider an particle bouncing elastically in a two dimensional, convex 

domain. A twist mapping for this system is determined by the sequence of boundary 

points at which the bounces occur. Following Birkhoff, we use the arc length along 

S=O 

XBL 896-2151 
Figure 1.3.4 

the boundary from a given point, se [O,L], and the angle between a tangent to the 

boundary and the trajectory, ee [O,x], for coordinates. It is easy to see that s'(s,e) is a 

monotone increasing function of e because of the convexity of the boundary. 

9 
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XBL 896-2152 
Figure 1.3.5 

JD Meiss 

In fact s is an angle-like coordinate since the mapping is periodic with period L in s. 

As we will see in §4.3 this mapping preserves the measure sine dsde, so a good set of 

coordinates to use is (x,y) = (s, cose). The boundaries y = ± 1 are fixed points 

(unfortunately the twist dx'/dy vanishes at these points). 

10 
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2 Orbits, Stability and Number Theory 

2.1 Periodic Orbits 

Consider an area preserving mapping T on the cylinder. An orbit is a sequence 

of phase space points (xi, Yi) for all i. To define periodic orbits it is convenient to "lift" 

the angle coordinates to the real line. For example, for the standard mapping this 

corresponds to computing x' = x + y' without taking the fractional part. Such a lift is 

unique up to an integer shift in x. When lifted the mapping takes the plane '.1@ to itself. 

An orbit is periodic with period n if n is the smallest integer such that 

Yn =Yo 
Xn = Xo + m 

for some integer m. We will denote such an orbit by (m,n). We will see that there are at 

least two such orbits for a twist mapping: roughly speaking one forms the center of an 

islanc~ chain, and the other is the hyperbolic orbit which gives gives rise to the 

separatrix. 

2.2 Stability 

Stability of an orbit is measured by the properties of the tangent mapping: 

Bzn = (_d_ T(T(· · ·T(zo)))) Bzo = M Bzo 
dzo 

. Here M denotes the 2x2 Jacobian matrix obtained from the derivative of Tn. There are 

two invariant properties associated with M, its determinant and its trace; since Tis 

area preserving det(M) = 1 . Thus M has two eigenvalues A. and 1 /A. which are the 

·~ solutions of the characteristic polynomial 

1 1 
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A stability classification is most conveniently given in term of the residue (Greene, 

1979): 

R = 1f4[2 - Tr(M)] 

The possible stability properties are 
a) Hyperbolic: both eigenvalues are real and positive. 
b) Elliptic: there is a pair of complex conjugate eigenvalues with unit modulus. 
c) Reflection Hyperbolic: both eigenvalues are real and negative. 

d) Parabolic: The eigenvalues are both 1 or both -1. 

Stability A. B Tr(M) 

hyperbolic >0 <0 >2 

elliptic e21tiro (0, 1) (-2,2) 

reflection <0 >1 <-2 hyperbolic 

The elliptic case is the only one which could possibly be called stable, although the 
stability is a neutral one. Linear (or spectral) stability does not guarantee that the orbit 

is actually stable (that is points initially close stay nearby); much more analysis is 
required, and the full apparatus of the KAM theorem must be used (Arnol'd, 1978). 

Positive residue corresponds either to an elliptic or reflection hyperbolic orbit. We will 
see later that these two cases are properly though of as two manifestations of the 

same orbit. Negative residue always corresponds to a hyperbolic orbit. Finally, the 

parabolic case, 8=1 or 8=0, corresponds to points of bifurcation, where an orbit can 

cease to exist or loose stability. 

2.3 Stable Manifolds 

For a hyperbolic period n orbit, the linear mapping has two eigenvectors 

corresponding to the unstable and stable directions ( A.> 1 and 1 /A. < 1, respectively). 

. ll' 

The stable manifold theorem (Lanford, 1973) implies that the eigenvectors can ~ 

be extended to invariant manifolds wu and ws. Each point on these 

accumulates on the hyperbolic orbit in at least one direction of time: 

12 
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ze WS => Ti"z ~ z0 as j ~ oo 

ze wu => Ti"z ~ z0 as j ~ -oo 

Figure 2.3.1 

JD Meiss 

XBL 896-2156 

where zo is some point on the orbit. ws (WU) can not intersect itself or the stable 

(unstable) manifold of any other periodic orbit, since this would violate uniqueness. 

Generically wu and ws are different manifolds; one exception to this is an the 

integrable system for which WU and ws join smoothly to form a separatrix. Typically wu 
and ws intersect transversely (if at .all); the intersections are called homoclinjc points. 

XBL 896-2154 
Figure 2.3.2 

Heteroclinic points are the intersection points of the stable and unstable manifolds of 

different periodic orbits. 

The existence of a single homoclinic point implies that of an infinite number, 

because the crossing point lies both on wu and ws. 

13 
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XBL 896-2153 
Figure 2.3.3 

Thus each iterate of a homoclinic point is also homoclinic. There also must be a 

second homoclinic point ~between a homoclinic point z and T(z), since the mapping 

preserves orientation. Furthermore, Poincare realized that there are an infinity of other 

homoclinic points which are not related by iteration of the mapping. This is because 

the single crossing implies that the homoclinic loops of wu and ws must curl around in 

an intricate way in order to attempt to remain in the region bounded by the curves wu 
from zo-?z and ws from Z-?Zo. Because of area preservation, this attempt ultimately 

fails, generating new intersections. 

We will see in §6.6 that for a twist mapping, a, theorem of Aubry and Le Daeron 

(Aubry and Le Daeron, 1983) implies that neighboring points on a hyperbolic (m,n) 

orbit necessarily have heteroclinic connections. 

2.4 Frequency 

To define the frequency of an orbit, we use the lift of the mapping to '1{_2, and 

compute the limit 

ro = lim Xt 
t~ 00 t 

For a periodic (m,n) orbit, the frequency always exists, and is given by m/n. An orbit 

is called Quasiperiodic if the frequency exists and is irrational, and the orbit is 

recurrent (it returns arbitrarily closely to each point on the orbit). 

14 
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2.5 Number Theory 

For small perturbations from an integrable twist mapping (e.g. k = 0 for the 

standard map), there appear to be many quasiperiodic orbits. Their persistence 

depends on the fact that some irrational numbers are ''far'' from rationals. 

A Diophantine Numbers 

An irrational number can be approximated arbitrarily closely by rational 

numbers whose denominators are arbitrarily large. However some irrationals are more , 

difficult to approximate than others. In particular, an irrational is particularly hard to 

approximate if it satisfies a Diophantine condition: there exists a C>O such that for all 

integers (m,n), there is at~ 1 such that 

lnro- ml > C/nt 

For C small enough the set of such numbers is not empty; in fact for any t > 1 the 

measure of ro satisfying a Diophantine condition approaches one as C approaches 

zero. 

B Continued Fractions 
Another method for classification of the properties of real numbers is the 

continued fraction (Khinchin, 1964). The continued fraction of ro is the sequence [ao, 

a1, .... ] of integers generated by the mapping 

a = [ro] 
ro' = 1 /(ro-a) 

where the square brackets indicate the nearest integer less than ro (If ro is negative, 

ao negative; the remaining ai are positive). An alternative representation for the 

continued fraction is 

The continued fraction expansion of an irrational is infinite, while that for rationals 

always ends (one eventually finds that ro' is an integer). Every rational has two 

equivalent continued fraction representations: 

[ao, a1, ... , ai] = [ao. a1, ... , Cii-1,1], 

15 
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where ai*1 (unless i=O). Conyergents of a continued fraction are the rationals 

obtained by truncating the expansion at some stage: 

The continued fraction expansion is a strongly convergent expansion: for any e there 

is a j such that the norm 

Furthermore the convergents are best approximants: for a convergent m/n to ro there 

are no m'/n' with n' ~ n satisfying lm'ro- n'l <I mro- nj. 
Every convergent is close to the frequency which it approximates in the sense 

that it satisfies 

jmro- nl < C/n 

for C=1; furthermore, every rational which satisfies this inequality when C = 1/2 is a 

convergent. However, when C is too small (C < 1/..J5), there exist ro such that only 
finitely many convergents satisfy the inequality. 

Irrationals are more difficult to approximate if their continued fraction elements 

are small. This is because a large element ai+ 1 leads to a small correction to m;lni. 
A prominent example of such behavior is the number 1t which has the continued 

fraction expansion 

7t= [3,7,15,1,292,1,1,1,2,1 ... ) 

so that 1t is well approximated by its second convergent, 22/7, and its fourth 

convergent, 355/113. This leads to the definition of the numbers of constant type: 

those numbers for which there is an a such that ai < a., 'v'i. For such ro, and for 

sufficiently small C, there are no (m,n) satisfying the inequality (~~). In fact the numbers 

of constant type are precisely those which satisfy a Diophantine condition for 't = 1. 

The set of numbers of constant type has measure zero. 

A subset of the numbers of constant type are the guadratjc irrationals: the 

solutions of a quadratic equation with integer coefficients. Liouville showed that every 

quadratic irrational has an eventually periodic continued fraction, and conversely 

every periodic continued fraction corresponds to a quadratic irrational. Quadratic 

16 



April 1989 JD Meiss 

irrationals are a special case of the algebraic irrationals: solutions of a polynomial of 

degree n with integer coefficients. Interestingly, not much is known about these when 

the degree is larger than two, except that any algebraic number satisfies a 

Diophantine condition with any t>1. 

A more special subset of the numbers of constant type are the noble numbers: 

these have ai= 1 for all i larger than some j. Noble numbers are dense in the reals 

since one can append a noble tail to a convergent of any ro to obtain an arbitrarily 

good approximation to ro. On the other hand, the nobles are a set of measure zero, 

since they can be put in one-to-one correspondence with the rationals. The noblest of 

numbers is the golden mean: 

which is naturally also a quadratic irrational. 

C Farey Tree 
The Farey tree is a technique for organizing the rational numbers according to 

the length of their continued fraction expansions. The tree is constructed by beginning 

with a pair of rationals, m/n and m'/n', which are neighboring: mn'- nm' = 1 and which 

are written in lowest common terms. Level one of the tree is generated from these two 

by by adding their numerators and denominators 

m" m + m' 
n" n + n' 

This rational is the mediant of m/n and m'/n'. It is not difficult to see that m" and n" have 

no common factors, and that m"/n" is a neighbor to both its parents. To construct the 

second level find the mediants of m"/n" and each of its parents. This construction 

leads to a binary tree which gives every rational number in the interval [m'/n', m/n]. 

The master tree, which gives all the positive numbers is generated by [0/1, 1 /0]: 
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The Farey path for a number is the sequence of steps leading to it from 1/1. Irrationals 

are represented by infinitely long Farey paths. In fact the Farey path provides a 

binary code for the reals: assign a symbol (L or R) to each step according to whether 

the step is to the left or right.. 

The continued fraction expansion is closely related to the Farey tree 

construction. The sum of the continued fraction elements of m/n gives the level which 

it occurs in the tree: 

i 

Level([a0, a1 , · · · , ai]} =I, ai 
i=O 

To obtain the continued fraction for a rational on the tree follow the Farey path leading 

to it from 1/1 = [1] = [0, 1 ]. The rule to go from a rational m/n to one on the next level is to 

increment the last continued fraction element of m/n by one; use the representation of 

m/n with ai :t:- 1 if the current step in the Farey path is in the same direction as the 

preceding step, otherwise use the representation with last element equal to one: 

m /[ao.a1.· · ·ai] } /[ao.a1.·· ·ai+1] ~no direction change 
n = \[ao,a1,.. ·aj-1 '1] => \[ao,a1,.. •aj-1 ,2] ~direction change 

For example the golden mean corresponds to the path RLRLR. ... = [1, 1,1, 1,1, 1 ... ]. In 

general, noble numbers have a Farey path which eventually becomes an alternating 

sequence, ... LRLR. ... 

18 
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There are two important types of infinite Farey paths: those which eventually 

consist of all L's or all R's, and those which continue to alternate. The former paths 

converge to rational numbers either from above or below. For example the sequence 

RLLLLLLL. .. ~ 1/1 from above and LRRRRRRR ... ~ 1/1 from below. We will call these 

numbers 1/11+ and 1/11-· They are distinct from 1/1 and have a nice interpretation in 

terms of the orbits of a twist mapping. Farey paths which never settle down to one 

direction or the other approach irrational numbers. 

2.6 KAM Theory 
Consider an integrable area preserving twist mapping, e.g. 

T . {y' = y 
O . x' = X + Q(y') dil/dy > 1 

The twist condition implies that there are quasiperiodic orbits for all irrational ro, in 

fact, since y is a constant of motion, the frequency is just ro = Q(y). Each 

quasiperiodic orbit densely covers a circle y = constant. In general, an invariant 

curve which is topologically equivalent to y=constant is called a rotational invariant 

circle (RIC). 

The KAM theorem, in this context, implies that rotational invariant circles with 

sufficiently irrational frequency persist under small area preserving perturbations. A 

perturbation is small if it and its first j derivatives are small; to express this formally, we 

define the j-norm of a function f as 

lf(x,y)lj = sup I aif I 
m+n=i~ 

One version of the KAM theorem is 

Theorem (Moser, 1973): For 't;;::: 1, j >2't+ 1, and n(y) e ci(1(), there is an e>O 

such that for any C>O all area preserving maps T such that IT-T oli < eC2 on some 

annulus Yo< y < Y1 have rotational invariant circles for all ro in an interval slightly 

smaller than [il(Yo), n(y1 )] which satisfy a Diophantine condition for C and 't . 

One of the most important concepts which arises from the KAM theorem is the 

labelling of orbits by frequency. In a sense the theorem says: do not ask what 

happens to the orbit with a particular initial condition as a system is perturbed, rather 

consider the properties of an orbit with the same frequency. 
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Most invariant circles persist for sufficiently small perturbations, however in the 

proof of the theorem "small" is indeed very small. The most highly optimized version of 

the KAM theorem is that of Herman (Herman, 1985), who showed that there is at least 

one invariant circle (with c.o = y) of the standard map when k ~.1/34, 't =1, and j = 4. As 

we will see in the next chapter, it is often more efficient to ask the converse question: 

when do rotational invariant circles do not exist? 
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3 Invariant Circles 

In this chapter we discuss the theorem of Birkhoff which implies that rotational 

invariant circles of a twist mapping must be Lipschitz graphs. This result has important 

applications to the theory of existence of invariant circles, and to transport. 

3.1 Rotational Invariant Circles 
LetT be an area preserving mapping on the cylinder .y1x1{ We suppose it is 

also end preserving: points with arbitrarily large positive yare mapped to similar 

points. This is the only possible case if the mapping arises from a Poincare section of 

a flow, since the flow provides a smooth connection of the mapping to the identity 

mapping. 

An invariant circle is a curve c such that Tc = c. A rotational invariant circle 

(RIC) is a homotopically non-trivial circle (it cannot be continuously deformed into a 

point). An invariant circle divides the cylinder into two invariant regions: to see this, 

consider the iterate of the region below an RIC; because the mapping is continuous, 

this iterate is a connected region, and because points far below remain far below, the 

mapping is one to one, and the circle is invariant, the iterate cannot cross the circle. 

ThtJs an invariant circle provides an absolute barrier to motion. 

Invariant Circle 

Figure 3.1.1 
XBL 896-2138 
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3.2 Net Flux 
Let T be an area preserving, end preserving mapping on the cylinder. Consider 

a loop c which encircles the cylinder once. The net flux is defined to be the area 

contained between c and T C: 

~= A(Tc\q- A(c\Tq 

where A(c\ fJJ) means the area of the region below c which is also above fJJ. 

A(c\Tcj 

· A(Tc\cj c 

Figure 3.2.1 XBL 896-2137 

The net flux is independent of the choice of c. To see this choose a second curve fJJ; 

because T is area preserving, the area contained between them is invariant A(c\fJJ) = 
A(T c\TfJJ). Furthermore, the difference between these two areas is just the difference 

between the net flux through c and that through c'. 
A mapping with zero net flux is also called exactly symplectic (see also §4.2). 

A mapping which has an RIC must have zero net flux, since the net flux through 

the RIC is zero. 

3.3 Birkhoff's Theorem (Birkhoff, 1920; Mather, 1984) 

Theorem: Suppose Tis a c1 area preserving, end preserving twist mapping on 

the cylinder. Let U be an open invariant set homeomorphic to the cylinder s.t. 3 a<b 

satisfying {x,yly<a} c U c {x,yly<b}. Then the boundary of U (oU) is the graph {x,Y(x)} 

of some continuous function Y. 
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The region U, by assumption can have no holes and must look like "half a 

cylinder" since it has an upper boundary contained between y=a and y=b. The 

important point of the theorem is that au cannot have any "whorls", for example like 

those of a breaking wave. In particular, any rotational invariant circle can be used to 

form au, so the theorem implies that all RIC's are graphs. 

To prove this we introduce the notion of accessible points. Let y(t) = (x(t),y(t)) 

be a curve embedded in U ('Y cannot cross itself) parameterized by t, such that y(t) 4 

-oo as t ~ --oo. The deviation of 'Y from the vertical is defined to be the angle o 
between a tangent to 'Y and the vertical. 

'Y 

XBL 896-2144 
Figure 3.3.1 

For for those points 'Y(t) such that y(t) > y(t') for all t' < t, choose o in [-7t/2,7t/2]; 

otherwise the branch of o is chosen to make the deviation a continuous function. 

A curve 'Y is tilted to the right (left) if its deviation from the vertical is everywhere 

to the right (left), i.e. o<O (o>O); such curves are denoted yR ('f-). 
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b 

a 

F
. 

3 
XBL 896-2145 

tgure .3.2 

A point zoe U is rjght accessible if there exists a ~e U such that ~(to)= zo. 

A Proof of Birkhoff's Theorem 
A curve i" which tilts to the right is mapped onto another such curve by'T. To 

see this let the angle between the vertical and a tangent to i" at z be -7t<0<0. By the 

twist condition, the vertical vector v at z is mapped into a right tilting vector DT(v) with 

tilt -7t<(k0. Since T preserves orientation, the angle o' between DT(v) and the tangent 

to T(yR) at T(z) must be in the range [-7t,O]. The deviation of T(yR) from the vertical is 

the sum of these two angles, and therefore must be to the right. 
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Ty 

XBL 896-2146 
Figure 3.3.3 

Let wR and WL be the subsets of U which are right and left accessible, 

respectively. Note that (JWR consists of portions of (JU together with vertical segments· 

bounding those parts of U not right accessible . 

. w 

F
. 

3 3 4 
XBL 896-2149 

1gure .. 

Since every point in WR is on a curve which tilts to the right, WR is mapped into itself 

byT: 
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Similarly T-1(WL) c: WL sinceT-1 twists to the left. 

In fact since T is area preserving, and has zero net flux WR= U. For suppose 

this is not true, then there is some portion of U which is not right accessible, and is 

therefore a "lobe" bounded by a vertical on the right. Upon iteration any vertical tilts to 

the right, and therefore some portion of this lobe is mapped into WR. However, this 

would violate area preservation because, consider a circle far below au, for example 

y = y0 where Yo << a. Since au is contained between y=a and y=b, the area of U 

above Yo is finite. Furthermore, the area of WR above y =Yo is is mapped into a region 

with the same area. However, since the net flux through Y=Yo is zero, this gives a 

contradiction. 

XBL 896-2150 
Figure 3.3.5 

Consideration of T-1 implies WL = U. 

Thus every point of U is both right and left accessible, hence is vertically 

accessible. Therefore there exists a function y = Y(x) describing au D 

Birkhoff's theorem has several important corollaries: 

8 Lipschitz Corollary 
Any rotational invariant circle is a Lipschitz graph. 

A function Y(x) is Lipschitz ifthere are finite slopes s_ and S+ such that 
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for all x1 and xo. These constants give a Lipschitz cone which contains the graph of 

the function. A Lipschitz function is continuous, and differentiable almost everywhere . 

Figure 3.3.6 XBL 896-2148 

Proof: For a twist mapping we can obtain explicit bounds on the slopes of an 

RIC. Upon iteration a vertical vector acquires a slope 

s = 8y:1 = ay'. /ax' 
~x x ay /"ay 

Now the denominator is bounded below by the twist constant K, let S+ be the maximum 

of this expression. Similarly by inverse iteration of a vertical let s_ be 

s_ =min[ ay,· I ax] = min[- ax'. /ax'] 
ay I ay' ax I ·ay 

Since a rotational invariant circle intersects each vertical line exactly once, it must 

also intersect the iterate of each vertical exactly once. Thus the slopes S+ and s_ 
bound the slope of the RIC 0 

C Confinement Corollary 

Suppose the orbits of all points y<a stay below some point b. Then there exists 

a rotational invariant circle between a and b. 

Proof: Construct the region U for application of Birkhoff's theorem as follows: Let 

V be the invariant set formed from the iterates of all points y<a. This is not necessarily 

homotopic to the cylinder (there will typically be lots of holes in the annulus a<y<b 

corresponding to elliptic island chains). Let W be the complement of V. There is a 
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connected component of W which contains all points y>b. Let U be the complement of 

this component.. U satisfies the hypotheses of Birkhoff's theorem 0 

D Converse KAM theory: Non-existence of Rotational Invariant Circles 

Birkhoff's theorem leads to several criteria for the non-existence of invariant 

circles, which are more or less effective techniques in practice. 

1) Climbing Orbits: If there is an orbit which climbs arbitrarily far up the cylinder, 

then there are no invariant circles. More precisely consider an annulus '1'1 x [a,b]. If 

there is an orbit going from below this annulus to above it, then there are no RIC's 

contained in the annulus. Furthermore since RIC's must be Lipschitz, for any point z 

there is an annulus, with height 2S+IS-I/(S++IS-D. inside of which any RIC containing 

z must lie. In practice this criterion is not too useful, since even when RIC's do not 

exist it can take an extremely long time for orbits to climb even a small distance. 

2) Heteroclinic Connections: Suppose the unstable manifold of some periodic 

orbit intersects the stable manifold of another. Then there can be no RIC's contained 

between them. This is really what underlies the resonance overlap criterion of 

Chirikov; see e.g. (Lichtenberg and Lieberman, 1982); which is a perturbative attempt 

to find a heteroclinic intersection. One could follow these manifolds numerically. 

3) Lipschitz Criteria: Using the Lipschitz bounds on slopes one can construct 

criteria for the non-existence of RIC's. Consider the iteration of a vertical unit vector 

ozo = (0, 1 ). 

XBL 896-2147 
Figure 3.3. 7 

Upon one iteration ozo becomes oz1 = (()x'/()y, ()y'/()y), which has positive ox1 by the 

twist condition. However, one more iteration can give a vector with ox2< 0, or 
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ax"ax' ax"ay' 1 

0 > ax' ay + ay' ax = 2 - k COS (27tX ) 

where the last expression is that for the standard map (see §1.3.1 ). Since an RIC must 

intersect every vertical, if the inequality is satisfied for any x' there are no RIC's. Thus 

when lkl>2 there are no RIC's for the standard map. Mather (Mather, 1984) refines this 

criteria using the explicit Lipschitz cone to obtain the bound lkl> 4/3. MacKay and 

Percival (MacKay and Percival, 1985) use a further refinement of this criterion to 

obtain the bound lkl>63/64. They utilize the computer to obtain this result: each 

floating point calculation is given explicit bounds so that the result is rigorous. 

Furthermore, Stark (Stark, 1986) has shown that the criteria of MacKay and Percival 

are exhaustive: if there is no invariant circle the method will eventually show non­

existence. 

These bounds compare favorably with the numerical results of Greene 

(Greene, 1979) who presents numerical evidence that the last invariant circle of the 

standard map has a rotation number equal to the golden mean, and that it goes away 

at k = 0.971635406. In fact converse KAM theory is much better at producing 

practical results than the KAM theorem: as we mentioned before, Herman shows that 

the golden mean invariant circle of the standard map surely exists for k<1 /34. 
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4 Variational Principles 

In this chapter we show that the twist property guarantees the existence of a 

generating functio~. and a corresponding variational principle for the mapping. 

Conversely, any mapping which has a "Lagrangian variational principle" satisfies the 

twist property. The properties of the generating function will allow a straightforward 

proof of the existence of periodic and quasiperiodic orbits and permit us to obtain 

many quantitative and qualitative properties of these orbits in the next few chapters. 

4.1 Generating Function 

LetT: (x,y)-7(x',y') be the lift of a twist mapping to the plane '1(2. Then there 

exists a generating function F(x,x') such that 

y = - F1 (x,x') 
y' = F2(x,x') 

or alternatively 

dF(x,x') = y'dx' - ydx 

Here the subscripts indicate derivatives with respect to the first and second 

arguments, respectively. F is a generating function for a canonical transformation (F1 
in Goldstein's notation). 

To show the existence of F we must first invert the relation x'(x,y) to obtain 

y(x,x'). First lift the mapping to the plane '1(2, and consider the verticals x =~and x = ~'. 

The curve T(x=~) intersects ~, exactly once by the twist condition. Define y'(~.~') to be 

this intersection. Similarly define y(~.~') to be the unique intersection of T-1 (x=~') with 

the vertical X=~. 
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y' 

y 

~I 

Figure 4.1.1 XBL 896-2122 

For a given (x,x') define the generating function by 

1
(x,x') 

F(x,x') = 
1 

y'(~.~')d~'- y(~.~')d~ 

. where y is a path which begins at some arbitrary point (xo, xo') and ends at (x,x'). 

(x,x') 
x' 

X 

Figure 4.1 .2 XBL 896-2123 

This integral is independent of the choice of path: consider a second path y which 

has the same endpoints as y. By Stokes' theorem the integral Jydx around the closed 

loop y- y is the integral of the area enclosed: JdyAdx. Since (x',y') is the iterate of 

(x,y), area preservation implies that this is the same as Jdy' Adx' = Jy'dx' over this same 

loop. Thus the integrals of dF along y and yare equal, and dF is an exact one form. 

By construction the derivative of F with respect to its first argument is -y(x,x') 

and with respect to its second is y'(x,x') as required. 
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Furthermore the twist condition implies that 

ay {()x')-1 
F12(x,x') =- ()x' =- ()y ~ -~ < 0 

so the mixed second partial derivative ofF is negative definite. 

The mapping generated by F is area preserving because 

dyAdX =-F12 dX'AdX 
dy'Adx' = F12 dxAdX'= -F12 dx' AdX 

I 

This construction of the generating function yields a useful interpretation. 

Consider a curve cconnecting z to Z, and its iterate c' connecting z' to z'. 

c 

A A' 

X X x' -, 
X 

Figure 4.1.3 XBL 896-2124 

The area under cis the integral Jydx along c, while that under c' is Jy'dx'. Recalling 

that dF = y'dx'- ydx, we see that the difference between these areas is 

A' - A = f y'dx'- f ydx = F(x,x') - F(x,x') 
Jc' Jc 

We will find this relationship of great use in computing fluxes (see §7.7). 

4.2 Net Flux 

The net flux across a rotational circle cis the difference between the area 

under c and that under T c (recall §3.2). A rotational circle is a curve which ranges 

from (x,y) to (x+ 1 ,y). Since the mapping is periodic T c ranges from (x',y') ~o (x' + 1 ,y'). 

Thus the general formula for difference in areas becomes the net flux: 
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~ = F(x+ 1 ,x' + 1) - F(x,x') 

The net flux is zero if the generating function is a periodic function of 1f2(x+x'); it can 

depend arbitrarily on x'-x. Such a mapping is called exactly symplectic because in 

this case the one form y'dx' - ydx is exact on the cylinder: its integral is path 

independent even for paths that encircle the cylinder. 

4.3 Examples 

Standard Mapping: A generating function for the standard mapping is 

F(x,x') = -!-<x-x')2 + i
2 

cos(27tx) 
2 47t 

This is the same as the energy function for the Frenkei-Kontorova model (see §1.3.3). 

From another point of view the generating function is a discrete version of the 

Lagrangian for a dynamical system. For the standard map, this separates into the 

familiar form of kinetic minus potential energies, where the "velocity" is x'-x for the 

discrete time system, and the potential is -k/47t2 cos(27tx). Thus we see that the 

standard map is a discrete approximation to the pendulum. 

Note that the standard map has zero net flux. 

Billiards: The generating function for a convex billiard is the function which 

gives the length between two boundary points. These can be labeled by the arc 

length coordinate, s; the generating function is 

F(s,s') = -J (x-x')2 + (y-y')2 

h x = x(s), y = y(s) 
w ere x'= x(s'), y' = y(s') 

are two points on the boundary. The derivative of F with respect to s' gives 

ax' ay' (x'-x)-, +(y'-y)-, 
as as = cos(S') 

,j (x-x')2 + (y-y')2 

aF 
-= 
as' 

This is the dot product of the unit vector pointing along the trajectory with the unit 

tangent vector to the boundary; that is, the cosine of the angle 8' between them. 

33 



Symplectic Maps JD Meiss 

s 

Figure 4.3.1 XBL 896-2125 

Similarly F1 is the negative of the cosine of e. Thus the momentum coordinate is cose; 

this is natural since cose is the component of the particle momentum parallel to the 

boundary if we set the magnitude of p to one. In these coordinates the billiard map is 

area preserving. 

The twist for the billiard is 

a2F sin(6)sin(6') --= _....:........:· --'--..!... 

asas' F 

Since, for a convex billiard 0<8<1t, the mapping has twist, however it twists to the left 
since F1 2 ~ 0. Therefore the sign convention for billiards is opposite to that which is 

used in the these notes. To translate the Aubry-Mather theory for billiards replace 
' 

minimizing by maximizing, and minimax by maximin. Note that the twist vanishes for 

glancing orbits, 8= 0 or 1t. 

The circle billiard has the generating function 

(
s'-s) F = 2r sin2r 

where r is the radius. Since F is a function only of s'-s, the circle billiard is trivially 

integrable: the momentum is conserved. Obtaining a generating function for more 

general billiards, such as the stadium, is left as an exercise to the reader! 

4.4 Action 

For a continuous time Lagrangian system, the action is the integral of the 

Lagrangian along a path q(t) in configuration space. Stationary points of the action 

with respect to variations in the space of paths q(t) with given endpoints q(to) = x, and 
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q(t1) = x' are orbit segments of this dynamical system. In fact this procedure can be 

used to construct the generating function for a mapping: suppose the Lagrangian 

depends periodically on time, with period t1- to, and q(t) is an orbit segment for one 

period, then 

F(x,x') = f L(q,q,t)dt 

q(t) stationary 

where F(x,x') depends only on the endpoints of the stationary segment. With this 

construction, it is clear that the action for the mapping is 

n-1 
W{Xm,Xm+1•' · ·Xn} = L F(Xt,Xt+1) 

t==m 

and depends only on the configuration points corresponding to the intersections of 

the continuous system with a Poincare section. 

An orbit segment is a configuration {xm .... xn} which is a stationary point of the 

action, where Xm and xn held fixed. Variation of the action gives the equations 

for m< t<n, which implies that the two definitions of momentum agree at each point on 

the orbit: y'(Xj-1 ,Xi)= y(xj,Xj+1) = Yi· 

An (m,n) periodic orbit is determined by the action 

n-1 
W(m,n){Xo,X2,· · ·Xn-1} = L F(Xt,Xt+1 )lxn==Xo+m 

t=O 

which is a function of the n -1 distinct points on the orbit. The (m,n) periodic orbit is a 

stationary point of W(m,n) upon variation of all its arguments. This yields the same 

equations as before when O<t<n. Variation with respect to xo gives the equation 

F1 (xo.x1) + F2(xn-1 ,xn) = 0, which implies that Yn=Yo: therefore the orbit is indeed 

periodic. 

An QLb.it is a bi-infinite sequence { .... ,Xt-1 ,Xt,Xt+1 , ... } such that every finite sub­

sequence is an orbit segment. Thus the action W{x} is stationary for each t. 

Examples: For the standard map, stationary points of the action must satisfy the 

equation 
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Xt+1 - 2Xt + Xt-1 =- JL Sin(21tX) 
21t 

which is the Lagrangian form of the equations. 

JD Meiss 

For the billiard, stationarity of the action implies that the angle of incidence 

equals the angle of reflection for each bounce. 
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5 Periodic Orbits 

In this lecture and the next we will prove the existence of minimizing and 

minimax orbits for each frequency ro for an area preserving twist mapping. In the 

process, many properties of these orbits will become clear. 

5.1 Minimizing orbits 

The first variation of the action about an orbit is zero by defini~ion. This implies 

that the action does not change under an infinitesimal variation of the configuration to 

first order: oW{x} = 0. The second variation of the action about an orbit is not generally 

zero, however. Consider first a finite segment of a orbit, {xm, ... xn} ; let o2W{xm, ... xn} be 

the quadratic form obtained from the second order term in the expansion of W for fixed 

Xm and Xn: 

If o2W is non-negative for all non-zero vectors {oxm+1, ... OXn-1}, then the orbit segment 

is locally minimizing. If o2W is positive definite, then the minimum is non-degenerate. 

The orbit corresponding to the infinite sequence { .... xm, .... xn,; ... } is defined to be 

locally minimizing if every finite segment is locally minimizing. 

Consider now arbitrary variations {~m····~n} = {xm. Xm+1+0Xm+1• ... Xn-1+0Xn-1. 

Xn} about some orbit segment {x} with fixed endpoints (here the OXi 's are of arbitrary 

size). An orbit segment is defined to be minimizing if for every variation {~} 

W{~} - W{x} ~ 0 

If~ .fi.!:lM segment of an orbit is minimizing then the orbit is minimizing. There are 

two reasons for allowing only deformations with compact support: firstly, if the 

deformation did not have compact support, the action difference W{~} - W{x} would not 

necessarily be finite (being an infinite sum), and the two orbits could not be compared. 

Secondly, anchoring the asymptotic (t ~ ±oo) behavior of the orbit ~cts as a kind of 
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boundary condition, and we will find different minimizing orbits when different 

boundary conditions are imposed. 

It is not obvious that minimizing orbits exist. We will first show that when ro is .. 
rational, the twist condition implies their existence. There are two steps: first we 

consider orbits which minimize W(m,n). and then we show that these also minimize W. 

In the next lecture we will consider irrational ro. 

5.2 Existence of (m,n) orbits 
The Poincare-Birkhoff theorem implies that a twist mapping has at least two 

periodic orbits for each (m,n). Actually this theorem applies to a more general class of 

maps: maps on an annulus which preserve the two boundaries, rotating them in 

opposite directions. Such maps need not satisfy the twist condition (the two ends of a 

vertical line must move in opposite directions, but the intermediate points are 

unconstrained). To prove his theorem, Birkhoff used intricate geometric arguments 

(Birkhoff, 19_13). For the twist mapping case the existence of these orbits follows more 

simply from the variational principle. The first orbit appears as a minimum of W(m,n)• 

and the second will follow from the minimax principle. The proof of the existence of a 

minimum is based on the 

Growth Condition: For an area preserving twist mapping with zero net flux the 

generating function is bounded by 

F(x,x') ~A- Blx-x'l + Clx-x'l2 

where B,C are positive. 

Proof: Define the curve ~A. = x + A.(x'-x), connecting x to x' as A. ranges from 0 to 
1. On th_is curve 

F(x,x') = F(x,x) +fdA. F2(x.~1-) (x'-x) 

Repeating this construction on F2 gives 
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F(x,x') = F(x,x) +fdA F2(~l..~>J (x'-x)- f dAr d~ F,2(~ •• ~.) (x'-x)2 

~ A- Bjx'-xl + Cjx'-xl2 · 

where A= min F(x,x) and 8 =max IF2(x,x)l > 0 exist by periodicity when the net flux is 

zero, and C = 1f2K > 0, where K is the twist constant 0 

This result can be generalized to symplectic twist maps on 'T'Nx1(N. Here we 
\ 

assume that the mapping has uniformly positive definite twist: there exists a positive 

definite matrix C, such that oxtF12(x,x') ox s.- oxt Cox for all x,x'. In this case the 

above proof of the growth condition can be directly transcribed (MacKay, Meiss and 

Stark, 1989). 

Theorem(Poincare-Birkhoff): For an area-preserving twist mapping with zero 

net flux there is a periodic orbit for each (m,n). 

Proof: We will obtain the orbit as a minimum of W(m,n)· W(m,n) is a function on 

the space of periodic configurations [xo,x1, ... Xn-1l e 1(". Since the mapping is periodic, 

without loss of generality we can choose xo to lie in the interval [0, 1 ], so the space of 

configurations reduces to [0,1]x1(n-1. To guarantee that W(m,n) has a minimum, we 

must find a compact subset on which W(m,n) is bounded. By the above lemma W(m,n) 

satisfies the bound 

n-1 
W(m,n) ~ n A+ L -Bixi+1-Xjl + CjXj+1-Xjl2 

i=O 

In particular W(m,n) ~ n(A- 1;4 82/C); thus it has a lower bound. 

Now consider the set of configurations for which W(m,n) s. nA + D, for some 

constant D. We can show that this is a compact set: each of the Xt for O<t<n are 

bounded because the bound on W(m,n) implies that the above sum is smaller than D, 

therefore each term is bounded. This implies that lxi+1-Xjl is bounded, and therefore 

since xoe [0, 1 ], lxt- xol is bounded. 

Outside the compact set W(m,n) is large. On the other hand, since W(m,n) is 

bounded below on the compact set it must have a minimum. 

Thus there exists an (m,n) periodic orbit which minimizes W(m,n) 0 

39 



Symplectic Maps JD Meiss 

The minimum is not unique. In fact by relabelling the origin of time, one minimum 

gives rise to n. In exceptional cases, such as the integrable twist mapping (e.g. the 

standard map with k=O) there is an entire curve of minima, forming the rational 

frequency invariant circle (I leave it as an exercise to explicitly demonstrate that these 

orbits do indeed minimize W(m,n))· 

5.3 Aubry's Fundamental Lemma 

We have obtained periodic orbits which minimize the periodic action. In order 

to determine whether these orbits are truly minimizing orbits, we need a fundamental 

lemma of Aubry (Aubry, 1983}.This lemma is the direct analogue of Morse's theorem 

(Morse, 1924) for geodesics (two minimum length geodesics for a Riemannian metric 

on the torus cross at most once) and a global version of the theorem that locally 

minimizing orbits have no conjugate points (Gelfand and Fomin, 1963). We prove only 

the simplest version of this lemma (MacKay and Stark, 1985): 

Aubry's Fundamental Lemma: Let {x} and {~} be two distinct minimizing orbits. 

Then they cross at most once. 

To define the crossing of orbits, draw the orbits in the space (x,t) and join 

successive points with straight lines to form the continuous curves 

Similarly construct the curve for~- The orbits {x} and{~} are said to~ if the 

function x(t)-~(t) has a zero. 
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X 

t 
XBL 896-2128 

Figure 5.3.1 

Proof of Aubry's Fundamental Lemma: Suppose the converse, that {x} and {~} 

cross twice. We will obtain a contradiction. There are three possible cases: (i) the 

crossing points both occur at non-integer values oft, (ii) one of them occurs at integer 

t, or (iii) they both occur at integer values oft. 

Case (i). We construct deformations of {x} and {~} and show that at least one of 

these has smaller action, implying that both {x} and{~} cannot be minimizing. Let the 

two trajectories cross between times j and j+ 1 and times k and k+ 1. Define the 

deformations 

{~} = {· · ·~j-1• ~j• Xj+1•" · ·Xk, ~k+1• ~k+2" · ·} 
{X}={·· ·Xj-1, Xj, ~j+1•" · ·~k. Xk+1• Xk+2" · ·} 
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X 

j k t 

Figure 5.3.2 
XBL 896-2127 

Note that it is necessary to have {x} and {;} cross twice to construct these 

deformations, because the definition of minimizing required that the variation occur 

only on a finite segment. 

Consider the orbit segments running from time j to k+ 1. Since {x} and {;} were 

assumed to be minimizing the new segments must not have smaller action. Add the 

actions of these two segments to get 

W(X} +W{~} = F(xj. ;i+1) + W{;j+1·· · .;k} + F(;k, Xk+1) 
F(;j, Xj+1) + W{Xj+1• · ·Xk]} + F(xk, ;k+1) 

Subtract from this the sum W{x} +W{;}, grouping those terms referring to times j, j+ 1 

and k,k+ 1 together: 

W{X} + W{~}- W{x}- W{;} = F(xj. ;i+1) + F(;j. Xj+1)- F(xj. Xj+1) -F(;j. ;i+1) + 
F(Xk, ;k+1) + F(;k, Xk+1)- F(xk, Xk+1)- F(;k, ;k+1) 

Each of these sets of four terms can be shown to be negative. In general consider two 

points (x,x') and (;,;'), assume that there is a crossing, so that (x-;)(~'-x') is positive, 

then 

F(x.~') + F(~.x') - F(x,x')- F(;.~') = fx dA. fl";' dJ.1F12(A.,Jl) < -C(x-;)(~' -x') 
J~ Jx' 

(In the case of no crossing, the inequality must be reversed because dA. dJl is 

effectively negative). Therefore after a crossing 
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F(x.~') + F(~.x') - F(x,x') - F(~.~') < 0 

So difference between the actions of the modified orbits and the original orbits is 

W{X} + W{~} - W{x} - W{~} < 0 

This contradicts the assumption that both {x} and {~} are minimal. 

Case (ii) is proved similarly: the difference between the actions has 

contributions only from the non-integer crossing, but it still is negative. 

Case (iii). Both crossing points are at integer times, say t=j+ 1 and k. Choose the 

new segments as before. Now the sum of the actions of the new segments from j to k+ 1 

is the same as for the old segments; however, the new segments cannot be stationary 

points of the action because ~i = ~i· ~i+ 1 = ~j+l• but ~i+2 * ~i+2 , and stationarity uniquely 

determines ~i+2· Since the new segments are not even stationary they cannot be 

minimizing. This contradicts the assumption that the original orbits are minimizing 

since the action is unchanged in value I:J 

Corollary: Two (m,n) minimizing orbits cannot cross. 

Proof: Suppose {x} and{~} are both minimizing (m,n) periodic orbits. Then they 

cannot cross, for if they cross once, then periodicity implies they cross again I:J 

In particular a minimizing periodic orbit can not cross any of its translates 

for any integers k,j because the relabelled orbit is also minimizing. 

Corollary: Minimizing orbits are monotone: For all t, t' and j, j' 

Xt + j < xt' + j' => Xt+ 1 + j < xt' + 1 + j' 

Proof: Let x1 + j ~ x1 and xt' + j' ~ ~t and apply the fundamental lemma: ~t 

cannot cross x1 l:l 
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5.4 Minimizing (m,n} orbits 

Theorem (Aubry and Le Daeron, 1983): For an area preserving twist mapping 

there is a minimizing periodic orbit for every (m,n), where m and n are coprime. 

Proof: Let {x} be the periodic extension of the configuration which minimizes 

W(m,n)· We must show that there is no infinite configuration which has smaller action. 

For example consider an orbit {~} of type (km,kn) which minimizes W(km,kn)· By the 

fundamental lemma, this orbit cannot cross any of its translates. Now suppose{~} is 

not also of type (m,n). Then ~t+n '* ~t+m. Since ~t+n- m does not cross ~t we must 

have either ~t+n - m > ~t or ~t+n- m < ~t· Consider the first case. Shifting time by n 

steps implies that ~t+2n - m > ~t+n• and therefore ~t+2n- 2m > ~t+n-m > ~t· Repeating 
this k times gives ~t+kn- km > ~t . This is a contradiction since we assumed it was of 

type (km,kn). So if an (m,n) minimizing periodic orbit has a smallest period n, then m 

and n are coprime. 

We have shown that if {xo.x1 , ... ,Xn-1} minimizes W(m,n) then {xo.x1 , .... Xkn-1} = 
{xo,X1 , ... ,Xn-1 ,Xo+m,X1+m, ... ,Xn-1+(k-1 )m} minimizes w(km,kn) for all k>1. Since the 

segment {xo.x1, .... Xkn-1} is minimal, its action must be less than that of any variation 

{xo. X1+0X1, ... , Xkn-1 + OXkn-1. Xkn-1} with the same endpoints. Since k is arbitrary, this 

implies that any variation of the orbit {x} with compact support must increase the action 

of {x}. Thus {x} is a minimal orbit. 0 

This theorem is not true in higher dimensions. Hedlund gives a counter­

example for the case of geodesics on a three-torus (Hedlund, 1932). The difficulty in 

this case is that there is no natural generalization of the idea of crossing: curves do 

not separate regions in a space with more than two dimensions. Thus it seems that 

minimizing orbits may not be as important in higher dimensional systems, though 

locally minimizing orbits may still play an important role (Kook and Meiss, 1988). 

5.5 Minimax Principle 

The existence of a minimizing (m,n) orbit immediately implies the existence of 

another orbit, the minimax orbit. This occurs because the translates ~t = Xt+k + j of a 

minimizing orbit are also minimizing, thus the existence of one minimum for W(m,n) 

implies directly that there are many minima. Between these minima must be other 

critical points. 
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To show this more formally we construct a new orbit by constrained 

minimization. Recall that the Morse index of a critical point of a function (i.e. a point for 

which Df(x) = 0) is defined to be the number of downward directions of the function at 

that point. Thus a minimizing orbit has index zero. 

Theorem: For every (m,n) there exists a second periodic orbit. Typically this 

orbit has index one. This is the minimax orbit. 

Proof: Any translate {~t} of {xt} does not cross {xt} since both orbits are 

minimizing. Choose the translate ~o which is closest to xo. Now choose a path ~(A.) = 

{xo(A.), .... Xn-1(A.)} for A. e [0,1] connecting these two neighboring minima of W(m,n)· 

Since W(m,n) is continuous it must have a maximum along this path. In Figure 5.5.1 we 

sketch the n=2 case. Minima occur at the points {xo,x1} and {x1.xo}. The maximum 

along the path ~ is shown in the figure as the shaded point. 

Xo 

~0 

Figure 5.5.1 XBL 896-2126 

Finally find the smallest of such maxima by varying the path ~(A.). This gives an (m,n) 

periodic orbit because at the maximum BW(m,n) = 0. This minimum over the maxima is 

the minimax orbit 0 

The minimax orbit is well ordered with respect to the minimizing orbit. These two 

form the "island chain" structure so commonly seen in pictures of area preserving 

maps. In fact one can see that the residue of a non-degenerate minimizing orbit must 

be negative (MacKay and Meiss, 1983), indicating that it is hyperbolic (§2.2). On the 
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other hand, the residue of a non-degenerate minimax orbit must be positive, so that it 

is either elliptic or hyperbolic with reflection. The first case gives the familiar island 

chain structure. The latter occurs after the ·elliptic orbit undergoes a period doubling 

bifurcation (Greene et al., 1981 ), and signals the destruction of most of the invariant 

______ -~rcles in the island chain. Even in this case the unstable manifolds of the hyperbolic, 
minimizing orbit can be used to form the "separatrix" of an island (MacKay, Mei·--:::s-=-s-=a-n-:c;d;---­

Percival, 1987). 

This completes the analysis of the ordered periodic orbits. There are of course 

may other periodic orbits in a typical mapping. Some of these can be understood by 

similar techniques to the above, for example those which are librating within an island 

chain. These can be thought of as ordered orbits of the mapping T" with respect to 

rotation about the minimax fixed point in the center of the island. Since T" typically has 

twist in the neighborhood of such a point (§1.3.2), the above theorems prove the 

existence of librating periodic orbits for all rational frequencies in some interval. Thus 

we obtain both minimizing and minimax trapped periodic orbits; we call these orbits of 

class one (rotational orbits have class zero). If these minimax periodic orbits are 

elliptic, then librating orbits of class two, and so forth can be obtained. This leads to 

the picture of islands around islands, ad infinitum (Meiss, 1986). 
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6 Quasiperiodic Orbits 

We will obtain orbits with irrational ro by considering the limit of a set of m/n 

minimizing orbits as the period approaches infinity, and the frequency approaches an 

irrational, m/n ~ ro. This approach was pioneered in the numerical experiments of 

John Greene, who determined the break-up of invariant circles by studying the 

stability of nearby periodic orbits (Greene, 1968; Greene; 1979). 

Recall from §2.4 that a guasjperjodjc orbit is one with irrational rotation number 

which is recurrent. An orbit {xt} is recurrent if every point on the orbit, Xt, can be 

obtained. as a limit of other points on the orbit, i.e. there exists a sequence of times t1, 

t2 ..... ~oo. such that Xtk~Xt as k~oo. We will find both quasiperiodic orbits and orbits 

which are not recurrent, but which are homoclinic to quasiperiodic orbits. 

As we will see the quasiperiodic orbits either densely cover a rotational 

invariant circle or an invariant Cantor set, a "cantorus." A cantorus is the remnant of 

an invariant circle. 

6.1 Invariant Circles are Minimizing 
In a discussion of rotational invariant circles of twist maps, the concept of 

minimizing orbits arises naturally since: 

Theorem (Mather): Every orbit on a rotational invariant circle is minimizing . 

.E.rQ.Q!: By Birkhoff's theorem, every RIC is the graph of a Lipschitz function Y(x). 

Let S(x) = JY(x) dx, integrating from some arbitrary point. Since Y(x) is periodic, S(x) is 

as well. Define the function 

H(x,x')= F(x,x') - S(x') + S(x) 

Let the orbit on the invariant circle be described by x' = a(x) = Tx(x,Y(x)). 
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y x' 

X 

Figure 6.1.1 

By the twist condition (see p. 25) we have 

H1 = F1 (x,x') + Y(x) = 0 iff x' = a(x) 
H2 = F2(x,x') - Y(x') = 0 iff x' = a(x) 

JD Meiss 

X 

XBL 89&-2141 

which implies that H(x,a(x)) = Ho is constant, and that all critical points of H occur on 

x'= a(x). Furthermore, H(x,x') satisfies the same growth condition (seep. 32) as 

F(x,x'), and zero net flux implies that H(x+ 1 ,x' + 1) = H(x,x'); so that H is bounded from 

below. Therefore 

H(x,x') > H0 for x':;ea(x) 

Suppose {Xj, .... Xk} is an orbit segment on the RIC and {~j = Xj. ~j+1• ... ~k-1· ~k = Xk} is a 

deformation. Then 

k-1 
W{~} = L H(~i.~i+1) + S(xk)- S(xj) 

i=i 
~ (k-j) H0 + S(xk) - S(xj) 
~W{x} 

Therefore the segment {x} is minimizing 0 

This theorem can be generalized in a limited sense to higher dimensions. The 

limitation is really the absence of a result comparable to Birkhoff's theorem: it is not 

known if every rotational invariant torus is a graph. In fact the invariant torus must be a 

Lagrangian manifold as well (Herman, 1988). 
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Theorem (MacKay, Meiss and Stark, 1989): For a symplectic mapping with 

uniformly positive definite twist on IJ"Nx1\.N and zero net flux, every orbit on an 

invariant Lagrangian graph is minimizing. 

· f!:Q.Qf: The fact that the set we are considering is an invariant Lagrangian graph 

implies that Y(x) = VS(x). Use this S to define H as before, and the generalization of 

the growth condition to follow the above proof 0 

6.2 Monotone Sets 
We can generalize the definition of monotone from an orbit, as in §5.3, to 

any invariant set. Let 1t be the projection operator onto the x axis: 7t(z) = x, then an 

invariant set M is monotone if for all z, ~ e M, 

7t(Z) < 1t(~) => 7t(T(z)) < 7t(T(~)) 

An orbit is monotone if the set formed from all its translates is monotone: for all m,m 1 

and t, t1 

' I I 
Xt + m < xr + m => Xt+ 1 + m < xr +, + m 

We showed in §5.3 that Aubry's fundamental lemma implies that minimizing periodic 

orbits are monotone. Monotone sets for twist maps have nice properties: 

Lemma: A monotone set is a graph over x. 

Proof: Suppose that there are two points, Z= (x,y) and ~ = c;.n) in a monotone 

set which have the same x value: x= 1t(z) =; = 7t(~). but different y values, say y > Tt· 
The twist condition implies that 7t(T-1 z) < 7t(T-1 ~). This violates the definition of 

monotone. Thus if x=;, then y = n. and 7t(Z) = 1t(~) => 7t(T(z)) = 7t(T(~)) 0 

Lemma: Any limit of monotone orbits is monotone 

Proof: suppose that for each k {x(k)}, is a monotone orbit. Then, for each k, x(k)i 

< x(k)i => x(k)i+1 < x(k)j+1· and in the limit, 
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Suppose equality occurs above, then the twist condition implies that x(oo)i+2 > x(oo)j+2• 

T xi+2 .. I 
X x. 2 

j+1 J+ 

XBL 896-2155 
Figure 6.2.1 

but this implies there is a K such that for all k > K, x(k)i+2 > x(k)j+2• contradicting the 

assumption that {x(k)} is monotone for all k. Thus equality can not occur and the limit 

must be monotone 0 

Lemma: The closure of a monotone set is monotone. 

Proof: Let zo= (xo,yo), and ~o= (~o.'Tlo) be points in the closure of a monotone 

set M. Continuity of T and monotonicity of M implies that 

xo<~o => Xn s ~n 

However, as above, equality is forbidden by the twist conditionO 

Monotone states have a rotation number. This can be seen most easily by 

referring to well known results on one dimensional maps of the circle. First we show 

that the restriction of the twist mapping to a monotone set is equivalent to a mapping 

on the circle: 

Lemma (Katok, 1982): If Tis a twist mapping, and M is a monotone set, then the 

mapping from 1t(M) to 7t(T(M)) can be extended to a homeomorphism x' = a(x) for x e 1( 

satisfying a(x+ 1) = a(x)+ 1. 

Proof: The closure of M is monotone, and so a can be extended to this by 

continuity. The complement of this closure is a disjoint union of open intervals. Extend 

a to these by linear interpolation for xe[0,1], and then continue to 1(by periodicity. 

Thus a is continuous, and because T is invertable, it has a continuous inverse 0 
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Below is shown the construction of a(x) for a (2,5) minimizing orbit. For an (m,n) 

orbit there are m inequivalent translations in the (x,y) plane. For the (2,5) case they 

are {X}= { ... ,XQ, X1, X2, X3, X4, ... }, and{~}= { ... ,X3·1, X4-1, XQ+1, X1+1, X2+1, ... }. We 

show part of the real line (of length 2) below, and the 5 points of each of the orbits {x} 

and {~}which lie in this segment. Define the function a(x) on the orbit points such that 

Xt is mapped to Xt+1• and similarly to take ~t to ~t+1· Since the set of all translations is 

monotone, a(x) is a strictly increasing function. Thus defining a(x) by interpolation 

between the points Xt and ~t and between ~t and Xt+1 gives a homeomorphism of the 

circle. 

(2,5) orbit 

X 

Figure 6.2.2 XBL 896-2140 

To see how this fails for a non-monotone orbit, consider a configuration of type (2,4). 

Recall from §5.4 that if x2 :# xo + 1 , then this orbit cannot be minimizing because it 

cannot be monotone (Indeed we showed that only orbits with (m,n) coprime can be 

monotone). Below we sketch such an orbit. Note that though Xt increases with t, 

monotonicity fails because the translation ~t = Xt+2 -1 is not well ordered with respect 

to Xt. We see according to the picture that although ~1 > x1, ~2 < x2. This is reflected 

by a non-monotonic segment in the induced a(x), which is therefore not a 

homeomorphism. 
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(2,4) orbit 

Figure 6.2.3 
XBL 896-2143 

A classic theorem of Poincare implies that every orbit of a homeomorphism of 

the circle has a rotation number, and the rotation number is the same for all orbits-see 

Theorem (82) in Appendix B. So all monotone states have unique rotation numbers. 

Furthermore the rotation number is a continuous function on monotone states: 

Lemma: The rotation number of the limit of a sequence of monotone states is the 

limit of the rotation numbers of the sequence. 

Proof: First we show that nearby monotone states have nearby rotation 

numbers. Let {x} and {~} be two monotone orbits, and suppose there is an M and o 
such that lxt- ~tl < o for all 0 s t s. M. From lemma (81) in Appendix Bit follows that lxt­

xo - trol < 1, and similarly for~· Thus 

lxt -~1 - (x-~) - (ro(x)-ro(~)l ~ 2 
~ 

lxt -~tl ~ ~ro(x)-ro(~)l-lx-~1- 2 
~ 

lro(x)-ro(~)l ~ 2(1 +O)/M 

Now consider a sequence of monotone states {x(k)}, with periods n(k) ~ oo, such that 

m(k)fn(k) ~ ro. Assume that {x(k)} approach a limit {x(oo)}, so that there is a K and o for 

which lx(k)t - x(oo)tl < o for all Os.t.s.n(k) and k ~ K. Since the periods go to infinity, the 
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above inequality implies that the rotation number of {x(oo)} is the same as the limit of the 

rotation numbers of the {x(k)} 0 

6.3 Existence of Quasiperiodic Orbits 

In §5.4 we proved that there is a minimizing monotone state for every (m,n). We 

now show that this is true for all co. 

Theorem (Aubry and Le Daeron, 1983; Mather, 1982) There exists a 

minimizing, monotone state for every co . 

.E.rQQ!: Consider a sequence of periodic minimizing states {x(k)} such that 

m(k)fn(k) ~co as k~oo. By the preceding lemmas we conclude that {x(k)} ~ {x} is a 

monotone state with frequency co. 

To show the limiting state is minimizing consider a segment {~(k)} which is a 

deformation of {x(k)} with ~(k)i= x(k)i and ~(k)i = x(k)i, {~(k)} ~ {~}. Let 

e<k) = max(lx(k)t- Xtl.l~(k)t- ~tD for is_ t .s. j 

Since F(x,x') is differentiable, the difference between the action of the segments {x(k)} 

and {x} is bounded by a multiple of E(k): 

and similarly for {~}.Hence the action of the deformation {~} minus that of {x} obeys 

Now because E(k) ~ 0 as k~oo, and each {x(k)} is minimizing, we have 

and so the limit is minimizing 0 

If {xt} is a quasiperiodic orbit, then {xt+n - m} is another such state. These are 

never identical, otherwise the orbit would be periodic instead of quasiperiodic. Thus 

we have obtained a countable family of such states. This family is monotone, or totally 
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ordered, by Aubry's fundamental lemma. We will show below that the totality of 

minimizing states for a frequency ro is a closed monotone set. 

A minimizing state obtained as a limit of periodic states is always recurrent, 

because there are periodic states arbitrarily close; thus such states are quasiperiodic. 

There are other minimizing states which are not recurrent. We will discuss these below 

when we consider heteroclinic orbits. 

The theorem showing that a limit of periodic states is quasiperiodic is of 

practical importance. For example if one would like to study the properties of a 

particular quasiperiodic state it is sufficient to study nearby periodic states, and 

consider the limiting behavior of these properties. This was the approach pioneered 

by John Greene in his studies of the break-up of invariant circles (Greene, 1979). He 

found, for example that when the residues of periodic orbits with mi/ni ~ro approach 

zero, an invariant circle exists, while when the residues are unbounded, there is no 

invariant circle. An optimum way to take this limit is using the continued fraction 

convergents of ro. This leads to rapid convergence, especially in the unstable case. 

We observe that the residue of the convergents approaches infinity as the Lyapunov 

multiplier of the quasiperiodic orbit to the power of the period: IRI - (A./4)". Properties of 

the quasiperiodic orbit, such as the position of particular points, are approached as 

the inverse of the residue: x(i)- x(oo) - 1/A."; thus this approach is extremely rapid,and 

for moderately unstable orbits, good approximations are obtained for _low periods 

(MacKay, Meiss and Percival, 1984). 

6.4 Cantori 
We have seen that quasiperiodic minimizing orbits exist for all ro, for any twist 

mapping. The reader should not be surprised about this result in the case when the 

mapping differs only slightly from an integrable mapping, and the frequency satisfies a 

Diophantine condition: these orbits lie on the invariant circles of the KAM theorem 

(§2.6). However, the KAM theorem applies only to this slightly perturbed case, while 

the Aubry-Mather theorem applies to any twist mapping. Furthermore, we have seen 

from Birkhoff's theorem that invariant circles typically do not exist when the nonlinear 

parameters are sufficiently strong (§3.3.4). So the question is: What do the minimizing 

quasiperiodic orbits become when there are no invariant circles? The answer is 

provided by the following 

Theorem: Let {x} be a quasiperiodic minimizing orbit with frequency ro. The 

closure of {x}, M00{x}, is either 1) an invariant circle or 2) an invariant Cantor set. 
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frQQf: Since the minimizing orbit is monotone, its closure can be extended to a 

homeomorphism, a(x) of the circle. It is a standard result that when such 

homeomorphisms have irrational rotation number, the set of limit points of the orbit of 

any point is unique, invariant, and is either is the entire circle or a Cantor set [see 

appendix B, (B3)]. Since we have assumed that the minimizing orbit is recurrent, then 

its closure is in fact this set of limit points of a 0 

We remind the reader of the definition and some of the properties of Cantor sets 

in appendix B. 

Percival called the invariant Cantor sets for twist maps "cantori". He suggested 

the existence of cantori based on a variational principle for quasiperiodic orbits 

(Percival, 1979); Aubry independently suggested their existence (Aubry, 1978). 

Furthermore, Percival showed that cantori do exist for a particular family of maps: the 

sawtooth maps (Aubry, 1983; Percival, 1979). 

A cantorus is an invariant set which is ''trying" to be a rotational invariant 

- circle, however orbits on this set fail to cover the circle: they omit a countable set of 

open intervals, or gaps. If one imagines the mapping as arising from the Poincare 

section of a flow, the cantorus is a two dimensional torus with at least one deleted 

ribbon which winds around the torus with irrational helicity; hence the name. 

Because orbits on the cantorus are ordered, the endpoints of a gap do not 

cross upon iteration: we can define a left endpoint xlo and right endpoint xro to each 

gap such that xlo<xro, and xlt <Xrt· Each iterate of a gap gives a distinct gap because 

the orbit is quasiperiodic. The total length of the gaps (in x) is at most one, so the 

length of the iterate of any gap must eventually go to zero. Thus the orbit of any point 

which stays in the gaps for t>to, is asymptotic to the cantorus as t~oo. 

The iterates of a gap form a family. Since any Cantor set has at most a 

countable set of gaps, there are at most a countable set of families of gaps in a 

cantorus; typically there is just one: every gap is the iterate of a single gap (though 

the example of (Greene et al., 1987) probably has two families for some parameter 

values, see (Ketoja and MacKay, 1988)). They can then be labelled by t. There is a 

largest gap, we call this the principal gap, and use t=O to designate it. 

Cantori are typically hyperbolic, though I do not know of any theorem which 

guarantees this (when k is large enough all cantori of the standard map are hyperbolic 

(Goroff, 1985)). The hyperbolicity is measured by a Lyapunov multiplier, which is 

obtained from the linearized mapping along a segment of length n of the orbit: 
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1Tr(M")I1/n ~A., as n---+oo. In numerical studies the Lyapunov multiplier is observed to 

grow smoothly from one when a cantorus is formed. 

When the Lyapunov multiplier is larger than one, one can see that the iterate of 

any gap has a length which eventually must approach zero as A,-n. This implies further 

that the Hausdorff dimension of the cantorus is zero (MacKay, 1988). This is 

remarkable, since it implies that when an invariant circle breaks its length falls 

immediately to zero; furthermore, its dimension discontinuously changes from one to 

zero (providing it becomes hyperbolic). 

6.5 Characterization of the set of Minimizing Orbits 
So far we have shown that there exist minimizing orbits for each ro, and that 

these orbits are monotone. However, there could be other minimizing orbits which are 

not covered by these results. Here we sketch the classification of the complete set of 

minimizing orbits. 

Every minimizing orbit does have a frequency ro, and for each ro the set of 

minimizing orbits is monotone. In addition to the periodic and quasiperiodic minimizing 

orbits, a new class, the non-recurrent orbits must be considered. 

We have seen that to every minimizing quasiperiodic orbit, there corresponds a 

homeomorphism of the circle; however, it is not obvious that different minimizing orbits 

correspond to the same homeomorphism. One could imagine that the closures of 

different orbits might give rise to disjoint invariant circles, or disjoint Cantor sets. 

However, when the twist is monotone this cannot happen. 

Aubry's fundamental lemma implies that periodic minimizing orbits are 

monotone. This can be generalized to any minimizing orbit: 

Theorem: If {x} is a minimizing orbit, then {x} is monotone. Thus {x} has a 

frequency ro. 
Proof: see (MacKay and Stark, 1985) 

Theorem: Let Mc.o be the set of minimizing orbits with irrational frequency ro. 
Then Mc.o is monotone. If {x} and {~} are quasiperiodic minimizing orbits they have the 

same closures: M00{x} = M00{~}. If {x} is a non-recurrent minimizing orbit with frequency 

ro, then it lies in the gaps of M00{x}. 

Proof: see (MacKay and Stark, 1985) 
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Corollary: If there exists a rotational invariant circle with irrational frequency ro, 

then every minimizing orbit of frequency ro is recurrent, and densely covers the circle. 

E.!:Q.Qf: see (MacKay and Stark, 1985) 

6.6 Heteroclinic Orbits 
There are non-recurrent minimizing orbits for each ro. By Aubry's fundamental 

lemma, these must fall in the gaps of the recurrent orbits, and these orbits are 

heteroclinic to the gap endpoints. When ro is rational these orbits are crossing points 

of the stable and unstable manifolds of the minimizing orbit, the heteroclinic tangle 

formed from the separatrix. When ro is irrational these orbits fall in the gaps of the 

cantorus. 

6.7 Mather's DW 

The non-existence of an invariant circle is implied by the existence of a non­

minimizing orbit with frequency ro. In particular if the limit of the minimax periodic orbits 

as m/n--?ro is an orbit with larger action than the minimizing quasiperiodic orbit, then 

there is no invariant circle. 

Theorem (Mather, 1986) Let {x(k)} and {~(k)} be sequences of minimizing and 

minimax (mk,nk) periodic states respectively such that mk/nk--? ro. Then the limit of 

action differences 

exists and is non-negative. If ~Wro > 0, there is no invariant circle with frequency ro. 

We will see in §7.11 that the quantity ~W can be interpreted as the flux through 

the minimizing set. It is therefore natural that ~W=O when there is an invariant circle. 
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7 Flux 

7.1 Irregular Components 
An irregular component, as defined by Birkhoff, is the complement of the elliptic 

periodic orbits, invariant circles, and periodic invariant circles (that is an invariant set 

which consists of a family of circles which map onto each other, as in an island 

chain). By Birkhoff's theorem (§3.3.3) any irregular component which contains a 

rotational circle, e.g. an irregular annulus, is bounded by rotational invariant circles. 

Furthermore Birkhoff's theorem implies that there is an orbit which goes from arbitrarily 

close to the lower RIC to arbitrarily close to the upper RIC. 

If the stable and unstable manifolds of a periodic orbit have a transversal 

intersection, then there is an irregular component. A horseshoe of irregular orbits can 

be constructed by following the lobes of the stable and unstable manifolds. Existence 

of a horseshoe implies that there is a zero measure set of orbits which act chaotically: 

they can be mapped onto a Bernoulli shift. There are no results which imply that a 

non-zero measure of the orbits is chaotic in some sense, and it is not known whether 

irregular components typically have non-zero measure. There are examples of 

completely ergodic systems, for example the Arnol'd cat map (which is a twist map) 

and specially constructed examples of systems with both invariant circles and 

irregular regions (Wojtkowski, 1981 ). 
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XBL 896-2142 
Figure 7.1 

On the other hand, numerical evidence implies that the measure of a typical ' 

irregular component is non-zero; they seem to be "fat fractals" (Umberger and Farmer, 

1985). A prime goal of a theory of transport is to understand how orbits move from one 

portion of an irregular component to another. 

7.2 Flux-Definition 

Our primary technique for studying transport is the flux of trajectories across 

surfaces in phase space (MacKay, Meiss and Perciva, 1984). To define the flux 

consider a closed loop c, and its iterate T c. 
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Figure 7.2.1 
XBL 896-2129 

The flux through cis defined as the area inside Tcwhich is also outside of c: 

.1(C) = A(T C\ C) 

If c encloses finite area, then area preservation implies that this outward flux is the 

same as the inward flux, A(c\Tc). Similarly if the loop cis a rotational circle, the 

upward flux is the area which is above c and below T c. If the map has zero net flux 

(§3.2), the upward and downward fluxes are equal. 

If cis an invariant circle, then it has zero flux (recall §3.1 ). 

Every iteration of the mapping an area if escapes from c and the same amount 

enters. Thus the flux gives an estimate (sometimes a crude one) of a confinement time 

for the loop c: If motion in cis "random" in some sense then a trajectory will be trapped 

within cfor a typical time 

A(C) 
ttrapped = --.1(q 

where A( c) is the area enclosed by c. A better estimate of confinement time for the 

irregular trajectories would be obtained if A is replaced by the area of the connected 

irregular component inside c. However, this is difficult to determine. 

7.3 The Important Question 

To best estimate transport rates through phase space, we would like to find 

which curves c have the minimum flux. For example suppose we consider trajectories 

starting in the region y<y0 , and would like to estimate the time to enter the region Y>Y1· 

If there is an invariant circle in the annulus Yo<Y<Y1. then of course this time is infinite. 
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More generally, the transit time is most influenced by rotational circles which have 

small flux, and so we ask the question 

What rotational circles have minimum flux? 

Imagine varying the circle cover the annulus and minimizing the flux. The answer to 

this question will be discussed below. First lets discuss techniques for computing flux. 

7.4 Partial Barriers and Turnstiles 

A curve which in some sense approximates a rotational invariant circle acts as 

a partial barrier for the dynamics. One way to construct such a curve is to use the 

minimizing and minimax periodic (m,n) orbits (MacKay, Meiss and Perciva, 1984). 

The reason for this choice is that in the integrable limit these orbits do lie on a 

rotational invariant circle, and so one might expect them to approximate such a circle 

in general. Furthermore the monotonicity of the orbits allows a simple construction of a 

rotational (non-invariant) circle: choose a gap in the minimizing orbit, lets call it the 

principal gap, and fill it with an arbitrary curve, .£..(), which also goes through the 

minimax orbit. Take n-1 preimages of this curve to fill in the remaining gaps. The 

resulting curve is a rotational circle, and we call it a "partial barrier." Below is a partial 

· barrier for a (2,5) orbit. 

~minimizing 
XBL 896-2130 

Figure 7.4.1 

This curve defines a boundary and divides the cylinder into two halves. To move from 

one to the other, a trajectory must cross the partial barrier. It can do so because the 

partial barrier is not an invariant curve (except in special cases): when it is iterated 

once each of the Lt becomes Lt+ 1, except for .£..(). To visualize the flux through the 
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partial barrier, take one more pre image of Ln+1, to obtain a second curve in the gap 

"0". It must connect the gap endpoints, because the endpoints lie on a periodic orbit. 

Figure 7.4.2 
XBL 896-2131 

The region below L{) and above .L.n is the region which crosses the partial barrier from 

below to above on one iteration of the mapping. Similarly the region below .L.n but 

above L{) is crosses from above the partial barrier to below upon one iteration. 

Figure 7.4.3 XBL 896-2134 

The only way a trajectory can cross from below the partial barrier to above is to land 

in the lobe below L{) and above L.n. Because the net flux is zero, the flux up and down 

are equal, therefore L.n and L{) must cross at least once, giving the characteristic 

figure-of-eight structure, which we call a turnstile (MacKay, Meiss and Perciva, 

1984). This is because it acts as a "rotating door'', dumping all the area in its left lobe 

above the· partial barrier, and all the area in its right lobe below the partial barrier each 

iteration. 

We would like to obtain the partial barrier through the (m,n) orbits which has the 

minimum flux, because this will give the best estimate of transport rates. However, as 

we will see below the flux is independent of the choice of the curve Lo, providing it 

connects two neighboring points on the minimizing orbit, and goes through the 

minimax orbit. 
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Turnstiles can be more complicated than we indicated above. For example 

there is nothing which prevents the turnstile from looking like: 

Figure 7.4.4 
XBL 896-2133 

In this case the flux is the striped region shown. Though I've never seen a turnstile 

with this structure, they may well occur in physical examples. 

7.5 Heteroclinic Orbits 
Probably the most familiar form of turnstile occurs in the construction of the 

stable and unstable manifolds of a hyperbolic orbit. Consider, for example the 

rotational (m,n) minimizing orbit. This orbit has two minimizing homoclinic orbits, the 

right-going and left-going. Consider the right-going one. A partial barrier is formed by 

choosing a gap (the principal gap) in this orbit, labelled with t=O, and connecting it 

with a segment of the unstable manifold, 'l.Lo. This segment naturally goes through the 

minimax homoclinic orbit. Preimages of this gap converge to the minimizing (m,n) orbit, 

and are connected with unstable manifold, 'llt. t < 0. Images are connected with the 

stable manifold, St. t > 0. In this way we obtain a piecewise smooth rotational partial 

barrier, with a discontinuity in slope at the right endpoint of the initial gap. 

Figure 7.5.1 XBL 896-2132 
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As before, the turnstile is obtained by taking the preimage of the partial barrier. Each 

segment has a pre image on the partial barrier, except for s1, which becomes so in the 

principal gap. The area between so and uo crosses the partial barrier each iteration. 

7.6 Cantori 

A similar partial barrier can be obtained for the case of a cantorus. Choose a 

gap, and label it "0". Since the cantorus lies on a Lipschitz graph, and is monotone, 

the length of any gap must go to zero far enough in the future and in the past. We can 

construct a partial barrier from two segments: one of which is asymptotic to the gap 

endpoints as t-r-oo (Uo) and the other as t-+oo (So). Set 4 = Tt(so) fort >0 and 4 

= Tt( uo) for t<O. These curves necessarily go through the minimax orbit, since it is 

homoclinic to the cantorus. If there is only one family of gaps, then the resulting curve 

is a rotational circle, and forms the partial barrier (otherwise, since there is a 

countable number of gaps, we can repeat the construction for each family). The 

pre image of s1, lies in the gap "0", but does not necessarily coincide with uo. 

Figure 7.6.1 
XBL 896-2136 

Indeed if it did, then there would be an invariant circle, contrary to assumption. So the 

combination of So and Uo form a turnstile. They must cross at least once on the 

minimax orbit, and may do so several times. The flux through the cantorus is defined 

as before. 

7.7 Resonances 

For a resonance, an upper partial barrier can be constructed from the 

collection of all the past unstable and future stable segments connecting M+t to 

M+t+n• where M+t is the right-going, minimizing homoclinic orbit. Similarly the lower 

partial barrier is constructed from the left-going minimizing homoclinic orbit, M-t· 
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The upper turnstile area of an m/n resonance gives the area that makes a transition 

from inside the m/n resonance to some resonance above (m,n). Similarly the lower 

turnstile represents the area making a transition to below (m,n). 

The shape of the resonance which we have constru~ed, depends on the 

choice of ''t" at which we switch from unstable to stable segments. However, it is easy 

to see that the turnstile areas, and the total area of the resonance itself is independent 

of this choice. 

7.8 Areas and Actions-the Fundamental Formula 

Areas of resonances and of turnstiles are both needed for the theory of 

transport. An obvious way to calculate them is to approximate the boundaries by 

closely spaced points and then use numerical integration; however, this is not the 

best way. Below I will show how these can be obtained from the action principle for 

the orbits making up the partial barriers (MacKay, Meiss and Percival, 1987). 

The basic formula relating action to area was discussed in §4.1 . Here we recall 

this result. Let c be a directed curve on the phase plane. Parameterize it by A. ranging 

over [0,1] , so that 

C(A.) = {x(A.),y(A.)} 

Let A be the algebraic area "under" c, i.e. the signed area bounded by the loop 

formed from c, the vertical lines x = x(O) and x = x(1) and the horizontal line y=O . The 

direction of the loop is set as that of increasing A.. ·Regions encircled by (counter) 

clockwise loops are defined to have (negative) positive area. For the simple situation 

depicted in §4.1, A is merely the geometric area. If, however, c intersects itself or if 

y(A.) is negative for some range of A., then the sign of the areas of these regions will 

change, and A will not be the geometric area under c. In any case we will still refer to 

A as the area "under" c, though some regions may be included with negative sign. 

The image of c under the map Tis T(Cj = c'. The area under c' is denoted A', 

and, as is shown in §4.1, is the signed area enclosed by c', the verticals x=x'(O) and 

x=x'(1 ), and the horizontal y=O. 

Let F(x,x') be the generating function of the twist map T from the initial point with 

angle x(A.) to its image point with angle x'(A.). By definition 

dF = F1 dx + F2dx' 
dA. dA. dA. 

= y'.ctx..:. _ ydx 
dA. dA. 
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Integrating both sides with respect to A., we obtain 

.1F = F[x(1 ),x'(1 )] - F[x(O),x'(O)] 

=A'- A 

This is the basic formula from which all the others follow.t 

7.9 Flux~Periodic Orbits 

JD Meiss 

The flux through the turnstile in a pair if (m,n) periodic orbits is easily obtained 

from the fundamental formula. Let Ao be the area under the segment £o connecting the 

point Moon the minimizing orbit to So on the minimax orbit (in this chapter we denote 

phase space points with capital letters, and the corresponding configuration with 

lower case letters). Similarly At represents the iterates of this area. The fundamental 

formula implies that 

At - At-1 = F(St-1 ,St) - F(mt-1 ,mt) 

The area of the turnstile is given by Ao- A-n. which is obtained by iteration of the 

above formula: 

0 

Flux = Ao - A.n = L, [F(s1-1 ,s1) - F(m1-1, m1)] 
1=-n+ 1 
n-1 

= L, [F(s1,s1+1)- F(m1.m1+1}J 
1=0 

= 11W(m,n) 

Thus the flux is simply the difference in action between the minimax and minimizing 

orbits. It therefore does not depend on the choice of curve .Lo. or indeed in which gap 

the turnstile is placed. 

7.10 Stable and unstable segments 
To derive formulae for the flux through homoclinic orbits, and cantori, it is 

convenient to consider a more general case. Two points Xo, and Zo. are called future 

asymptotic if they are distinct, but their orbits approach each other asymptotically, so 

as to become indistinguishable at sufficiently long times in the future: 

t Bob Easton has shown me that this relation, and the others which follow can be generalized to 
maps which do not satisfy the twist condition, and even those which are not area preserving. 
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lim IXt- z~ = o 
t-+ 00 

where II represents any norm. Similarly they are past asymptotic if they are distinct 

and their orbits approach each other asymptotically in the past: 

lim IXt - z~ = o 
t-+ -oo 

Points which are both future and past asymptotic are homoclinic (to each other). If Yo 

is past asymptotic to Xo and future asymptotic to Zo then it is heteroclinic from Xo to 

Zo. 

If an orbit Xt is hyperbolic, then the set of points which are future or past 

asymptotic to Xo form two smooth curves without self-intersection, crossing 

transversely at Xo. called the stable and unstable manifolds of Xo (recall §2.3). All 

points on the same stable manifold are future asymptotic, and all points on the same 

unstable manifold are past asymptotic. Given two such points we call the piece of 

invariant manifold between them a stable or unstable segment. As we have seen 

above, partial barriers from cantori, and minimizing heteroclinic orbits are made from 

such segments. 

We can find stable (unstable) segments numerically by taking the limit of 

backward (forward) iterates of straight lines joining corresponding points of two future 

(past) asymptotic orbits. Thus if Xo and Zo are future asymptotic, let 11· j >0, be the 

directed straight line segment from Xj to Zj. Then the stable segment joining Xo to Zo 

is 

~ ~ 
V\:5y,~_, 

T -1 T -1 

XBL 896-2135 
Figure 7.1 0.1 
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Similarly a pair of past asymptotic points gives an unstable segment 

The images of a stable (unstable) segment are also stable (unstable) segments, and 

are denoted st ( tUt). 
Using the fundamental formula, the area below a stable or unstable segment 

can be expressed in terms of sums of action differences. Let {Xt} and {Zt} be a future 

asymptotic pair. Denote the angle coordinate of Xt by Xt and of Zt by zt and the action 

difference by 

Parameterize the stable segment st of a this future asymptotic by A., such that 

st(O) = Xt , st(1) = Zt and st+ 1 (A.) = T st(A.). The area under st. denoted A st. is obtained 

by iterating the fundamental formula: 

Af = Af+1 -6Ft 
k-1 

= Af+k -L 6Ft+j 
j=O 

00 

=-L 6Ft+r= 6Wt 
i=O 

The last line follows because the area under the stable segment goes to zero as k~oo. 

The convergence of the suni for 6Wf is guaranteed if the union of the two orbits is 

monotone. This is always the case whenever Xt and Zt are minimizing orbits with the 

same rotation number (m,n), or are minimizing homoclinic orbits (m,n)+ or (m,n)-, or are 

minimizing with irrational rotation number, or one is minimizing and the other is an 

associated minimax orbit. 

If {Xt } and {Zt} are past asymptotic, and AUt is the area under their unstable 

segment tz.It. then a similar calculation gives 

-1 

A¥=L 6Ft+j=6Wr 
i=-oo 

Note that the t=O term is not included here, and the sign is indeed different from the 

previous one. 
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7.11 Flux-Homoclinic Orbits 
We can combine the future and past sums if {Xt} and {Zt} are homoclinic. The 

signed area between the unstable and stable segments, which is positive where Vt is 

above st. is given by 

00 

Af- A~ =~W= L ~Fj 
j .. -oo 

The sum certainly exists in the hyperbolic case. This equation defines the flux through 

a homoclinic pair of orbits, and the result is just Mather's ~W. Note that it is 

independent of t because T is an area-preserving map, and hence the region 

contained between the stable and unstable segments has the same area for all time. 

For example we can let {Xt } be a minimizing orbit {Mt} and {Zt} be the corresponding 

minimax orbit {St}, corresponding to a cantorus or a partial separatrix. In this case the 

upward flux flowing between {Mt} and {St} is the difference in actions of these orbits. 

7.12 Areas-Cantori and Separatrices 
Once the area under a single segment is known, we obtain the total area under all the 

segments St after timet by simply summing: 

00 

At=L A~k=- L ~wt+k 
k=1 k=1 

00 

This converges in the hyperbolic case, since ~Ft approaches zero exponentially. 

Similarly the total area under all the unstable segments at timet and before is 

0 0 

Af= L At~k=- L ~WE.k 
k=-- k=--

0 

=- L kAFt+k 
k=--

Consider the case of a homoclinic pair of orbits. Adding the above two results 

gives the area under the total partial barrier; however, in general the sum At = APt + 

Aft does not give a useful quantity because it depends on the choice oft. Indeed if we 

shift the index t by one in this formula we obtain At+1 =At+ ~W where ~W is the 

action difference between the homoclinic pair. Thus it is only when ~W is zero for the 

69 



Symplectic Maps JD Meiss 

homoclinic pair that at-independent result is obtained. There are two important cases: 

cantori and separatrices. 

To find the area under the partial barrier formed from a cantorus, suppose the 

cantorus has a single family of gaps, and let {Xt } = {XIt} be the orbit of the ·left 

endpoints of a gap in the cantorus and {Zt} = {Xrt} be the orbit of the right endpoints. 

These orbits are absolute minima of the action, and the action difference ~W vanishes 

as proved by Mather. Backward iterates of the unstable segment of a gap and forward 

iterates of the stable segment form the cantorus partial barrier (§7.6). Recall that when 

the cantorus is hyperbolic, it has zero length (indeed zero dimension, see §6.4). This 

implies that the area under cantorus itself is zero. Thus total area under the cantorus 

partial barrier is given by the sum of the future and past areas under the stable and 

unstable segments alone: 

00 

Aro =- L t [F(xl, xl+1)- F(xf, xf+1)] 
tc-oo 

Note that the area under a partial barrier is independent of the construction of the 

partial barrier itself, depending only on the orbit of the gap endpoints. 

Now we obtain the area under an upper partial separatrix for the simplest ~ase 

of a (0, 1) resonance around an orbit of period 1, or fixed point x = XF. For this simple 

case we choose Xt to be the point M+t of an upper minimizing homoclinic orbit and 

Zt= M+t+ 1 to be the next point on the same orbit. The orbits {M+t} and {M+t+ 1} are 

homoclinic, since they are both homoclinic to the fixed point. Furthermore since they 

are on the same orbit, the action difference vanishes. The area under the complete 

upper partial separatrix is therefore 

00 

A(0,1)=- L t[F(mf,mt+1)- F(mt1.mt)] 
t=--

= L, [F(mf,mt+1)- F(xF,XF)] 
t=-oo 

The second formula for A+ is be obtained from by subtracting the action of the fixed 

point, F(xF,XF). from the first term in the brackets in while simultaneously adding it to 

the second. This is necessary to maintain convergence. Shifting t by one gives the 

second line. 
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For the lower partial separatrix the points of the homoclinic orbit move to the 

left, so that increasing t means decreasing x. Defining {Xt} and {Zt} as successive 

points on the lower minimizing orbit we obtain 

00 

A(o,1)=- L [F(mt,mt+1)- F(XF,XF)] 
t .. -oo 

The change in sign arises from the reversed ordering of the points. 

The analysis for an arbitrary (m,n) resonance is similar. We choose Xt = M+t 

and Zt = M+t+n· Again, since llW for these orbits is zero, the area under the complete 

upper partial separatrix is 

oo n-1 
A(m,n)= n I, I, [F(mtn+i•mtn+i+1)- F(Xj,Xj+1)] 

t=-oo j..O 

The expression for A- is identical except for signs. 

The final result is that the area in the (m,n) resonance is 

A(m,n)= A(m,n) - Afm,n) 

It may seem surprising that the contributions to the area of the resonance from the 

action of the (m,n) minimizing orbit add together instead of cancelling, but this is so, 

and comes from the fact that the asymptotic motion approaches the periodic orbit from 

the left in the upper separatrix, and from the right in the lower separatrix. 

In the above analysis, it has been assumed that there is only one minimizing 

(m,n) orbit. If there is more than one such orbit, then each gives a family of gaps and 

one has to sum the contributions from each family. 

7.13 Chen's Area Formulae 

The area formulae can also be obtained from a function considered by Aubry, 

the "mean energy", defined as a function of co on the minimizing orbits as 

t-1 
L(ro) =lim j_I, F(xt. Xt+1)1 

t-+oo 2t. t XteM J=- ~ 

Aubry shows that this is a convex function of co, which implies that it has left and right 

derivatives and that they are equal almost everywhere. However, these derivatives 

differ at each rational value of co. In fact by considering limits of periodic orbits 
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approaching homoclinic orbits or cantori , Chen (Chen, 1987) has shown that these 

derivatives give the area functions: 

A± -~ (m,n) - dro 
ID=mln 

, Aro = .dLJ 
dO>lro irrational 

Here the± in the derivative indicates that the derivative is taken from the right or left, 

respectively. These formulae are obtained by constructing the derivatives as limits of 

the difference L(ro') - L(ro) as ro' approaches ro on minimizing periodic orbits, and 

showing that the result is given by our previous area formulae. For irrational 

frequency this formula give the area under the cantorus partial barrier (providing the 

cantorus is hyperbolic), or if one exists, under the invariant circle. We have no other 

formula for the area under the invariant circle in terms of the action of a finite number 

of orbits. 

7.14 Area Devil's Staircase 
The area function A00 gives a devil's staircase: a function which is 

monotonically increasing, and has jumps at every rational value. When there are no . 
invariant circles, and every cantorus is hyperbolic, Aubry has shown that this devil's 

staircase is complete, which means that the entire change in the function occurs 

across the rational jumps. Since these changes each represent the area of a 

resonance, this implies that the resonances fill phase space: all the area is taken up 

by resonances (MacKay, Meiss and Percival, 1987). This has profound implications 
f·or transport, as we will see in §8 (yet to be written!). 
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Appendix A: Differential Forms (Arnol'd, 1978) 

A differential n-form is a functional which operates on n vectors to give a real 

number. A one form can be thought of as a covariant vector; it acts on contravariant 

vectors by the dot product. For example the form df is a covariant vector associated 

with the gradient of a function f; operating on a vector v with df gives the derivative off 

in the direction of v: 

.df 
df(v) = v1-. 

dX1 

A two form is a really an antisymmetric matrix. The form we will be most concerned 

with is the symplectic form ro= l:.c:JpiAdqi . Operating on a pair of vectors oz and oz' with 

ro gives 

ro(oz,oz') = oziroijOZ'i 

[ 0 -I] where ro is the symplectic matrix (ro = J-1). In the coordinates (qi, Pi). ro = 1 0 . The 

value of ro(oz,oz') is the sum of the areas of the parallelapipeds formed by the vectors 

(oqi,OPi) and (oq'i,OP'i)· These parallelapipeds are formed from the projections of the 

vectors oz and oz' onto the N canonical planes; each area is signed. 

Differential n-forms can be integrated over n dimensional surfaces. For 

example, choose an arbitrary two dimensional surface c embedded in the 2N 

dimensional manifolds. Associate an orientation to c by choosing a direction to 

traverse the boundary of c. Preservation of ro means that the integral 

A = f f dpjAdqi 
i=1 Jc 

is conserved along the flow. This integral is a sum over the projected areas of the 

surface c, the wedge product means that the areas are signed according to whether 

the boundary of the projection is traversed in a counterclockwise or a clockwise 

direction. 
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Appendix 8: Circle Maps 

Here we review a few basic facts about homeomorphisms of the circle (See pp. 

73-95 of (Cornfeld, Fomin and Sinai, 1982)). Let a(x) be a continuous, monotonic, 

increasing function of x satisfying a(x+ 1) = a(x)+ 1. 

81 Lemma: There exists an co such that for all xe Rand (m,n) 

nco > m => an(x) - m > x 
nco < m => an(x) - m < x . 

The ro which satisfies this lemma is the rotation number. An important consequence of 

this lemma is that the orbit cannot deviate too far from uniform rotation. To show this 

from the above two inequalities, in the first case let m be the greatest integer less than 

nro, and. in the second let m be the smallest integer greater than nro; then we can 

bound the difference 

This result implies 

82 Theorem : The limit 

exists and does not depend on the choice of xe !!{.The rotation number ro is rational 

only if some power of a has a fixed point. 

Choose an arbitrary point xo. and consider its trajectory under a. Let P be the 

set of limit points of the orbit: x e P if there is a sequence Xj = ai(~o) such that Xj~X as 

j~oo . By definition P is closed. Then 
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83 Theorem (Denjoy, 1932; Poincare, 1885): When co is irrational, then 

a) Pis independent of the choice of xo; 

b) P is invariant; 

c) either P is the entire circle, or P is a Cantor set. 

A Cantor set C is a non-empty, perfect, totally disconnected, compact set: 

perfect ¢:::> Every point in the set is a limit point of other points in the set: 'V x e C, 3 a 

sequence x(n) e C such that x(n) '* x and x(n) ~ x as n~oo 

totally disconnected¢:::> 'V x,y e C 3 A and 8, xe A and ye 8, .such that C = Au8 and 

An8 = 0. 
compact¢:::> for every open cover of C there is a finite sub cover. 

The standard example of a Cantor set is a subset of the interval [0, 1 ]. Remove 

the open interval (1/3,2/3), leaving two closed intervals. Remove the middle third from 

each of these. Continue this procedure ad infinitum. 

~ 

HH 

Figure 8.1 

~ 

HH 

XBL 896-2158 

Note however, that the definition of the Cantor set is a purely topological one, it does 

not require the set to be embedded in any other space. 

A Cantor ~et contains an uncountable number of points, in particular there are 

points which are not at the end-point of any gap. To see this consider a coding of the 

points in the set in a base three representation: points in the set have no 1 's in their 

base three "decimal"expansion. On the other hand, points which lie on the end points 

of a gap have base three expansions which truncate. There are an uncountable 

number of non-truncating sequences of O's and 2's. 

The Hausdorff dimension of a Cantor set embedded in some manifold can take 

any value. In the middle thirds case, the Hausdorff dimension is log(2)/log(3). If the 
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fraction removed at each level is increased then this dimension decreases. The 

invariant Cantor sets arising in the twist map typically have zero Hausdorff dimension. 

The comple.ment of a Cantor set is a countable set of gaps. 
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