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Abstract 

Optical constants of materials in the EUV Isoft x-ray region for 

multilayer mirror applications 

by 

Regina Soufli 

Doctor of Philosophy in Engineering-Electrical Engineering and 

Computer Sciences 

University of California at Berkeley 

Professor David T. Attwood, Chair 
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The response of a given material to an incident electromagnetic wave is described 

by the energy dependent complex index of refraction n = 1 - 8 + i(3. In the extreme 

ultraviolet (EUV)I soft x-ray spectral region, the need for accurate determination of 

n is driven by activity in areas such as synchrotron based research, EUV lx-ray lithog

raphy, x-ray astronomy and plasma applications. Knowledge of the refractive index is· 

essential for the design of the optical components of instruments used in experiments 

and applications. Moreover, measured values of n may be used to evaluate solid state 

models for the optical behavior of materials. The refractive index n of Si, Mo and 

Be is investigated in the EUV Isoft x-ray region. In the case of Si, angle dependent 

reflectance measurements are performed in the energy range 50 - 180 eV. The optical 

constants 8, (3 are both determined by fitting to the Fresnel equations. The results of 

this method are compared to the values in the 1993 atomic tables. Clean surfaces, 

which are critical for the studies, were obtained by UV irradiation and HF:ethanol 

dipping to H-passivate the surface. It is found that the values of 8 in the 1993 atomic 

tables, which are derived through dispersion (Kramers-Kronig) calculations, are 8% 

to 15% high in the region 50 - 90 eV. This is attributed to missing oscillator strength 
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in the tabulated absorption coefficient for Si. The energy region below the Si edge is 

significant for the optimization of the performance of Si-based multilayer mirrors op

erating in this range. It is found that the method of least squares fitting reflectance 

data to obtain optical constants is most effective for energies well below the edge 

where S > /3, while for a range of energies around and above the edge where b < /3 
the optical constants are determined with large uncertainties. Photoelectric yield 

measurements for Si are performed and evaluated as"an alternative to the reflectance 

method, in the energy range where the latter becomes inefficient. 

Photoabsorption measurements for the optical constants of Mo are performed 

on C/Mo/C foils, in the energy range 60 - 930 eV. These absorption results are 

combined with previous experimental data and calculations, in order to obtain the 

imaginary (absorptive) part of the refractive index for molybdenum In the range 1 -

30,000 eV. The real (dispersive) part of n was calculated through the Kramers-Kronig 
\ 

relations, using the above absorption data. Partial sum rules demonstrate that this 

new compilation provides an improved set of values for n covering a wider energy 

range, compared to the current tabulated values. 

Photoabsorption measurements on Be thin films supported on silicon nitride mem

branes are performed, and the results are applied in the determination of the absorp

tion coefficient of Be in the energy region 111.5 - 250 eV. More measurements are 

needed for the optical constants of this material, especially in the energy region of 

interest for EUV lithography applications, i.e. below the Be Kedge (111.5 eV), where 

there are large discrepancies between previous experimental data. 

The new results for Si and Mo are applied to the calculation of normal incidence 

reflectivities of Mo/Si and Mo/Be multilayer mirrors. These calcula.tions show the 

importance of accurate knowledge of b a.nd /3 in the prediction and modeling of the 

performance of multilayer optics. 

~\ 

;)&)71It;jJF 
Professor Davidl---T. Attwood 
Dissertation Committee Chair 
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All those who maintain a vacuum are more influenced by imagination 

than by reason. When I was a young man, I also gave in to the notion 

of a vacuum and atoms; but reason brought me back to the right path 

Gottfried Wilhelm Leibniz (1646-1716) 
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1.1 Normal incidence reflectivities for AI, Si02 and Au are shown, calcu
lated for unpolarized radiation in the range 30 e V - 4 ke V and plotted 
on logarithmic axes. The reflected intensity is very small for all three 
materials, and decreases rapidly with energy, making it practically im
possible to use common mirrors as imaging elements at near normal 
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incidence in the EUV /soft x-ray region. ................ 2 
1.2 Bragg reflectance vs. wavelength, at near normal incidence (0 = 85°), 

for: (a) A Mo/Be multilayer mirror with N = 55 layer pairs, measured 
at the Center for X-ray Optics (CXRO) (beamline 6.3.2, Advanced 
Light Source). Mo/Be mirrors are designed to operate in the energy 
region just below the Be Kedge (111.5 eV), i.e. at wavelengths). just 
longer than 11.12 nm, where Be exhibits low absorption. The peak 
measured reflectance for this sample is R = 66% at ). = 11.57 nm, 
while Rth = 78% is predicted by the theoretical model for a multilayer 
with ideal interfaces 1. (b) A Ge/C multilayer mirror with N = 100 
layer pairs, annealed at 550° C to enhance the reflectance. This mirror 
was measured using CXRO's laser-plasma source reflectometer. Ge/C 
mirrors are designed for the energy region just below the C Kedge 
(284.2 eV), i.e. for wavelengths). just longer than 4.36 nm, where the 
absorption of C is low. The peak measured reflectance is R = 4.25% 
at ). = 5.01 nm, while Rth = 13% is predicted by theory 2. Due to 
imperfections at the la~'er interfaces, the measured reflectance values 
for both mirrors are smaller than the theoretically predicted values. 
Nevertheless, the measured reflectances of these multilayer mirrors are 
at least two orders of magnitude higher than those of a single-layer 
optic in the same energy range (see Fig. 1.1). . . . . . . . . . . . . .. 5 

2.1 A schematic diagram of the incident (k), reflected (kr ) and refracted 
(k t ) field wavevectors, for a wave traveling from vacuum t.o a material 
with refractive index n = 1 - [, + if3. .............. . . .. 16 
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dot), (JIb = 10-1 (short dash), (JIb = 5 x 10-1 (dash-dot-dot), (JIb 
= 1 (triple dash), (JIb = 10 (long dash). On the horizontal axis, the 
grazing angle (8) is normalized to the critical angle 8c = VU. Similar 
results for the behavior of the reflectivity as a function of (JIb can be 
obtained in the case of p-polarized radiation. . . . . . . . . . . . . .. 20 

2.3 The values of (a) b, (b) (J, for Si from 30 to 30,000 eV, published in 
the 1993 atomic tables 3 (the (J-axis scale is logarithmic). The sign 
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Sec. 2.1). In the inset of plot (b), photoelectric yield measurements of 
(J 4 reveal fine structure above the Si L2,3 edge, possibly due to electron 
transitions from the 2p to conduction band states. Such details in the. 
structure of (J were omitted in the tabulated values. . . . . . . . . .. 25 

2.4 Calculated sum rules for a Drude metal in the low frequency range, 
from ref 5. For W < Wp,c, eqs. (2.14), (2.15) have been used for the 
dielectric function, with 'Y = 0.1 Wp,c. For W > Wp,c, f.b = 1.05 has been 
used. The frequency axis is normalized with respect to Wp,c and the re-
sults for NeJ J are normalized with respect to the number of conduction 
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3.1 A schematic diagram of the EUV Isoft x-ray reflectometer operating 
with radiation from a laser-plasma source 6, at the Center for X-ray 
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3.3 Absorption spectra 4 from various gases, aiming to demonstrate the 
resolution capabilities of beamline 6.3.2. Data were obtained using a 
gas-cell detector mounted in the refiectometer chamber, and are plotted 
as ion current vs. photon energy. UPPER LEFT: Xe gas at 100 mTorr. 
The ionization lines in the spectrum represent two Rydberg series, 
converging to the Xe 4d absorption edge (4ds/2 at 67.5 e V, 4d3/2 at 
69.5 eV). The resolution of the experimental data was Ej ~E = 550, 
while (Ej .6.E)theoretical = 586. LOWER LEFT: Kr gas at 100 mTorr. The 
lines compose two Rydberg series, converging to the Kr 3d absorption 
edge (3ds/2 at 93.8 eV, 3d3/2 at 95 eV). Ej.6.E = 970, (Ej .6.E)theoretical 
= 1098. UPPER RIGHT: N2 gas at 30 mTorr. The Is -+ 17r* spectrum 
of N2 is shown. The re~olution in this measurement was Ej .6.E=7000, 
limited by the source size only, and was achieved with an exit slit width 
of 5 11m. (Ej .6.E)theoretical is around 9000. LOWER RIGHT: Ar gas at 80 
mTorr. The Rydberg series is converging to the Ar 2p edge (2P3/2 at 
248.4 eV, 2Pl/2 at 250.6 eV). Ej.6.E = 1675, (Ej ~E)theoretical = 1960. 
The aforementioned instrumental resolutions are considered more than 
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fitting process, apart from 8, (3. The transmission, reflectance and pho
toelectric yield methods are further discussed in later chapters of this 
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Chapter 1 

Introduction 

There has been renewed interest in recent years in the area of applications of 

extreme ultraviolet (EUV)/soft x-ray radiation. This energy range extends roughly 

from 30 eV to about 4 keY, or, in wavelength units, from>. = 400 A down to 3 A 
(these boundaries are not rigorous, since a standardized division of the spectrum does 

not exist). There is a wealth of research topics and applications within this regime, 

including microscopy, astrophysics, plasma and solid state physics, laser fusion, syn

chrotron related studies and lithography. The latter is a rapidly developing area of 

technology, aiming in the patterning and fabrication of objects with dimensions in 

the micron scale, such as micro-motors, zone plates (diffracting elements) and com

puter circuits. The current explosion of activity in the aforementioned areas has been 

fueled by recent advances in the development of photon sources of high brightness 

and spectral resolution, such as synchrotron and laser-plasma sources. Moreover, new 

technologies have lead to improvements in the performance of detectors, monochro

mator gratings, mirrors, diffractive lenses and other optical components used in this 

energy regIme. 

Since the EUV Isoft x-ray portion of the spectrum coincides with the region of 

core electron binding energies for all materials, the main characteristic of the optical 

behavior of matter in this regime is strong absorption. Thus, the refractive index 

n has to be expressed as a complex quantity n = 1 - b + i[J, with its imaginary 

(absorptive) part [J comparable in magnitude t.o the increment f, of the real (dis-
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Figure 1.1: Normal incidence reflectivities for AI, Si02 and Au are shown, calculated 
for unpolarized radiation in the range 30 e V - 4 ke V and plotted on logarithmic axes. 
The reflected intensity is very small for all three materials, and decreases rapidly with 
energy, making it practically impossible to use common mirrors as imaging elements 
at near normal incidence in the EUV /soft x-ray region. 

persive) part. Furthermore, the dispersive part 1 - h is very close to 1 (<5 is very 

small), i.e. refraction is small. Therefore, it becomes practically impossible to utilize 

the conventional refractive elements, such as lenses, which are used for the focusing 

of visible light. Instead, diffractive elements (gratings, mirrors) have to be imple

mented. The intensity reflectance R for radiation incident at a grazing angle () on a 

perfectly smooth surface of a material with refractive index n, is given by the Fresnel 

equations, presented in Sec. 2.2. These equations demonstrate that the reflectance at 

angles () close to 00 (grazing incidence) is close to 1, while as () approaches 900 (normal 

incidence) the reflectance becomes R = (h2 + (32)/4, which is a very small number, 

decreasing rapidly with increasing energy to several orders of magnitude below 1, for 

any material in the EUV / soft x-ray regime. As an example, the normal incidence 

reflectivities vs. energy of AI, Si02 and Au are calculated in Fig. 1.1. In addition, 



3 

real surfaces suffer from imperfections (roughness) which reduce even further the the

oretically predicted reflectivity. Thus, it would seem impossible to utilize reflective 

optics at normal incidence and the only feaSible solution for imaging would be to 

implement them at grazing angles. However, grazing incidence systems are plagued 

by severe imaging defects, such as astigmatism, spherical aberration and coma. In· 

order to correct for these problems, various optics configurations have been invented 

over the years, for example Kirkpatrick-Baez pairs of orthogonally placed spherical 

mirrors. Most of these systems involve highly aspherical surfaces, such as paraboloids 

and hyperboloids in Wolter-Schwarzchild systems and toroidal mirrors 22; precise fab

rication of such surfaces is considered an extremely tedious task, and often partially 

successful. Furthermore, dealing with roughness is particularly an issue for aspherical 

optics by today's manufacturing standards. On the other hand, spherical surfaces are 

much easier to fabricate and it can be shown that they have greatly improved imag

ing capabilities at normal incidence, compared to grazing incidence systems. Since 

a common mirror made of a single material can not reflect considerable amounts of 

radiation at angles {J. near 90°, as shown in Fig. 1.1, there had been a quest for re

flective elements with enhanced reflectivity at normal incidence. The answer to this 

problem came in the form of multilayer mirrors, composed of alternating layer pairs 

of materials with contrasting density and refractive index 23. These mirrors operate 

according to the Bragg condition nA = 2dsin 0, with d being the thickness of each 

individual layer pair. Fora multilayer composed of N such pairs, the reflected field 

amplitude is enhanced N times due to constructive wave interference and therefore 

the reflected intensity is multiplied by N 2 compared to a mirror composed of a single 

layer pair. Today, multilayer stacks of N '" 102 layers are routinely fabricated using 

magnetron sputtering and evaporation techniques, achieving intensity enhancements 

of 104 and thus approaching intensity reflectivities close to 1. In reality, the theo

retically predicted values for the Bragg reflectivity can be reduced due to roughness, 

interdiffusion and chemical reaction between the layers (examples of reflectance mea

surements for two multilayer mirrors, are shown in Fig. 1.2). Therefore, by depositing 

these elements on spherical substrates, it became possible to utilize them efficiently 

for imaging purposes at normal incidence. Furt.hermore, due to their wavelength 
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selectivity (see Bragg condition), multilayer mirrors became useful as dispersive ele

ments in x-ray spectrometers 24. Multilayers are the optics of choice for imaging in 

the wavelength region 11 - 14 nm for EUV lithography. To date, the best candidates 

for this technology are Mo-based multilayers such as MojBe 1,25 and MojSi 26. 

In order to successfully predict the performance of a multilayer mirror or any other 

optical element, precise knowledge of the refractive index n of its constituent materials 

is required. Moreover, measured values of n are needed in order to evaluate solid

state models for the optical behavior of matter. Various methods have been used 

by investigators for the determination of 8, 13 (also known as "optical constants") 

of materials, such as angle dependent reflectance, angle dependent electron yield, 

photoabsorption (transmis~ion measurements), interferometry and ellipsometry. A 

database composed of experimental values for the absorption (13) taken from the 

literature, combined with dispersion calculations for 8, has been published in 1993 3 

and is cited throughout this work as the "1993 atomic tables"; its updated version is 

currently available on the World Wide Web 27. However, there are often discrepancies 

among data reported by different workers on the same material. This is because 

measurements of the optical constants are subject to a number of difficulties inherent 

to the EUV jsoft x-ray range. For instance, the aforementioned high absorption, which 

is particularly pronounced in the regions above absorption edges, prevents reliable 

transmission measurements unless very thin unsupported films can be fabricated and 

a radiation source with high photon flux and spectral purity is available. Extreme 

caution must be taken during the preparation of the samples under investigation, since 

any contamination inside the material or in the form of overlayers would seriously 

modify the results of the measurements, leading to errors. Furthermore, in the case 

of surface sensitive methods such as reflectance, it is important to use smooth and 

flat samples, or treat the surface roughness as an additional parameter in the fitting 

of experimental curves. The presence of extreme roughness would cause a great 

amount of the reflected signal to be scattered in non-specular directions, resulting in 

reflectance curves of poor quality. For all these reasons, the reported values for n 

in 'the literature often suffer from errors or uncertainties. This can be demonstrated 

by means of the I-sum rules, a set of integral constraints used to test the accuracy 
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Figure 1.2: Bragg refiectance vs. wavelength, at near normal incidence (fJ = 850
), 

for: (a) A Mo/Be multilayer mirror with N = 55 layer pairs, measured at the Center 
for X-ray Optics (CXRO) (beamline 6.3.2, Advanced Light Source). Mo/Be mirrors 
are designed to operate in the energy region just below the Be Kedge (111.5 eV), i.e. 
at wavelengths). just longer than 11.12 nm, where Be exhibits low absorption. The 
peak measured refiectance for this sample is R = 66% at ). = 11.57 nm, while Rth 
= 78% is predicted by the theoretical model for a multilayer with ideal interfaces 1. 

(b) A Ge/C multilayer mirror with N = 100 layer pairs, annealed at 5500 C to 
enhance the refiectance. This mirror was measured using CXRO's laser-plasma source 
refiectometer. Ge/C mirrors are designed for the energy region just below the C K 
edge (284.2 eV), i.e. for wavelengths). just longer than 4.36"nm, where the absorption 
of C is low. The peak measured refiectance is R = 4.25% at ). = 5.01 nm, while 
Rth = 13% is predicted by theory 2. Due to imperfections at the layer interfaces, 
the measured refiectance values for bot.h mirrors are smaller t.han the theoretically 
predicted values. Nevertheless, the measured refiectances of these multilayer mirrors 
are at least two orders of magnitude higher than those of a single-layer optic in the 
same energy range (see Fig. l.1). 
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HIGH ABSORPTION ADDITIONAL PARAMETERS 

Thin films Sensitive to Surface 
METHOD required contamination roughness Polarization Other 

Transmission • • thickness 
Interferometry • • thickness 
Reflectance • • • 
Ellipsometry • • • thickness 
Photoelectric escape 
Yield • • depth 

Table 1.1: A comparison of the methods most frequently used for the determination 
of the optical constants b, {3 is shown above. Difficulties and additional parameters 
involved in each method are summarized. The requirement for thin free-standing 
samples for the measurements and the sensitivity to the smallest amounts of con
tamination on the material under consideration, are problems associated with the 
high absorption of materials in the EUV I soft x-ray range (2nd and 3rd columns). 
The "surface roughness" parameter in the 4th column, refers to the sample under 
investigation. Some of the methods require determination of the exact thickness of 
the sample (6th column). In the photoelectric yield method, the energy-dependent 
electron escape depth (also known as "attenuation length") of the material, is an ad
ditional unknown in the fitting process, apart from b, {3. The transmission, reflectance 
and photoelectric yield methods are further discussed in later chapters of this thesis. 

and self-consistency of the values for the optical constants of a material in the entire 

energy range. These tools are in fact implemented in this work, in order to evaluate 

the data in the 1993 atomic tables combined with published values for n in lower 

portions of the spectrum (visible and infrared) 13,28 and with the new measurements 

for n presented in this thesis. Table 1.1 summarizes the pitfalls and the additional 

adjustable parameters required for the determination of the refractive index, for the 

most common experimental methods. 

The materials under investigation in this work are Si, Mo and Be; emphasis is 

given in the energy region 11 - 14 nm, which is of interest for EUY lithography. Sum 

rule tests reveal deficiencies in the available experimental data for these elements, thus 

demonstrating a need for improved measurements of their refractive index. The goal 

of this thesis is to construct an accurate, self-consistent set of values for the optical 

constants of these materials in a wide energy range. In the process of achieving this, 
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the methods of angle-dependent reflectance, angle-dependent photoelectric yield and 

transmission are implemented and evaluated. Furthermore, since sample quality plays 

a crucial role for the reliability of the measurements, a number of techniques of sample 

preparation and surface passivation are applied and their results are analyzed. 

Chapter 2 contains the theoretical foundation for all the issues addressed in this 

work; a summary of the principles of interactions of radiation with matter is pre

sented, in both the microscopic (Sec. 2.1) and the macroscopic (Sec. 2.2) domain. 

Special attention is given to the dispersion (Kramers-Kronig) relations (Sec. 2.3) and 

the sum rules (Sec. 2.4), due to their importance in the analysis of the experimental 

results. Chapter 3 gives an outline of the instruments utilized for the measurements 

and describes their capabilities. In Chapter 4, reflectance measurements for the re

fractive index of Si are presented. Section 4.2 gives an example of the effects of surface 

contamination in the results of reflectance measurements. In Section 4.3 the surface 

passivation procedure is described in detail; quantitative results are given through 

analysis of the samples with the x-ray photoelectron spectroscopy technique. In Sec

tions 4.4, 4.5, the reliability of the reflectance data is evaluated as a function of the 

ratio {3 / 0, which emerges as an important parameter determining the effectiveness 

of the reflectance method. Section 4.6 contains a short series of photoelectric yield 

measurements in the energy region above the Si L2,3 edge. Chapter 5 presents pho

toabsorption measurements for the optical constants of Mo in the range 60 - 930 e V 

and Chapter 6 presents Be photoabsorption measurements in the energy range from 

above the Be Kedge to 250 eV. For each of Si, Mo, Be the deficiencies in previously 

existing experimental data for n are determined by means of the sum rules. In the 

cases of Si and Mo, a revised set of optical constants in a wide energy range is con

structed after introducing the new measurements in the existing database. The sum 

rules are then repeated, in order to assess the success of the new compilation. 
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Chapter 2 

Theory 

2.1 Interactions of Radiation with Matter 

When radiation with photon energy nw (or wavelength .A = 27rClw) propagates 

inside a medium, the response of the material depends strongly on the energy region 

. of the interaction. For energies up to a few tens keY, electromagnetic coupling be

tween photons and electrons is the predominant process. In this regime, the photon 

momentum is transierred to the atom through one of the following processes: 1) Pho

toelectric absorption, in which all of the photon energy is transferred to a bound 

electron and 2) Rayleigh (bound-electron) or Thompson (free-electron) coherent scat

tering, in which bound or free electrons oscillate in the presence of the incident field. 

At photon energies exceeding the highest characteristic absorption level (K-shell) of 

the material, photoelectric absorption decays and Rayleigh scattering becomes free

.electron like (Thompson scattering). Above 30 - 50 keY is the region of Compton 

(incoherent) scattering, where the electron takes a portion of the photon momentum. 

Above 1 MeV, the Coulomb field of the nucleus becomes the dominant absorption 

mechanism and electron-positron pair creation takes place. At even higher energies, 

photon interactions with the nucleus become the predominant processes. Although 

the region of interest for EUV lx-ray optics applications extends from a few tens of 

eV to a few tens of keY, all the processes outside this regime must be taken into 

account when applying dispersion theory in order to calculate t.he optical properties 
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of a material, as is explained in Sec 2.3. 

The energy range from 0 up to about 50 keY is the aforementioned region of 

photoelectric absorption and Rayleigh scattering. In this regime, the electrons in the 

atom of a material can be modeled as a collection of negatively charged oscillators 

bound to the nucleus through Coulomb forces. In the presence of an incident electric 

field E(r, t) = Eo exp [-i(wt - k· r)], these particles execute harmonic motion, each 

having a characteristic frequency Wj. This results in a complex dielectric function for 

the material having the form 

(2.1) 

where na is the atomic density of the material, ro = e2/41rfomc2 = 2.818 x 10-13 cm 

is the classical electron radius, m being the electron mass, and 

g' w2 

f(w) = fl(W) - if2(W) = L: 2 ) 2 + . 
j W -Wj Zfw 

(2.2) 

is known as the forward atomic scattering factor. f(w) is defined as the multiplicative 

correction to the field amplitude scattered by a free (Thompson) electron, applied 

to obtain the total amplitude coherently scattered by the whole atom; f(w) will be 

expressed in units of electrons/atom throughout this work. The quantity, in eq. (2.2) 

is a damping coefficient accounting for the energy loss during the harmonic motion of 

the electrons. 9j represents the number of electrons having resonant frequency Wj and 

is known as the "oscillator strength" associated with that frequency. In the classical 

limit, obviously 9j is always an integer number and the sum of the oscillator strengths 

over all characteristic frequencies in the atom yields 

""'g. - z ~ J - , (2.3) 
j 

where Z is the atomic number, expressing the total number of electrons per atom. A 

generalization of the above law in the quantum mechanical limit states that, after the 

interaction of the atom with the electromagnetic field, the integral over all possible 

final states (including cont.inuum stat.es) yields 

10= g(w) du': = Z, (2.4 ) 



10 

where g(w) here represents the oscillator strength. Eq. (2.4) is known as the Thomas

Reiche-Kuhn rule. 

It is important to note that the definition of the atomic scattering factor f is 

meaningful only under the independent atom approximation, i.e: the assumption that 

the individual atoms in the material scatter independently and the total coherently 

scattered field amplitude is the the vector sum of the individually scattered ampli

tudes. This model breaks down in the low energy region (below about 50 eV) and in 

the vicinity of absorption edges. At the low photon energies, the optical properties 

are dominated by the electronic structure of the outer shells (valence or conduction 

bands). Around absorption thresholds, the configuration of the local environment 

of each atom influences its optical properties. In the regions of validity of the in

dependent atom description, the atomic scattering factor f is in general dependent 

on the angle of scattering as well as the frequency w. However, eq. (2.2) holds only 

for the special case of long wavelengths compared to the atomic dimensions and/or 

small scattering angles. In this regime, the atoms scatter as dipoles i.e. the only 

constructive wave interference occurs in the direction of forward and backward scat

tering angle. Thus, f becomes independent of the scattering angle and is equal to 

the forward atomic scattering factor, as given by eq. (2.2). In this limit, the concept 

of the atomic scattering factor can be extended to include compound materials as 

well. This is achieved by expressing the atomic density na as the sum of the atomic 

densities of the constituent groups of atoms 

na = Lnk, 
k 

(2.5) 

where nk represents the atomic density for the atoms of type "k" in the material. 

Since the purpose of this work does not require otherwise, na in eq. (2.1) is assumed 

to represent only a single type of atoms. For incident photon energies r1W lying 

between, but well separated from two absorption edges, the contribution to f(w) 

comes from electrons with binding energies r1Wj < nw, which respond to the incident 

field as if they were "free", while the contribut.ion of electrons with r1Wj > !iw is 

negligible ("bound electrons"). For incident. photon energies well above t.he highest 

binding energy of the material (the K-shell binding energy), all electrons in the atom 

\ 
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respond in the same way as a system of an equal number of free electrons. Then, 

from eqs. (2.2), (2.3) 

f(w) = I:gj = Z, 
j 

when w ~ Wj for all j, (2.6) 

I.e: the forward atomic scattering factor approaches Z in the high energy limit. 

These results can also be obtained using quantum mechanical calculations, where 

more subtle effects can be included such as exchange of oscillator strength between 

various absorption levels. 

As a result of the phase difference between the incident and forward scattered 

waves, both the velocity and the amplitude of the wave transmitted from the material 

are altered. Macroscopically, these processes are described by the complex refractive 

index 

n(w) = 1 - 8(w) + i{3(w), (2.7) 

where 8, f3 are known as the "optical constants" of the material at frequency w (an 

electromagnetic description of the refractive index and of the role of 8, (3 in expressing 

the dispersion and absorption of a wave propagating into matter, is given in Sec. 2.2). 

n(w) is defined through the dielectric function €(w), 

{ 
Re{€(w)} 

n2 (w) = €(w) =? 
Im{€(w)} 

and substituting €(w) from eq. (2.~),··· 

_ (1 - 8)2 - {32 } 

2(1 - 8){3 

n 2(w) = 1 _ 47rro~aC2 f(w). 
w 

(2.8) 

(2.9) 

In the x-ray range (approximately above 100 eV) where 1-8 ~ 1 and (3 ~ 1, eq.( 2.7) 

yields n2 ~ 1 - 2i8 + 2i{3, so, from eqs. (2.2), (2.7), (2.9) the optical constants can be 

obtained from the real and imaginary parts of the forward atomic scattering factor 

through the expressions 

(2.10) 

(2.11 ) 
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It should be noted that eqs. (2.10), (2.11) are valid only within the constraints imposed 

for the forward atomic scattering factor, i.e. the long wavelength/small scattering 

angle regime and the independent atom approximation. Thus, eqs. (2.10), (2.11) are 

not meaningful in the low energy region, i.e. less than about 50 eV, and around 

absorption thresholds. 

At energies below 10-20 eV, the behavior of the material is determined by its 

conduction or valence electrons. A strong, broad absorption is present for frequencies 

up to the characteristic conduction/valence electron plasma frequency 

( 
2)1/2 (. N 2)1/2 nee na ee 

Wp,e = -- = 
r.nco r.nco 

(2.12) 

where ne is the conduction/valence electron density and Ne the number of conduc

tion/valence elecrons per atom. In this very low energy range, the single-mode Lorentz 

model for insulators gives a good approximation of the dielectric function 29 

2 
wpc 

c( w) ~ 1 + 2 ' 2' 
Wo +W 

(2.13) 

where the values of the parameters Wp,e, Wo can be obtained through fitting of exper

imental data. In the case of metals, according to the Drude model, the conduction 

electrons perform collective oscillations around the atom with characteristic frequency 

Wp,e and the dielectric function is given by 

W
2 

Re{c(w)} = (1 - 8)2 - (32 ~ 1 _ p,e, 
w2 +,2 (2.14) 

2 

Ir.n{c(w)} = 2(1 - 8)(3::::: (' 2
Wp

,c 2)" 
W W +, (2.15) 

For energies above r'/,Wp,e, as the limit of small damping losses b ~ 0) is reached, the 

dielectric function of eqs. (2.14), (2.15), becomes 

W
2 

Re{c(w)} = (1 - 5)2 ~ 1 _ p~c, 
W 

Ir.n{c(w)} ~ O. 

(2.16) 

(2.17) 

By substituting eq. (2.12) for wp,e in eq. (2.16), one recovers eq. (2.10) for 5. Thus, 

eq. (2.10) is consistent with the Drude model in the regime of validity of the approx

imations 1 - 5::::: 1 and (J« 1. 
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For energies nw > nwp,c the absorption falls off until the the region of core electron 

resonances is reached. In the vicinity of absorption edges, resonant Rayleigh scattering 

effects must be taken into account. Such effects include strong anomalous dispersion 

below the absorption edge, which in some cases results in a sign reversal of II (and 

therefore 6). This is due to contributions to the total polarization of the atom coming 

from near-edge transitions of "bound" electrons, which are in-phase with the incident 

field. Favorable materials for this phenomenon must have a strong absorption edge 

with a sharp onset, sufficiently isolated from lower energy transitions. Furthermore, 

absorptions at lower energies must have sufficiently small oscillator strengths so that 

their out-of-phase "free electron" contribution to the polarization is overcome by the 

in-phase component of "bound electron" transitions. The above discussion suggests 

that the L2,3 edges of the 3rd period elements such as AI, Si, P are favorable candidates 

for this effect. Indeed, negative II (and 6) has been observed for Al 30 and Si, which 

is one of the materials considered in this work (see also Fig. 2.3 in Sec. 2.3). 

2.2 Electromagnetic Description of Wave Propa

gation: Transmission, Reflectance and Pho

toemission 

Further insight in the meaning of the refractive index n(w) as a macroscopIC 

quantity may be obtained through the wave equation 

[:t22 
- n2~~) V2] E(r,t) = 0, (2.18) 

having as solution a transverse electromagnetic wave of the form 

E(r, t) = Eo exp {-i(wt - k· r)} (2.19) 

propagating in a material with refractive index n. From eqs. (2.18), (2.19) it is 

obvious that the wave propagates in the material having a complex phase velocity 

w/k = c/n = c/(l- 5 + i(3), so that the magnitude of the wavevector k is 

w . 
k = -(1 - 5 + 1.(3). (2.20) 

C 
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After substituting the last equation into eq. (2.19) and using the fact that in the 

propagation direction: k· r = k r, the expression for the propagating wave becomes 

(2.21 ) 

It is interesting to notice that, in the above equation, the term Eo exp {-iw[t - (r j c)]} 

represents a wave propagating in vacuum; exp { -i 21ror j A} is the phase shift due to 

the presence of the medium (dispersion) and exp{-21r/1rjA} is the wave amplitude 

decay as the wave propagates in the material (absorption). In this way, it is shown 

that the real (1 - 8) and imaginary (/1) parts of the refractive index n express the 

dispersive and absorptive behavior of the medium, respectively. Interferometry is the 

method utilizing the phase shift of an interference ("fringe") pattern between two 

coherent beams, in order to determine o. However, obtaining fringes of high quality 

(visibility, contrast) in the x-ray range presents a number of practical difficulties, 

therefore, measurements of 0 using the aforementioned method are often plagued by 

noise, which leads to uncertainties in the experimental results. On the other hand, 

it is quite straightforward to obtain /3 through the wave amplitude decay term of 

eq. (2.21), by means of photoabsorptioll (transmission) measurements. According to 

this method, the intensity of radiation / '" IE21 is measured before and after photons 

of wavelength A propagate inside a material of thickness T.. From eq. (2.21), 

{ 
41r/3} / = /0 exp -Tr , (2.22) 

where 10 is the intensity of radiation in vacuum and the quantity 41r /3 j A is termed the 

"linear absorption coefficient" J.ll (em-I). Another quantity widely used to express 

absorption is the "mass-dependent absorption coefficient" 

J.ll 47i/3 
1"=-=--

P AP 
(2.23) 

where p (gjcm3 ) is the mass density of the material. Thus, from eqs. (2.22), (2.23), in 

a photoabsorption measurement the fraction T of the transmitted intensity through 

a foil of thickness r would be given by 

T = ~ = exp {-II,Pl·}. (2.24) 
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Thus, p, can be determined through the experimental values for T and (3 is then 

obtained from eq. (2.23), assuming the mass density and the thickness of the material 

under consideration are accurately known. If (3 is known in a wide energy range, then 

o may be obtained through dispersion analysis, as is discussed in the next section. 

During transmission measurements, is often necessary to prevent the sample from 

getting exposed to air, in order to avoid degrading factors such as surface oxidation 

and contamination. This is achieved by depositing the film between two layers of 

another material, known to behave well under atmospheric conditions. In other cases, 

the sample has to be supported on a membrane, for stability purposes. Therefore, 

one needs to modify eq. (2.24) to include a many-layer system: 

T = exp { - ~ P,iPiri - p,pr} , (2.25) 

where the subscript "i" refers to any layers present in the foil, other than the material 

under investigation. Eq. (2.25) can be written in a simplified form 

T = To exp {-p,pr}, (2.26) 

and will be implemented, combined with eq. (2.23), in transmission measurements of 

(3 for Mo and Be in the EUV / soft x-ray range presented in Chapters 5 and 6 of this 

thesis. 

When radiation falls upon the interface of two materials, reflection and refraction 

of the incident field take place. In this paragraph, these phenomena are discussed in 

the x-ray domain, and the most important relations governing the electromagnetic 

fields are outlined. In general, let us assume a field of the form of eq. (2.19), repeated 

below 

E(r, t) = Eo exp {-i(wt - k· r)}, 

incident from vacuum (n = 1) on a material with Il = 1-8+i,8 at an angle of incidence 

() measured from the plane of the interface (x - y plane), as shown in Fig. 2.1. Then, 

a portion of the field will be transmitted inside the medium (refracted field) at an 

angle ()t and will have the form 

Et(r, i) = Ew exp {-i(f.;A - k t . • r)} (2.27) 
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n=l 

n = 1- /j +i/3 

Figure 2.1: A schematic diagram of the incident (k), reflected (kr ) and refracted 
(kt ) field wavevectors, for a wave traveling from vacuum to a material with refractive 
index n = 1 - ~ + i{3. 

and another part of E(r, t) equal to 

Et(r, t) = E ro exp {-i(wt - kr . r)} (2.28) 

will be reflected back into the vacuum at an angle Or. Obviously, from eq.( 2.20), 

w 
kt = - n, 

c 

w 
k = kr = -, 

c 

(2.29) 

(2.30) 

where k, kr are real, k t is in general a complex wavevector and all three k, kt, kr lie 

on the x - z plane, termed "the plane of incidence" (see Fig. 2.1). According to the 

boundary conditions of Maxwell's equations, the tangential (x) components of the 

fields have to be continuous everywhere along the interface (z = 0), i.e. 

(2.31) 

which, from Fig. 2.1 and eqs. (2.29)" (2.30)' leads to 

0=0,., (2.32) 
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cos (0) = n cos (Ot). (2.33) 

In the regime of visible light wavelengths, n is a real number ~ 1; then, from eq. (2.33) 

(known as "Snell's law") it follows that Ot > 0, i.e. the transmitted ray is refracted 

closer to the surface normal than the incident ray. The effect of "total internal 

reflection" becomes possible at very small grazing angles of incidence ((8 ~ 0), where 

the whole beam is refracted inside the second medium at an angle Ot = arccos (lin) 

and there is no reflected ray (Or = 0 ~ 0). In the x-ray region, however, n = l-8+i.8, 

with E,.8 ~ 1 (see also previous section); thus, n is a complex number slightly less than 

unity and the refracted ray is bent away from the surface normal. If the imaginary 

part .8 of n is temporarily ignored (i.e. no absorption is present), then, eq. (2.33) 

becomes 

cos (8) = (1 - E) cos (Ot). (2.34) 

Therefore, if Ot = 0 is substituted in eq. (2.34), there is an angle of incidence Oe (the 

"critical angle") for which there is no refracted beam and the whole incident field is 

reflected back into the vacuum: 

(2.35) 

Since E is a very small number in the x-ray region, Oe is a very small angle (usually 

a fraction of a degree), so, the approximation cos (Oe) ~ 1 - 0~/2 can be made, and 

eq. (2.35) becomes 

(2.36) 

Thus, for angles 0 ::; Oe, the phenomenon of "total externcJ reflection" occurs for 

x-rays. If eq. (2.10) for E is substituted in eq. (2.36), 

Oe ~ )..Jro;a II ()..). (2.37) 

Thus, the critical angle is proportional to the wavelength).. (i.e. becomes larger at 

the lower energies) and increases with increasing values of the real part of the atomic 

scattering factor I = II - iJ2 (which approaches Z at the high energies, as discussed 

in Sec. 2.1, eq. (2.6)). It is important to remember that the above analysis was 

performed for the idealized case of a non-absorbing medium (.8 = 0), in order to 
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obtain an approximate value for Be. In reality, (J > 0 and k t becomes complex, having 

its imaginary component only in the z-direction, since from eq. (2.31) ktx has to be 

real. Thus, 

where 

k - n w - Jk2 + k2 
t - - tx tz, k k' ·k" tz = -tz - Z 'tz' 

C 

w 
ktx = -cos(B) 

c 

k:z = Re{ktz } = : Re { Jn2 
- cos2(B)} 

k;: = 1m{ktz } = : 1m { Jn2 
- cos2 (B)}. 

(2.38) 

(2.39) 

(2.40) 

(2.41 ) 

Therefore, the field propagates inside the medium as an evanescent wave in a direction 

B~ almost parallel to the interface, where B~ is a real angle defined by 

(2.42) 

and the critical angle can be obtained by solving the above equation for B, with 

B~ = O. Furthermore, from eqs. (2.27), (2.38) it is concluded that the field amplitude 

undergoes absorptive losses given by exp {-k;~z}, even for angles () < Be. When 

solving eq. (2.42) for the critical angle, there are two cases where meaningful solutions 

for Be can not be obtained: 1) When (J is comparable or greater than 8, usually 

in energy regions above absorption thresholds, and 2) when 8 < 0, around certain 

materials absorption edges (see discussion at the end of Sec. 2.1 on the sign reversal 

of 8). In these cases, the total external reflection effect vanishes and the reflected field 

decays fast with increasing angle of incidence B, for every B ~ o. These issues are 

further illustrated in the next pare.graph, where analytic expressions and examples of 

reflectivity are given. 

The relations for the field and intensity reflectivities can be obtained through 

the boundary conditions of Maxwell's equations for the electromagnetic fields at the 

interface between the two media. A detailed derivation of these formulae can be 

found in ref. 31. Two separate cases are considered: 1) E(r, t) perpendicular to 

the plane of incidence (s-polarization) and 2) E(r, t) parallel t.o t.he plane of inci

dence (p-polarization). The expressions for the fraction of the reflected field intensit.y 
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vs. grazing angle of incidence (), also known as the "Fresnel coefficients" are, for 

s-polarized light, 

and for p-polarized light, 

sin(B) - Jn2 _ cos2 ((}) 2 

sin(B) + Jn2 - cos2(B) 

n2 sin(B) _ Jn2 _ cos2(B) 2 

n 2 sin((}) + Jn 2 - cos2(B) 

(2.43) 

(2.44) 

where n = 1 - h + if3 is the refractive index of the medium. In reality, the interface 

between the two materials has always imperfections, described quantitatively by a 

roughness parameter with rms value u. Eqs. (2.43), (2.44) should then be multiplied 

by the Nevot-Croce factor 32 exp {-4kz ktzu 2 } which accounts for the loss of reflectivity 

due to scattering of radiation in directions different than the specular angle B. From 

eqs. (2.43), (2.44), it is obvious that the reflectivity of a perfectly smooth surface 

depends only on the angle of incidence B and the optical constants 8,13. Fig. 2.2 

shows calculated reflectivity curves for a number of values for fJ / h, in the case of s

polarization (eq. (2.43)). 13/ h = 0 corresponds to the idealized case of zero absorption, 

discussed in the previous paragraph, where the total field intensity is reflected (R = 1) 

for angles B < Bc and a sharp, step-like decrease of R occurs for B > Bc. As the values of 

13 / h become larger, the effect of nonzero absorption creates a slight gradual decrease of 

R from unity for angles below the critical angle, and the transition from the region of 

total external reflection to () > Be becomes smoother compared to the step-like shape 

of R for 13 = o. Finally, for 13/8 ~ 1, the reflectance curves become exponential-like, 

decreasing sharply from R(B = 0) = 1, therefore, total external reflection practically 

does not exist for this range of 13/8 values, as was mentioned in the previous paragraph 

in the discussion of eq. (2.42). Eqs. (2.43), (2.44) will be used in Ch. 4 to determine 

the optical constants 8,13 of Si by means of least-squares fitting of angle-dependent 

reflectance measurements; it will be shown that the behavior of R as a function of 

the ratio 13/8, illustrated in Fig. 2.2, has a serious effect. on the abilit.y of the fitting 

algorithm to extract accurately the values of 8,13, from experimental reflectance data. 
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Figure 2.2: Calculated reflectivity curves for s-polarized radiation and a range of /3/8 
values: /3/8 = 0 (solid), /3/8 = 10-3 (dash), /3/8 = 10-2 (dash-dot), /3/8 = 10-1 

(short dash), /3/8 = 5 x 10-1 (dash-dot-dot), /3/8 = 1 (triple dash), /3/8 = 10 (long 
dash). On the horizontal axis, the grazing angle (8) is normalized to the critical angle 
Be = V28. Similar results for the behavior of the reflectivity as a function of /3/8 can 
be obtained in the case of p-polarized radiation. 
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One of the secondary processes occurmg during an interaction of x-rays with 

matter, is photoemission. When the surface of a material is irradiated, electrons are 

excited inside the solid and, after a series of elastic and inelastic scattering events along 

their path, they migrate to the surface; then, if they have sufficient energy to overcome 

the potential barrier, they escape in the vacuum. Pepper 33 has given a detailed 

analysis of the photoemission from a film of thickness d on a semi-infinite substrate 

and the results are extended to d -+ 00 for the case of a bulk material. The central 

assumption in the theoretical model presented in ref. 33 is that any volume element 

in the solid is contributing a number of emitted electrons that is proportional to the 

number of photons absorbed inside that volume. The probability that an electron 

will be excited at a depth z below the surface (see Fig. 2.1) and enter the vacuum 

is given by C exp { - z / L }, where C is an energy-dependent parameter describing the 

probability of success for the processes leading to emission of an electron from the solid 

(absorption of an incident photon by an electron, excitation of the electron at states 

above the vacuum level, penetration of the surface potential barrier). L is the energy

dependent electron attenuation length (or escape depth), describing all the physical 

mechanisms that can lead to de-excitation of the electron, for example, collisions with 

other electrons or phonons. By assuming that the motion of the electron becomes' 

random after the excitation, C, L can be considered independent of the direction of 

the electric field. For a field incident at grazing angle 0, as shown in Fig. 2.1, on the 

surface of a film of thickness d on top of a semi-infinite substrate, the quantity used 

to describe the number of electrons emitted per incident photon is the quantum yield 

Y(O) = C fad ex~ {-z/ L} 1](z,O) dz = C F(O). 

1]{z, 0) is the volume ahsorptance of the material at depth z 

-\7. [(1/2) Re{E x H*}] 
1]= , 

10 

(2.45) 

(2.46) 

where the nominator is recognized as the negative divergence of the Poynting vector, 

i.e. the energy flux into a unit volume of the solid, and 10 represents the incident 

photon flux. It is convenient to define the relative gain 

o - Y(O) 
G( ) - y (() = 900) 

F(O) 
(2.47) 
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so that the dependence on the parameter C of eq. (2.45) cancels out. Ref. 33 contains 

a full manipulation of of eqs. (2.45)-(2.47) using electromagnetic laws. The result for 

F(O) when the thickness d of the film goes to infinity (i.e. for a semi-infinite medium), 

written in terms of quantities derived in the previous paragraphs, is 

1 - R(lJ) 
F(O) = 1 + [L 2k:~(O)]-1' 

so that the relative gain of eq. (2.47) becomes 

G(O) = 1 - R(O) 
1 - R(90o

) 

1 + [L 2k:~(900)]-1 
1 + [L 2k;~(O)]-1 . 

(2.48) 

(2.49) 

In the above equations, R(O) is the reflectivity given by one of eqs. (2.43), (2.44) 

and k;~ is the lossy component of the wavenumber kt of the transmitted field, given 

by eq. (2.41) (note that 2k;~(900) = 47r /3 /).. = 1'1, which is the linear absorption 

coefficient defined in eq. (2.23)). From eq. (2.49) it is concluded that the relative gain 

G( 0) depends only on the optical constants fJ, /3 (included in the expressions for Rand 

k;~) and on the escape depth L. Angle-dependent photoelectric yield measurements 

have been used in the literature 12,34 to determine the optical constants of a material, 

through fitting of experimental G(O) curves, with b, /3, L as fitting parameters. New 

measurements are going to be presented in Sec. 4.6 for Si, around the L2,3 edge energy 

regIOn. 
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2.3 Dispersion Relations 

From the above analysis it is concluded that the complex atomic scattering fac

tor I represents the physical response of a system (the material) to a stimulus (the 

electromagnetic field of frequency w). In such cases, when the system is linear, sta

ble and causal, it can be shown 35 that the real (fd and imaginary (h) parts of 

the response function I are related through dispersion expressions, known as the 

"Kramers-Kronig" relations: 

II(w) - Z· = _~ roo uh(u) du, 
7r 10 u2 - w 2 

J ( ) - 2w 100 11 ( u) - z· . 
2 W - 2 2 du, 

7r 0 u-w 

where Z· = Z - ~ is the atomic number reduced by the relativistic correction 

(2.50) 

(2.51 ) 

(2.52) 

arising due to a relativistic increase in mass experienced by the core electrons, espe

cially in heavy elements. These electrons have a slower response to the incident field 

which results in reduced oscillator strength. The expression of eq. (2.52) is given in 

ref. 3 by fitting tabulated values for ~ as a function of Z 36. Eq. (2.50) demonstrates 

that knowledge of 12 in the whole range of frequencies can determine 11 at a frequency 

wand vice versa. Since direct measurements of the dispersive part 11 are relatively 

difficult, it is common to determine 12 through absorption measurements, and then 

calculate 11 from eq. (2.50). 

A comprehensive compilation of x-ray data for all materials was published 3 by 

Henke, Gullikson and Davis in 1993 and will be referred to as the "1993 atomic tables" 

throughout this work. These tables use a compilation of published experimental data 

for the absorption for elements with atomic number Z = 1 to Z = 92, interpolated 

with the aid of a theoretical model 11, to determine 12 in the range 10 - 30,000 eV. 

The real part is then calculated through dispersion (Kramers-Kronig) analysis, using 

eq. (2.50). The optical constants 8, fJ of the refractive index n = 1-8 +ifJ can then be 

determined from eqs. (2.10), (2.11). An example of the published optical constants 
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for Si in the 1993 atomic tables is shown in Fig. 2.3. The updated atomic tables and 

related calculations are currently available in the World Wide Web 27. 

It is important to ke~p in mind that the values for the refractive index in the 

1993 atomic tables should be used with caution, since they have been derived in 

the independent atom approximation and the long wavelength/small scattering angle 

regime, as discussed in Sec. 2.1. Thus, calculated values at the very low energies, below 

about 50 e V, may be inaccurate. Furthermore, it is expected that the interpolations 

and calculations used for the tabulated values smooth out possible fine structure 

surrounding absorption thresholds, in the regions where detailed measurements are 

not available. An example of this effect is demonstrated in Fig. 2.3(b), where the 

values of (3 for Si from the 1993 tables are shown superimposed to experimental data 

for (3 4 obtained through detailed photoemission measurements in the region of the 

Si L2,3 edge. The same effect will be observed later in this thesis in the region around 

the Mo M4 ,5 edge, in the light of the new measurements presented in Chapter 5. 

The main weakness of the method implemented in the 1993 atomic tables for 

the determination of optical constants, is the requirement of accurate knowledge of 

the imaginary (absorptive) part of f in the entire spectrum, in order to calculate by 

means of eq. (2.50) the real (dispersive) part at a single frequency w. This means 

that possible errors in the absorption measurements or calculations in some region 

of the spectrum will be reflected in the dispersion calculations at all frequencies. In 

particular, eq. (2.50) which is known as the "x-ray form" 37 of the Kramers-Kronig 

relations suffers from systematic errors in the calculation of 11 at the low energies. 

This issue is discussed in Sec 4.1 for the case of Si. The methods for evaluating a set 

of optical constants are discussed in the next section. 
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Figure 2.3: The values of (a) 8, (b) /3, for Si from 30 to 30,000 eV, published in the 
1993 atomic tables 3 (the /3-axis scale is logarithmic). The sign reversal of 8 in the 
region around the L2,3 edge is shown in (a) (see Sec. 2.1). In the inset of plot (b), 
photoelectric yield measurements of /3 4 reveal fine structure above the Si L2 ,3 edge, 
possibly due to electron transitions from the 2p to conduction band states. Such 
details in the structure of /3 were omitted in the tabulated values. 
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2.4 Sum Rules 

In the above discussions it was explained that several types of measurements and 

calculations in a wide energy range may be involved in the determination of the optical 

constants h, f3 of a material in the entire spectrum. The accuracy and self-consistency 

of such a composite set of optical data may be assessed through a series of integral 

constraints, termed in the literature as the "f-sum rules" 5: 

(2.53) 

1
00 1(' 

u f3(u) du = - w;, 
o 4 

(2.54) 

1
00 1(' 

u Jm{ -t-1(u)} du = - - w;, 
o 2 

(2.55) 

where 
2 2 

w 2 = nee = z. nae (2.56) 
P mto mto 

is the squared plasma frequency, and ne, na have been defined In Sec. 2.1 as the 

electron and atomic densities of the material, respectively. 

Eq. (2.53) is a direct consequence of the quantum mechanical Thomas-Reiche

Kuhn rule of eq. (2.4), since the oscillator strength g(w) is related to the imaginary 

part t2( w) of the dielectric fu~ction through 38 

(2.57) 

Thus, if eq. (2.57) is substituted in eq. (2.4), the result is 

which is the sum rule of eq. (2.5:3). Refs. 29,39 present a rigorous derivation of 

eqs. (2.54), (2.55) by means of the dynamical, inertial and causality laws governing 

. the short-time response of the material to an external field perturbation. Thus, the 

sum rules may be viewed as the frequency-space equivalent of t.he time-dependent 

dynamical laws of motion. 
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Another formulation of the sum rules can be obtained by substituting eq. (2.56) 

in eqs. (2.53)-(2.55): 
2 mEo 1000 

• ---2 U E2(U) du = Z , 
7r nae 0 

(2.58) 

4 mEo 1000 

--"-2 U f3(u) du = Z·, 
7r nae 0 

(2.59) 

2 mEo 100 
• 

--2 U Im{ -E-1(U)} du = Z . 
7r nae 0 

(2.60) 

One may notice that eqs. (2.53)-(2.55) and (2.58)-(2.60) integrate from W = 0 to 

W = 00, therefore, they can not reveal the source of an oscillator strength defect in 

an absorption spectrum, composed of several measurements and calculations. Thus, 

it would be practical to use eqs. (2.58)-(2.60) in their partial form 5 

(2.61) 

4 mEo loW 
N eff,{3(w) = --2 U f3(u) du, 

7r nae 0 
(2.62) 

2 mEo loW -1 
Neff£-I(W) = --2 U Im{-E (U)} dUo 

• 7r nae 0 
(2.63) 

The above equations relate the effective number of electrons in the atom Nef f,£2' 

N ejf ,{3, Nef f,£-l, contributing to the optical properties of a material up to frequency 

w, to the dissipative (imaginary) parts of its dielectric function E, refractive index n 

and energy-loss function c 1 , respectively. As will be shown in the next paragraph, 

Nef f.£2' Nef f,{3, Nef f.e l are not exactly equivalent quantities, since they account for 

slightly different physical processes: E2 is associated with the rate of energy dissipation 

from an electromagnetic wave, f3 with the amplitude decrease of the wave and I m{ E-
1

} 

(known as the "energy-loss function") with the energy lost b~r fast charged particles 

going through the medium. 

The behavior of the partial sum rules in eqs. (2.61 )-(2.63) in the low energy range, 

where the refractive index n is greater than 1 (see Sec. 2.1)' can be understood if 

E2, Im{ _C1 } are expressed in terms of the optical constants 5, f3. Using eq. (2.8), 

E2 = 2 (1 - 5) fJ, 

1 - 5 
Im{-E-

1
} = [(1-5)2+f3 2p. 

(2.64) 

(2.65) 
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Thus, since for the low energies (1- 8) ~ 1, it is obvious from eqs. (2.61), (2.64) and 

(2.63), (2.65) that 

(2.66) 

As a result, Ne1.1,(;2 is much more sensitive to optical data from the lower portions of the 

spectrum, such as the infrared region. Analysis of the sum rules at higher energies, 

above the conduction/valence plasma frequency Wp,c (see eq.(2.12)), is possible if 

the various absorption levels in the atom of the material are well separated from 

each other. For energies well below the onset of the core level excitations but much 

higher than liwp,c, the conduction/valence electrons can be regarded as imbedded in 

a transparent medium consisting of the ion cores with a real dielectric function €b. 

In this regime, it has been shown in ref. 5 that the dielectric function €( w) of the 

material may be expanded in a series, with €b taken as constant, and the results for 

the finite f-sum rules are 

(2.67) 

2 
m€o Wpc 

Nef 1,/3 ~ n e2 Ij2 
a €b 

(2.68) 

2 

N 
m€O Wpc 

eff,el ~ --2 --t-
nae €b 

Wp,c < W < WI, (2.69) 

where WI represents the lowest core electron resonant frequency. Therefore, the or-

dering of inequality (2.66) is maintained above the conduction plasma frequency Wp,c 

as well. The three sums rise monotonically with N eff,(;2 > N eff ,/3 > Neff,el, reaching 

gradually rising plateaus until tl:e onset of the lowest core level absorption, where 

the valence electron oscillator strength should be completely exhausted for all three 

sum rules. From there on, if the e'ptical constants have been obtained in a consistent 

manner, eqs. (2.61)-(2.63) should draw together until they reach asymptotically the 

value Nef f,(;2 = Nef f,(:J = Nef f,{-I = Z· for W ~ 00. The behavior of the three sum 

rules of eqs. (2.61)-(2.63) in the low energy range is illustrated in Fig. 2.4, borrowed 

from the literature 5. Calculations of the sum rules are shown for a Drude metal, 

assuming the model of the conduction/va.lence electrons in a dielectric medium of the 

ion cores with €b = 1.05. 



29 

2D 3.0 4.0 

Figure 2.4: Calculated sum rules for a Drude metal in the low frequency range, from 
ref 5. For w < W p •c , eqs. (2.14), (2.15) have been used for the dielectric function, 
with I = 0.1 wp•c• For W > W p •c , fb = 1.05 has been used. The frequency axis is 
normalized with respect to wp •c and the results for Neff are normalized with respect 
to the number of conduction electrons Nc = w;.cnae2/meo (see eq. (2.12)). 

In the following sections, the partial sum rules will be used as a guide for the 

evaluation of the experimental data and dispersion calculations for Si, Mo and Be 

presented in the 1993 atomic tables. The values of Nef f.(2' Nef f.(3, Nef f.cl will be 

determined using the expressions 

(2.70) 

T • 4 mC:a 1= 
J\efJJi(W)=Z --:;;'n

a
c2 (..' ufJ(lI)du, (2.71 ) 

2 nu. lC<' Neff.(-J(w) = Z· - -~ H lm{ -c:- 1(u)} d1l., 
IT 11{}e- w 

(2.72) 

which are equivalent to CCF'. (:2.Gl )-(:2.6:3) combined with eqs. (2 . .58)-(2.60). The form 

"J:':" (<to" oppo:,cd (.0 "J;~" ill (~(IS. (1.61 )-(2.G3)) is lIsed for tIle e<tkul<t.t.ioll of t.he partial 
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sum rules in order to be consistent with the "x-ray form" of the Kramers-Kronig rela

tions (eq. (2.50)), which has been implemented in the 1993 atomic tables to calculate 

fl. This formulation utilizes Z* and is pinned at infinity, i.e. it is insensitive to inac

curacies in the experimental data when calculating N ell,f2(w), Nell,{:J(W) , Nell,c1 (w) 

(eqs. (2.70)-(2.72)), or flew) (eq. (2.50)), for W -+ 00 (see also discussion at the ,end of 

Sec. 2.3). Indeed, eqs. (2.70)-(2.72) guarantee that N ef/,f2 = Nef/,{:J = NeJJ,l-1 = Z* 

for W -+ 00, regardless of possible defects in the data used for €2, fJ, Im{ C 1
}. On 

the other hand, the results of eqs. (2.70)-(2.72) at W -+ 0 depend on the values of 

€2,fJ,Im{c l
}. Thus, as W goes to 0, the sum rules of eqs. (2.70)-(2.72) provide the 

test for the quality of the optical data used in the entire energy range. Accurate data 

should yield NeJ l,f2' NeJ j,{3, NeJ J,£-1 -+ 0 as W -+ O. Otherwise, non-zero results at 

W -+ 0 would indicate missing or excess oscillator strength in some region of the spec

trum, due to experimental errors or inconsistent dispersion calculations. Since the 

partial sum rule for f3 in eq. (2.71) depends only on the imaginary (absorptive) part 

of the refractive index, it will be used to characterize the absorption data in the 1993 

atomic tables, independently of the Kramers-Kronig calculations. Eqs. (2.70), (2.72) 

will be implemented to examine both real and imaginary parts of the refractive index 

n. 
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Chapter 3 

Instruments 

The two instruments that were used for the measurements presented in this thesis 

are outlined below: 

1) The EUV /soft x-ray refiectometer at CXRO is described in detail in ref. 6. The 

instrument, shown in Fig. 3.1, includes a laser-plasma source and a spherical grating 

monochromator, producing continuously tunable radiation in the range 30<E<300 

eV. The radiation source is a laser produced plasma; 532 nm light pulses from a 

Continuum, Inc. Model YG661-10 Nd:YAG laser are focused on a Au target rod, 

forming a plasma. The laser operates at 10 Hz and delivers pulses of 8 ns duration 

and 330 mJ energy/pulse. A fraction of the radiation produced by the plasma in 

the target chamber is collected by a high throughput monochromator. The optical 

,components of the monochromator include a cylindrical bent glass premirror, an 

adjustable aperture (baffle) determining the horizontal beam size, a fixed line spacing 

spherical grating and a fixed exit slit. Two interchangeable gratings are available, 

800 and 2400 lines/nm in order to cover the energy range from 30 to 300 eV. With 

a 300 lines/mm grating the range can be extended down to 10 eV. Wavelength is 

scanned by rotating the grating about an axis parallel to the ruling using a sine bar 

drive. The exit slit is 12 min long and its width can be adjusted from 10 to 300 

j.Lm. After the exit slit, the beam passes through a filter chosen to block the second 

harmonic of the energy, i.e. ),,/2 of the wavelength)" selected by the monochromator. 

An 10 detector is used to monitor the phot.on flux, so as to permit a correction of 
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Figure 3.1: A schematic diagram of the EUV I soft x-ray refiectometer operating with 
radiation from a laser-plasma source 6, at the Center for X-ray Optics (CXRO). 

the "shot-to-shot" noise from the source. Finally, the beam enters the refiectometer 

chamber (10-.5 Torr pressure), where the sample is mounted on a holder having the 

ability to rotate and move in three dimensions and a detector collects the signal after 

the light has interacted with the sample. The sample position is reproducible to ±4 

p,m and the minimum angle step size is 0.005°. The horizontal beam size at the sample 

can be varied from 30 mm down to less than 1 mm (according to the baffle size), and 

a vertical beam size of 0.3 mm FWHM has been measured, with the glass mirror 

focused at the sa.mple. With the full horizontal beam accepted t.hi~ system produces 

2 x 108 photons/pulse at the output of the monochromator, with 1 % bandwidth at 100 

eV. The resolving power E/ Lj.E of t.he sy~t.em varies from 100 t.o .500, depending on 

exit slit. width a.nd grating aperture. Polarization mea.surements have shown tha.t the 

laser plasma source emits largely unpolarized radiation (to at least 95% in intensity), 

in t.he energy range of interest. for t.he measurements presented in this work. 

2) Beamline G.3.2 at. t.he ALS is described in det.ail ill rd". 7. This beilmline, showll 

ill Fig. :.3.:2, lIses r;uliaJioll {"roil) ;1 helldillg Il1agrwl ill t.1)(~ C'llCrgy rallge :jO<E<1:300 eV. 
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Figure 3.2: A schematic diagram of CXRO's beamline 6.3.2. refiectometer 7 at the 
Advanced Light Source (ALS). 

The optics consist of a plane grating monochromator, a refiectometer chamber and 

refocusing mirrors to provide a small spot on the sample. There is no entrance slit 

in this monochromator design. A plane grating with varied line spacing operates on 

the converging light from a spherical mirror, working at high demagnification. Aber

rations of the mirror are corrected by the line spacing variation, so that the spectral 

resolving power Ej.~E is limited by the ALS source size to about 7000. To demon

strate the resolving capabilities of the instrument., t.he ionization lines from a selection 

of gases such as Ar. Xe, 1(1', N2 , shown in Fig. :3.:3, were used. Energy is scanned by 

a simple rotation of the grating with a. fixed exit. slit.. Three gra.tings, 300, 600 and 

1200 lines/111m, are used in order to access the ent.ire energy range of the instrument. 

A selection of filters is available for second order and st.ray light suppression at various 

energies. At. the lower energies, where higher orders are present, an additional triple 

reflection low pass filter is used. III this way, speclral p11rity is achieved to bett.er t.han 
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Figure 3.3: Absorption spectra 4 from various gases, aiming to demonstrate the res
olution capabilities of beamline 6.3.2. Data were obtained using a gas-cell detector 
mounted in the refiectometer chamber, and are plotted as ion current vs. photon 
energy. UPPER LEFT: Xe gas at 100 mTorr. The ionization lines in the spectrum rep
resent two Rydberg series, converging to the Xe 4d absorption edge (4ds/2 at 67.5 e V, 
4d3 / 2 at 69.5 eV). The resolution of the experimental data was Ej.6.E = 550, while 
(Ej .6.E)theoretical = 586. LOWER LEFT: Kr gas at 100 mTorr. The lines compose two 
Rydberg series, converging to the Kr 3d absorption edge (3ds/2 at 93.8 eV, 3d3 / 2 at 
95 eV). Ej.6.E = 970, (Ej .6.E)theoretical = 1098. UPPER RIGHT: N2 gas at 30 mTorr. 
The Is -+ 11r* spectrum of N2 is shown. The resolution in this measurement was 
Ej .6.E=7000, limited by the source size only, and was achieved with an exit slit width 
of 5 pm. (Ej .6.E)theoretical is around 9000. LOWER RIGHT: Ar gas at 80 mTorr. The 
Rydberg series is converging to the Ar 2p edge (2P3/2 at 248.4 eV, 2P./2 at 250.6 eV). 
Ej.6.E = 1675, (Ej .6.E)theoretical = 1960. The aforementioned instrumental resolutions 
are considered more than adequate for the type of experiments performed at beamline 
6.3.2. 
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99%. Wavelength calibration was achieved by obtaining transmission spectra around 

absorption edges from a series of filters covering the range from the Al L2,3 edge 

(72.5 eV) to the eu L2,3 edge (932.5 eV). After comparing the experimental data to 

the well-documented features of these absorption thresholds. in the literature, spectral 

calibration was achieved with an accuracy of 0.05%. Additional optics are used in 

order to focus the beam in the horizontal and vertical directions and the current from 

the vertically focusing mirror is collected in order to normalize the signal against the 

storage ring current decay. The refiectometer chamber (10-8 Torr base pressure) can 

accomodate samples with size up to 8 inches and has the capability of positioning 

the sample to ± 4 J.Lm and setting its angular position to 0.0020. Radiation emitted 

from beamline 6.3.2 is s-polarized to at least 90% in intensity, depending on the exact 

position and size of the vertical aperture at the entrance of the beamline with respect 

to the beam and on the energy of operation at the ALS (1.5 or 1.9 GeV). 
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Chapter 4 

Silicon 

4.1 Introduction 

Silicon is among the materials of particular importance for practical applications 

in the EUV Isoft x-ray range, due to its implementation as filter and spacer material in 

multilayer mirrors, for energies below the L2,3 edge (99.8 eV). In this work, the method 

of angle dependent reflectance is evaluated and implemented in order to obtain the 

opticai constants of Si in the region around the L2,3 edge. The refractive index of Si in 

this energy range has been investigated by previous experimenters 8,10,12 using various 

methods such as reflectance, transmission and photoelectric yield. The discrepancies 

among their data arise mainly due to different sample preperation conditions, the 

surface quality of the samples used for the measurements and the inherent difficulties 

of each method. Angle dependent reflectance measurements have the advantage that 

both 8 and f3 may be deduced experimentally, and thus provide an important test of 

the tabulated values of f, generated using the Kramers-Kronig relations. In addition, 

measurements may be performed on bulk samples without the need to fabricate the 

free standing thin films required for transmission measurements. The reflectance 

method has allowed measurements to be performed on amorphous Si where the high 

stress in sputtered films made the fabrication of free standing films difficult.. SOIne 

of the possible pitfalls of the method include its sensitivity to surface roughness and 

contamination. On the other hand, the choice of silicon as the material for this study 
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Figure 4.1: Calculation of Nef f./3 vs. photon energy for Si according to the partial 
sum rule of eq. (2.71), using the data for (3 from the 1993 atomic tables 3. The result 
is N eff•f3 (tu.v -+ 0) = 0.2, indicating a missing oscillator strength of 0.2 electrons. This 
lack in oscillator strength ~hould cause overestimation of 8 at low energies. 

offered the ability to obtain highly polished wafers thus reducing the effects of surface 

roughness, and the possibility to chemically clean and passivate the surface against 

oxidation. 

The quality of the absorption data for Si in the 1993 atomic tables is examined by 

means of the sum rule for (3, eq. (2.71). This equation yields identically N eff•fJ = Z .. 

and should give N eff•f3 (w = 0) = 0 only if accurate absorption data have been used 

in the entire energy range, as discussed in Sec. 2.4. Fig. 4.1 shows a plot of Nef f.f3( w) 

for silicon using the experimental data for (3 from the 1993 atomic tables 3. It is 

seen that the experimental NeJ f.f3( w) is 0.2 as tu.v goes to zero. This implies, from 

eq (2.71), that there is a missing oscillator strength of 0.2 electrons in the absorption 

spectrum. One may ask, '''!hat effect will this missing oscillator strength have on the 

calculated values of !I? The "x-ray form" of the Kramers-Kronig relation, eq. (2.50) 

has the property that it yields the correct result (II = Z) in the high energy limit. 

Moreover, it can be shown 37 that if a defect in the data for the oscillator strength 

occurs around a frequency Wd, then the values of II determined using eq. (2.50) will 
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be correct in the region W > Wd and eq. (2.50) will overestimate 11 for W < Wd. Since 

the deficiency in oscillator strength in the data for silicon as shown in Fig. 4.1 is 

expected to lead to systematic errors in the determination of II at low energies, it 

is particularly important to have an independent measurement such as provided by 

the reflectance method. In addition, it would be interesting to obtain both b, (3 in 

an exclusively experimental manner in the L2,3 absorption threshold energy region of 

silicon, where fine structure may possibly be present. 
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4.2 Contamination 

Silicon grows a native oxide on its surface when it is exposed to air. Moreover, 

the hydrocarbons which exist in the atmosphere can be deposited in the form of an 

organic film on any surface exposed in air. Thus, oxide and carbon will be considered 

as the main two sources of contamination on a silicon surface in the analysis below. In 

order to examine if oxygen and carbon overlayers may cause serious alterations in the 

results of reflectance measurements for optical constant determination, the following 

tests are performed: A silicon sample is assumed to have a Si02 or a C overlayer of 

variable thickness, and for each thickness value the reflected intensity R' (B) of the 

system "Si substrate + overlayer" is calculated, using for R'(B) the expression from 

ref. 31 for the reflectance of a thin film on top of a semi-infinite substrate. The values 

from the 1993 atomic tables are used for the optical constants of the substrate (Si) 

and the overlayer ~Si02 or C). This procedure is repeated for a number of energies 

within the range of interest. For each of these energies, the optical constants (8, (3) 

are obtained from a fitting algorithm which determines the best fitted 8, (3 using as 

closeness criterion the "squared error" 

s = t [R'(Bi ) -2 R(Bi)]2, 
i=1 Ui 

( 4.1) 

where N is the number of angles considered and U[ represents the uncertainty (noise) 

at each angle point. R(Bi) is the Fresnel reflectance, given by eq.( 2.43) for s-polarized 

radiation, using the pair of (b, (3) that is being evaluated by the algorithm. The best 

fitted (b, (3) pair is determined by the least value of the statistic S. The purpose of 

this procedure is to predict what would happen in an actual experimental determina

tion of the optical cons~;ants through measurements on surface contaminated samples 

(the calculated R'(B) curves represent the "experimental" data). Thus, the errors 

in the determination of b, (3 with respect to the tabulated values in ref. 3 may be 

predicted. Since the sample surface is assumed to be perfectly flat a.nd smooth in 

these calculations, the deviations from the tabulated values of the optical constants 

should be due to the presence of surface contamination. The va.lues reported in the 

literature 12,40 for the thickness of Si02 and C overlayers on a commercially avail-
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able Si wafer are in the range 10-15 A and 5 A, respectively. These values are also 

verified in this work, from the surface analysis results presented in Sec. 4.3. Thus, 

Si02 thicknesses from 0 to 15 A and C thicknesses from 0 to 5 A were used for the 

determination of the "experimental" R'(Oi) in eq. (4.1). Since the purpose of"these 

calculations is to simulate experimental data, the range of angles considered in each 

case is 0 ~ 0 ~ Om ax such that R'(Omax) ' f"V 10-3 and the "experimental" uncer

tainty ul was ul = [0.01 x R'( Oi)]2, in agreement with the detection limitations of the 

refiectometers used for the measurements, described in Sections 3, 4.4. 

Si02 on Si, 60 e V 

Si02 8 (8 - 80) / I 80 I {3 ({3 - {30)/ {30 S 
thickness (A) (x 10-2 ) (x100%) ( X 10-3 ) (x100%) 

0 2.860 4.70 
1 2.866 0.21 4.66 -0.85 51.17 
2 2.830 -1.05 4.64 -1.28 192.42 
5 2.732 -4.47 4.62 -1.70 937.53 
10 2.616 -8.53 4.84 2.98 1901.35 
15 2.574 -10.00 5.42 15.32 1572.88 

C on Si, 60 eV 

C 8 (8 - 80) / I 80 I {3 ({3 - {30)/ {30 S 
thickness (A) ( x10-2 ) (x100%) (x 10-3 ) (x100%) 

0 2.860 4.70 
1 2.846 -0.49 4.70 0 5.97 . 
2 2.838 -0.77 4.72 0.42 14.67 
3 2.832 -0.98 4.78 1.70 18.2 
4 2.830 -1.05 4.84 2.98 17.85 
5 2.832 -0.98 4.96 5.53 22.62 

Table 4.1: The effects of various thicknesses of Si02 and C in the determination of the 
optical constants of Si are calculated at 60 eV. The sixth column contains the values 
of the least squared error from eq. (4.1), which determines the best fitted (b, (3). The 
results presented in this table are also illustrated in Figs. 4.2(a), 4.3(a). 
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Tables 4.1, 4.2 summarize the results of the fitting for two energy points, repre

senting two energy regions; below the Si L2,3 edge (60 eV) and above the edge (130 

eV). The algorithm evaluated a mllnber of (8, (3) pairs around the tabulated values in 

increments of 2 x 10-5 , in order to find the best fitted pair. Figs. 4.2, 4.3 illustrate the 

results of Tables 4.1, 4.2 for the errors in the fitting of 8, (3 vs. thickness of contam

ination; At 60 eV (Table 4.1), the presence of a Si02 overlayer with thickness up to 

15 A leads to errors in 8 and (3 of up to 10% and 15%, respectively (Fig. 4.2(a)). The 

errors introduced by a 5 A C overlayer in the determination of 8 and (3 are 0.98% and 

5.53%, respectively (Fig. 4.3(a)). At 130 eV (Table 4.2), contamination seems to lead 

to much greater errors in the fitting of the optical constants. For instance, in the case 

of 8, these deviations exceed 100% of its tabulated value for Si02 thicknesses greater 

than 5 A (Fig. 4.2(b)) and C thicknesses greater than 3 A (Fig. 4.3(b)). It will be 

shown in Sec. 4.4 that such large deviations are characteristic of the fitting algorithm 

in the region above the Si L2,3 edge, and are due to the relationship between 8 and (3 

in this energy range. It is obvious from the results of Tables 4.1, 4.2 that the value of 

the least squared error S, which determines the goodness of fit, becomes larger with 

increasing overlayer thickness. This means that the fitting ability of the algorithm 

gets worse if reflectance data from a contaminated Si surface are used. 

In summary, the presence of oxide and organic contamination on a Si surface used 

for reflectance measurements and subsequent fitting of 8, (3 may result in serious errors 

in the determination of the optical constants. Therefore, cleaning of the Si surface is 

required prior to reflectance measurements. The experimenter should also be aware of 

the remaining amount of contamination, if any, after the cleaning treatment, so that 

it can be taken into account after the measurements. For this reason, the procedure 

outlined in Tables 4.1, 4.2 was repeated for more energy points, below, above and 

at the edge, in order to be able to correct the experimental results for the optical 

constants for possible residual Si02 and C contamination, after the cleaning procedure 

and surface analysis are performed, as described in the following section. 
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Si02 on Si, 130 e V 

Si02 b (b - bo) / I bo I f3 ((3 - (30)/(30 S 
thickness (A) (x 10-3 ) ( x 100%) (x 10-2 ) (xlOO%) 

0 1.81 1.907 
1 1.38 -23.76 1.976 3.62 10.73 
2 0.9 -50.28 2.044 7.18 37.39 
5 -OA -77.9 2.232 17.04 158.29 
10 -2.1 -216.02 2.506 31.41 338.92 
15 -2.72 -250.28 2.728 43.05 409.63 

. C on Si, 130 e V 

C b (b - bo) / I bo I (3 ((3 - (30)/(30 S 
thickness (A) (x 10-a) (xlOO%) (x 10-2

) (x 100%) 

0 1.81 1.907 
1 1.12 -38.12 2.008 5.30 21.39 
2 OA8 -73.48 2.104 10.33 73.33 
3 -0.20 -111.05 2.200 15.36 142.34 
4 -0.92 -150.83 2.296 20AO 218.67 
5 -1.52 -183.98 2.386 25.12 296.65 

Tahle 4.2: The effects of various thicknesses of Si02 and C in the determination of the 
optical constants of Si are calculated at 130 eV. The 3rd and 5th columns show the 
error in the fitting of band (3 respectively, expressed as a persentage of the tabulated 
vabes bo and (30. The sixth column contains the values of the least squared error 
from eq. (4.1), which determines the best fitted (b, (3). The results presented in this 
table are also illustrated in Figs. 4.2(b), 4.3(b). 
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Figure 4.2: The effect of Si02 overlayers on the determination of the optical constants 
of Si is calculated for two energies: (a) 60e V and (b) 130e V. The error in the fitting of 8 
and /3 is expressed as a persentage of the tabulated values 80 and /30 at each energy, and 
is plotted vs. Si02 thickness. These results are also presented in Tables 4.1,4.,2. Note 
that the y-axis scale in (a), (b) is different: the effect of Si02 surface contamination 
at 130 eV is much more pronounced than at 60 eV. 



6~--------------------------------------~ 

5 

4 

... 3 :: ... 
~ 

2 

1 

.----.10-0
0
1110

0
1 (%) 

0------ 0 I~ - ~oll ~o (%) 

0'" 
................ 

hco = 60 eV 

0'" 

... 0 
"", 

................. 
0'" 

.................. 
o _-. -----. -----. " -e---

" . ------

(a) 

?':. ......... -
O~----..... ---------------------------------~ o 

150 

1 2 3 

C thickness (A) 

• ----. 10 - ~o"l~ol (%) 
0------ 0 I~ - Po" ~o (%) 

./" 

", , 

4 

./ , 

5 

.... 
...... / 

6 

(b) 

!:il00 hco= 130eV "", ... ... 
riS .'" ..... / .. ./ 50 

,,,," 0 ------- 0 
... . 0 ------- 0 -------

o ", ----- -------
012 3 4 5 6 

C thickness (A) 

44 

Figure 4.3: The effect of C overlayers on the determination of the optical constants of 
Si is calculated for two energies: (a) 60e V and (b) 130e V. The error in the fitting of 
8 and {3 is expressed as a persentage of the tabulated values 80 and (30 at each energy, 
and is plotted vs. C thickness. These results are also presented in Tables 4.1, 4.2. 
Note that the y-axis scale in (a), (b) is different: the effect of C surface contamination 
at 130 e V is much more pronounced than at 60 e V. 
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4.3 Sample Preparation and Surface Analysis 

The samples used in this experiment are: a) Si(111) wafers, "prime" grade, n

doped with As atoms, with resistivity p = 0.005 - 0.013 n cm and thickness 330-

530 pm, b) Si(lOO) wafers, "prime" grade, n-doped with P atoms, with resistivity 

p = 3 - 7 n cm and thickness 356 - 406 p,m, c) amorphous Si (3000 A sputtered Si 

on a Si(111) wafer). There is extensive literature on Si surface passivation due to the 

importance of clean and smooth Si surfaces and SijSi02 interfaces in the performance 

of integrated circuits. Among the most common techniques used in the semiconduc

tor industry for Si surface cleaning and passivation, are: 

(i) Ar or He ion sputtering or reactive ion sputtering at low temperature, in order 

to remove the oxide layer. Post-annealing at high temperature is required in this 

technique, due to the damage on the surface lattice by the etching procedures. 

(ii) High temperature treatment (above SOO°C) in ultra high vacuum (UHV) , for 

removal of the oxide. 

(iii) RCA-type cleaning (dipping in aqueous mixtures of unstabilized hydrogen per

oxide with ammonia and HCI) for removal of organic contamination, particles and 

metals, followed by H-passivation in dilute HF acid. 

(iv) UV treatment in O2 enhanced atmosphere, in order to remove organic contami

nants, followed by etching in aqueous solutions of NH4F or HF, or ethanol solutions 

of HF, in order to achieve H-passivation of the Si surface 40-42. 

In this work, method (iv) was applied. High temperature and ion sputttering treat

ments outlined in methods (i), (iii) are not possible without the appropriate equip

ment. Moreover, there is evidence 43 that RCA cleaning results in a relatively rough 

surface (~ 5 A reported) while cleaning in NH4F or HF solutions provides smoother 

surfaces and also ordered with respect to lattice positions 44. The cleaning and surface 

passivation steps are described below. 

Each sample was placed for 8-12 hours on a hot plate (200-250°C) under UV 

rays emitted from a low-pressure mercury discharge lamp, with input power 10 w. 
The purpose of this step is to remove the organic contamination which exists in 

the form of hydrocarbons on the surface of the sample. The UV rays from the 
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lamp have two bands at 1849 A and 2537 A which are shown to be important in 

cleaning. The 1849 A light dissociates oxygen molecules and produces ozone (03 ). 

The 2537 A light initiates photodecomposition of ozone into an oxygen molecule 

and an activated oxygen atom which reacts with the hydrocarbons on the sample 

surface and decomposes them into volatile compounds such as H20 and CO2 • The 

2537 A light is also believed 45 to photosensitize organic contamination and results 

in enhanced cleaning rates. The activated oxygen atoms which react to remove the 

organic contamination from the surface, cause at the same time further oxidation of 

the Si surface, as it will be later shown in surface analysis results. However, this "side 

effect" is not a problem at this stage of the cleaning procedure because the HF etching 

step that follows, removes the Si02 from the surface. The fact that the 1849 A light 

(responsible for the creation of 0 3 ) has a low penetration depth in air and the 2537 

A light (responsible for the dissociation of 0 3 ) has a long penetration depth, results 

in a strong ozone concentration gradient around the UV source. As a result, the 

cleaning rates are strongly dependent on the lamp distance from the sample and it is 

found 45 that a distance'" 10 mm is required for effective cleaning. At this distance, 

studies 45 have shown that ordinary air is nearly the optimum environment, and a 

slight increase of oxygen 'would enhance the cleaning rate. Therefore, small amounts 

of oxygen were provided during the UV irradiation of the samples. The teflon and 

glass vessels used during the H-passivation procedure were degreased in a inorganic 

oxidizer-H2S04 ("reagent" grade) solution and then rinsed thoroughly with ultrapure 

water (p = 18 Mf! em, total organic carbon (TOC) = 17 ppb). Each sample was 

dipped in a 5% HF:ethanol solution for 5-10 minutes. The solutiori was prepared by 

diluting a 50% HF solution ("certified particle" grade) in ethanol ("reagent" grade, 

consisting of 5 volumes of methanol and 100 volumes of 200 proof ethanol). Then, the 

sample was rinsed in ethanol for 30 seconds and finally dried in N2 atmosphere for a 

few seconds. The HF solution etches Si02 from the surface and then terminates the 

dangling bonds mainly with H atoms. J'he H-passivated surface is much more stable 

toward oxidation compared to a conventional surface, which has many dangling bonds 

left. This etching step was also performed with aqueous HF solutions and subsequent 

rinsing in ultrapure water. However, using ethanol solutions gave consistently better 
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results. This has also been verified in the literature, where ethanol was found to have 

the following advantages over aqueous solutions: 1) Water rinsing has been shown 41 

to initiate new oxidation of the surface, a process most probably nucleated by Si-OH 

sites formed by hydrolysis of Si-F. 2) Any organic contamination picked up after the 

UV cleaning may be dissolved by the ethanol, thus reducing the remaining amount 

of C on the surface. 

Immediately after the cleaning, the piece of Si wafer on which the reflectance 

measurements are going to be performed is loaded in the reflectometer chamber in 

order to prevent new oxidation and carbon contamination of the H-passivated surface. 

At the same time, witness samples of the same cleaned wafer are taken to an x-ray 

photoelectron spectroscopy (XPS) system, in order to perform surface analysis and 

check the results of the cleaning procedure. Ideally, if perfect H-passivation of the 

surface took place (i.e. Si02 completely removed and all dangling bonds terminated 

by H atoms), the surface should be stable against any new oxidation. However, the 

cleaning is not 100% effective, and there are always remaining dangling bonds or 

oxidized sites that initiate a slow degradation of the surface. In general, the cleaning 

results depend highly on the amount of organic substance in the atmosphere and also 

on other undetermined factors such as re-contamination from vessels and handling. 

All the above effects are observed quantitatively at the surface analysis results shown 

later in this section. Surface analysis was performed in a PHI 5300 46 system at 

the Lawrence Berkeley National Laboratory, using the XPS method, outlined in the 

diagram of Fig. 4.4, also known as electron spectroscopy for chemical analysis (ESCA), 

which is accomplished by illuminating the sample with monoenergetic x-rays and by 

analyzing with an electron spectrometer the photoelectrons emiLed, according to 

their kinetic energy. The presence of an element on the sample surface is identified 

by the binding energy Eb of its atomic core electrons 

( 4.2) 

where fiw is the source photon energy and Ek is the measured kinetic energy of 

the emitted photoelectrons. A Mg KG anode (fiw = 1253.6 eV) was used by the 

ESCA instrument for all of the measurements in this work. The analyzer is normally 



Source Analyzer/Detector 

sample 

<> Source: Mg Ka anode (1253.6 eV) 

<> Analyzer/Detector: Electron spectrometer (Ek 
= hw - Eb) 

Figure 4.4: Outline of the x-ray photoelectron spectroscopy (XPS) method. 
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operated as an energy "window", accepting only those electrons having an energy 

within this fixed window, referred to as "pass energy". Investigating different energies 

is accomplished by applying a variable electromagnetic field before the analyzer is 

reached by the electrons. Thus; an analysis of the spectrum after an energy scan 

provides information on the elemental composition and chemical state of the sample 

surface. The results are shown in the form of peak areas, as a function of electron 

binding energy. The peak areas, which represent the integrated photoelectron signal 

(IPS), are proportional to the concentration of an element in the surface region of the 

sample. The peak widths of the experimental spectra depend on three factors; the 

natural photoemission linewidth of the peak, the linewidth of the x-ray source (in this 

case 8EMg = 0.65 eV) and the energy resolution of the analyzer. Assuming Gaussian 

peaks, the observed linewidth should be the square root of the sum of the squares of 

these terms. The resolution of the ESCA energy analyzer is about 2.5% of the pass 

energy and the electron counting time is inversely proportional to the pass energy 

47. Two types of scans were used in this experiment: (i) "Survey" scans, with a pass 

energy of 178.95 eV (fast, low resolution scans) and (ii) "multiplex" scans, with a 

pass energy of 35.75 eV (slower, high resolution scans), for a more detailed inspection 

of the peaks. The discussion in the next paragraph describes how the results of the 
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XPS scans are being implemented for overlayer thickness calculations. 

The thicknesses of Si02 and C are calculated from the x-ray photoelectron spectra 

by means of the equation 48: 

Yo = /to Ms (7 T (4.3) 
Ys /ts Ps N Leos </> ' 

where Yo is the IPS from the overlayer (0 Is or C Is) and Ys is the IPS from the 

substrate (Si 2p) photoelectrons, obtained from the ESCA system as diagnostics of a 

"multiplex" scan; /-to and /-ts (barns/atom) are the overlayer and substrate photoion

ization cross sections respectively, where 1 barn = 10-24 atoms/cm2; (7 (atoms/cm2
) 

is the surface coverage of overlayer atoms; Ms (gr/mole) is the molecular weight of 

the substrate; Ps (gr/cm3
) is the mass density of the substrate; L (A) is the escape 

depth for the substrate (Si 2p) photoelectrons; </> is the angle of collection of pho

toelectrons by the analyzer with respect to the sample normal, as shown in Fig. 4.4 

(</> = 45° in this case); N is Avogadro's number (N = 6.022 x 1023 molecules/mole). 

The factor T accounts for the transmission efficiency of the ESCA energy analyzer. 

When the system is operated in a constant "pass energy" mode, as in this case, the 

transmission efficiency of the analyzer is inversely proportional to the kinetic energy 

of the detected photoelectrons. Since Yo/Ys is on the left hand side of eq. (4.3), T 

should be equal to 
T = Ek,s = 1iw - Eb,s, (4.4) 

Ek,o 1iw - Eb,o 

where, as usual, "s", "0" stand for the substrate and overlayer respectively. The 

surface coverage (7 can be further analyzed as follows: 

( 4.5) 

where no (atoms/cm3) is the overlayer element atomic density and do (A) is the 

overlayer thickness. After replacing eqs. (4.4, 4.5) in eq. (4.3) and solving for do, the 

result is 
do = }ls Ps N L cos </> 1iw - Eb,o Yo (4.6) 

Po no Ms tlW - Eb,s Ys. 
For a Si substrate, Ms = 28 gr/mole and Ps = 2.33 gr/cm3

. Moreover, for the Si 

2p subshell (Eb,s = 99.8 eV) and the Mg Ka emission line (r-/J..IJ = 1253.6 eV): L = 

24 A 49, Its = 20 X 103 barns/atom 3. 
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For Si02 as the overlayer, the oxygen atomic density no is calculated from the ex-

preSSIon 

(4.7) 

where PSi02 = 2.3 gr/cm3 is the Si02 mass density, Msi02 =28+32=60 gr/mole is 

the Si02 molecular weight and the factor 2 accounts for 2 oxygeIl- atoms per Si02 

molecule. The result of eq. (4.7) is no = 4.6 x 1022 atoms/cm3• Finally, from 

eq. (4.6), using the above calculations, the photoionization cross section for the 0 Is 

subshell 3 J.Lo = 67.22 X 103 barns/atom 3 and the binding energy Eb,o = 543.1 eV, 

the thickness do of the oxide is given by 

Yo 
do = 3.4-

Ys 
(A). 

For C as the overlayer, the atomic density ne is given by 

Pc N 
ne,= Me ' 

(4.8) 

(4.9) 

which, for Pc = 2.2 gr/cm3 and Me = 12 gr/mole, yields ne = 11.1 x 1022 atoms/cm3. 

So, from eq.( 4.6), using the photoionization cross section for the C Is subshell 3 

J.Le = 23.34 x 103 barns/atom and the binding energy Eb,e = 284.2 eV, the carbon 

overlayer thickness de becomes 

Ye 
. de = 5.5 Ys (4.10) 

If one wants to express the thicknesses do, de in terms of oxygen or carbon monola~ers 

(ML) respectively, the substrate orientation should be taken into account. In general, 

if D represents the thickness of the overlayer in ML, then 

D = do no 
[number of atoms per ML of overlayer per cm2 of substrate] 

(ML), 

(4.11 ) 

where do no is the surface coverage u of the overlayer. In the case of oxygen overlayer 

(in the form of Si02 ) on a Si(1l1) substrate, using simple geometry considerations 

and the cubic lattice constant a = 5.43 A of the Si crystal, it is found that 1 ML of 

Si(111) = 7.8 x 1014 atoms/cm2
. In a similar way, when t.he Si substrat.e has the (l00) 
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orientation, it is found that 1 ML of Si(lOO) = 6.8 xlOI4 atoms/cm2. In the case of 

Si02 on a Si substrate, it will be assumed that two oxygen atoms correspond to each Si 

atom in the Si02 molecule. This is a simplified model which somewhat overestimates 

the number of oxygen atoms, because it does not account for the irregularities of 

the Si/Si02 interface for each of the (111), (100) orientations 50~ Nevertheless, it is 

giving a quite good estimate for the oxygen monolayers. Therefore, according to the 

calculations above: 1 ML of O2 on Si(111) = 1.56 X1015 atoms/cm2 ; 1 ML of O2 on 

Si(lOO) = 1.36 x lOIS atoms/cm2. Finally, on amorphous Si substrate 5\ 1 ML of 

O2 on amorphous Si ::: 1.5 x lOIS atoms/cm2• Using each the above results in of 

eq. (4.11), with do = 3.4(Yo /Ys) A from eq. (4.8) and no = 4.6 x 1022 atoms/cm3
, 

yields 

on Si(111) substrate, Do = 1 ~ (ML), (4.12) 

on Si(100) substrate, Do = 1.15 ~~. (ML), (4.13) 

on amorphous Si substrate, Do ::: 1.04 ~ (ML). (4.14) 

For a C overlayer in the form of hydrocarbons, it is found 41,42 that 1 ML C 

= 1.05 X 1015 atoms/cm2
• Using this in eq. (4.11) with de = 5.5 (Ye /Ys) A from 

eq. (4.10) and ne = 11.1 x 1022 atoms/cm3
, yields 

Ye · 
Dc = 5.8 Ys (ML). (4.15) 

The model of uniform overlayers covering the whole surface which is assumed in 

these calculations does not a.ccount for the possible overlayer inhomogeneities and 

stoichiometry variations on a contaminated or a cleaned surface. However, it gives an 

estimate for the "average" overlayer coverage, which is useful for quantitative analysis. 

It should also be mentioned that the above method is accurate for submonolayer 

thicknesses on the surface and underestimates the overlayer coverage by a maximum 

of 10% if several monolayers are present 48. Another source of uncertainty is the 

attenuation length L of Si 2p photoelectrons in equat.ion (4.6). L can be determined 

only through experiments and the values provided by various authors over the years 
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do not always agree (see also discussion on photoemission in Sections 2.2, 4.6). In this 

work L = 24 A is used, which agrees within ±20% with most experimental data 49. 

Surface analysis results are shown, with the accompanying tables presenting quan

titatively the oxide and carbon contamination on the surface. The first two columns 

of the tables are obtained from the ESCA system after a "multiplex" scan, the third 

column is calculated using eqs. (4.8),(4.10) and the fourth column using eqs. (4.12)

(4.15). Initially, a few pieces of "as received" samples were examined, in order to 

check the surface contamination before any cleaning is applied. Figs. 4.5, 4.6 show 

the results for a SiC 111) wafer and an amorphous silicon piece (sputtered Si on a Si 

Hafer), respectively. This measurement was repeated for several silicon surfaces be

fore cleaning. The results have shown that the native oxide is rv 7 A and the organic 

contamination rv 5 A. The result of Fig. 4.5 for the oxide on an "as received" Si(I11) 

wafer is in very good agreement with the oxide thickness reported in ref. 40 for a 

commercially available silicon wafer. Next, the efficiency of the UV treatment de

scribed in Sec. 4.3 was tested, by performing surface analysis on samples UV cleaned 

only, without any further treatment. The results for a Si( Ill) sample are shown in 

.. 
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Fig. 4.7. The organic contamination has decreased by '" 3 A compared to a sample 

"as received" (see Fig. 4.5). An increase in the oxide thickness also happens, which is 

expected due to the nature of this method (see discussion in page 46). This effect is 

eliminated in the cleaning step which normally follows the UV treatment (dipping in 

HF: ethanol solution). Testing of UV cleaned amorphous silicon pieces gave results 

consistent with those of Fig. 4.7. ESCA results for silicon wafers of (111) and (100) 

orientations and for an amorphous silicon sample, after the complete H-passivation 

procedure has been performed, are shown in Figs. 4.8, 4.9, 4.10. These are witness 

pieces from the samples used for the reflectance measurements described in Sec. 4.4. 

An additional verification of the effectiveness of the H-passivation was performed for 

an actual reflectance sample at the ALS beamline 6.3.2, as shown in Fig. 4.11. The 

electron yield measurements in the oxygen Kedge (543.1 eV) energy region show 

that the oxide is indeed removed after the surface treatment. In general, after the 

cleaning the samples are usually left with sub-monolayer thickness of oxide and"", 1 

ML of carbon on the surface, as it is demonstrat.ed in Figs. 4.8, 4.9, 4.10. 
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Figure 4.11: Electron yield measurements (arbitrary units) on a Si(100) wafer at 
() = 3 deg (grazing angle), performed at the ALS beamline 6.3.2. Before cleaning 
(dashed line), there is a pronounced peak ,at the oxygen Kedge (543.1 eV) due to 
the presence of the silicon oxide on the surface; the peak becomes barely visible after 
surface cleaning is applied (solid line). 
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4.4 Reflectance Measurements 

Reflectance measurements on the H-passivated silicon surfaces were performed using 

the instruments described in eh. 3. Data were collected in the form of reflectance 

curves R'(()) for a number of energies in the region 50-180 eV. The software of the 

instrument allowed for 2-dimensional scans, thus, R vs. () scans were performed 

for a large number of closely separated energy points (0.5 eV or 1 eV steps). The 

experimental curves were fitted by means of a least squares fitting algorithm using 

the Fresnel equations for the reflected field intensities. The algorithm determines 

the best fitted 8,(3 according to a least "squared error" defined in eq.( 4.1), repeated 

below, 

s = f [R'(()i) -2 R(8i)]2, 
i=1 Ui 

with R'(()i) being the experimental data obtained in the range ()min :::; 8i :::; ()max in 1 ° 

steps and R(()i) the theoretical reflectance calculations. R(()i) = 1/2 [Rs(8;) + Rp(()i)] 

(unpolarized radiation) was used for the laser plasma source measurements, R(8;) = 

Rs(()i) was used for beamline 6.3.2, and Rs, Rp were obtained from the Fresnel equa

tions (2.43), (2.44). At the laser plasma source reflectometer, the sources contributing 

to U[ were Poisson noise and electronic noise from the detector (Si photodiode), re

sulting in an expression of the form: U[ = cIR,2(8i ) + C2' The parameters CI, C2, 

were determined separately for each energy and had values '" 10-4
• Thus, only data 

with R'(()i) ~ 1% were used, meaning that the 8max considered in each 8 scan was 

between 8° and 20°, depending on the energy. At the ALS, the dominant source of 

noise was electronic noise, which yielded 10-5 :::; CI, C2 :::; 10-4, thus :naking possible 

to use data R'(8i) ~ 0.3%, corresponding to 8max in the range 15° to 35°. All angle 

scans started at 8min = 1 0, due to the incident photon beam over-illuminating the 

sample at grazing angles:::; 1°. 

The (8, (3) values provided after the fitting procedure are shown in Fig 4.12. The 

results look smooth for a range of energies well below the edge, while for the rest 

of the energies the (8, (3) points look noisy and fluctuating. This behavior is better 

illustrated in Fig. 4.13 where contour plots of the statistic S of eq. (4.1) are drawn 
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Figure 4.12: The optical constants 8 (0), /3 (0), for a Si(100) sample measured at 
the ALS beamline 6.3.2. The values for 8, /3 (dash) from the atomic tables 3, are also 
shown. 
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Figure 4.13: Contour plots of S from eq. (4.1) generated with data on a Si(100) 
sample measured at the ALS. The energies shown are 60, 70, 80, 95, 105, 130, 150 
and 180 e V in a 8 - (3 axis system. Each contour area encloses the optical constant 
pairs fitted by the least squares algorithm within ±lo- of their actual values. This is 
equivalent to drawing the contours containing the (8, (3) fitted with S ~ Smin + 2.3, 
where Smin is the least squared error, at each energy 8,9. Small contour areas indicate 
high confidence data, whileJarge areas indicate that a wide range of (8, (3) values meet 
the fitting criteria, leading to significant uncertainty. The line (3/8 = 0.5 indicates 
the boundary between regions of reliable and uncertain fitting. As an example, the 
reflectivity curves corresponding tc two distant. points inside the 105 eV contour, 
labeled 105H, 105L, are shown in Fig. 4.14. 
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Figure 4.14: Reflectiyity curves calculated for s-polarized light and (i) fJ = -0.00725, 
(3 = 0.0105, (dash-dot), shown as point 105H in Fig. 5, (ii) fJ = -0.015, (3 = 0.001, 
(dash), shown as point 105L in Fig. 4.13. The reflectance data at 105 eV for a Si(100) 
sample measured at the ALS beamline 6.3.2, are also shown. 

in (6, (3) parameter space for a few energies chosen from the data which were fitted 

to generate Fig. 4.12. Each contour area encloses the (fJ, (3) pairs determined by the 

algorithm with 68% probability of being the actual values ("68% confidence region"), 

according to the X~ criterion 8,9. It can also be shown 9 that these contour areas 

include the "true values" of the optical constants within ±lu error. The two optical 

constants fJ, (3 are regarded as independent in this parameter estimation model 9. 

Fig. 4.13 shows that, for the energies well below the edge, the confidence regions are 

small indicating that the fitting determines the optical constants with a high degree 

of certainty (corresponding to the region in Fig. 4.12 where the data look smooth), 

while for energies close to the L2,3 edge and above the contour areas become quite 

extended, indicating that the fitting is not reliable (leading to the region of fluctuating 

data in Fig. 4.12). For instance, in Fig. 4.14 the reflectance curves are calculated for 

two distant (fJ, (3) pairs inside the 105 e V confidence region (points 105H, 105L, in 

Fig. 4.13) and the experimental reflectance data are superimposed. All three curves 

look similar, which explains why the experimental dat.a could be fitted to any of the 

two points 105H, 105L, or any other point inside the confidence region. Nevertheless, 

the large extent of the 105 eV confidence region indicates that the results of the fitting 
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at this energy can not be used to accurately determine both 6, {3. This behavior of 

the fitting algorithm can be related to the shape of the reflectance curves at different 

energy regions, which depends on {3 I 6. Fig. 2.2 shows calculated reflectances for 

a number of {3 I 8 values. For {3 I 8 < < 1 the reflectance curves have a well defined 

"shoulder", while as {316 approaches 1 the curves become exponential-like (negative 

8 values also result in exponential-like reflectance curves). Obviously, the fitting is 

successful for energies with {3 I 6 sufficiently below 1, while for (3 I b '" 1 or b < 0 

the results for the optical constants are not reliable. This behavior is inherent to the 

shape of R(B) which only depends on {3lb, therefore, it should not be unique to silicon 

or to this particular energy range. For instance, Hunter 52 has observed, by means of 

isoreflectance curves, a correlation between the sensitivity of the reflectance method 

and the real and imaginary parts of n. 

For the case of silicon, it is demon~trated in Fig. 4.13 that the region in b - {3 space 

where {3 I 6 ::; 0.5 (corresponding to energies::; 90 e V) may be chosen as a conservative 

guide for a region with reliable fitting results. However, the value {3 / b = 0.5 is not 

rigorous and certainly depends on experimental conditions such as noise and photon 

flux, which may vary for different measurements. 

The effect of residual contamination on the sample surface after the H-passivation 

procedure, discussed in Secs. 4.2, 4.3, was taken into account in the fitted values of 

the optical constants and a correction was applied each time. In the range 50 - 90 

eV, for submonolayer oxide and:: 1 ML organic contamination (typical amounts of 

residual contamination), the correction for b was ±l - 2% and {3 was overestimated 

by less than 10%. Separate calculations and corrections were made for each sample, 

according to the surface analysis results for the residual thicknesses. Furthermore, 

it should be noted that reflectaace values in the EUV Isoft X-ray range are sensitive 

to the state of polarization of the photon beam and the roughness of the sample 

surface. Previous workers 8,12 have used polarization and roughness as adjustable 

parameters in addition to b, {3 in the fitting model. The analysis presented above 

assumes a known state of polarization of the source, and perfectly fiat and smooth 

samples. Radiation from the laser plasma source has been assumed unpolarized and 

the ALS beamline 6.3.2 light has been assumed s-polarized ill the fitting model. Both 
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assumptions approximate the true state of the source polarization by at least 90%, as 

explained in Sec. 3. There is small but nonzero roughness on the sample surface (see 

Sec. 4.3), which has not been taken into account in the fitting of the present reflectance 

data. This choice was made after noticing how sensitive the fitting algorithm is 

with only two adjustable parameters (b, 13). Introduction of more parameters would 

make the confidence regions larger, thus introducing greater uncertainty in the fitting 

results. Calculations have shown that the presence of a possible correction in the 

state of polarization of the source (:::; 10%) and the effect of surface roughness (:::; 4 

A) in the fitting algorithm, would modify the fitted values of h,13 by less than 0.1% 

in the range 50 - 90 eV. Thus, polarization and roughness, as fixed parameters, might 

introduce only a trivial error in the values of the optical constants derived from these 

measurements. 
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4.5 Discussion of Reflectance Data 

The derived optical constants of silicon will be discussed in the 50 - 90 e V range 

only, since the fitting algorithm fails to produce reliable results for the rest of the 

energies considered in this work. It was found that the absorptive part /3 of the 

refractive index n for crystalline silicon exhibits structure in the region 60-80 eV, as 

shown in Fig. 4.15. This effect was observed for both Si(I11) and Si(100) samples and 

is in agreement with previous transmission data for crystalline silicon 10. It is shown 

in Fig. 4.15( c) that the structure is not present in the case of amorphous silicon, 

thus indicating that this effect is probably related to the geometric periodicity of the 

crystalline silicon lattice. Another possibility would be that oxygen was incorporated 

into the film during deposition. However, by modeling this it does not appear possible 

to fit the measured /3. The new absorption data were combined with the tabulated 

values 3 and experimental data at the low energies 28, in order to form a set of values 

for the absorption in the complete spectrum (1.5 - 30,000 eV) and b was calculated 

again from dispersion analysis, using absorption data which satisfied the sum rule 

in eq. (2.71). This was achieved by adjusting the fitted absorption coefficient in the 

energy region above the silicon L2,3 edge (150-300 eV) where the absorption is high. 

Modifications were made within the error bars of the available experimental data 53, -

until the sum rule was satisfied. The modified absorption data were also closer to the 

photoabsorption calculations using a linear response approximation, by Doolen and 

Liberman 11. The sum rules of eqs. (2.70)-(2.72) were then plotted with the new set 

of optical data for Si, as shown in Fig. 4.16. All three rules behave very well down 

to 1.5 eV, except for Neff,c1 below 10 eV, which, according to the theory discussed 

in Sec. 2.4 should fall off faster than Nef f,£2 and Nef f,{J. This indicates probable 

inconsistencies in the calculations for b at the very low energies. The /3-sum rule 

with the new data yields the correct result Neff,{J(O) = 0, thus the missing oscillator 

strength of 0.2 electrons is recovered. 

In Fig. 4.17 the measured values of 8 are plotted in the energy range 55 - 90 

eV. The values as determined by the Kramers-Kronig relations in the 1993 atomic 

tables are shown as a dotted curve. It appears that the Kramers-Kronig method in 
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the 1993 atomic tables overestimated 8 in this region by 8 - 15 %. As discussed in 

Sec. 2.4 , this is qualitatively consistent with the observed missing oscillator strength 

in the absorption spectrum. As can be seen in Fig. 4.17, the new Kramers-Kronig 

calculation is in remarkably good agreement with the present measurements. 
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Figure 4.15: Fitted values of f3 determined from reflectance measurements at the 
laser-plasma source for (a) Si(1l1), (b) Si(lOO) and (c) an amorphous Si sample. 
Corrections (~ 10%) for the presence of residual contamination were applied. The 
dashed line in (a), (b), (c), represents transmission data. for Si(lll) from ref. 10. 
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Figure 4.16: Partial sum rules for Si, derived from the new compilation of optical 
constants including the experimental data presented in this work. The results demon
strate that accurate absorption data have been used and dispersion calculations have 
been performed self-consistently. 
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Figure 4.17: Fitted values of 8 determined from reflectance measurements on a Si(lll) 
sample measured at the laser-plasma source in the region 55 - 90 eV are shown to 
be in agreement with the new Kramers-Kronig calculations for 8 (solid line), using a 
revised set of absorption data which satisfy the ,B-sum rule (see Fig. 4.16). Consistent 
experimental results for 8 in this energy range were obtained from measurements on 
several Si(lOO) and Si(lll) samples using both the laser-plasma source and the ALS. 
The Kramers-Kronig calculations from the tables in ref. 3 (dashed line) appear to 
overestimate the values for 8 by 8 - 15%. Theoretical calculations using a linear 
response approximation model 11 (dash-dot line) are also shown. 
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Figure 4.18: Photoelectric yield data from a Si(lOO) wafer at 130 eV, taken at beam
line 6.3.2 at the ALS. The y-axis is the current from the sample, normalized by its 
value at () = 90°. 

4.6 Photoelectric Yield Measurements 

In the range of energies where the reflectance method failed to determine reliably 

6, /3, i.e. from just below the Si L2,3 edge to several tens eV above the edge, angle

dependent photoelectric yield measurements were performed. A Si(lOO) wafer was 

used, surface-passivated according to the procedure described in Sec. 4.3. In the 

refiectometer chamber, the sample was electrically isolated from the holder with mica 

foils and a wire was used to collect the photoemitted current. Photoelectric yield data 

vs. angle were taken at various energies. An example of an experimental curve is 

shown in Fig. 4.18, demonstrating a typical photoelectric yield behavior vs. grazing 

angle of incidence. At small grazing angles, the emitted current is small, at the 

expense of high reflectance. The photoemission is increased in the angle region where 

the reflectance has decreased adequately and the penetration depth of the x-rays is 

still relatively small, so that most. of the photon intensity is concentrated close to 

the sample surface; in general this region is the critical angle region, although for 

Si at 130 eV, shown in Fig. 4.18, the critical angle is not well-defined (see Sec. 2.2). 
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The emitted signal decreases again for angles beyond the critical, since the photon 

intensity is deposited in deeper regions inside the material. 

Data were collected for several energy points and the G( 0) curves at each energy 

were fitted for 8, (3, L using a least-squares algorithm with best fit criterion the statistic 

(4.16) 

in the same manner as was explained in Sec. 4.4, for the case of reflectance mea

surements for Si. The fitted values of 8, (3, from the photoemission measurements are 

shown in Figs. 4.19 (a), (b). The values from photoelectric yield measurements from 

ref. 12 are also shown in Fig. 4.19 (b). The agreement with the present measurements 

is partially good; the authors in ref. 12 acknowledge the presence of oxide on the Si 

wafer from which data were taken. Fitting photoelectric yield data has the disadvan

tage of one extra parameter, the escape depth L. Fitted values of L using this method 

are not always meaningful. Furthermore, it has been found 34 that the ability of the 

fitting algorithm of eq. (4.16) to obtain accurately 8, (3, L is sensitive to the ratio Lj).. 

at each energy point (in the same way that the ratio (3 j 8 was found to affect the 

efficiency of the reflectance method, in Sec. 4.4). By drawing consecutive curves of 

constant G( 0) in Cl - C2 space (c = Cl + iC2 being the dielectric function) for different 

values of the parameter Lj A, the authors in ref. 34 have concluded that fitting of Cl, C2 

(equivalent to 8, (3) is effective for A > > L, while for wavelengths ).. ~ L the fitting 

is sensitive only to data G( 0) from a small range of grazing incidence angles. For 

instance, in these measurements, the fitted results for 8, (3 in the region 200 - 300 e V 

were noisy and sensitive to the range of angles chosen for the fitting, and therefore 

they are not used in Fig. 4.19 (a). An advantage of the photoelectric yield method 

over the reflectance, is its insensitivity to roughness *, which degrades reflectance 

measurements and makes reflectance data practically useless at large grazing angles 

of incidence. Thus, although the photoelectric yield method does not always guaran

tee successful results in the cases where the reflectance method fails, it can always be 

*This is true assuming moderate values of the roughness and large spat.ial periods of the imper
fections on the sample surface. Under t.hese conditions, t.he sum of specularly reflected and diffusely 
scattered light. is equal t.o t.he specularly reflect.ed light from a perfectly smoot.h surface. 
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used as an independent method, or to verify the results obtained by the reflectance 

method on a bulk sample. 
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Figure 4.19: (a) The results of the fitting of b, f3 from the present photoelectric yield 
measurements on Si. The data are in quite good agreement with the revised atomic 
tables for Si, after the new Kramers-Kronig (KK) calculations were performed (see 
previous section). (b) The results of (a) are shown in detail in the region 60 - 200 e V, 
and photoelectric yield data from ref. 12 are superimposed. The agreement is good 
for data points around 95, 100, 120 and 190 eV. 
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4.7 Conclusions 

Reflectance data for the optical constants of crystalline and amorphous silicon in 

the region 50 - 180 eV are presented in this paper. Surface analysis and photoelectric 

yield measurements show that a two-step procedure, including UV irradiation and 

subsequent HF etching of the samples, is successful in removing carbon contamination 

and native oxide and in achieving hydrogen passivation of the sample surface. A least 

squares fitting algorithm is used in order to derive the optical constants b, (l from the 

experimental data; this method is reliable only in regions where (lIb is sufficiently 

small, while producing results with large uncertainties in the energy range where 

(l I b ~ 1. The effect of the (lIb ratio in the fitting of a reflectance curve has a 

purely mathematical nature, thus, the above reliability criteria should apply to the 

fitting of reflectance data from any material in any energy range. However, the 

exact value of (l/ b which marks the boundary between reliable and uncertain fitting 

should depend on the particular experimental conditions and therefore it has to be 

determined separately in each case. In this experiment, reliable data are obtained 

in the range 50 - 90 eV (below the silicon L2,3 edge at 99.8 eV), corresponding to 

(lIb ~ 0.5. It is shown that crystalline Si exhibits structure from 60 to 80 eV, also 

observed in previous transmission data. Furthermore, when the fitted values for b 

are compared to the tabulated values 3, it is demonstrated through the sum rule that 

the tabulated values in ref. 3 overestimate b because of missing oscillator strength in 

the absorption coefficient data used. This effect is verified by the present reflectance 

results for b. The above discussion suggests that least squares fitting of reflectance 

data may not be a suitable method for the determination of the refractive index in 

certain energy regions; different techniques should be explored in the regions where 

the fitting algorithm becomes problematic. For Si in particular, there is a need 

for improved measurements in the region above the L2 ,:3 edge, where the reflectance 

method fails to provide reliable results. The photoelectric yield method is attempted 

as an alternative technique in this energy region, with partially successful results; it is 

found that fitting of angle-dependent photoelectric yield data has weaknesses similar 

to the reflectance method, and also involves the escape depth as a third parameter 
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necessary for the fit, in addition to 6, {3. It could be possible to obtain improved data 

for Si in the energy range above the L2,3 edge, by means of transmission measurements 

on very thin, free-standing films, using a radiation source with adequate photon flux 

such as beamline 6.3.2 at the ALS. 
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Chapter 5 

Molybdenum 

5.1 Introduction 

Molybdenum has emerged as an important material for EUV lithography ap

plications, ' due to its implementation as the absorber layer for MojSi and MojBe 

multilayer mirrors. These optics operate at energies below the Si L2,3 edge (99.8 eV) 

and the Be Kedge (111.5 eV) respectively, where silicon and beryllium exhibit low 

absorption. In order to successfully predict the performance of these mirrors, precise 

knowledge of the optical properties of their materials is required. Information on 

the dispersive and absorptive behavior of each material can be obtained from the 

real and imaginary part of the energy dependent refractive index n, which has to 

be measured to a great degree of accuracy. A collection of experimental data from 

previous workers 14,15 for the refractive index of Mo from 0.1 to 37 e V, derived from 

calorimetric and .reflectance measurements, has been published in the "Handbook of 

Optical Constants of Solids" 13. Windt et al. 16,17 have also provided reflectance 

data in the range 10 - 928 eV. In the infrared and visible regimes, reflectance mea

surements are relatively insensitive to surface oxide, contamination and roughness. 

On the other hand, reflectance data may be severely influenced by these factors in 

the EUV and soft x-ray regions, as discussed in the previous chapter for the case 

of silicon. All authors in the aforementioned references acknO\vledge the presence of 

roughness, oxide and contamination on the surface of their Mo samples. The au-
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thors in refs. 16,17 have measured the roughness and have included it in the fitting 

model for the experimental reflectance curves. However, its presence combined with 

the surface oxide and contamination is expected to lead to uncertainties or errors in 

the determination of the refractive index (see discussion in Sec. 4.2 for the case of 

silicon). The above published optical data for Mo have been used in combination 

with. theoretical calculations 11, in order to determine the imaginary part of the re

fractive index of Mo in the range 10 - 30,000 eV in the 1993 atomic tables 3. The real 

part is then calculated through dispersion (Kramers-Kronig) analysis, as explained in 

Sec. 2.1. It should be noted that the values for n in these tables have been determined 

according to the independent atom approximation, which is not true at low energies 

and around absorption edges, as discussed in Sec. 2.1. Therefore, it is expected that 

the interpolations and calculations used for the tabulated values will smooth out the 

fine structure surrounding absorption thresholds, if detailed measurements are not 

available in ·these regions. 

The tabulated optical constants h, f3 of molybdenum are tested for accuracy and 

self-consistency through the sum rules of eqs. (2.70)-(2.72). Fig. 5.1 shows the results 

for Neff,/3 according to eq. (2.71), using the data in the 1993 atomic tables. The result 

is Neff,/3(w --+ 0) = 2.3 electrons, while accurate data should yield Neff,(3(O) = 0, as 

explained in Sec. 2.4. Furthermore, the results of the f2 and Im{ _c1 } sum rules, 

eqs. (2.70), (2.72), demonstrate inconsistencies below 40 eV in the calculated values 

of h from the Kramers-Kronig relations in the 1993 atomic tables. The reason for 

these errors is the lack of reliable experimental data for molybdenum. Especially in 

the EUV Isoft x-ray range, most of the published experimental values are obtained 

from reflectance measurements 13,16,17, which are subject to larg,~ deviations from the 

true values of the optical constants due to surface roughness and contamination. On 

the other hand, photoabsorption data are insensitive to micro-roughness (see Ch. 1, 

Table 1.1, Sec. 2.2) and can be corrected for surface contamination and oxide, as it is 

going to be shown in later sections in this chapter. Thus, transmission measurements 

provide an alternative approach for obtaining optical constants in this energy region, 

if thin unsupported films are possible to fabricate. 
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Figure 5.1: Calculation of Neff,P vs. photon energy for Mo according to the partial 
sum rule of eq. (2.71), using a collection of previous experimental data and calcula
tions for (3 3,13. The formulation of eq. (2.71) imposes that Neff,p(w ~ 00) = Z· (for 
Mo, from eq. (2.52), Z· = Z - ~ = 42 - 0.2 = 41.8), independently of the values 
used for (3. On the other hand, eq. (2.71) gives Neff,(:J(w ~ 0) = 0 only if accurate 
data are used, thus, the result N eff,{3(w ~ 0) = 2.3 implies inaccuracies in the values 
for {3 in refs. 3, 13. 
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5.2 Sample Preparation 

The samples used for the photoabsorption measurements consisted of a Mo film 

enclosed between two thin C layers (~ 145 A), in order to prevent oxidation. Samples 

were deposited by magnetron sputtering with 2.5 mTorr of argon, in a chamber with a 

base vacuum pressure of 10-6 Torr. Since the sputtering system allowed for multiple 

target materials, each CjMojC sample was fabricated during a single run, without 

contact with air between each layer deposition. The substrate used was a Si(111) 

wafer coated with photoresist (MicropositR , consisting of 82% 2-ethoxyethyl acetate, 

9% n-butyl acetate and 9% xylene) to assist in the removal process and baked in 

100° C for 30 min prior to deposition. Five different Mo thicknesses were fabricated, 

ranging from 300 A to 1900 A. Suppc:>rt rings with an open area of 7 mm2 were 

attached to the films using an acetone resistant glue and the supported films were 

removed from the substrate by soaking in acetone. 

The thicknesses of C and Mo were verified using reflectance measurements on 

the samples prior to removal, at the Cu Ka (8047.8 eV) a.nd Al Ka (1486.7 eV) 

energies. Each reflectance curve was fitted using the Fresnel equations for a three layer 

system, using the carbon and molybdenum thicknesses and the interfacial roughness 

as parameters in the model. For 4 of the 5 samples fabricated, this procedure yielded 

Mo thickness values of 305, 460, 925 and 1510 A respectively, with an accuracy of 

± 2%. The carbon layer thickness took values between 140 and 145 A. In the case 

of the thickest sample, reflectance measurements with the available radiation sources 

produced very low visibility fringes, therefore fitting was not. possible and the nominal 

thickness was assumed for the Mo layer (1900 A), as determined from the sputtering 

process. 

5.3 Transmission measurements 

Transmission measurement.s on t.he five free standing CjMojC foils were performed 

in the energy range 60 - 930 eV, with steps ranging from 2 eV down to 0.25 eV in 

regions where fine structure was present. Measurement reproducibility was bett.er 



78 

0.1 

0.01 

0.001 '---------------------------' 
50 100 200 500 1000 

Photon Energy (eV) 

Figure 5.2: Transmission data from the five C/MojC films are shown, corresponding 
to molybdenum layers of 305,460,925, 1510 and 1900 A each, deposited between two 
145 A thick carbon layers. 

than 0.5% except for the regions of very high absorption and the lowest energies, 

where it was around 1 %. The results for the absolute photoabsorption are shown 

in Fig. 5.2. These curves were obtained by applying the expression T = 1 j 10 for 

the transmission T of a foil, where 1 is the intensity transmitted through the sample 

and 10 is the intensity of the direct beam (see also Sec. 2.2). The most pronounced 

features of the five transmission curves are the dip at the molybdenum M4,5 edge 

(227.9 eV) and the structure around the molybdenum M2,3 edge (394 eV). 

The energy dependent absorption coefficient J.l (cm 2 jg) of molybdenum was ob

tained through eq. (2.26) for T, also displayed in Fig. 5.3. p = 10.22 gjcm3 was used 

for Mo, x is the Mo thickness in the C/Mo/C foil and To represents the transmis

sion from layers of other materials present in the foil (in this case the two layers of 

carbon). An example of the It determination procedure for a few different energies is 

shown in Fig. 5.3. For each energy, a plot of T vs. x was produced using the trans

mission results for the five different Mo thicknesses measured. Fewer samples were 

used at the energies where high absorption led to poor experimental data from the 

thick films. On a logarithmic scale for T, the experimentai data points should form 
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Figure 5.3: Fitting procedure for JI. at 4 energies. The data points represent the trans
mission of the CjMojC foils plotted vs. Mo thickness. At 400 eV, high absorption 
prevented reliable measurements from the thick samples, so, only data from the foils 
with 305, 460 and 925 A Mo thickness were used. The dashed lines represent the fit 
to the experimental results at each energy which yields the values of JI. (cm 2 jg) and 
To· 

a straight line and its slope should yield JI. according to eq.( 2.26). In addition, the 

point of interception of the curve with the Taxis (corresponding to zero molybdenum 

thickness) gives To, assuming that the carbon layer thicknesses are the same for all 

5 samples used in the measurements. This assumption is indeed justified from the 

fitting results discussed in Sec. 5.2. 

It is worthwhile examining a plot of the results for the carbon transmission To 

vs. energy, shown in Fig. 5.4, since it provides information on the sample deposition 

conditions and the possible sources of contamination. The dip around 248.4 eV is 

attributed to the argon L2.3 edge. It reveals the presence of a small amount of argon in 

the samples, coming from the Ar+ ions used for target bombardment in the sputtering 

chamber. Similarly, it might be assumed that the reason for the feature at the oxygen 

Kedge (543.1 eV) is the presence of oxygen in the chamber, which was incorporated 

in the foils during deposition. However, since this feature is absent. from the results for 

the Mo absorption coefficient. as shown in Fig. 5.5, it is concluded t.hat there was no 
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Figure 5.4: The results for To are plotted vs. photon energy. The most prominent 
feature is the carbon K edge at 284.2 eV. The small edge at the Ar 2P3/2 energy (248.4 
eV) indicates the presence of argon in the samples. The oxygen K edge feature at 
543.1 eV is attributed to a layer of photoresist left on the samples. The experimental 
results are fitted to a calculated transmission of 290 A of C9sAr2 with 400 A of 
photoresist, shown with the dashed line. 

oxygen present during the sputtering process. Another explanation for the appearance 

of oxygen in the results for To could be that some photoresist was left on the foils 

after removal. The effect of this additional layer together with the carbon layers 

cancels out in the determination of J.t. using the above method. These conclusions 

were verified in a model calculation used to approximate the experimental results for 

To· It is illustrated in Fig. 5.4 that the experimental To curve was found in quite good 

agreement with the calculated transmission of a film consisting of 290 A of carbon 

with a 2% atomic content of argon (corresponding to the two carbon layers of 145 A 
each in the CjMojC sample), and a 400 A overlayer of photoresist. From the above 

discussion it is concluded that the molybdenum foils used to obtain the absorption 

coefficient were free of oxygen and contained no other significant contamination except 

for the aforementioned small amount of argon. 
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Ftgure 5.5: The new set of data for the Mo absorption coefficient from 1 e V to 30 ke V 
is shown with the solid line. The values of J.l in the range 60 - 930 e V are obtained 
from the present measurements. Data from refs. 13-15 are used in the low energy 
region (1 - 35 eV). In the rest of the spectrum, the values of the 1993 atomic tables 
are used with small corrections around the energy region of the present work. In the 
inset, the molybdenum M2,3 structure and its deviation from the smoothed tabulated 
values are shown in detail. 

5.4 Discussion 

The absorption coefficient 11 for Mo derived from the measurements in this work 

in the energy range 60 - 930 e V is plotted in Fig. 5.5. In order to construct a set of 

values for J.l in the complete spectrum, values outside this range were obtained from 

previous work as follows: In the range 1 - 35 eV, experimental data from refs. 13-15 

were used. From 35 to 60 eV, the values from the 1993 atomic tables were somewhat 

modified in order to agree better with the new absorption data starting at 60 eV. 

These modifications are justified, considering the uncertainties in the previous exper

imental data in this energy range, discussed in Sec. 5.1. For energies above 930 e V, 

the data for J.l in the atomic tables were normalized by a 5% increase in the range 930 

- 2520 eV (Mo L2,3 edge), in order to obtain a smooth transition between the new 

absorption data below 930 eV and the values in the atomic tables above 930 eV. The 
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values for the absorption coefficient used in the atomic tables are shown in Fig. 5.5 as 

a dashed line. The structure due to the splitting of the Mo 3Pl/2, 3P3/2 peaks, which 

was absent from the simplified calculations in the atomic tables, is revealed in the 

new absorption measurements. 

Fig. 5.6 (a), (b) shows the optical constants h, (3 of the refractive index n for 

molybdenum, obtained from the new set of absorption data. The values of (3 were. 

determined from JL through 

(3 = fl (>..p/41r) (5.1 ) 

where>.. is the wavelength of the radiation. h was then calculated from dispersion 

(Kramers - Kronig) analysis according to eqs. (2.50), (2.10). The new set of results 

for h, (3 includes the region from 1 to 30 eV, which does not exist in the 1993 atomic 

tables. 

A first check of the accuracy of the the absorption data can be made by applying 

the sum rule for N eff,/3(w). The results are plotted in Fig. 5.7 (a), together with the 

previous calculation of N eff ,/3 using the data from the 1993 atomic tables. It is shown 

that ~he previously missing oscillator strength of 2.33 electrons is now completely 

recovered, since the new absorption data yield the correct result Neff,/3(O) -+ 0 for 

W -+ 0, in agreement with the requirements of eq. (2.71). This indicates that the 

measurements and data compilation in this work resulted in an improved set of values 

for the absorptio·n coefficient of molybdenum, compared to the 1993 atomic tables. In 

order to examine the consistency of the new Kramers - Kronig calculations for h, the 

sum rules for Neff'€.2 , Nef f,€.-l are also applied as shown in Fig. 5.7 (b). The results 

for Neff'€.2 , Nef f,€.-l are consistent with the theory discussed in Sec. 2.4 throughout 

the energy range LeV - 30 ke V. This indicates that- the dispersion analysis with the 

new absorption data gave acceptable values for b in the whole spectrum. Compared 

to the calculations in the atomic tables, the values for h were improved and the low 

energy range was extended down to 1 e V. 
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Figure 5.6: The optical constants 8, f3 of the refractive index n = 1- 8 + if3 are plotted 
vs. photon energy, using the new absorption data in the complete spectrum. (a) 8 is 
calculated from dispersion analysis and (b) f3 is derived directly from Jl. The values 
in the 1993 atomic tables 3 are also shown (dashed line) for comparison. 
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Figure 5.7: ( a) The (3 - sum rule is shown for the new Mo absorption data (solid 
line) and for the data from the 1993 atomic tables (dashed line). As the photon 
energy approaches 0, there is an oscillator strength deficiency of 2.3 electrons in the 
tabulated values. The new data give the correct result of zero electrons. (b) The 
sum rules for <02, (3, Im{ _c 1 } are shown, using the values from the new set of data. 
In the low energy region, they behave exactly as predicted by the theoretical model 
discussed in Sec. 2.4, Fig. 2.4. The agreement of all three sum rules at the energies 
above the first Mo core absorption level demonstrates self-consistency among all the 
calculations performed. 
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Figure 5.8: The new experimental values for Il (solid line) are shown in comparison 
with previous reflectance data from refs. 16-18 in the wavelength range of interest 
for Mo/Si and Mo/Be multilayer mirror applications. The values in the 1993 atomic 
tables (dashed line) in this range were based on refs. 16,17 combined with theoretical 
calculations 11. 

5.5 Mo-based Multilayer Mirrors 

The energy region below the Si L2,3 edge (99.8 eV) and bdow the Be Kedge 

(111.5 eV), corresponding to wavelengths longer than 12.4 nm and 11.1 nm respec

tively, is of particular importance for applications since it is the range of operation 

of the Mo/Si and Mol Be multilayer mirrors fabricated for EUV lithography. Com

pared to the tabulated values, the new measurements produced lower values for the 

absorption in the Mo/Si wavelength regime and higher values in the Mol Be regime, 

as shown in Fig. 5.8. The experimental data from refs. 16,17 are too sparse and are 

subject to large uncertainties, due to the effects of roughness and surface contamina-
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tion in the reflectance measurements. The same effects are present in the data from 

ref. 18. It should also be noted that Mo samples in ref. 16 were made by evaporation, 

while sputtering was used for the samples in refs. 17, 18 (different deposition condi

tions often affect the optical properties of the material, to some extent). The values 

of 8 in this wavelength range did not change significantly after the new dispersion 

calculations. Fig. 5.9 (a) shows the calculated reflectivity vs. wavelength for a typical 

Mo/Si multilayer mirror used in lithography applications. At 13.4 nm (the wavelength 

of choice for EUV lithography optics) the theoretical value of the reflectance at the 

Bragg peak was increased by 2% with the new molybdenum absorption data. The 

same procedure is applied in Fig. 5.9 (b) for Mo/Be mirrors. It is shown that for 

wavelenghts just longer than 1 L 1 nm, the reflectivity is lower with the new absorp

tion values. These improved calculations using the the~retical model should lead to 

better fitting of experimental multilayer reflectance results, which is essential for the 

testing of the performance of these mirrors. Fig. 5.10 demonstrates the effect of the 

new, lower values for the Mo absorption around 13.4 nm in the fitting of multilayer 

experimental data. The experimental Bragg reflectance of a Mo/Si multilayer mirror 

measured at the ALS has been fitted to a theoretical model using the Mo/Si layer 

thickness d, the ratio r of Mo thickness in the layer and the interlayer roughness 0" 

as adjustable parameters. Such parameters characterize the experimental conditions 

during the mirror deposition. The calculations were performed for two sets of Mo 

optical constants: the 1993 atomic tables and the revised tables using the present 

photoabsorption measurements. The results show that both sets of optical constants 

for Mo were able to produce a very good fit to the experimental data. However, they 

achieved it by producing two different sets of d and r. Thus, since by fitting ex

perimental data one aims in obtaining information (or in verifying) the experimental 

conditions during the fabrication of the mirror, it is important to use accurate values 

for the optical constants in order to obtain meaningful results from the fit. 
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Figure 5.9: The envelope of peak (Bragg) reflectivities at normal incidence for an 
infinite multilayer stack of Mo/Si and Mo/Be is plotted vs. wavelength. The ratio 
of the Mo thickness to the multilayer period was 0.4 and the period was optimized 
for each wavelength point. The Bragg peak is shown in detail for a Mo/Si mirror 
with 6.87 nm period and for a Mo/Be mirror with 5.75 nm period. These theoretical 
calculations predict the reflectance to be 2% higher for Mo/Si and 1.8% lower for 
Mo/Be, compared to calculations using the values in the 1993 tables 3. 
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Figure 5.10: Fitting of the measured reflectivity vs. wavelength (solid line), for a 
MojSi mirror (40 layer pairs) at normal incidence. This optic was fabricated by 
C. Montcalm and measured by C. Montcalm and D. Gaines (Lawrence Livermore 
National Lab), at the ALS and at the BESSY synchrotron source. The difference in 
the absorption values around the Bragg peak in the two sets of optical constants used 
for the fitting, led to two differ,ent estimates for rand d. A simplified model of the 
multilayer structure was used, just to demonstrate the effect of optical constants in 
the fitting of rand d. 
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5.6 Conclusions 

Precise transmission measurements in the range 60 e V - 930 e V for the determina

tion of the optical constants of molybdenum are presented in this work. The results 

reveal the fine structure in the absorption coefficient of Mo around the M2,3 edge. 

The new experimental data also give different values for the absorption in the range 

11 nm - 14 nm, which is important for normal incidence Mo/Be and Mo/Si multilayer 

mirror applications. A complete set of absorption data in the range 1 - 30,000 e V 

is formed by using the new measurements and previously published values 3,13-15 

in order to apply the Kramers - Kronig relations for the real part of the refractive 

index. Sum rule tests show that the missing oscillator strength from the absorption 

coefficient in the 1993 tables is recovered and that the new set of optical constants 

is self-consistent. The results presented have been used in order to revise the atomic 

scattering factors for Mo which are available on the World Wide Web 27. 
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Chapter 6 

Beryllium 

6.1 Introduction 

Beryllium has been studied in the past 21 as a material useful in EUV astronomy 

observations; its continuously increasing transmission in the wavelength range from 

1000 A down to the Be Kedge (111.2 .A), makes it a suitable component of bandpass 

filters operating in this region. Furthermore, as a light metal with relatively simple 

b·and structure, Be has been a favorable material for Kedge EXAFS investigations, 

by means of photoabsorption 54,55 and x-ray Raman scattering 56,57 experiments. 

Recently, there has been increased interest in Be due to the high reflectivity achieved 

by MoJBe multilayer mirrors 1,25 at wavelengths just longer than the Be Kedge, 

establishing them as potential optics for EUV lithography (see also discussion in 

Ch. 1 and Sec. 5.5). 

A compilation of previously published values for the optical constants of Be in the 

range 0.06 - 250 e V has been performed in the "Handbook of Optical Constants of 

Solids II" 19. In the 1993 atomic tables 3, the values for the Be absorption coefficient 

in the range 10 - 30,000 eV are based mostly on photoabsorption calculations 11; 

experimental data points were interpolated in the region from 111.5 e V (Be Kedge) 

to 10 keY. In Fig. 6.1, the absorption sum rule of eq.( 2.71) is applied using the data 

for f3 from the 1993 tables in the energy range above the Be K edge, combined with 

data from ref. 19 in the low energy range (from 0.06 eV to the Be K edge). The 
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Figure 6.1: Calculation of the sum rule of eq. (2.71) for Be, using data for /3 from 
ref. 3,19 in the range 0.06 - 30,000 eV. At w - 0 the sum rule yields -0.05 electrons, 
which means there is excess oscillator strength in the absorption values for Be in some 
region of the spectrum. 

result is Neff,{3(w - 0) = -0.05 electrons, while Neff,{3(w - 0) = 0 would be expected 

from an accurate set of data (see Sec. 2.4). Thus, there are deficiencies in the pub

lished experimental data, resulting in an excess oscillator strength (see formulation 

in eq.( 2.71)) equal to 1.25% of the total number of electrons Z = 4 of Be, and leav

ing room for improved absorption measurements for this material. For instance, the 

authors in ref. 19,55 acknowledge error bars of up to ± 20% in their experimental 

values for /3. Apart from the usual difficulties associated with thin film fabrication for 

photoabsorption measurements in the EUV Isoft. x-ray range, discussed in Ch. 1 and 

Sec. 5.1, Be has an additional pitfall: in powder form it is toxic, thus it requires spe

cially equipped facilities for thin foil deposition and handling. Such facilities exist at 

Lawrence Livermore National Lab (LLNL), where collaborators 1,25,58 have produced 
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the Be foils used for the transmission measurements presented in this work. 

6.2 Sample Preparation 

The samples used for the measurements were fabricated at LLNL 25,58. Be was 

deposited on an approximately 500 A thick silicon nitride membrane, using a DC mag

netron sputtering system. The stoichiometry of the membrane was lO(Si) : l1(N) 

and its density was determined at the time of fabrication to be P :::::: 3 g/ cm3 . The 

membranes were deposited on a Si(ll1) 4-inch wafer, using the "low pressure chemical 

vapor deposition" (LPCVD) method. A 10% thickness gradient was present through

out the wafer surface, and about 10% reproducibility was achieved between membrane 

depositions on several wafers, using this technique 58. A grid of 5 x 5 membrane win

dows was patterned with photoresist and etched on the wafer, using the "parallel 

plate reactive ion etching" technique. Each window had a 1.25 x 1.25 mm2 size. Be 

was then sputtered on the wafers, using an Ar+ discharge; TEM studies have shown 25 

that this deposition procedure results in Be foils of crystalline structure. 4 different 

thicknesses were deposited, with nominal values equal to 105, 210, 316 and 632 A. 
Thus, free-standing Be/silicon nitride windows were prepared for the transmission 

measurements. 

Reflectance measurements at 90 and 95 e V were performed on the coated Si wafers 

in order to determine, through fitting of the experimental curves, the thickness and 

density of Be on the samples. Due to the thickness non-uniformity of the silicon 

nitride layers, a spot very close to the actual window used for the transmission was 

chosen for th·:! reflectance measurements on each wafer. The fitting also included as 

parameters the thickness and density of: Silicon nitride,· BeO (grown on Be upon 

exposure in air) and Si02 (native oxide on the Si wafer) layers. This method, used 

in all four samples, yielded PBe = 1.65 g/cm3 and Be thicknesses of 90, 202, 320 and 

627 A, respectively, with about 1% accuracy. Silicon nitride took values ranging from 

400 to 450 A in the four samples and its density was fitted to PSilONlI = 2.9 g/cm3
. 

BeO thickness was fitted at values ranging from 35 to 40 A and at a density of PBeO 

= 1.6 g/cm3 , consistent in all four samples. Si02 was found to be 10 A thick with a 
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Figure 6.2: Fitting of experimental reflectance data (a-points) at 90 e V from a 
BejSilONl1 film deposited on a Si(111) wafer, aiming in the determination of the 
thickness and density of Be. The nominal thicknesses of the two layers, as reported 
by their manufacturers, were 632 A for Be and 500 A for SilONl1 . The results of the 
fit are: For Be, thickness d = 627 A, density p = 1.65 gjcm3 . For SilONn: d = 450 A, 
p = 2.9 gjcm3

. A BeO layer was assumed on top of Be, fitted at d = 35 A, p = 
1.6 gjcm3 • Native oxide Si02 was assumed on top of the Si wafer, fitted at d = 10 A, 
p = 2.2 gjcm3

• For the Si wafer, p = 2.33 gjcm3 was used. An interface roughness of 
.2 A was assumed for all layers. The "fringes" of the reflectance curve are the result 
of interference among reflected rays from the various layers in the sample. 



94 

density of PSi02 = 2.2 g/cm3
• Interlayer roughness of 2 A wa.'5 used in the fitting. An 

example of the fitting results is shown in Fig. 6.2. 

6.3 Transmission measurements 

Photoabsorption measurements at the ALS beamline 6.3.2 were performed in 

0.5 eV steps in the energy range 50 - 930 eV, on the free-standing Be/silicon ni

tride films, for the 4 different Be thicknesses shown in Fig. 6.3. On each coated Si 

wafer, a window in the 5 x 5 grid was chosen and the transmission T = 1/10 was 

measured. Because of the small size of the windows, the edges of the photon beam 

(mostly "tails" due to scattered light from the beamline), especially in t'he horizontal 

direction, were partially blocked by the window; it was found that 1.2% of the signal 

was "chopped off" in this way. For this reason, an empty (open) window was used 

for the normalization (10) measurements, instead of the direct beam. Measurements 

of T were reproducible to better than 0.4% during this experiment. The procedure 

presented in Sec. 5.3 and eq. (2.26) were used to determine the absorption coefficient 

j.t vs. photon energy, for Be. The density PBe = 1.65 g/cm3, determined from the 

fitting of reflectance data presented in the previous section, was used for j.t. In order 

for this method to be successful in determining j.t, it is required that any additional 

layers apart from Bein the foil (in this case BeO, silicon nitride) have the same thick

ness in every sample. In other words, To of eq. (2.26) should remain a constant (see , 

also Sec. 5.3). In the present set of foils, this is true within a margin of a few percent, 

as explained in the previous section. This uncertainty did not seem to have a serious 

effect in the determination of j.t, as no inconsistencies were noted during the fitting 

of j.t at each energy. 

The results for j.t are shown in Fig. 6.4, superimposed to the values in the 1993. 

atomic tables. Due to their relatively small thicknesses, in the energy regions of low 

absorption (below the Be K edge and above about 250 eV) all four samples exhibited 

high transmission values, very close to each other, as is shown in Fig. 6.3. In these 

regions, the fitting algorithm discussed in Sec. 5.3, Fig. 5.3, had difficulty determining 

the slope of the "transmission vs. Be thickness" curve, i.e. j.t, and gave very noisy 
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results; thus, the results of the present measurements from these regions were omitted 

in Fig. 6.4 and only the data in the region 111.5 - 250 eV are shown. Due to practical 

difficulties with the deposition system, it was not possible to fabricate thicker sam

ples for measurements in the regions of low absorption and measure them at beamline 

6.3.2, in a timely manner before the completion of this thesis. Instead, in the energy 

region below the Be K edge, previous absorption data obtained from 0.5, 1 and 2 pm 

thick Be foils at CXRO's laser-plasma source" are shown. The data from ref. 19 are 

also superimposed, for comparison. In the region above the Be K edge, the present 

measurements reveal EXAFS fine structure, associated with transitions of Is electrons 

to unoccupied states above the vacuum level and many-body effects 56,57. As it was 

discussed in the case of Mo in Sec. 5.4, Fig. 5.5, such effects get smoothed out in the 

1993 tables calculations, unless detailed experimental data have been interpolated. In 

the case of Be, there were some experimental data points available in the 1993 tables 

in the region above the K edge, however, the present measurements demonstrate the 

fine structure in more detail. In the region below the edge, there is large disagreement 

between the various experimental results and calculations shown. One of the possi

ble reasons for the experimental data discrepancies may be the different deposition 

conditions used by various experimenters: For the present measurements, as wel1 as 

for the measurements performed at the laser-plasma source", Be foils were fabricated 

by DC magnetron sputtering; the authors in ref. 19 note that the Be samples from 

refs. 20,21 are made by evaporation and that optical properties depend critically on 

the evaporation technique used. Furthermore, the authors in ref. 21 acknowledge the 

presence of a BeO layer on their sample which is not normali~;ed out of their results 

for the linear absorption coefficient of Be. However, it appear:> that the discrepancy 

between the compilation in ref. 19 and the laser-plasma measurements is too large to 

be attributed to sample preparation conditions only. Furthermore, it is demonstrated 

in Fig. 6.4 that the calculations (ref. 11) implemented in the 1993 atomic tables and 

the laser-plasma measurements are also in great disagreement. Since the energy re

gion below the Be K edge is of interest for MojBe multilayer mirror applications, 

"Unpublished measurements by Eric M. Gullikson. 



96 

as discussed in S~c. 5.5, more measurements on thick Be foils at beamline 6.3.2 are 

planned for this energy region and for the rest of the energy range of the instrument. 
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Figure 6.3: Transmission measurements on 4 Be samples, 90, 202, 300 and 627 A 
thick respectively, supported on a silicon nitride membrane. 35 - 40 A BeO is also 
expected to be present on top of Be. The presence of these additional layers in the 
Be samples cancels out in the determination of the absorption coefficient of Be, as 
explained in Sec. 5.3. Feature A in the transmission curves is attributed to the Si L2,3 

edge, B is the Be Kedge, C is a feature of the silicon nitride absorption spectrum, D 
is the Si Ll edge and E is the nitrogen Kedge. 
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Figure 6.4: Values of the absorption coefficient of Be from different experimenters 
are shown, and the data from the 1993 tables are also 'lsed for comparison. All data 
shown in this figure are normalized, using eq. (2.23), tl) correspond to the tabulated 
value 1.8 g/ cm3 for the density of Be. The values from ref. 19 are compiled from 
previously published transmission measurements on evaporated Be samples 20,21. The 
measurements denoted by the solid line were performed by E. M. Gullikson at CXRO's 
laser-plasma source, on sputtered Be foils provided by the authors in ref. 1. 
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6.4 Conclusions 

New, improved photoabsorption measurements for Be are presented in the energy 

region from the Be Kedge (111.5 eV) to 250 eV. EXAFS structure is present, also 

investigated in the literature 56,57 by means of x-ray Raman scattering. Due to 

practical difficulties, it was not possible to obtain absorption results of good quality 

in the region below the Be Kedge (111.5 eV), which is of most interest for EUV 

applications. Data from previous experimenters in this range are plagued by large 

discrepancies, owing in part to different sample preparation conditions and sample 

contamination. Furthermore, the model of ref. 11 used for the calculations in the 

1993 atomic tables 3, seems to be in serious disagreement with recent photoabsorption 

results, in the region below the Be K edge. Obviously, more measurements in this 

region are needed, so that an accurate data set for the absorption (13) of Be can be 

constructed in the entire spectrum and a self-consistent calculation of the dispersion 

relations (8) can be performed. 
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