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ABSTRACT OF THE DISSERTATION 

 

CT Radiomic Features of Lung Nodules: Characterizing Feature Reproducibility Due to 

Variations in Image Acquisition and Reconstruction Parameters and Investigations into 

Mitigation Methods 

 

 

by 
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Doctor of Philosophy in Physics and Biology in Medicine 

University of California, Los Angeles, 2021 

Professor Michael McNitt-Gray, Co-Chair 

Professor Matthew Sherman Brown, Co-Chair 

 

Radiomic features are quantitative metrics calculated over regions of interest on medical images. 

Tumor-specific radiomic features can describe tumor characteristics such as shape, attenuation, 

and tissue heterogeneity. The promise of radiomics to link with tumor biology, treatment outcome, 

and pathology has been explored extensively. However, radiomics is not yet fully validated as a 

clinical biomarker. Two crucial steps in validation of radiomics are the assessment of its clinical 

utility and technical validity. Large multicenter trials are still required to ensure clinical utility of 

radiomics and the technical validity of radiomics has not been adequately addressed.  

Radiomic features are quantitative metrics calculated over regions of interest on medical images. 

Tumor-specific radiomic features can describe tumor characteristics such as shape, attenuation, 
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and tissue heterogeneity. The promise of radiomics to link with tumor biology, treatment outcome, 

and pathology has been explored extensively. However, radiomics is not yet fully validated as a 

clinical biomarker. Two crucial steps in validating radiomics are the assessment of its clinical 

utility and technical validity. Large multicenter trials are still required to ensure the clinical utility 

of radiomics, and the technical validity of radiomics has not been adequately addressed.  

Radiomics is data-driven and can get influenced by inconsistencies in image acquisition, image 

analysis, etc. While recent studies have demonstrated the susceptibility of radiomics to image 

acquisition, the reproducibility of CT radiomic features is not well established yet. Due to the 

unavailability of highly controlled datasets, previous efforts have been restricted to phantom data, 

limited patient cohorts representing narrow CT parameter ranges, or univariable analysis of a few 

CT parameters.  

Furthermore, enforcement of harmonization strategies is needed to handle related inconsistencies. 

Thus far, only a few limited efforts have explored such strategies; however, harmonization of 

radiomics is not resolved yet, and continued research and evaluations are necessary. 

This dissertation addressed the existing knowledge gap in understanding the variability of radiomic 

features and investigated potential strategies for harmonizing the radiomics approach. We 

investigated the effects of a wide range of CT acquisition and reconstruction parameters (dose, 

kernel, and slice thickness) on radiomic features in a realistic setting using clinical low-dose lung 

cancer screening cases. A computational pipeline was used that generated a unique and highly 

controlled dataset suitable for assessing the technical validity of radiomic features.  

We performed univariable and multivariable exploration of reproducibility of well-known 

radiomic features. Only a few features were reproducible in response to variation of dose and 

kernel, and the majority of radiomic features were impacted by slice thickness. Multivariable 
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analyses revealed interactions among CT parameters, suggesting that selecting specific 

combinations of CT parameters can adjust for (or worsen) the impact of CT condition variations.  

We tested and compared two harmonization methods of Generative Adversarial Networks (GAN) 

and ComBat. A previously developed GAN model, Pix2Pix, was applied to sub-volumes 

surrounding lung nodules to transform lung nodule images at different CT conditions into 

harmonized images with radiomic features similar to a designated baseline CT condition. The 

ComBat method was applied separately to the radiomic feature data to estimate and adjust the 

deviations of radiomic features of non-baseline CT conditions to the baseline. The two mitigation 

techniques reduced radiomic feature variabilities at specific dose, kernel, and slice thickness 

ranges. 

Our findings advise on the inclusion of a harmonization procedure in the radiomics approach to 

avoid facing technical challenges in multicenter studies. Harmonization can be achieved via 

careful radiomic feature selection based on reproducibility or by applying an effective mitigation 

technique. While further evaluation remains a future, we illustrated the possibility of alleviating 

some variabilities due to CT image acquisition variations. Hence, there is a potential for the 

inclusion of these techniques in harmonization procedures.  

If validated, radiomics can be a valuable tool for clinical decision-making. Our explorations into 

the reproducibility and harmonization of radiomics contribute to enabling meaningful validation 

of radiomics. 
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Chapter 1 Introduction 

1.1 Radiomics 

Quantitative medical imaging is a continuously expanding field in medical imaging research. 

Quantitative analyses on medical images are approaches that can extract information from the 

underlying properties of the tissue hidden from the human eye. Extraction of such information 

expands the utility of medical images from primarily a visualization tool to mineable quantitative 

data. The mineable data can be expected to provide complementary and augmented information 

compared to other disease-specific biomarkers, lab tests, biopsies, etc.1  

Radiomics is an example of quantitative medical image techniques. Radiomic features are 

quantitative descriptors calculated over regions of interest on medical images. Tumor-specific 

radiomic features describe various tumor properties such as size, shape, tissue attenuation, and 

heterogeneity2. Research has demonstrated a link between radiomic features and tumor biology3. 

Several radiomic studies have shown the promise of CT radiomic features of lung tumors to 

provide decision support for diagnostic or prognostic tasks in lung cancer4–6 or lung cancer 

screening patients 7–10. For instance, these studies have demonstrated the potential of radiomic 

features to serve as a digital biomarker in phenotyping lung tumor tissue 1, describing its 

histopathological characteristics11, serving as a computer-aided tool for the radiologist in cancer 

diagnosis as well as for oncologists12 to predict treatment outcome and perform patient survival 

analysis.  

1.2 Overview of the Existing Challenges in Radiomics Approach 

A recent consensus statement13 outlined the roadmap for three essential validations of technical, 

clinical, and cost-effectiveness for any imaging biomarker to become usable in the clinic. For 
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radiomic features, technical validations should examine and assess whether these metrics can be 

measured precisely. Repeatability and reproducibility describe the precision of radiomic features. 

Repeatability identifies whether radiomic features of a subject are comparable when they are 

calculated repeatedly in short timeframes, using the same software and scan settings, etc. 

Reproducibility defines whether radiomic features of the same subject are comparable when they 

are acquired with different software, settings, etc. 

On the other hand, clinical validations should evaluate whether the radiomic features are associated 

with biology or patient outcome.  The clinical utility of radiomic features can be assessed by testing 

whether these metrics can improve health outcomes or provide useful diagnostic or prognostic 

information13.   

Despite the widespread research, the appropriateness of radiomic features to serve as clinical 

imaging biomarkers is still in its discovery phase14. Currently, there is a lack of rigorous radiomic-

based multicenter clinical trials that thoroughly study the clinical utility and technical validity of 

radiomic features. Adoption of radiomics into trials has been slow, and this can be partly due to 

the uncertainties and complexities in its approach15 and the lack of detailed guidelines or 

standardizations for radiomics study.    

1.2.1 Complexities of the Radiomics Approach and Required Standardizations 

Since radiomic features are data-driven, they are different than biospecimen-derived biomarkers. 

Radiomic features rely on various concepts such as image acquisition, imaging modality, image 

preprocessing, segmentation of the volume of interest (VOI), radiomic feature computation, 

software implementation of features, and statistical analysis technique. Specific guidelines and 

standards are vital for each of these concepts 
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In the context of lung nodule CT radiomic features, the Quantitative Imaging Biomarkers Alliance 

(QIBA)16 has provided standardization for measuring the volume of lung nodules. The Image 

Biomarker Standardization Initiative (IBSI) by Zwanenburg et al.17 has also provided radiomic 

feature nomenclature and definitions intending to enable standardization of radiomic feature 

computations. For example, in our previous study, we found that texture-based radiomic features 

showed a wide variation when different feature definition and computation approach was used18,19. 

Therefore, IBSI can be used to provide standards for the computation of radiomic features. 

Nonetheless, there are no other guidelines that, for example, provide standards for scan protocols, 

image analysis, and segmentation software, or statistical analysis that are specific to radiomic 

feature calculations. 

1.2.2 Translation to Multicenter Clinical Studies 

To translate radiomics from the discovery phase, it is required to evaluate the clinical or biological 

validity of radiomic features in extensive collections of image datasets from multiple imaging 

centers to acquire large and diverse patient cohorts15. Using large and diverse datasets increases 

the power of the study in finding radiomic signatures or in building radiomic-based machine 

learning models. However, this can result in potential inconsistencies if datasets are not balanced 

or represent a wide range of image acquisitions or different populations and categories15,20.  

In the context of CT radiomic features, since different CT scan parameters can affect image quality 

differently, there is a risk that the radiomic feature quantification can differ between various 

datasets with varying scan protocols. 

Meanwhile, radiomics is based on the hypothesis that the quantitative features extracted from 

images of tissues capture pathophysiological information, and therefore they can inform tumor 

phenotype or protein signatures1,3. However, if radiomic features are influenced by non-biological 
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processes such as the variation of image quality due to variation of image acquisition protocols, 

their ability to provide accurate information about tumor phenotype may be negatively impacted, 

and radiomic features become unreliable. 

1.2.3 Non-Biological Factors Causing Inconsistency in Radiomics approach 

As was previously mentioned, the extraction of radiomic features and their analyses depends on 

various concepts. This increases the number of potential sources of variability. Other than data 

analysis, software, feature computation approaches, ROI segmentation algorithms, a predominant 

source of variability can be the image acquisition and the vendor-specific characteristics of the 

imaging modality. 

In the context of CT radiomic features, dominant factors that can impact image quality or cause 

inconsistencies between images acquired at different scanners or different clinical sites include but 

are not limited to radiation dose level (which depends on several factors including the tube current) 

field of view, pitch, reconstruction algorithm (filtered back-projection versus iterative), 

reconstruction kernel, slice thickness, scanner calibration and scanner vendor.  

Changes in some factors mentioned above can have a more noticeable impact on image quality 

than others and specific to this research, have an impact on the quantitative radiomic features 

calculated. For example, variation of radiation dose level results in variation Poisson noise due to 

photon counting statistics. Variation of reconstruction kernel determines the spatial frequency or 

the sharpness/smoothness of the image as well as image noise level. Sharp kernel settings result in 

higher contrast resolution and higher noise content, whereas a smooth reconstruction setting results 

in less noise and lower resolution. Different choices of slice thickness change the representation 

of anatomy in each slice, and the amount of volume averaged in each slice. This results in the 
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variation of image noise; thick slice images have less noise and have more volume averaging than 

thin slices. 

First-order radiomic features, such as mean, standard deviation, etc., describe the characteristics 

of the intensity histogram of the region of interest (ROI). Second-order radiomic features measure 

spatial heterogeneity of gray levels and the relationship of neighboring gray levels21. The variation 

of image quality, in terms of noise or spatial frequency, may impact the quantitative measurements 

acquired by the first-order or second-order features. Additionally, radiomic features that describe 

the size or shape of ROI may also be affected if the ROI segmentation algorithm is influenced by 

variation of CT scan parameters. For example, in a previous study22, it was shown that dose 

reduction and slice thickness changes varied the automatic segmentation of lung nodules. Another 

prior study showed that dose reduction by 50% in chest CT scans resulted in a slight decrease in 

true positive detections by a computer-aided detection (CAD) tool23. 

Some radiomic features that, for example, measure noise in an image, such as standard deviation, 

clearly will be impacted by the variation of the three CT parameters of dose, kernel, and slice 

thickness. Yet, the dependence of several other radiomic features of patient tumors, especially the 

texture-based radiomic features, to the variation of CT parameters, such as dose, kernel, and slice 

thickness, is not well understood.  

1.2.4 Potential Radiomic Feature Inconsistencies Can Affect Its Reliability 

As was previously mentioned, there has not been a standardized approach for radiomics in its 

discovery phase so far. For example, in routine clinical CT imaging, a wide variation of acquisition 

parameters and reconstruction parameters are being used; data collection for radiomic studies has 

not followed a predefined guideline to harmonize protocols between different clinical or research 

institutes. If radiomic features vary in response to variation of non-biological factors related to 
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scan protocols, the findings of the discoveries that have assessed the clinical utility of radiomic 

features face a reliability concern. 

For instance, consider a high-performing machine learning model that has been built using 

radiomic features to predict patient outcomes. Suppose the training dataset consists of images 

acquired with a consistent CT image acquisition and reconstruction protocols with no variation in 

any CT parameter. In that case, the model is expected to make reliable and accurate predictions 

for new image data acquired with the same set of CT parameters. However, if the radiomic features 

(i.e., the predictors of the model) vary in response to changes of CT parameters, the model may 

not generalize well to image data acquired with different CT parameters.  

Similarly, another concerning scenario can happen when a predictive model has been built using 

radiomic features from training data with a heterogeneous CT protocol set. One example is when 

the model building procedure does not involve any steps that account for disparities between image 

protocols (such as harmonization and ensuring statistically representativity of data at different 

protocols, etc.). Another example is when the inter-protocol variation of radiomic features is more 

considerable than inter-patient radiomic feature variations. In these examples, the noise and 

uncertainty in the data may make it difficult to detect the important signal from actual biological 

variations (causing false negatives). In addition, the model’s performance may also become biased 

toward non-biological factors such that unimportant or irrelevant factors be taken as predictive 

factors for the model (causing false positives). 

An example of a situation where a false positive discovery may happen is considering a multiple-

time point study with baseline and follow-up images acquired at inconsistent protocols. If radiomic 

features are affected by such inconsistency, the actual biological variability may not be 

distinguished from the variability induced by acquisition variation.  
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1.2.5 Summary of Existing Challenges for Radiomics 

 In summary, the radiomics approach is complex, and there are several potential sources of 

variability that may result in inconsistency of radiomic feature measurements. In the context of CT 

radiomic features, different choices of CT parameters, such as dose, kernel, and slice thickness, 

may impact radiomic feature values.  

The lack of technical validations and the lack of standardized scan protocols in retrospective or 

prospective studies may challenge the results of radiomic discoveries. Additionally, the 

generalizability of radiomic signatures to image datasets from different clinical centers faces 

uncertainty. 

As a result, to translate radiomic features to clinic, single-center or multicenter technical validation 

of radiomics is a crucial step to ensure its reliability. The impact of several non-biological factors 

on radiomic features is not well understood yet. Therefore, technical validity shall be performed 

with the purpose to provide an understanding of precision of radiomic features, define the 

limitation of the approach, and identify strategies to reduce or handle corresponding risks and 

uncertainties. 
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1.3 Overview of the Literature: Validation of Robustness of CT Radiomic Features 

Currently, there is a lack of sufficient knowledge regarding the impact of CT acquisition and 

reconstruction parameters on radiomic features of lung nodules in clinical patient datasets.  

The current body of knowledge on the sources of uncertainty in CT radiomic features of lung 

nodules is limited to exploring radiomic robustness in phantom images or a few patient studies. 

For example, a radiomics phantom, the Credence Cartridge Radiomics (CCR) phantom created by 

Mackin et al.24, with two cartridges that they claim match the texture and intensity characteristics 

of lung tumors, has been used in various studies to investigate the robustness of radiomic features 

25,26. Shafiq-Ul-Hassan et al.27 and Kim et al.28, in their research on radiomic features of the CCR 

phantom, showed a significant impact of reconstruction kernel on most first-order and Gray Level 

Co-occurrence Matrix (GLCM) features. Other studies have used an anthropomorphic thoracic 

phantom29 with vasculature and synthetic nodule inserts to investigate the robustness of radiomic 

features. These works have reported notable variation of radiomic features due to variation of slice 

thickness and reconstruction algorithm.30,31 

Even though phantom studies provide a basic understanding of the impact of acquisition protocols 

on image quality in general, the impacts on radiomic features differ compared to patient datasets 

with nodules.32 Phantom images do not provide a perfect representation of the complex shape and 

heterogenous composition patterns of lung tumors.  

Furthermore, while the previously mentioned studies in the literature offer valuable insight, each 

work is focused on only one type of phantom data. Thus, the other limitation is that the disparities 

between the characteristics of the different types of phantoms with each other or with patient 

datasets and the potential impact of these disparities on generalization of findings to patient 

datasets is not assessed.   
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As a result, there is still a need for in-depth investigation of sources of variability in patient cohorts. 

However, due to the difficulty of acquiring patient images at a large variety of reconstruction or 

acquisition settings, only a few studies investigate the robustness of radiomic features in patient 

datasets. Some studies have focused on factors unrelated to CT acquisition parameters, such as the 

role of segmentation algorithms33 or the impact of manual vs. automated tumor segmentation,34 

the variations between different radiomic software packages19,35. The findings of these studies 

indicate substantial variability of radiomic features and the need for dedicated standardization in 

using radiomics software and segmentation algorithms. 

Balagurunathan et al.36 assessed variability of radiomic features between repetitions of scans of 

thirty-two 32 NSCLC patients with the same scanner and CT protocol. This study found that only 

30% of the radiomic features were repeatable. On the other hand, Hunter et al.37 found that the 

robustness of a large number of radiomic features of test-retest CT scans of fifty-six NSCLC 

patients depended on the scanner. These findings demonstrate the need for studies that further 

assess the precision of radiomic features. Additionally, these findings suggest the necessity of 

incorporating an additional radiomic feature selection step that filters non-reproducible features 

that can be influenced by variation of CT parameters. 

Some other studies have focused on the reproducibility of radiomic features of anatomical parts of 

the body other than the lung; for example, Midya et al.,38 along with their phantom study, analyzed 

the effect of the variation of reconstruction kernel on radiomic features of the liver lesions in one 

human abdominal CT. Additionally, Meyer et al.39 investigated the impact of reconstruction 

settings along with a variation of dose level in a patient cohort with liver lesions. The authors 

simulated different dose levels by adding noise to the raw data. Though, in this study, impact of 



 

 10 

CT parameters, such as dose, was investigated in a univariate fashion and the interactions among 

different CT parameters were not described. 

Currently, the patient studies of lung nodules are mostly limited to exploring the impact of only 

one or two parameters (generally reconstruction algorithm or slice thickness) on radiomic features 

of lung nodules. Little has been done to include the varying dose (or other parameters) in addition 

to these, as it has not been feasible for investigators to obtain multiple CT images of patients at 

various dose levels. Kim et al.28 studied inter-reconstruction algorithm (FBP B50f kernel vs. 

iterative with strengths 3 and 5) along with intra- and inter-reader variability of 15 radiomic 

features of 42 pulmonary tumors. Zhao et al.40 studied the impact of CT reconstruction algorithm 

(sharp, smooth) and slice thickness (1.25 mm, 2 mm, and 5 mm) on 89 radiomic features of 32 

lung cancer patients. Both these studies reported significant differences induced by variation of 

the reconstruction algorithm. Among all lung nodule studies, to the best of our knowledge, only 

one study by Fave et al.41 explored the impact of kV and mAs variation (applied on image data 

and not on the raw data) on radiomic features in patient datasets. However, this study was 

performed using cone-beam CT images, which is a different modality than helical CT imaging. 

Hence, the impact of dose variation on CT radiomic features of patient lung nodules has remained 

unaddressed to this end. 

As a summary, while there are deviations between the robustness of radiomic features in different 

type of phantoms and patient datasets, there are no comparisons that thoroughly compares 

variability of radiomic features of different types of phantoms with radiomic features of patient 

datasets. On the other hand, only a few studies have analyzed the reproducibility of radiomic 

features in patient datasets.  
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Furthermore, the scope of available patient studies is limited in terms of the data points investigated 

and the range of parameters under investigation. The majority of available studies have performed 

univariable analyses that assess parameter impacts individually and one at a time without 

considering potential interactions between CT parameters. This demonstrates the need for further 

studies that examine the effect of multiple parameters simultaneously in radiomic features 

reproducibility within clinical datasets. Therefore, the technical validity of radiomic is still an open 

question in the radiomics roadmap.  

1.4 Specific Aims 

Motivated by the facts and limitations discussed above, the objective of this dissertation was to 

address the concern in the reliability of tumor-specific radiomic features by studying CT radiomic 

features of lung nodules and addressing the existing knowledge gap about the reproducibility of 

radiomic features. In this dissertation, the reproducibility of radiomic features was assessed by 

evaluating the effect of non-biological factors such as CT image acquisition and reconstruction 

settings on radiomic feature values calculated from lung nodules of a cohort of lung cancer 

screening patients.  We also investigated the effects of CT image acquisition and reconstruction 

on a series of phantoms with different levels of complexity to better understand these effects in 

objects of known size, shape and composition.  

Eventually, mitigation techniques were investigated and evaluated to test whether we can 

overcome the variability of radiomic features and ensure reproducibility of radiomic features. 

This dissertation takes steps toward technical validation of radiomic features to serve as an image 

biomarker. 

Firstly, the work contributes to understanding the reliability of radiomic features with regard to 

changes in CT technical parameter settings. We investigated combinations of wide variation of 
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scan settings of dose, slice thickness, or reconstruction kernel via both univariable and 

multivariable assessments. Hence, we conducted a multi-faceted and simultaneous analysis of 

these CT parameters and captured their interactions in affecting radiomic feature values. 

Moreover, through this work, experimental methodologies were developed to evaluate the 

robustness of radiomic features properly. These methods will constitute a widely applicable 

platform for assessing the impact of CT image settings on radiomic features. 

 Secondly, we addressed the correctability of radiomic feature inconsistencies among CT images 

with different scan protocols by testing mitigation approaches. Therefore, our findings can assist 

in establishing reliable frameworks for conducting future multicenter radiomics trials acquired 

with heterogenous CT scan protocols.  

This study's rationale is that understanding the reproducibility of radiomic features sheds light on 

possible non-biological factors that negatively impact radiomics outcome and intratumor 

measurements. Additionally, the findings of this work bring awareness on the importance of setting 

proper inclusion criteria for image settings in radiomics workflow and enable identification of 

mitigation techniques to ensure the robustness of radiomics. After addressing such challenges 

through rigorous testing, we can gain confidence in radiomic biomarkers to be implemented in the 

clinic for medical decision-making.  

The objectives of this study were attained through the following specific aims (shown in Figure 

1-1 and Figure 1-2): 

 

Figure 1-1. An overview of the specific aims (SA) of this dissertation 
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1.4.1 Specific Aim 1 (SA1) Data collection, design, and development of a systematic 

framework for reproducibility analysis of radiomic features 

This aim involved two main steps of data collection and development of an infrastructure to handle 

CT image data preparation and analyses to achieve the goals of this dissertation. 

To assess the reproducibility of radiomic features in response to variation of CT imaging 

parameters, we collected CT scans of a cohort of lung cancer screening patients. We then generated 

an image dataset that consisted of multiple image datasets from the same subject but at a variety 

of clinically applicable CT image protocols. These protocols included a wide range of dose levels, 

reconstruction algorithm, slice thickness, and kernel settings. CT image generation and lung 

nodule segmentation were performed via the development of a reconstruction and simulation 

pipeline.  

Subsequently, a framework was designed and developed to handle the required data analysis such 

as data cleaning, radiomic feature calculation, agreement analysis, statistical testing, data 

visualization, etc. The image simulation pipeline and feature calculation framework form a unique 

modular platform; this platform facilitates future experiments and various parallel large-scale 

statistical data analyses to evaluate the robustness of quantitative imaging metrics (e.g., radiomic 

features) across a wide range of technical factors (e.g., CT parameters).  

1.4.2 Specific Aim 2 (SA2): Investigate the reproducibility of radiomic feature values in 

response to variation of CT image acquisition and reconstruction parameters 

In this aim, the goal was to determine whether tumor-specific radiomic feature values vary or how 

they vary in response to changes in conditions unrelated to the underlying biological characteristic 

of tissue. To achieve this goal, we investigated the reproducibility of texture-based and intensity-

based CT radiomic features in response to variation of technical conditions inherent to CT image 
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acquisition and reconstruction parameters. The investigated CT parameters were radiation dose, 

reconstruction algorithm, kernel, and slice thickness. 

We first evaluated reproducibility by measuring the agreement between radiomic feature values of 

lung nodules when they are calculated from the same subjects but on different images representing 

different CT conditions within a broad and clinically applicable range. Radiomic features that had 

high inter-condition agreement were considered as reproducible. We also explored the potential 

interactions between the effect of CT parameters on radiomic feature values by conducting 

multivariable analyses. 

Furthermore, we examined the radiomic features of three different phantom datasets to understand 

whether the variability of phantom radiomic features and the similarities (or distinctions) between 

different phantoms or patient datasets can provide further insights into how the CT parameters 

impact radiomic features. 

1.4.3 Specific Aim 3 (SA3) Investigate mitigation strategies in reducing the variability of 

radiomic features  

In this aim, we evaluated the potential of strategies in mitigating the variability of radiomic features 

induced by CT image acquisition and reconstruction conditions. The idea is that the techniques 

that either apply image processing and transformation (e.g., via Generative Adversarial Networks) 

or adjust radiomic features can standardize radiomic features from different CT conditions to a 

common baseline. 

To evaluate whether these techniques can harmonize radiomic features to a baseline condition, we 

will assess and compare the agreement of radiomic features obtained from baseline scan settings 

to those obtained from scan settings other than baseline before and after applying the mitigation 

techniques. Techniques that increase the inter-condition agreement of radiomic features are 
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capable of improving the reproducibility of radiomic features. Therefore, such mitigation 

techniques are deemed to have a potential role in building reliable frameworks and harmonizing 

radiomic feature inconsistencies in future multicenter radiomic studies. 

 

Figure 1-2. Summary of the studies in each Specific Aim of this dissertation 

1.5 Dissertation Organization 

This Dissertation is divided into two sections. Section 1 is dedicated to the description of the work 

done to fulfill Specific Aims 1 and 2. Section 2 is dedicated to the studies performed to achieve 

Specific Aim 3.  

1.5.1 Section I of the dissertation 

Chapter 2 provides information about the development of the infrastructure and the computational 

pipeline that enables systematic analyses as part of Specific Aim 1 of the dissertation. 

Chapter 3 describes the collected patient cohorts utilized in this work as part of Specific Aim 1. 

Chapter 4 discusses the investigations into understanding reproducibility of radiomic features and 

the impact of CT acquisition and reconstruction parameters according to Specific Aim 2. 
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Chapter 5 presents our study in assessing and comparing the variability of radiomic features of 

three different phantom datasets. 

1.5.2 Section II of the dissertation 

An introduction in this section will provide background about the mitigation techniques used in 

this study and reviews the available studies in the literature that have investigated harmonization 

of variability of radiomic features. 

Chapter 6 discusses the investigations into application of Generative Adversarial Networks (GAN) 

in harmonization of radiomic features against variation of CT acquisition and reconstruction 

parameters. 

Chapter 7 presents application of another method, ComBat, for harmonization of variability of 

radiomic features. 

Chapter 8 examines and compares the mitigation performance of the two investigated techniques 

of ComBat and GAN. 

Chapter 9 summarizes the work presented in this dissertation and presents discussion, conclusion, 

and potential future directions. 
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Section I   

Chapter 2 Development of a Platform for Image Data 

Analysis1 

2.1 Introduction 

In this chapter, we will describe the computational platform developed in this dissertation as part 

of Specific Aim 1 that allows us to perform systematic analyses described below. This platform 

complements two existing in-house image simulation and nodule segmentation modules. The 

existing in-house modules with the developed modules in this dissertation form a high-throughput 

computational pipeline42 that enables creating and analyzing a large, high-quality dataset of 

clinical CT images. The key characteristic of this pipeline is generating highly-controlled CT 

image data at a wide variety of image acquisition and reconstruction parameters and providing 

automation in the analysis of large datasets. CT image data generation is achieved via raw data 

simulation and reconstruction. The automation involves organizing a large volume of data and 

quantitative image analysis such as nodule detection, radiomic feature calculation, etc.  

Currently, there exists no such framework that accomplishes these tasks together. On the other 

hand, large clinical datasets are required for assessing the clinical relevance and generalizability 

of quantitative medical imaging approaches13. Examples of such approaches are computer vision 

and image processing techniques that perform segmentation43, quantitative imaging biomarkers4,5, 

                                                 
1 The content of this chapter is based on: Hoffman J, Emaminejad N, Wahi-Anwar M, et al. Design and 

Implementation of a High Throughput Pipeline for Reconstruction and Quantitative Analysis of CT Image Data. 

Med Phys. Published online 2019. doi:10.1002/mp.13401 
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or machine learning models that aid in disease diagnosis45. Additionally, a lack of automation can 

limit and challenge large-scale quantitative medical imaging studies. Therefore, developing a 

systematic framework, such as the one developed in this work, is essential to allow the 

establishment of large-scale quantitative medical imaging studies with less hurdle. 

While the pipeline generates large-scale image datasets, it minimizes the time required for 

generating such image data. Furthermore, the pipeline enables future quantitative experiments 

(e.g., statistical data analysis) through its modular framework. A potential application for this 

pipeline is assessing the technical validity (i.e., robustness) of quantitative imaging biomarkers 

(i.e., radiomic features), which is the focus of this dissertation. 

2.2 Reconstruction and Data Analysis Pipeline Design 

The pipeline comprises two main blocks: 1) raw data simulation and reconstruction, 2) image data 

analysis. Figure 2-1 shows the high-level overview of the pipeline. In the following subsections, 

we will describe each component. In Figure 2-1, all the modules within the ‘Image Data Analysis 

component’ except for the ‘Detection & Segmentation’ module were developed in this dissertation 

which will be described in sections 2.2.2.2 and 2.2.2.3. 

2.2.1 Raw data Simulation and Reconstruction 

2.2.1.1 Raw Data Simulation 

The pipeline can receive raw projection data as input, and it can simulate reduced-dose raw data. 

The dose reduction simulation is done by leveraging a realistic noise model33 to add a calibrated 

amount of noise to the projection data; this approach was previously described and used in previous 

studies46,47.  Young et al.46,47   developed the current low dose simulation tool that applies the 

methods described by Zabic et al.,48 on our own multidetector‐ row CT scanner equipped with 

https://aapm.onlinelibrary.wiley.com/doi/10.1002/mp.14830#mp14830-bib-0033
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tube current modulation (TCM). First, the photon fluence and bowtie filter shape of this scanner 

were estimated by acquiring air scans. Then, calibrated levels of noise (sampled from altered 

Poisson distribution) were added to the original raw projection data to simulate specific amounts 

of dose reduction. Because all of our scans used TCM and the quality reference mAs was the same 

for all patients, the dose reduction was expressed as a percentage dose reduction from the original. 

In the implementation, this reduction is modeled as linear scaling of the TCM function (which is 

recorded in the raw projection data of the scanner) to achieve the desired dose level for each patient 

scan. Young et al.46 validated the low dose simulation tool by comparing simulations with 

anthropomorphic chest/lung phantom scans both qualitatively and quantitatively (via mean and 

standard deviation of Hounsfield‐ unit values). 

 

 

Figure 2-1. The two main sections of the pipeline: 1) simulation & reconstruction, 2) image data analysis. The different modules 
in each section are shown in blue. The red star shows the modules that were developed in this dissertation. The radiomic feature 

calculation module is a wrapper that adopts a previously available software in the pipeline platform. TP: true positive, FP: false 

positive, FN: false negative detections. 
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2.2.1.2 Image Reconstruction 

In the image reconstruction block of the pipeline, a Free‐ CT tool, developed by Hoffman et al.49, 

performs reconstruction of raw projection data using weighted Filtered Back Projected (wFBP) 

algorithm for helical multi-detector CT. The Free_CT tool employs an implementation of the 

wFBP algorithm described in the study by Stierstorfer et al.50. Furthermore, reconstructions are 

carried out through a GPU queuing framework. The details of GPU usage optimization and 

implementation are provided in the documentation for the software51.  

The Free_CT tool enables image reconstruction at three different kernel settings of smooth, 

medium, and sharp that resemble Siemens B20, Siemens B45, and Siemens B70.  Boedeker et al.52 

plotted the modulation transfer function (MTF) for Siemens wFBP reconstruction kernels in the 

range of B10–B80 in their Figures 2 and 3 that presents how the contrast changes at different 

spatial frequencies as a result of the application of various kernels. Hoffman et al.53 have also 

plotted the three free‐ CT kernels' profiles in the current study in their Figure 1. 

The reconstruction module also allows for reconstructing raw data at three different slice 

thicknesses of 2mm, 1mm, and 0.6mm. 

Figure 2-2 shows an example of a nodule region with Free_CT reconstructions at the three 

different kernels, three slice thicknesses, and four different dose levels of 100%, 50%, 25%, 10% 

of the original dose level. The nodule shown in Figure 2-2 was initially scanned with a low-dose 

screening protocol (CTDIvol ≅ 2mGy). Therefore, for example, the 10% dose level represents scans 

with CTDIvol ≅ 0.2mGy. The different combinations of CT parameters resulted in 36 unique CT 

conditions, as shown in Figure 2-2. This figure demonstrates how the appearance of the nodule 
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tissue and the noise change as CT parameters change. Figure 2-3 and Figure 2-4 show an axial 

slice of a subject at images with different kernels, slice thicknesses, and dose levels.  

 

Figure 2-2. Example of a nodule at 36 different CT conditions with three different kernels, four different dose levels, and three 

different slice thicknesses 

2.2.2 Image Data Analysis 

The image data analysis block of the pipeline currently consists of a series of modules that apply 

computer vision tasks (e.g., image processing, denoising, nodule segmentation, etc.) or perform 

quantitative data analysis (e.g., radiomic feature calculation). However, these modules can be 

replaced with or followed by other modules to carry out various tasks (e.g., lung segmentation, 

etc.) and analysis (e.g., statistical analysis, etc.).  

2.2.2.1 Detection & Segmentation Module 

The nodule detection module was built from an in‐ house Computer‐ Aided Detection (CAD) 

tool43 that performs automatic lung nodule detection and segmentation. 

 Before nodule segmentation, the anonymized reconstructed images are translated into an internal 

image format (.hr2) readable by the CAD software. The reformatted images are the input to the 

CAD tool. The output contains a list of segmented regions of interest (ROI) for some anatomical 
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parts (such as lung, trachea, etc.) and nodule candidates. The segmented ROIs are provided in form 

of a binary mask that have pixel values of one in the pixels that belong to the segmented object in 

the input image. The CAD software runs in parallel on either of the operating systems of Windows 

or Linux.  

 

Figure 2-3. Lung CT images at 0.6mm slice thickness, smooth kernel and four different dose levels: a) 100%, b) 50%, c) 25%, d) 

10%. 
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Figure 2-4. a) Lung CT images at 100% dose, 1mm slice thickness and three different kernels: i) smooth (k1), ii) 

medium (k2), iii) sharp (k3). b) Lung CT images at 100% dose, medium kernel and three different slice thicknesses: i) 

0.6mm, ii) 1mm, iii) 2mm 
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2.2.2.2 Module for Evaluation of Nodule Detection 

The evaluation module developed in this dissertation consists of two primary steps. The module is 

firstly responsible for gathering and managing lung nodule annotations (i.e., information regarding 

location, size, and center of nodules). Secondly, the module is responsible for evaluating the CAD 

detection results and identifying true positive (TP), false positive (FP), and false-negative (FN) 

detections. 

The evaluation module consists of compiled programs and scripts in Python language.  This 

module and the detection module can run independently from the simulation and reconstruction 

block of the pipeline. Therefore, they are readily available to run on image data other than the 

pipeline's reconstructions (e.g., images directly from a scanner acquired with various CT 

parameters). Furthermore, the evaluation module, similar to the detection module, can be utilized 

in Windows and Linux operating systems.  

A database of nodule annotations has been acquired and archived in advance. To create this 

database, trained lab technicians imported annotations of each subject into the Quantitative 

Imaging Workstation (QIWS) according to clinical reports from the radiologist's interpretations. 

The annotations include information about anonymized subject ID,  the number of reported 

nodules by the radiologist, location of two perpendicular and axial diameters of the nodule, and 

the lung-RADS54 category (if available) or the nodule composition. The procedure in which the 

technicians acquire images and import this information into QIWS does not depend on the 

reconstruction pipeline or the reconstructed images. The technicians annotate the images by 

reading the original image data reconstructed by the CT scanner. Therefore, the reader markings 

are based on the original scans and not based on the pipeline reconstructed images.  



 

 25 

Since in this pipeline, for each subject, we have image data at several CT conditions (e.g., 36 

conditions), each image will be assigned with an anonymized ID that determines the subject 

identity and the image condition. Furthermore, we have created a directory convention so that 

image data and annotations, segmentation results, etc. be saved in directories that can be easily 

retrieved. Each unique image of a subject acquired at a unique combination of CT parameters 

(dose, kernel, slice thickness) has its corresponding folder. 

In the first step, we use the evaluation module to run a script that exports the anonymized 

annotation data from the internal QIWS database. The script can either export the information for 

one specific case or a set of cases with their IDs provided in a spreadsheet. The annotation data 

will be written in YAML (http://yaml.org) files, a "data serialization" format for reading and 

writing data and can be used by Python, in the corresponding directory for each case. 

The second step in this module is performed after annotations are exported. This step can operate 

under two modes, single-case mode or multiple-cases modes.  A specific configuration file (in 

YAML format) must be submitted to launch the evaluation step and run a series of scripts and 

programs for each operation mode. The Python scripts are shared between the two modes except 

that it is necessary to run an additional script for the multiple-cases mode. This additional script 

for multiple-cases mode retrieves and accumulates information (directories of image data and 

annotations) in a spreadsheet (referred to as the series list) to be readily available.  

The configuration file for the multiple-cases mode requires information about the location of the 

series list, location of a job file, location of a spreadsheet to write the final evaluation results. In 

the single-case mode, the configuration file requires information about file directories (image data 

location and the location to report the results) and the corresponding CT condition. 

http://yaml.org/
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The multiple-cases mode operation allows for both a batch-mode run and a parallel run. This is 

achieved by generating a job file that lists all the required python jobs in a simple text file. Each 

job runs the detection evaluation for one subject at one condition. For example, for ten subjects 

with images at ten different CT conditions, there will be a list of 100 detection evaluation jobs. 

Each job includes the name and the directory of a wrapper program and information about the 

location of the image data. Therefore, the submission of each job launches the wrapper program 

and provides the information necessary for the wrapper to run. The wrapper program will then 

perform a series of processes and call other required programs to evaluate the CAD detections. 

The job file can either be directly submitted to the system when the configuration file is called or 

be submitted later by the user. We use Condor to run and manage the parallel jobs. Condor is a 

framework that supports high-throughput computing on an extensive collection of computing 

resources55. Since Condor handles the computing resource requests according to the job 

requirements and logs information regarding the job (e.g., whether it finished with or without 

errors), it serves as a helpful framework for our pipeline. 

The main components of the detection evaluation in the wrapper program are as follows: 1) loading 

image data and corresponding annotations, 2) performing required pre-processing such as 

registration of annotations to the reconstructed images, 3) finding overlaps between CAD 

segmentations and the annotations, 4) identifying TP, FP, and FN CAD segmentations, 5) writing 

results of CAD segmentations in YAML files in the corresponding folder determined in the 

configuration file or the series list, 6) creating and storing visualization of TP or FP CAD 

segmentations, 7) (if in multiple-cases mode) running a batch-based analysis and calculation of 

mean or median sensitivity and FP numbers, 8) reporting and storing results (TP and FP detections) 

in spreadsheets. 
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As mentioned in step 2, a registration process may be needed between the reconstructed images 

and the annotated data. We found a few structural misalignments between the pipeline 

reconstructed images and the scanner reconstructed images for some subjects in our dataset. This 

problem was resolved via a simple B-spline image registration56. As mentioned previously, since 

the nodule's location is annotated according to the scanner images and is independent of the 

pipeline reconstructed images, we needed to register the annotations to the pipeline reconstructed 

images to avoid misalignment issues. 

In assessing overlaps between CAD segmentation masks and the true nodules, for each nodule, we 

evaluated whether the nodule's center or the points on the nodule's axial diameter, acquired from 

the annotations, overlap with the CAD segmented mask. If there was an overlap identified between 

a CAD segmentation and the true nodules, then the segmented ROI will be reported as a TP, and 

otherwise as a FP. 

2.2.2.3 Module for Radiomic Feature Calculation  

Once the module that evaluates CAD nodule detections finishes its job, it will create a spreadsheet 

containing a list of TP detections. The spreadsheet can then be used to acquire a list of cases with 

their location and information (nodule ID, size, etc.) about the TP segmented masks. The radiomic 

feature calculation module involves the following steps: 1) submitting a configuration file, 2) 

generating a job file, 3) calculation radiomic features in multiple-cases mode, 4) reporting 

calculated radiomic features in a spreadsheet. 

First, via submission of a configuration file (in YAML format), the list of jobs required to calculate 

the radiomic features will be written. Then the job file can be submitted to Condor to run feature 

calculation of multiple cases in parallel, or it can be forwarded to the command line to run the 

feature calculation jobs in a batch mode. 
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The configuration file contains information about the spreadsheet that has information about TP 

detections, location for saving the job file, directory for saving the calculated features (in the form 

of a spreadsheet), information regarding specific settings for radiomic feature calculation (e.g., 

number of discretized gray levels, etc.), and information regarding the required wrapper program 

(feature calculation wrapper) that runs the feature calculation. The wrapper script consists of 

specific functions that pre-process images and segmented nodules and call the radiomic feature 

calculation functions. If for different image datasets and in various studies, different image pre-

processing is desired, or additional radiomic features are of interest, a different wrapper shall be 

created in advance and be referred to in the configuration file.  

The job file consists of a list of jobs for each subject at each CT condition. So, for example, for 

ten subjects with images at ten different CT conditions, there will be a list of 100 jobs. Each job 

identifies the wrapper (set in the configuration file), the path to the location of a subject's image 

and the location of the TP segmented ROI, and the output (a spreadsheet) set in the configuration 

file. When the job file is submitted to Condor, each job runs the wrapper independently. The 

wrapper performs required image pre-processing (if any), calls functions for the needed radiomic 

features, and finally writes the calculated measurements in the output spreadsheet. 

The functions that the wrapper calls for radiomic feature calculation are based on an in-house 

quantitative imaging library (QIA) and Pyradiomics radiomic feature calculation software57. The 

radiomic features available in the QIA library include first-order radiomic features, such as mean, 

standard deviation, median, kurtosis, skewness, and a few second-order texture features of Gray 

Level Co-occurrence Matrix (GLCM). The radiomic features that are available from the 

Pyradiomics software are all the features in the following categories: GLCM, gray level run length 

matrix (GLRLM), gray level size zone matrix (GLSZM), neighboring gray tone difference matrix 



 

 29 

(NGTDM), Gray level dependence matrix (GLDM), as well as first-order wavelet features. The 

complete list of the radiomic features and their mathematical definition is provided in the 

software's documentation (https://pyradiomics.readthedocs.io/en/latest/features.html). In addition, 

the user can set the radiomic feature calculation parameter settings to default or to desired values. 

These settings either specify the computation method (e.g., 2D vs. 3D) or determine factors such 

as preprocessing (e.g., quantized gray level numbers). 

2.3 Conclusion 

To achieve the goals of this dissertation, image data analysis modules were developed as part of 

an in-house computational pipeline. This dissertation's image data analysis modules form an 

automatic framework that manages and analyzes large sets of CT image data that represent a wide 

range of acquisition and reconstruction conditions. This framework tracks and evaluates the 

automatic lung nodule detections by a computer-aided detection software, manages ground truth 

nodule annotations, and a database consisted of information about image data, patient nodules 

(such as size, composition, etc.), and information about nodule detections and segmentations (TP, 

mask diameter, etc.). Furthermore, this framework performs post-segmentation analysis by 

calculation of radiomic features from the segmented regions. 

The availability of an image dataset that represents a wide variation of CT acquisition and 

reconstruction conditions is a challenge. However, the in-house computational pipeline overcomes 

such limitations by generation and automatic handling of thousands of CT images required to 

represent the desired range of image acquisition and reconstruction modes. Therefore, the 

automated and modular analysis framework developed in this dissertation accelerates quantitative 

CT image analysis.  

https://pyradiomics.readthedocs.io/en/latest/features.html
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Chapter 3 Imaging Data and Patient Cohorts 

3.1 Patient Population 

Under an IRB approved protocol, an in-house data archive composed of DICOM image data and 

raw CT projection data has been collected from approximately 1400 lung cancer screening cases. 

These data were collected from patients undergoing a clinically indicated low dose screening scan 

within the UCLA Health System.  

Patients were scanned using low dose protocols using the following multidetector Siemens CT 

scanners: Definition, Definition AS64, Force, Sensation 64, and Definition Flash (all from 

Siemens Healthineers, Forchheim, Germany). For each scan performed, image data was 

reconstructed using 1mm slice thickness and 1mm spacing between images.  

 

All cases had reports from radiologist’s clinical interpretations which included information relating 

to Lung-RADS54 categories. Trained imaging research lab technicians used the information in the 

structured radiologist report and annotated the two axial perpendicular diameters of all the nodules 

with a diameter ≥ 4𝑚𝑚 on the 1mm reconstruction.  

For the data used in the studies in this dissertation, only the raw data from the Definition, Definition 

AS64 and Definition Flash scanners were included because it was a pre-requisite for the 

reconstruction pipeline that was describe in Chapter 2. These scans were acquired with the key 

acquisition and reconstruction parameters of 120 kV, Quality reference mAs of 25, collimation of 

64 × 0.6 mm (using the z‐ flying focal spot) for the Definition AS and 128 x 0.6mm (using z-

flying focal spot) for the Flash, 0.5s rotation time, pitch of 1.0, reconstructed slice thickness of 1.0 

mm, and B30 reconstruction kernel with CareDOSE 4D and Care kV. 
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 For each patient, only the largest representative nodule was included in the study.  Another 

inclusion criterion for the scans was the presence of a radiologist-reported nodule with a diameter 

≥ 4𝑚𝑚.  

For each of the patient studies presented in this dissertation, several different patient cohorts were 

constructed selected from the in-house data archive described above. The selection of the cohorts 

for each study was in accordance with the availability of cases at the time of the studies, the pre-

requisites of the approach, or computational considerations. In the following sub-sections, we will 

provide the details of each of the cohorts used for the patient studies in Chapters 4 and 6-8. The 

dataset used for the phantom study will be described thoroughly in Chapter 5. 

3.1.1 Patient Cohort 1:  

Initially, for testing the robustness of lung nodule radiomic features, a set of 89 lung cancer 

screening subjects that met the inclusion criteria and had available annotations at the time of the 

study were selected. All these cases were scanned with the Definition AS 64 (Siemens 

Healthineers, Forchheim, Germany).  

The robustness study will be discussed in Chapter 4. The study’s goal in Chapter 4 was to assess 

the reproducibility of radiomic features in response to variation of dose, kernel, and slice thickness. 

The in‐ house high‐ throughput pipeline42 processed the raw CT projection data to create a series 

of simulated raw data at reduced‐ dose levels and reconstruct the raw data using the wFBP 

algorithm via the free‐ CT tool53 as described in Chapter 2. The resulting unique image dataset 

consisted of 36 different conditions representing a wide range of dose levels, reconstruction 

kernels, and slice thicknesses, as shown in Table 3-1. An example of images at 36 CT conditions 

was already provided in Chapter 2. 
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Table 3-1. Patient cohort 1 scans: CT parameters of image dataset generated by the reconstruction pipeline  

 Dose Level Slice Thickness Reconstruction Kernelb 

CT parameter 

ranges 

100%a, 50%, 
25%, 10% 

2mm, 1mm,0.6mm Smooth (k1), Medium (k2), 
Sharp (k3) 

a 100% dose level represents the standard lung cancer screening dose with CTDIvol ≅2mGy 
b Smooth, medium, and sharp kernels correlate to wFBP settings of B20, B45, and B60, respectively for Siemens 

 

The in-house pipeline was not designed for an iterative reconstruction algorithm. Therefore, to 

acquire scans of subjects with an iterative algorithm, the simulated low dose raw data was taken 

back to the scanner, and images were reconstructed with the CT parameters in Table 3-1 using the 

scanner reconstruction software’s SAFIRE (“Sinogram Affirmed Iterative Reconstruction,” 

Siemens Healthineers, Forchheim, Germany) algorithm. The SAFIRE sharpness settings of I26, 

I44, I50 were used to represent smooth, medium, and sharp settings with strength 3.  

Another inclusion criterion for the study in Chapter 4 was the availability of nodule segmentation 

via the automatic Computer-Aided Detection (CAD) tool for at least three conditions with three 

different slice thicknesses in Table 3-1. Therefore, all the 89 subjects had at least three CAD 

segmentations with three different slice thicknesses. In addition, the availability of segmented 

masks at each of the three different slice thicknesses allowed for using one thickness-specific mask 

for all the 12 conditions at each of the three slice thicknesses.  

3.1.2 Patient Cohorts 2 and 3 

Chapters 6 and 7 are dedicated to investigating potential mitigation techniques to improve the 

reproducibility of radiomic features in response to variation of dose, wFBP slice thickness, and 

wFBP kernel. 

Chapter 6 will discuss harmonizing radiomic features through training and applying a deep 

learning-based Generative Adversarial Network (GAN) model. We will further discuss that in 

training the GAN model, we were not limited to the availability of segmented volumes of interest 
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(VOI). Therefore, unlike the study in Chapter 4, there were no segmentation-based inclusion 

criteria for this study. 

Chapter 7 will describe our other investigations into the mitigation of radiomic feature variability 

via the ComBat technique. The ComBat technique is directly applied to the radiomic feature data 

extracted from (VOI) segmented by CAD. Therefore, similar to patient cohort 1, this study had an 

additional inclusion criterion for the availability of segmentation masks.  

At the time of these studies, based on radiologist clinical interpretation of these cases, the trained 

technician had annotated a total of 385 unique cases with at least one lung nodule with a diameter 

≥ 4𝑚𝑚. 

The patients in this cohort were scanned either with Definition, Definition AS64 or Definition 

Flash scanners. Since the reconstruction pipeline tool was not evaluated for reconstructing raw CT 

data acquired with the Definition Flash scanner, the raw data from this scanner was reconstructed 

with the Siemens Healthineers ReconCT reconstruction software. 

To minimize computational time due to the time-consuming process of image reconstruction, 

images were reconstructed at fewer CT conditions than cohort 1. Therefore, in addition to the 

condition representing the reference screening protocol (i.e., 100% dose, medium kernel, 1mm 

thickness), raw data was reconstructed at another seven non-reference conditions described in 

Table 3-2.  In selecting the seven non-reference conditions, we aimed to include variability of 

radiomic features due to changes in each of the three CT parameters in question. Thus, the non-

reference CT conditions were selected such that each condition was only different in one CT 

parameter compared to the reference CT condition. Table 3-2 shows the variation in reconstruction 

kernel (for two conditions), dose level (for three conditions), and slice thickness (for two 

conditions). 
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From these cases, 134 subjects had available CAD segmentation masks for at least three image 

conditions with the three different slice thicknesses shown in Table 3-2. Therefore, these 134 

subjects (with their images at a total of eight CT conditions) were considered the ComBat study 

data in Chapter 7 (cohort 2).  

As was previously mentioned, no segmentation-related restriction was enforced for the data used 

in the GAN study. Hence, the 385 subjects (with their images at a total of eight CT conditions) 

were considered the dataset for Chapter 6 (cohort 3). 

The patient cohorts 1-3 were overlapped with each other. Figure 3-1 shows the subject-based 

division of the patients. This figure demonstrates how the three cohorts overlapped in terms of the 

subjects. Figure 3-2 shows the range of CT conditions included in cohorts 2 and 3. 

 

Figure 3-1. Subject-based division of low-dose CT screening cases into four patient cohorts used in this dissertation. Cohort 1: 

Chapter 4, cohort 2: Chapter 7, cohort 3: Chapter 6, cohort 6: Chapters 6 and 8 
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Figure 3-2. Example of images of a nodule reconstructed at the eight CT conditions included in cohorts 2-6 

Table 3-2. Description of CT conditions reconstructed for patient cohorts 2-5. The first row shows the reference condition.  

% Screening Dose  wFBP Reconstruction Kernel Slice Thickness Condition 

Identifier 

100%  Medium 1mm 100%, k2, st1 

100%  Smooth 1mm 100%, k1, st1 

100%  Sharp 1mm 100%, k3, st1 

50%  Medium 1mm 50%, k2, st1 

25%  Medium 1mm 25%, k2, st1 

10%  Medium 1mm 10%, k2, st1 

100%  Medium 0.6mm 100%, k2, st0.6 

100%  Medium 2mm 100%, k2, st2 

 

3.1.3 Patient Cohorts 4 and 5 

To train the GAN model in Chapter 6, the image data in cohort 3 was divided into a training (cohort 

4) and an independent held out set (cohort 5) that included 70% (269 subjects) and 30% (116 

subjects), respectively. Of the 116 cases, 55 cases had available nodule segmentation at all three 

slice thicknesses. Therefore, the set of 55 patients is referred to as cohort 6, and the training set is 

referred to as cohort 4. In testing the harmonization performance of GAN, since the availability of 

nodule segmentation is required for the calculation of radiomic features, cohort 6 was considered 
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the cohort for evaluation of the GAN approach. Figure 3-3 shows the division of subjects in cohort 

3. 

 

Figure 3-3. Subject-based division of cohort 3 

In Chapter 8, we will compare the performance of the two mitigation algorithms of GAN and 

ComBat. To enable a one-to-one comparison, it was required to assess the harmonization of 

radiomic features calculated from the same set of subjects. As described in section 3.1.2, cohort 2 

with 134 cases was used to evaluate the ComBat technique. On the other hand, the GAN model 

was assessed on cohort 6 with 55 cases. Therefore, after testing the potential of ComBat on a 

substantially large dataset (i.e., cohort 2), we ran ComBat on the unharmonized radiomic features 

calculated from subjects in cohort 6. Hence, we compared the two techniques of GAN and ComBat 

against each other through a one-to-one comparison on the same dataset. 

Table 3-3 describes the sizes and composition of nodules enrolled in each patient cohort according 

to the clinical report obtained from the radiologist. Table 3-4 provides a summary of description 

of cohorts and their inclusion criteria. 
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Table 3-3. Description of nodules enrolled in each patient cohort according to radiologist interpretation 

 Cohort 1 Cohort 2 Cohort 3 

Cohort 4 Cohort 6 

Solid ≥ 6mm 58 88 158 33 

Solid < 6mm 7 14 48 7 

Part-Solid ≥ 6mm w/ Solid < 6mm 9 14 14 7 

Part-Solid w/ Solid  ≥  8mm 3 4 6 1 

Part-Solid < 6mm 3 4 6 2 

Part-Solid ≥ 6mm w/ Solid  6-8mm 1 2 4 2 

Ground Glass 8 8 33 3 

Total 89 134 269 55 

 

 

 

Table 3-4. Patient cohort descriptions 

Cohort Purpose Number 

of 

Subjects 

Annotated Raw data 

Required 

Number of 

Conditions 

CAD Segmentations 

at 3 slice thicknesses  

1 Feature Robustness 89 Yes yes 36 Yes 

2 ComBat Mitigation  134 Yes yes 8 Yes 

3 GAN Mitigation  

(total) 

385 yes yes 8 No 

4 GAN Mitigation -

training set 

269 yes yes 8 No 

5 GAN Mitigation  - 

held out set 

116 yes yes 8 No 

6 GAN Mitigation - 

test set/comparison 

cohort 

55 yes yes 8 Yes 
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Chapter 4 Investigating Reproducibility of Lung Nodule 

Radiomic Features across CT Acquisition and 

Reconstruction Parameters2 

 

4.1 Introduction: 

4.1.1 Background 

As was discussed in Chapter 1 of this dissertation, despite the widespread use of radiomics in 

research, radiomics still faces uncertainties and concerns in its reliability which can inhibit its 

adoption into routine clinical practice. Since different choices of CT scan parameters can affect 

image quality differently, there is a risk that the radiomic feature quantification can differ between 

different datasets with heterogenous set of CT parameters.  

Generalizability or reproducibility is a crucial requirement for radiomic features to serve as reliable 

imaging biomarkers. If the radiomic features that are used in the decision support systems are not 

reproducible, they may cause inconsistency of measurements and predictions. Hence, it is 

necessary to have an understanding of the reproducibility of radiomic features.  

                                                 
2 The study in Chapter 4 is based on the previously published study of: Emaminejad N, Wahi‐ Anwar MW, Kim 

GHJ, Hsu W, Brown M, McNitt‐ Gray M. Reproducibility of lung nodule radiomic features: Multivariable and 
univariable investigations that account for interactions between CT acquisition and reconstruction parameters. 

Med Phys. Published online April 13, 2021. doi:10.1002/mp.14830 
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4.1.2 Motivation and Purpose 

The reproducibility of radiomic features has not been well established in clinical datasets. 

Additionally, as was discussed in Chapter 1, while there are several studies that have assessed 

reliability of radiomics in phantom datasets, there is still a lack of sufficient knowledge regarding 

the impact of CT acquisition and reconstruction parameters on radiomic features of lung nodules 

in clinical patient datasets. On the other hand, available patient studies may be limited in terms of 

the dataset and the range of parameters under investigation. Another limitation is that these studies 

have often conducted univariable analyses that assess parameter impacts individually without 

describing potential interactions among CT parameters. These limitations can be partly due to the 

challenge in acquiring large and controlled dataset (with multiple reconstructions per patient) that 

allows for validation of robustness of radiomics across wide range of CT conditions. 

Motivated by these facts and to address the existing knowledge gap, in Specific Aim 2 of this 

dissertation we aimed to perform a systematic investigation of the reproducibility of radiomic 

features in patient datasets with lung nodules. Through utilizing the high-throughput 

computational pipeline (described in Chapter 2), we were able to overcome the challenge in 

assembling highly controlled dataset suitable for robustness analysis across a wide range of CT 

settings.  

Thus, we assessed the effect of three CT technical factors of dose and weighted filtered back 

projection (wFBP) reconstruction parameters of kernel and slice thickness on radiomic features. 

The impact of these CT parameters was studied not only by univariable assessments but also by 

multivariable assessments that allow for a multi-faceted and simultaneous analysis of these 

parameters and reveals their interactions in affecting radiomic feature values. Figure 4-1 summarizes 

the study presented in this chapter. 
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Figure 4-1. Summary of the approach: a series of univariable and multivariable assessments were applied to evaluate 

reproducibility of radiomic features. 

4.2 Materials and Methods: 

4.2.1 Patient Cohort 

The patient cohort 1 described in Chapter 3 was used for assessing robustness of radiomic features 

in this chapter. Cohort 1 consists of 89 lung cancer screening subjects who had a nodule that was 

≥ 4mm in diameter in the clinical interpretation of the exam. For each patient, only the largest 

representative nodule was included in the study.   

The raw CT projection data was processed by the computational pipeline described in Chapter 2, 

and a unique image dataset with 36 different CT conditions was generated. Figure 4-2 shows an 

example of a nodule region under these 36 image conditions, and it demonstrates how the 

appearance of the nodule tissue and the noise changes as CT parameters change. These conditions 

represent wide range of dose levels, reconstruction kernels, and slice thicknesses as shown in Table 

4-1.  The range of CT parameters was systematically chosen such that the resulting images cover 

a wide range of conditions. Additionally, this selection enabled us to push further on parameters, 

e.g. dose, to rigorous conditions (e.g. 10%) to understand the limits of tolerance for radiomic 

features. 

 

Table 4-1. Description of CT parameters of image dataset generated by the pipeline 
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 Dose Level Slice Thickness Reconstruction Kernelb 

CT 

parameter 

ranges 

100%a, 50%, 

25%, 10% 

2mm, 1mm,0.6mm Smooth (k1), Medium (k2), 

Sharp (k3) 

a 100% dose level represents the standard lung cancer screening dose with CTDIvol ≅2mGy 
b Smooth, medium, and sharp kernels correlate to Siemens B20, Siemens B45, and Siemens B70 respectively 

 

 
Figure 4-2. Sample nodule region at 36 different CT image conditions (four dose levels, three kernels, and three 

slice thicknesses) and the three different segmented nodule masks at three slice thicknesses. Each mask gets overlaid 

to all the images at the same slice thickness to identify the region for radiomic feature calculation.  

4.2.2 Nodule Segmentation 

An in-house Computer-Aided Detection (CAD) tool43 was used to perform automatic nodule 

detection and segmentation. For each nodule, three volumes of interest (VOI), each segmented at 

a different slice thickness, were selected. As shown in Figure 4-2, each VOI was mapped to the 

nodule images with the same slice thickness of the VOI to perform radiomic feature calculation. 

The rationale for this VOI selection and mapping was as follows: since it is possible that nodule 

segmentations on images at different conditions vary in terms of shape and size, these variations 

can also impact feature values. For the purpose of this study, we aimed to control the segmentation 

to avoid its contribution to variation of radiomic features. Therefore, it is required to use the same 

VOI for feature calculations to keep nodule size and shape constant. However, because mapping 

the VOIs to different slice thicknesses results in inconsistencies due to different amounts of volume 

averaging, VOIs were only mapped to conditions with the same slice thickness.  Therefore, three 
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VOIs (corresponding to the three investigated slice thicknesses) were selected for each case to 

minimize the impact on radiomic feature values caused by variation of nodule segmentation. 

4.2.3 Radiomic Feature Calculation 

Although the IBSI has described17 a large number of radiomic features, we have selected a 

representative set of 82 well-known and frequently used features for this study. These features 

included features that describe intensity-based and texture-based characteristics of the nodule 

region. Selected features, as described by Zwanenburg et. al.17, included  19  first-order descriptors 

of voxel intensities and heterogeneity, 12 second-order features to describe heterogeneity of nodule 

tissue and spatial relationships in gray level intensities from the co-occurrence matrix (GLCM), 

16 gray level run length matrix (GLRLM), 16 gray level size zone matrix (GLSZM), 5 neighboring 

gray tone difference matrix (NGTDM), 14 Gray level dependence matrix (GLDM). Since in our 

study, the nodule region was kept constant within each slice thickness, radiomic features that 

describe nodule size or shape were not analyzed. All the descriptors used in this study were 

calculated using Pyradomics software package57 using the default settings, except for GLCM 

features. The settings used for these descriptors are shown in Appendix A (section A.1). Each 

feature was calculated for each of the 89 nodules using the VOI defined for all 36 image conditions. 

4.2.4 Analysis Metric for Assessing Radiomic Feature Reproducibility 

A radiomic feature is considered reproducible when it shows strong agreement between its 

calculations under different image conditions (i.e., acquisition and reconstruction conditions). In 

order to evaluate the reproducibility of radiomic features among various CT image conditions, we 

measured the inter-condition agreements of radiomic feature values through Overall Concordance 

Correlation Coefficient (OCCC)58. OCCC is the weighted average of all pairwise Concordance 

Correlation Coefficients (CCC)59 between any two image conditions (refer to section A.2 in 
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Appendix A). According to the proposal by McBride60 and similar works61,62, CCC values of equal 

or higher than 0.9 are considered as moderate to strong agreement, hence in this study OCCC ≥ 

0.9  was considered as strong agreement. Therefore, a radiomic feature with OCCC ≥ 0.9 among 

a set of CT image conditions was considered as reproducible within that condition set.  

4.2.4.1 Inter-condition Reproducibility Among All 36 Conditions  

Initially, to obtain an overall understanding to determine whether radiomic features vary in 

response to CT parameter variations in our dataset, we assessed inter-condition reproducibility. 

This involved measuring the radiomic feature value agreement between all the 36 available 

combinations of CT parameters. In this analysis, OCCC ≥ 0.9 for each radiomic feature indicates 

high agreements and inter-condition reproducibility among all the 36 conditions. OCCC values for 

all radiomic features were then demonstrated in a bar plot.  

4.2.4.2 Intra-parameter Reproducibility with Respect to Individual Parameters 

The inter-condition analysis among 36 conditions provides information as to whether radiomic 

features show variation in general. However, to understand the details of individual CT parameter 

impact on radiomic features, we assessed intra-parameter agreement of radiomic feature values.   

For each radiomic feature, a series of univariable analysis was performed by selecting subset of 

conditions in which only one CT parameter varied while the two other CT parameters were kept 

constant. Intra-parameter agreement of radiomic feature values was measured among different 

levels of the varying CT parameter via OCCC. Figure 4-3 (a), (b) and (c) each show the set of 

univariable analyses for each of the three CT parameters and their corresponding subset of 

conditions.  For example, to understand the impact of dose variation, intra-parameter agreement 

of radiomic features (Figure 4-3 (a)) was assessed as follows: subsets of conditions were selected 

wherein each subset, the kernel and slice thickness were fixed, but the dose varied from 100% to 
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10%. Each subset had a unique combination of fixed kernel and slice thickness; given three 

different kernels and three slice thicknesses, there were nine subsets for analysis of the effects of 

dose level. In each subset, agreement assessment with respect to dose variation is shown as 

𝑑. 𝑘𝑖_𝑠𝑡𝑗 at kernel 𝑘𝑖 and slice thickness 𝑠𝑡𝑗. The agreement (𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
) was then measured 

within each subset to identify whether the variation of dose impacts the feature values at kernel 

𝑘𝑖and slice thickness 𝑠𝑡𝑗 (refer to section A.2 in Appendix A).  

For each CT parameter, a heatmap was generated using the OCCC values of the corresponding 

subsets to visualize the agreements of each radiomic feature with respect to that CT parameter. 

The radiomic features that had OCCC ≥ 0.9 across all the corresponding subsets for a CT 

parameter, were considered reproducible against variation of that CT parameter within the ranges 

that were explored in this study. For example, in Figure 4-3 (a), for a feature to be considered 

reproducible against dose values of 10% - 100%, it has to have 𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
 ≥ 0.9 for all 𝑘𝑖 and 

𝑠𝑡𝑗 levels of kernel and slice thickness. 

4.2.4.3 Assessing Interaction of CT Parameters in Affecting Radiomic Feature Values  

Multivariable analysis was performed to study interaction of CT parameters on radiomic feature 

values. For each radiomic feature (𝑦), three-way ANOVA was fitted using kernel () and dose (), 

and slice thickness () (as categorical independent variables) as shown in equation (1). In this 

equation, kernel () is at three levels of ( 𝑘1, 𝑘2, 𝑘3), dose () is at four values of [100, 50, 25, 10], 

slice thickness () has three values of (0.6𝑚𝑚, 1𝑚𝑚, 2𝑚𝑚). So, three main factors of kernel, dose, 

slice thickness, and two-way interactions of kernel and dose (), kernel and slice thickness (), 

and dose and slice thickness (), and a three-way interaction term () were included in the 

model. The interaction terms were tested in fitting the radiomic feature values. 𝑝-value ≤ 0.05 is 
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used for the level of significance indicating the rejection of the null hypothesis (equations 2-5) and 

determined the significance of interaction between the corresponding CT parameters. 

𝑦𝑖𝑗𝑘𝑙 = 𝜇… + 𝛼𝑖 + 𝛽𝑗 + 𝛾𝑘 + (𝛼𝛽)𝑖𝑗 + (𝛼𝛾)𝑖𝑘 + (𝛽𝛾)𝑗𝑘 + (𝛼𝛽𝛾)𝑖𝑗𝑘 + 휀𝑖𝑗𝑘𝑙         (1)  

𝑤ℎ𝑒𝑟𝑒  𝑖 = 1,2,3 𝑓𝑜𝑟 𝑘𝑒𝑟𝑛𝑒𝑙, 𝑗 = 1,2,3,4 𝑓𝑜𝑟 𝑑𝑜𝑠𝑒, 𝑘 = 1,2,3 𝑓𝑜𝑟 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠, 𝑎𝑛𝑑 𝑙 =

1 … , 89 𝑓𝑜𝑟 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠. 𝑦𝑖𝑗𝑘𝑙 is the radiomic feature value for 𝑙𝑡ℎ subject from a 

population with grand mean of 𝜇… and variance of 𝜎2, and 휀𝑖𝑗𝑘𝑙 ~ 𝑁(0, 𝜎2) is the error term. 

𝐻0: 𝛽𝑖𝑗 = 0  , 𝐻𝑎: 𝛽𝑖𝑗 ≠ 0      𝑓𝑜𝑟 𝑘𝑒𝑟𝑛𝑒𝑙 𝑖 𝑎𝑛𝑑 𝑑𝑜𝑠𝑒 𝑗                                           (2)   

𝐻0: 𝛾𝑖𝑘 = 0  , 𝐻𝑎: 𝛾𝑖𝑘 ≠ 0      𝑓𝑜𝑟 𝑘𝑒𝑟𝑛𝑒𝑙 𝑖 𝑎𝑛𝑑 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑘                      (3)   

𝐻0: 𝛽𝛾𝑗𝑘 = 0  , 𝐻𝑎: 𝛽𝛾𝑗𝑘 ≠ 0      𝑓𝑜𝑟  𝑑𝑜𝑠𝑒 𝑗  𝑎𝑛𝑑  𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑘                       (4) 

𝐻0: 𝛼𝛽𝛾𝑖𝑗𝑘 = 0  , 𝐻𝑎: 𝛼𝛽𝛾𝑖𝑗𝑘 ≠ 0      𝑓𝑜𝑟 𝑘𝑒𝑟𝑛𝑒𝑙 𝑖, 𝑑𝑜𝑠𝑒 𝑗, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑘         (5)   
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Figure 4-3. Measuring intra-parameter agreements of radiomic feature values to understand individual CT parameter 

impacts. Univariable agreement analysis due to variation of a) dose, b) kernel, and c) thickness (e.g. 𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
 

assesses impact of dose 𝑑 by measuring agreement of radiomic features at fixed kernel 𝑘𝑖 and slice thickness 𝑠𝑡𝑗). 
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4.3 Results: 

4.3.1 Results of Inter-condition Reproducibility Analysis 

When inter-condition reproducibility of radiomic feature was calculated among all 36 different CT 

conditions, all features had OCCC<0.9, as shown in Figure 4-4. This indicates that no feature is 

sufficiently robust to feature variation due across all 36 conditions. Among these features, first 

order features of mean and median intensity had OCCC≅ 0.85 had OCCC>0.8.  

 
Figure 4-4. Inter-condition agreement of radiomic features among 36 conditions. Vertical axis shows agreements of 

each feature value. Red dashed line shows the threshold of OCCC= 0.9 to indicate reproducible features across all 

36 conditions. 

 

4.3.2 Results of Intra-parameter Reproducibility Analysis  

4.3.2.1 Univariable Dose Analysis 

The intra-parameter agreement of radiomic features after dose variations, measured within each of 

the nine subsets of CT conditions with constant kernel and constant slice thickness, indicated that 

several radiomic features are not reproducible against variation of dose. Figure 4-5(a) show 

heatmaps of 𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
 for radiomic feature values in response to variation of dose in each 

subset. Light green and dark green colors show reproducible features (OCCC≥0.9). Table 4-2 

shows that 9 radiomic features were reproducible with respect to dose variations within all nine 

subsets of 𝑘𝑖_𝑠𝑡𝑗. However, one first order, five GLCM, seven GLDM, nine GLRLM, ten GLSZM, 
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and two NGTDM features were always impacted by dose variations in any given condition subsets 

of 𝑘𝑖_𝑠𝑡𝑗  (e.g. GLCM variance had 𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
 < 0.9 in all nine subsets in Figure 4-5(a)). The 

rest of the radiomic features responded differently to variation of dose level. These features were 

only reproducible at certain subsets. 

Figure 4-6(a) shows the total number of radiomic features that were reproducible against variation 

of dose in each subset. In 𝑘1_𝑠𝑡2 subset, with the smoothest kernel and thickest slice, 100 features 

are reproducible against variation of dose while in 𝑘3_𝑠𝑡0.6 subset, that has the sharpest kernel and 

thinnest slice, this number reduces to 19.  

Figure 4-6(a) shows the declining trend of number of features from 𝑘1_𝑠𝑡2  to 𝑘3_𝑠𝑡0.6 subsets. 

Hence, variation of dose has resulted in the least impact on radiomic feature values in 𝑘1_𝑠𝑡2  

subset, and the most impact in 𝑘3_𝑠𝑡0.6  subset. Altogether, these results indicate that the impact 

of dose on radiomic feature values varied at different combinations of constant slice thickness and 

kernel. Overall, 94% of first order features and 42% of second order texture features were 

reproducible against dose variations in at least one condition subset. 

4.3.2.2 Univariable Kernel Analysis: 

Figure 4-5(b) shows heatmaps for 𝑂𝐶𝐶𝐶𝑘.𝑑𝑖_𝑠𝑡𝑗
 of radiomic features within 12 CT condition 

subsets of 𝑑𝑖_𝑠𝑡𝑗 with constant dose and slice thickness. As shown in Table 4-2, the majority of 

features that were reproducible against dose variations in all subsets are also reproducible against 

variation of kernel within all 12 subsets of 𝑑𝑖_𝑠𝑡𝑗. Three first order features, ten GLCM, seven 

GLDM, eleven GLRLM, twelve GLSZM, and two NGTDM features were never reproducible in 

response to variation of kernel and had 𝑂𝐶𝐶𝐶𝑘.𝑑𝑖_𝑠𝑡𝑗
 < 0.9 at any given subset of 𝑑𝑖_𝑠𝑡𝑗. The rest 

of the radiomic features behaved differently in response to variation of kernel. According to Figure 

4-6 (b), more features were reproducible at 𝑑100_𝑠𝑡2, and the number of reproducible features 
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declined at subsets with a lower controlled dose or a thinner slice thickness. This indicates that for 

some radiomic features, impact of kernel on feature values varied at different combinations of dose 

and slice thickness. Overall, 84% of first order features and 31% of second order texture features 

were reproducible against kernel variation in at least one condition subset. 

4.3.2.3 Univariable Slice Thickness Analysis: 

Figure 4-5 (c) shows heatmaps of OCCC between radiomic features within 12 condition subsets 

of 𝑑𝑖_𝑘𝑗𝑖𝑘𝑗 with constant dose and constant kernel. Poor agreements (𝑂𝐶𝐶𝐶𝑘.𝑑𝑖_𝑘𝑗
 < 0.9) among 

majority of radiomic features among the corresponding 12 subsets is indicative of large impact of 

variation of slice thickness on radiomic feature values that has resulted in only a few reproducible 

features in each subset as shown in Figure 4-6 (c). Among first order features, 90th percentile 

feature was reproducible within four subsets in response to variation of slice thickness. First order 

mean intensity (referred as 1storder_Mean) had OCCC in the range of (0.81, 0.87). One GLDM 

feature was also reproducible within few controlled condition subsets. 
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Figure 4-5. Agreement (OCCC) of radiomic features within condition subsets for analysis of a) impact of dose 

variation, b) impact of kernel variation, c) impact of slice thickness variation as shown by colors defined by the 

colormap. Colors in each column show agreements of radiomic features within the subset that is identified on the 

horizontal axis (e.g. 𝑘1_𝑠𝑡2 shows impact of dose variation at 𝑘1 kernel and 2mm thickness). OCCC≤0.8 values were 

cut off at dark red color as it indicates very poor agreements. 
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Figure 4-6. Number of reproducible features within each condition subset due to variation of an individual 

CT parameter when two other parameters are kept constant. (a) variation of dose in subsets with constant 

kernel and slice thickness, (b) variation of kernel in subsets with constant dose and slice thickness, (c): 

variation of slice thickness in subsets with constant dose and kernel. 

4.3.3 Interaction of CT Parameters in Affecting Radiomic Feature Values 

Table 4-3 summarizes the percentage of radiomic features that were impacted by interaction of CT 

parameters. Interaction of CT parameters affected up to 50% of radiomic features. This table 

demonstrates that the effect of variation of the three CT parameters (i.e., slice thickness, dose, 
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kernel) on radiomic feature values is dependent upon each other. Interestingly, these results were 

in agreement with the observations in Figure 4-5. For example, a feature like mean intensity 

(referred as 1storder_Mean) that has 𝑂𝐶𝐶𝐶 ≥ 0.9 in response to dose and kernel variations in all 

corresponding condition subsets (Figure 4-5 (a) and (b)) and has 𝑂𝐶𝐶𝐶 < 0.9 in all subsets in 

response to slice thickness variation (Figure 4-5 (c)), is not impacted by interaction of any CT 

parameters (𝑝 > 0.05). However, for some instances of features, such as standard deviation 

(1storder_SD), radiomic features are not only dependent on variation of each individual CT 

parameter but are also dependent on the interaction of all three CT parameters. Other instances of 

features (e.g. glcm_correlation, glcm_dissimilarity, 1storder RootMeanSquared, etc.) that have 

𝑂𝐶𝐶𝐶 ≥ 0.9 in few subsets and then show poor agreements in other subsets (𝑂𝐶𝐶𝐶 < 0.9) were 

also among the features that were affected by interaction of CT parameters. 

 

Table 4-2. Radiomic features that were reproducible after dose and kernel variations in all the corresponding subsets 

Feature type Reproducible against dose variations 

in all 𝒌𝒊_𝒔𝒕𝒋 subsets 

Reproducible against kernel 

variations in all 𝒅𝒊_𝒔𝒕𝒋 subsets 

First order 

Entropy Entropy 

Mean Mean 

Median Median 

GLDM 

Dependence entropy Dependence entropy 

Dependence non-uniformity Dependence non-uniformity 

Gray level non-uniformity Gray level non-uniformity 

GLRLM Run length non-uniformity Run length non-uniformity 

GLSZM Gray level non-uniformity Gray level non-uniformity 

NGTDM Strength - 

 

                Table 4-3. Percentage of radiomic features that were significantly impacted by interaction of CT 

parameters (with 𝑝 ≤ 0.05) 

 Kernel-Dosea 

Interaction 

Dose-Slice Thicknessb 

Interaction 

Kernel-Slice Thicknessc 

Interaction 

Three-way 

Interactiond 

% of radiomic 

features 

51% 59% 52% 35% 

a, b, c To-way interactions 
d Kernel-Dose-Slice Thickness interaction 
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4.4 Discussion: 

The successful use of radiomics features in building reliable predictive models in a clinical setting 

is highly dependent on understanding and overcoming its challenges. Given that few studies have 

explored the robustness issue of radiomics in the context of CT image protocols in clinical datasets 

with chest CT scans, we aimed to expand the scope of prior patient studies32 in understanding the 

reproducibility of radiomic features. Our purpose was to overcome the limitations of the current 

literature, such as the lack of systematic representation of CT conditions and the lack of analysis 

of a wide range of CT scan settings in a multi-faceted and simultaneous fashion that accounts for 

interactions among CT parameters.  

4.4.1 Summary of Results 

Our study demonstrated the lack of inter-condition reproducibility of several first order, second 

order texture features among 36 image conditions that consisted of a wide range of CT parameters 

of kernel, dose, and slice thickness (Figure 4-4). To further expand our knowledge of the impact 

of CT parameters on radiomic features, we assessed the individual effect of each CT parameter 

(Figure 4-3) along with their interactions through both univariable intra-parameter and 

multivariable analyses. Intra-parameter agreement analysis within several subsets of conditions 

with controlled parameters identified three groups of radiomic features: 1) features that were 

reproducible against variation of an individual CT parameter within all corresponding condition 

subsets  (𝑂𝐶𝐶𝐶 ≥ 0.9 in all condition subsets)  as shown in Table 4-2, 2) features that were never 

reproducible (𝑂𝐶𝐶𝐶 < 0.9) with response to variation of an individual CT parameter in any 

condition subset (Figure 4-5), and 3) features that were reproducible in some but not all condition 

subsets (Figure 4-5). 
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 Results of ANOVA (Table 4-3) suggest that the effect of CT parameter variation on a large 

number of radiomic features is bi-directional, varies in influence, and is conditional upon other CT 

parameters of the image. This therefore correlates with the observation that the impact of CT 

parameters on a group of radiomic features (group 3) varied at different condition subsets. 

Furthermore, from Figure 4-6, we realize that when features were calculated at images with higher 

noise (e.g. lower dose or thinner slice thickness) or sharper reconstruction kernels, the feature 

values were more susceptible to CT parameter variations as we see fewer numbers of reproducible 

features at these conditions. 

4.4.1.1 Additional Results and Analysis 

A prior study on the robustness of quantitative imaging biomarker of emphysema score reported 

substantial differences between the measured scores of patients over CT images with iterative 

(Siemens SAFIRE) reconstruction algorithms63. Therefore, we acquired iterative reconstructions 

of the same set of subjects at similar range of reconstruction CT parameters to perform a 

reproducibility analysis on radiomic features in SAFIRE images. The same analysis described in 

the method section of this chapter was applied. The description of the CT parameters and the 

results from the OCCC analysis is presented in Appendix A (section A.3).  The results from 

reproducibility analysis in SAFIRE images was in agreement with findings of the prior study63. 

Radiomic features had poor reproducibility. In fact, the reproducibility of radiomic features in 

SAFIRE images was poorer than wFBP images. Fewer number of radiomic features had 

OCCC≥0.9. 
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4.4.2 Contribution and Comparisons to the Literature 

We addressed the existing knowledge gap regarding the impact of variation of set of CT technical 

parameters (i.e.  dose, slice thickness, and kernel) on lung nodule radiomic features extracted from 

patient scan datasets.  

We used a unique image dataset and systematically assessed impact of wide range of CT 

acquisition and reconstruction conditions both individually and simultaneously. While it is not 

feasible to acquire multiple CT scans of patients at different dose levels, we were able to study the 

impact of dose on radiomic features calculated from the same patients through the application of 

our validated and published pipeline tool42 and its calibrated dose simulation module46.   

Our study, compared to phantom studies, provides realistic insight on variability of radiomic 

features by investigating the issue of image protocol variation in a clinical dataset. For example, 

unlike the results from investigations on CCR phantoms25,27,64, our intra-parameter analyses on 

patient dataset revealed the large impact of variation of slice thickness on a majority of lung nodule 

radiomic features. In clinical images, the partial volume effect and volume averaging between 

image object (nodule) and its background (lung tissue) at thicker slice thicknesses impacts various 

characteristics such as nodule’s mean intensity. On the contrary, in CCR or water phantom images, 

since no nodule object is present, the regions depicted for feature calculations are not different 

compared to their background; hence, when slice thickness changes, volume averaging does not 

impact the radiomic feature value. Meanwhile, the impact of slice thickness has been previously 

reported in anthropomorphic phantom studies as well, where a nodule object different than 

background is present. For instance, results of studies by Kim et. al.31  and Zhao et. al.30, on 

anthropomorphic phantom images of lung with phantom nodules, also showed large variation of 

radiomic features due to slice thickness variation. While the nodule phantoms deviate from patient 
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nodules - as they consist of uniform regions as opposed to possible non-uniform and heterogenous 

tissue of patient nodules - our results confirm that slice thickness variation impacts patient nodule 

radiomic features (on CT images within the explored range of image conditions) as well.  

Within the intra-parameter comparisons, more radiomic features were reproducible when varying 

the dose level (i.e. 𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
> 0.9), as compared to variation of kernel and slice thickness (as 

shown in Figure 4-6 (a) compared to  Figure 4-6 (b) and Figure 4-6 (c)). This result is important 

as it indicates that dose reduction in CT imaging may be possible without affecting reproducibility 

of a set of radiomic features. The majority of texture features, unlike the first order features, were 

not reproducible in response to dose variations (𝑂𝐶𝐶𝐶𝑑.𝑘𝑖_𝑠𝑡𝑗
< 0.9). Similarly, Zhao et. al. 40 and 

Kim et. al.65 reported a large variation of most texture features between two different 

reconstruction settings. The reproducibility of radiomic features in response to dose and kernel 

variations had trends that were in agreement with findings from phantom studies as well; Shafiq-

ul-Hassan et. al.27 reported a large dependency of texture features to kernel variations compared 

to dose dependency of these features. MacKin et. al.66 found that most phantom radiomic features 

were robust against dose variations at FC18 reconstruction kernel and 5mm slice thickness within 

heterogenous CCR cartridges compared to homogenous cartridges.  

While results of the current work support prior observations in showing reproducibility of a set of 

radiomic features to CT technical parameters, the findings also expand our knowledge regarding 

the details of reproducibility of radiomic features on a wider variation of CT parameter 

combinations in a clinical dataset. The current work is a systematic study that has been performed 

in a multivariable fashion by exploring the multi-dimensional space of possible combinations of 

CT settings (i.e., at 36 conditions with varying dose, kernel, and slice thickness), including the 

interactions of these three parameters (e.g., low dose, thin slice and sharp kernel). This has enabled 
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us to observe that reproducibility of some radiomic features varied between different subsets of 

controlled CT parameters (Figure 4-5).  

4.4.3 Clinical Implications 

Results of our study can have clinical implications. This study can be helpful for radiomic studies 

focused on low-dose lung cancer screening CT cases to enable early cancer diagnosis.  Since the 

National Lung Screening Trial (NLST) provided evidence that low-dose CT can reduce lung 

cancer mortality rate67, various studies have explored the predictive power of radiomic features in 

lung cancer diagnosis and have found encouraging results in early cancer risk assessments 7,8. This 

is an important contribution as, to the best of our knowledge, this is the first time that the 

reproducibility of radiomic features is assessed in depth in the context of low-dose screening CT.  

 The findings of this study can contribute to the design of future studies involving radiomic feature 

values and predictive models based on radiomic features: we have provided details of the 

reproducibility of a set of well-known radiomic features to variation of image acquisition protocols 

that possibly occur in retrospective or prospective image datasets of radiomics studies.  

Interestingly, a set of radiomic features that were found as powerful prognostic biomarkers for 

NSCLC patients such as, GLRLM gray level non-uniformity and first order energy features, 

reported by Aerts et. al. 6, and first order features of entropy and mean intensity that were reported 

by Anh et. al.68, were reproducible in response to dose and kernel variations in a majority of 

condition subsets in our study.  This encourages researchers to consider a careful assessment of 

radiomic features before making a selection for the features to incorporate in radiomic research 

and predictive modeling. On the contrary, features like first order kurtosis and skewness, 

previously identified as prognostic and associated with genetic mutations of NSCLC patients69, 

were impacted by dose, kernel, or slice thickness variations in several condition subsets. This 
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observation this warns against use of different CT reconstruction parameters, especially slice 

thickness, interchangeably. Furthermore, this implies that if a high-performing prediction model 

(e.g. machine learning models) is achieved by training on non-reproducible radiomic features from 

an image dataset with homogenous set of acquisition protocols, the model’s performance may not 

generalize well to radiomic features of CT images acquired at other protocols. On the other hand, 

if by using radiomic features from a heterogenous image dataset (e.g. multicenter data with 

heterogeneous acquisition protocols), a poor-performing model is achieved, it is possible that 

model’s performance may improve with proper selection of reproducible radiomic features or with 

harmonization and preprocessing approaches70,71.  

4.4.4 Limitations 

Our study has its own limitations. We have not explored other potential factors in CT medical 

imaging that can impact robustness of radiomic features, such as inter-scanner variabilities, other 

CT parameters (field of view, kV, pitch, etc.), nodule segmentation algorithm, or the impact of 

variation of feature definition itself or software packages. For example, recently McNitt-Gray et. 

al.19 and Foy et. al.72  reported the possible impact of use of different feature calculation software 

on radiomic feature (first-order and second-order GLCM feature) quantification, especially when 

features are computed with default software package parameters. These studies found that after 

applying a harmonization on parameter choices or feature computation implementations, 

agreement of radiomic features increased. Hence, it is expected to see similar trends in radiomic 

feature reproducibility against variation of CT parameters if other radiomic software packages are 

used at consistent settings compared to the settings used in this study. 

 The current study did not address diagnostic or prediction power of radiomic features, and mainly 

focused on robustness of these feature values. It is critical to also understand how the variations in 
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CT image acquisition protocol can impact the radiomic feature power and its downstream 

predictions. Li et. al. 73 found CT slice thickness as a significant factor impacting EGFR mutation 

prediction ability of a set of reproducible radiomic features and  Kim et. al.74 reported variation of 

nodule classification performance of radiomic-based models due to variation of CT reconstruction 

algorithm. Further investigation into variation of predictive performance of radiomic features can 

be achieved by collecting prospective image dataset with raw CT projection data as well as patient 

diagnosis information.  Prediction power of radiomic features and their agreement at different 

acquisition conditions can then be assessed using OCCC or Kappa agreement index as well. 

While the choice of OCCC threshold was obtained by recommendations in literature60, it is also 

of interest to perform a sensitivity analysis with respect to the OCCC threshold. Additionally, 

while we have used a unique dataset of clinical patients with a wide range of CT reconstruction 

parameters and dose levels for the same patient since the dataset in hand is only from low-dose 

screening scans, it would be helpful to also explore these effects in images at higher dose level or 

in a different patient population, which remains as a future step. However, given that a wide 

variation and combination of different levels of CT parameters were examined in this study and 

the fact that findings of this study were in line with other patient studies at diagnostic dose level, 

further explorations may reveal similar trends in variation of radiomic features on images acquired 

with diagnostic scan acquisition parameters. 

4.4.5 Final Notes 

There are a set of important considerations for this study. First, in designing the range of CT 

parameters in question, we chose the range of slice thickness and kernel that reflect the current 

clinical practice of lung cancer screening CT scans. However, for dose, we have intentionally 

pushed the range to low dose levels so that we obtain an understanding from tolerance of radiomic 
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features. While this has resulted in a range of low dose levels (e.g. 10% of screening dose) that are 

not currently in clinical use, lower dose levels are being explored for lung cancer screening CT. 

For example, recently, Fletcher et. al.75 assessed nodule detectability at low radiation dose levels 

down to CTDIvol of 0.4mGy (i.e. corresponding to 20% of screening dose in this study). 

Additionally, while variation of CT parameters may result in variation of lung nodule segmentation 

itself which can then turn into further impact on radiomic feature values, in this study, we decided 

to isolate radiomic feature variations to differences in acquisition and reconstruction parameters 

by controlling the segmentation. Hence, investigation into contribution of segmentation variation 

to radiomic feature variability remains as a future work. In this context, it should be noted that, 

while we aimed to keep the nodule VOI as constant as possible between different conditions, it 

was not possible to use and map only one nodule VOI across all slice thicknesses due to 

inconsistencies and lack of precision in mapping one region from one slice thickness to a different 

slice thickness. Hence, for each subject, we used a different VOI for each slice thickness but kept 

the VOI constant among all image conditions within each slice thickness. The volume of these 

different VOIs used for feature calculation were in high agreement, having an OCCC of more than 

0.97. It should be noted that even in the scenario of mapping of one VOI to all 36 conditions, there 

are still inevitable segmentation variations due to volume averaging or oversampling. Hence, the 

technique used in this study was identified as the best possible scenario to achieve consistent 

mapping of VOIs while maintaining shape as much as possible.  Though, it should be noted that 

in our investigations, in the scenario with only one VOI mapping, slice thickness was still the CT 

parameter that had the greatest impact on radiomic feature values. 
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4.5 Conclusion: 

In this chapter, we have explored the reproducibility of a set of well-known radiomic features in 

response to variation of CT image acquisition and reconstruction parameters of dose, kernel, and 

slice thickness. Since, in routine clinical imaging and between different clinical institutions, there 

is a possibility of differences in image acquisition protocols, it is important to understand how 

these differences impact the reliability of radiomic analysis. The work presented here constitutes 

a widely applicable experimental technique and methodology for assessing the robustness of 

radiomic features. 

Results of this study determine that several radiomic features are impacted by the variation of CT 

parameters. Among the CT parameters investigated, slice thickness had the largest, and dose had 

the least impact on lung nodule radiomic feature values. This indicates that dose reduction may be 

possible without affecting the reliability of a set of radiomic features, but different slice thicknesses 

may not be used interchangeably. The multi-dimensional exploration of radiomic feature 

variability has revealed existing interactions between CT parameters in impacting radiomic feature 

quantification. These results can be leveraged to identify strategies for ensuring the reliability of 

radiomic analysis.  
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Chapter 5 Understanding Sources of Variability of CT 

Radiomic Features: Comparisons Among Phantom 

Datasets 

 

5.1 Introduction 

In Chapter 4, we evaluated and reported the lack of reproducibility of CT radiomic features of 

patient lung nodules in response to variation of dose, kernel, and slice thickness. In the Specific 

Aim 2 of this dissertation, we aimed to understand how the radiomic features get impacted by the 

variation of non-biological factors related to the CT image acquisition and reconstruction 

parameters. Therefore, the purpose of the study in the current chapter was to take one step further 

toward the goal of understanding the underlying reasons for variability of radiomic features due to 

the variation of slice thickness, kernel, and dose. 

Since the actual texture or the true quantitative medical imaging feature values of patient tumor 

tissues are unknown, it was more helpful to elaborate and assess the questions asked in this study 

by analyzing phantom images instead of patient images. In phantom images, it is possible to have 

a gold standard for specific feature values (e.g., mean intensity) or to have information regarding 

the inherent texture of the material used in producing the phantom (i.e., whether it is homogenous 

or heterogeneous).  

While the depicted volume of interest (VOI) on the CT scan of a phantom may not perfectly 

represent all the different characteristics of patient nodules on CT images, a series of phantom 

images are publicly available. Each phantom represents particular characteristics of patient 

nodules on CT scans. As an example, Credence Cartridge Radiomic (CCR) texture phantom 
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developed by Mackin et al. 24 consists of man-made material that has been shown to have similar 

CT Hounsfield Unit (HU) values to different tumors76. However, the CCR phantom deviates from 

patient lung nodules in other aspects as it consists of blocks that are made up of one material 

(Figure 5-1 (b)), and there is no object with a clear boundary that differentiates itself from 

background material (in terms of characteristics such as intensity values, contrast, etc.). This is 

opposed to solid lung nodules (Figure 5-1 (d)) that are differentiated from the lung parenchyma 

(in terms of intensity and contrast). On the other hand, a different phantom, with synthetic nodules 

inserted into an anthropomorphic thoracic phantom by Gavrielides et al. 29, can represent various 

characteristics such as the existence of an object with a similar size or shape (Figure 5-1 (c)). 

Though, probably unlike lung nodules, the synthetic nodule29 has a uniform density. 

 

 

Figure 5-1. Sample images from CT scans of phantoms and the depicted VOIs (in red) in comparison to sample scans of patient 
lung nodule and its VOI (in red). (a) water phantom, (b) CCR phantom c) Synthetic nodule in an anthropomorphic phantom. Blue 

arrows show the pairwise comparisons performed between the phantoms in this study. 
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In this study, we anticipated that by analyzing data from these different phantoms, with known 

properties, and by focusing on the similar aspects between patient tumor images and phantom 

images, we would be able to gain more insight into the underlying mechanisms in the variability 

of CT radiomic feature in lung nodules. For example, the findings enable us to understand how 

slice thickness variation and volume averaging impact the radiomic features. Additionally, we can 

obtain insight into how these variabilities differ between radiomic features calculated over 

phantoms with and without nodules. Moreover, we can understand whether inherent disparities 

between the homogeneity/heterogeneity of different materials result in a distinction in the 

variability of radiomic features in response to variation of CT image parameters of dose and 

reconstruction kernel.  

 

Our prior study and other works in the field reported the lack of reproducibility of radiomic feature 

in CT scans in patient studies40,77,78 and phantom studies. For example, among phantom studies, 

some have used the same image data or scanned the same phantom used in this study. Shafiq-Ul-

Hassan et al. 27 assessed the impact of kernel and dose variation across a wide variety of protocols 

and scanners in the CCR phantom and reported the effect of the kernel on radiomic feature 

reproducibility. Mackin et al. 66 found radiomic features calculated from rubber particles in the 

CCR phantom were robust to dose variation due to tube current differences. Another study using 

the CCR phantom data79 calculated 85 radiomic features (from all groups) and found 65 features 

to be robust to voxel size variation (Coefficient of variation < 50%). Several other studies30,31,80 

assessed the reproducibility of radiomic features in the anthropomorphic phantom CT scans and 

reported the impact of slice thickness variations on radiomic features. 
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While the studies mentioned above offer valuable insight into radiomic feature reproducibility 

using similar phantom image data to this study, each work is focused on only one type of phantom 

data. Thus, there are no comparisons between variability of radiomic features in different types of 

phantoms under consistent CT scan protocols. We extended the investigations mentioned above 

into comparisons between the different phantom types by analyzing the variability of a large group 

of radiomic features. We anticipated that comparisons between radiomic feature variability in 

various kinds of phantoms can reveal important information regarding underlying mechanisms 

that play a role in the variability of CT lung nodule radiomic features.  

The rationale is that, while each phantom has certain similarities to patient lung nodules, the 

phantoms themselves have particular distinctions as described above (Figure 5-1). Hence, the 

differences in variability of radiomic features in different phantoms can help us understand the 

characteristics responsible for radiomic feature variability induced by varying CT parameters. For 

example, while slice thickness showed a large impact on radiomic feature in anthropomorphic 

studies30,31, it had less impact in a CCR study79. Thus, analyzing such deviation can be helpful to 

understand the origin of radiomic feature variability. 

Furthermore, due to possible difficulties in acquiring a proper and representative patient dataset 

that enables a comprehensive uncertainty analysis, reproducibility studies and studies that derive 

harmonization techniques for mitigation of radiomic feature variability79,81 may be achieved 

through utilization of phantom image datasets instead of patient datasets. Therefore, it is necessary 

to compare and contrast these phantoms with each other and with patient data regarding radiomic 

feature reproducibility to identify any potential deviation of results. 

A critical challenge in enabling phantom data comparisons is the availability of scans of both 

phantoms at the same CT protocols and the same scanner; the publicly available phantom datasets 
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used in this study do not have scans with matching CT protocols. For example, in assessing the 

impact of kernel variations, the available CCR images were acquired at different dose levels than 

anthropomorphic phantom images. Furthermore, our prior study78 showed that CT parameters 

interact with each other in affecting radiomic feature values. This suggests that the impact of the 

kernel on radiomic features can be dependent on the CT scan dose level. Hence, in assessing the 

effect of one varying CT parameter between different phantom datasets, we need to control the 

non-varying CT parameters to be fixed at the same level. In the following sections, we will discuss 

how we suppressed the need for having phantom datasets with matching CT protocols by including 

a third image dataset from water phantoms as a benchmark to be compared against the two 

phantom image datasets. 

In summary, the three key contributions of this study are that, firstly, due to the lack of its 

availability, we performed an analysis that carried out a comparison of radiomic feature variability 

for three different types of phantoms (CCR, water, and anthropomorphic) in an approach that 

radiomic feature variations for these phantom images can be compared consistently. Secondly, we 

overcame the limitation in the variability of phantom datasets under matching CT acquisition 

protocols. Finally, we derived insight on underlying lung nodule characteristics that play a role in 

radiomic feature variability induced by CT parameter variations.  

5.2 Materials and Methods: 

5.2.1 Data 

In this study, we have utilized CT scans of three different phantoms 1) a textured phantom, 2) an 

anthropomorphic thoracic phantom, and 3) a water phantom. Figure 5-2 shows these phantoms 

and an example of their CT scan.  
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To be consistent and to avoid inter-manufacturer variabilities, we only included image data 

acquired from Siemens CT scanners.  

 

Figure 5-2. Images of the three phantoms: a) anthropomorphic phantom with synthetic lesions, b) CCR phantom with 

heterogeneous material, c) Water phantom with a homogenous region 

5.2.1.1 CCR phantom 

Shafiq ul Hassan et al. 82 provided open-access CT scans of all the different CCR phantom 

cartridges made with various types of materials using multiple scanners and multiple CT protocols 

with different CT parameters. We only used the rubber particle cartridge as it was shown to be the 

most similar material to NSCLC tumors in terms of CT number and standard deviation76 and has 

been shown to have effective atomic numbers similar to human tissues83,84. Table 5-1 shows the 

CT acquisition and reconstruction parameters that were included in our study to assess CCR 

images. Figure 5-3 (b) shows the CCR phantom and its CT scan. Scans were acquired with a 

Siemens Definition AS and Siemens Sensation 64 scanner with different dose levels, kernel, and 

thickness at a collimation of 64mm x 0.6mm, FOV of 250, and 120 kV. 
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Table 5-1. CT scan protocols for CCR phantom used in this study. CT parameters considered as reference protocol are in bold. 

CT parameter 
being varied 

Scan Protocols  Reference Protocol a 

wFBP Kernel Dose (mAs) Slice thickness 
(mm) 

FOV 

B20f, 65, 1.5mm, 250 FOV Kernelb B20f, B50f, B70f 65 1.5 250 

Dosec B31f 50, 100, 200, 300 1.5 180 B31f, 300, 1.5mm, 180 FOV 

Thicknessd B31f 250 1.5, 2, 3 250 B31f, 250, 1.5mm, 250FOV 
a The protocol that was considered as the reference to compare against radiomic feature values at other protocols to assess the 
impact of each CT parameter 
b,d scanned via Siemens Definition AS scanner 
c Scanned via Siemens sensation 64 scanner 

 

5.2.1.2 Anthropomorphic Thoracic phantom 

Gavrielides et al. 29 has provided an open-access CT image dataset of synthetic lung nodules 

inserted into an anthropomorphic thoracic phantom (Kyotokagaku Incorporated, Kyoto, Japan). 

These images have been acquired using multiple scanners and image protocols and were available 

on the Cancer Imaging Archive (TCIA) website. We have analyzed the radiomic features of the 

spherical 8mm nodule placed in the right lung in the scan layout 3. Table 5-2 shows the range of 

included image protocols acquired at collimation of 64mm x 0.6mm, kVp of 120, and pitch of 1.2  

with the 64-row Siemens Definition scanner. Figure 5-3 (a) shows the anthropomorphic phantom 

and its CT scan. 

In assessing variation of slice thickness in anthropomorphic phantom, we considered the condition 

with the thinnest thickness (0.75mm) as the reference protocol. This helped to understand the 

impact of slice thickness variation in one direction (i.e., from thin to thick). 
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Table 5-2. Scan protocols for the anthropomorphic phantom used in this study. Parameters for the condition considered as 
reference are in bold. 

CT parameter 
being varied 

 Reference Protocola 

wFBP Kernel  Dose (mAs) Slice thickness 
(mm) 

 

Kernel B40f, B60f 100 1.5 B40f, 100, 1.5mm 

Dose B40f 25,100,200 1.5 B40f, 200, 1.5 

Thickness B40f 100 0.75, 1.5, 3 B40f, 100, 0.75 
a The protocol that was considered as the reference to compare against radiomic feature values at other protocols to assess the 
impact of each CT parameter 
 

5.2.1.3 Water Phantom 

A practical approach in understanding differences in variations of radiomic feature between two 

different phantom image datasets in response to CT parameter variations is to compare images 

acquired at a matching set of CT parameters. Since CT scans of the CCR phantom and 

anthropomorphic phantom were not available at the same image protocols, we included CT scans 

of a third phantom (water phantom) to serve as a benchmark.  

The Water phantom images were from the water section of the QA phantom of our CT 

scanner (Definition AS, Siemens Healthcare, Forchheim Germany). Figure 5-3 (c) shows the water 

phantom and its CT scan. We scanned the water phantom with a Definition AS. The water phantom 

scans were acquired at the same CT acquisition and reconstruction parameters available for both 

of the two other phantom datasets (Table 5-1Table 5-1. CT scan protocols for CCR phantom used 

in this study. CT parameters considered as reference protocol are in bold. and Table 5-2) to enable 

consistent paired comparisons between water-CCR phantoms water-anthropomorphic phantoms 

at similar CT protocols. Therefore, in comparing radiomic features of the water phantom with the 

CCR phantom, water phantom images with the scan protocols determined in Table 5-1 were used.  

In comparing radiomic features of the water phantom with the anthropomorphic phantom, water 

phantom images with the scan protocols specified in Table 5-2 were used.   
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5.2.2 Comparisons between phantom images 

Paired comparisons were made between water-CCR phantoms and water-anthropomorphic 

phantoms at similar CT protocols, shown in Table 5-1 and Table 5-2, respectively. 

There is a substantial difference in the homogeneity of the water phantom and CCR phantom. So, 

the pairwise comparison of radiomic feature values of water-CCR phantoms, induced by each CT 

parameter fluctuations, reveals whether dissimilarities in the heterogeneity of VOI material can 

result in deviation of radiomic feature variability.  

On the other hand, while both water phantom and synthetic nodule insertions in anthropomorphic 

thoracic phantom have homogenous texture, they are different in terms of existence or non-

existence of an object differentiated from its background. Therefore, the synthetic nodule can 

better represent lung nodules in terms of shape and size. Hence, the pairwise comparisons of water-

anthropomorphic phantoms can reveal insight into how the slice thickness variations impact the 

reproducibility of radiomic features in different phantom images and patient lung nodules. 

5.2.3 VOI and radiomic feature calculation  

For the water phantom and the CCR phantom, spherical VOIs with 8mm diameter were overlaid 

on the central part of the scanned image for radiomic feature calculation. The VOIs are the red 

regions overlaid on the CT scans shown in Figure 5-1(a) and Figure 5-1(b). For the synthetic 

nodules, the VOI was acquired by applying a computer-aided detection and segmentation software 

(CAD)43 on each CT scan. The VOI segmentations were then visually reviewed for quality 

assurance. The red region overlaid on the CT scan shown in  Figure 5-1(c) is the segmented VOI. 

82 radiomic features were calculated using both an in-house feature calculation tool and the 

Pyradiomics57 software. Of this total, 63 texture features were calculated:  11 gray level co-

occurrence matrix (GLCM) features were calculated using in-house software with 16 gray level 
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discretization, distance 1, and via 8-connected neighborhood in 2D with the corresponding 

direction vectors of: (1, 0, 0), (1, 1, 0), (0, 1, 0) and (−1, 1, 0). 16 gray level run length matrix 

(GLRLM), 16 gray level size zone matrix (GLSZM), 5 neighboring gray tone difference matrix 

(NGTDM), 14 Gray level dependence matrix (GLDM) via the Pyradiomics software57 with gray 

level discretization done at 16 bin count and default Pyradiomics settings. In addition to the texture 

features, 19 first order (density histogram-based) radiomic features were also calculated via the 

Pyradiomics software57 using the default settings.  

5.2.4 Data analysis  

According to Figure 5-3 and  Figure 5-1 and Table 5-2, for each phantom, radiomic feature 

variability was assessed in response to variation of one CT parameter (kernel, dose, or slice 

thickness) at a time where the CT parameter in question varied between different levels. In 

contrast, all other CT parameters were kept constant. Each time, one protocol was considered as a 

reference and was compared to other protocols (i.e., non-reference) to assess the variability of 

radiomic features induced by the fluctuations of the CT parameter in question. The variability of 

radiomic features was then quantitatively described by the ratio of radiomic feature values at non-

reference to reference protocols. For example, in Figure 5-3, when assessing the impact of dose 

level variations for the CCR phantom, three non-reference protocols (𝑚 = 3) with different dose 

levels (50 mAs, 100 mAs, 200 mAs) at the same slice thickness of 1.5mm and reconstruction 

kernel of B31f will be compared against the reference protocol with 300 mAs and the same slice 

thickness of 1.5mm and reconstruction kernel of B31f. 

Ratios that are very close to one indicate that the non-reference radiomic feature is very close to 

the reference radiomic feature. Ratios <1 suggest a variation between the reference and non-
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reference radiomic feature values and that the non-reference radiomic feature is less than the 

reference. Ratios >1 indicate that the non-reference radiomic feature is higher than the reference. 

 Subsequently, the variability of radiomic features was then compared between the phantoms via 

paired comparisons of water-CCR phantoms and water-anthropomorphic phantoms. When the 

mean intensity for the water phantom had a value equal to zero, it was excluded from calculating 

the ratios3. Hence, the histogram of voxel intensities (in HU) for the VOIs on different phantoms 

was also examined and was compared with other phantoms.  

 

Figure 5-3. Comparison of radiomic feature (RF) values between reference and non-reference protocols shown in  Figure 5-1 and 

Table 5-2. Within each phantom and for each radiomic feature, non-reference feature values (𝑅𝐹𝑛𝑜𝑛−𝑟𝑒𝑓𝑚
)  at non-reference 

condition 𝑚 were compared with reference feature (𝑅𝐹𝑟𝑒𝑓) values through calculating the ratios. 

                                                 
3 To avoid infinity values as a result of having a denominator equal to zero. 
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5.3 Results 

5.3.1 Radiomic Feature Variations Due to Slice Thickness Variations: 

5.3.1.1 Slice Thickness Variations: Comparison of Anthropomorphic and Water phantom 

Figure 5-4 demonstrates ratios of a set of first-order radiomic feature values between non-reference 

protocol (at 100mAs, B40f, 1.5mm thickness) and reference protocol (at 100mAs B40f, 0.75mm 

thickness) for water and anthropomorphic phantoms. The density histogram-based features of the 

VOI, such as Inter Quartile Range (referred to as IQR) and Standard Deviation (referred to as 

stddev), and Mean Absolute Deviation (referred to as MAD) that describe non-spatial deviations 

and randomness of intensity values with respect to the mean intensity had higher ratios for non-

reference protocol relative to the reference protocol (
𝑅𝐹𝑛𝑜𝑛−𝑟𝑒𝑓𝑚  

𝐴𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑚𝑜𝑡𝑝ℎ𝑖𝑐

𝑅𝐹𝑟𝑒𝑓  
𝐴𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑚𝑜𝑡𝑝ℎ𝑖𝑐

> 1). Therefore, these 

non-reference radiomic features had a shift toward higher values than the reference. 

However, the ratios for the radiomic features of the water phantom were less than one 

(
𝑅𝐹𝑛𝑜𝑛−𝑟𝑒𝑓𝑚  

𝑊𝑎𝑡𝑒𝑟

𝑅𝐹𝑟𝑒𝑓  
𝑊𝑎𝑡𝑒𝑟

< 1). For some radiomic features shown, such as entropy for both 

anthropomorphic and water phantoms and Root Mean Square (RMS), the ratios are very close to 

one, indicating low variability of the radiomic feature. 

Figure 5-5 shows images of the synthetic nodule in the anthropomorphic phantom, and Figure 5-6 

shows the images of the VOI over the water phantom. These figures visualize the VOI in lung and 

soft window settings. 

To assess variation of voxel intensity values due to slice thickness variations, Figure 5-7 plots the 

histogram of intensity values (in HU) and fitted distributions for the synthetic nodule in the 

anthropomorphic phantom and the VOI depicted over the water phantom. 
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Thicker slice thickness reconstruction involves averaging of larger scanned volume. Since in the 

anthropomorphic phantom, the synthetic nodule is surrounded by a background (air) with highly 

negative intensity values (Figure 5-5), the volume averaging had shifted the intensity values of 

synthetic nodule toward negative intensity values for the VOI (see Figure 5-7 (a) and (b)). In Figure 

5-5 this phenomenon is apparent as the synthetic nodule and its segmentation mask are shown both 

for lung window (level: -600 HU, width: 1600 HU) and soft tissue window (level: 50 HU, width: 

350 HU) at three different thicknesses. It is visible that at all three slice thicknesses, the upper or 

lower slices of the synthetic nodule have a very low density that they disappear in the soft tissue 

image. As the image is reconstructed at thicker slice thickness, more slices of the nodule had 

vanished from the soft tissue window. This is indicative of the impact of volume averaging with 

the background. Therefore, the substantial variability of the other radiomic feature values 

calculated over the synthetic nodule can be attributable to the effect of volume averaging as well. 

The volume averaging has increased the randomness of pixel values in the VOI (an increase of 

noise). This can explain why in Figure 5-4 for standard deviation (stddev), we observed a ratio of 

more than one for the non-reference condition (i.e., 
𝑅𝐹1.5𝑚𝑚 

𝐴𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑚𝑜𝑡𝑝ℎ𝑖𝑐

𝑅𝐹0.75 
𝐴𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑚𝑜𝑡𝑝ℎ𝑖𝑐

> 1). 

However, no substantial difference is visualized between images of the VOI over the water 

phantom at the soft tissue window when their slice thickness changes. The VOI is surrounded by 

a uniform and homogenous background in the water phantom with an intensity equal to the VOI 

(see Figure 5-6). So, volume averaging does not result in noticeable variation in intensity values 

for the VOI at thicker slice thickness. As shown in Figure 5-7 (c), the variation of slice thickness 

in water phantom images, at the same protocols compared to Figure 5-7(a) and Figure 5-7(b), has 

not resulted in variation of intensity values or mean intensity of the VOI. 
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According to Figure 5-7(a) and Figure 5-7(b), the mean intensity values of the VOIs for the 

synthetic nodule have changed from 127.8 HU at 0.75 mm thickness to a negative value (-95.9 

HU) at 3mm thickness. However, the gold standard for this nodule was reported at 100 HU by 

Gavrielides et al. 29. Our reported mean intensity value is closest to this gold standard at 100mAs, 

B40f, 1.5mm.  

In total, 37 out of 63 texture features and 13 out of 19 first-order features had larger ratios in 

anthropomorphic phantom compared to water phantom. 

 

 

Figure 5-4. Variation of a set of first-order radiomic feature values in terms of the ratio of radiomic feature value at non-
reference protocol (1.5mm, B40f, 100mAs) to reference protocol (0.75mm, B40f, 100mAs). The ratios are written for bars 
belonging to each feature and each phantom. Stddev: Standard Deviation feature, IQR: Inter Quartile Range feature, MAD: 

Mean Absolute Deviation feature, RMS: Root Mean Square feature. 
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Figure 5-5. Images of the synthetic nodule in anthropomorphic phantom visualized in lung window setting (level: -600 HU, 

width: 1600 HU) and soft tissue window setting (level: 50 HU, width: 350 HU) with and without the overlay of the segmented 
VOI (the region in red) for scans with different slice thicknesses. (a)  B40f, 100mAs, 3mm, (b) B40f, 100mAs, 1.5mm, (c) B40f, 

100mAs, 0.75mm. 
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Figure 5-6. Images of the VOI over water phantom visualized in lung window setting (level: -600 HU, width: 1600 HU) and soft 
tissue window setting (level: 50 HU, width: 350 HU) with and without the overlay of the VOI (the region in red) for scans with 

different slice thicknesses. (a) B40f, 100mAs, 1.5mm, (b) B40f, 100mAs, 0.75mm. 
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Figure 5-7.Variation of intensity histogram and mean intensity of VOIs due to variation of slice thickness (at constant kernel and 

dose) in anthropomorphic phantom (a and b) and water phantom (c) 

Figure 5-8 shows the histogram of the ratios between reference and non-reference protocol for all 

the 82 radiomic feature values in both anthropomorphic phantom and water phantom. A histogram 

centered at 1 with a low standard deviation has radiomic feature values with ratios very close to 1. 

This will be indicative of low variability of radiomic feature values between reference and non-

reference protocols. According to Figure 5-8, in anthropomorphic phantom and at the thicker slice 

thickness (3mm), the ratios between the reference and non-reference radiomic feature values are 

more noticeable compared to thinner slice thickness (both the mean (𝜇) and standard deviation (σ) 

of the histogram are larger). When comparing the 1.5mm protocol with the 0.75mm protocol, the 

radiomic feature ratios are higher for anthropomorphic phantom than the ratios for water phantom. 
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Figure 5-8. Distribution of the ratios between reference and non-reference protocols for 82 radiomic features in response to 

thickness variation at constant kernel and dose. The mean (𝜇) and standard deviation (σ) of each histogram is shown. (a and b) 

from synthetic nodule in the anthropomorphic phantom. (c) from VOI over water phantom 

In Figure 5-8(a) Figure 5-8(b), a few features have negative ratios. The ratios for kurtosis4 and the 

10th percentile features are negative in Figure 5-8(a). In Figure 5-8(b), the ratio for the 10th 

percentile feature is negative. This is because the kurtosis feature is negative at the 3mm image of 

the synthetic lesion. Additionally, the 10th percentile feature of the synthetic lesion is negative at 

the 1.5mm and the 0.75mm images. The negativity of the 10th percentile for thicker slice thickness 

is due to the shift of pixel intensity values to negative values (as was shown in Figure 5-7). The 

negativity of the kurtosis of the lesion is also visual in Figure 5-7(a) and Figure 5-7(b);  the 

distribution of pixel values has a smoother peak than the normal distribution and is flatter than the 

reference distribution.  

                                                 
4 The kurtosis feature of VOI is calculated by 

𝜇4

𝜎4
− 3 

(a) (b) 

 

 

 

 

       (c) 
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The 10th percentile feature for water phantom VOI is negative at both slice thicknesses, so its ratio 

is positive. But the ratio for skewness feature is negative in the water phantom VOI as the skewness 

for the VOI at the 1.5mm was slightly negative (𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠1.5𝑚𝑚=−0.12), indicating wider (or less 

symmetric) intensity distribution for thicker slice thickness (1.5mm) compared to thinner slice 

(0.75mm). 

5.3.1.2 Slice Thickness Variations: Comparison of CCR and Water Phantom 

Figure 5-9 shows the images of the VOI over the water phantom visualized in lung and soft 

window settings. In the CCR phantom, the VOI is surrounded by a background with similar 

average intensity and texture to the VOI (Figure 5-9). No substantial difference is visualized 

between images of CCR phantom at soft tissue window when their slice thickness changes. 

Figure 5-10 shows the radiomic feature ratios between reference and non-reference protocol when 

slice thickness has changed under constant kernel and dose level in CCR and water phantom 

images (protocols shown in Table 5-2). Unlike the anthropomorphic phantom, the shown radiomic 

features have ratios <1. This indicates that the radiomic feature has smaller values at non-reference 

protocol (with thicker slice thickness) than reference protocol (with thinner slice thickness). First-

order features, such as stddev, IQR, skewness, and texture features such as GLRLM 

GrayLevelNonUniformity, GLSZM ZoneVariance, etc., are among the features with ratios <1. 

These features describe the spatial and non-spatial deviations and heterogeneity of intensity values 

within the VOI. This result indicates the reduction of variations and heterogeneity and the increase 

in the image's smoothness with thicker slice thickness.  

 The ratios for both phantoms were close to each other. So, the differences between the radiomic 

feature variation in water phantom versus CCR phantom were not substantial. Figure 5-11 shows 
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the histogram of ratios for non-reference to reference radiomic feature values. The average 

radiomic feature ratios for CCR and Water phantoms are similar and are close to 1.  

 
Figure 5-9. Images of the VOI over CCR phantom visualized in lung window setting (level: -600 HU, width: 1600 HU) and soft 
tissue window setting (level: 50 HU, width: 350 HU) with and without the overlay of the VOI (the region in red) for scans with 

different slice thicknesses. (a) B31f, 250mAs, 3mm, (b) B31f, 250mAs,1.5mm. 
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Figure 5-10. Impact of slice thickness variations on a group of first order radiomic features. radiomic feature variability is shown 

in terms of the ratio of radiomic feature value at non-reference protocol (with B31f, 250mAs) to radiomic feature value at 

reference protocol (1.5mm, B31f, 250mAs).  

 

 

Figure 5-11. Distribution of the ratios between reference and non-reference protocols for 82 radiomic features in response to 

thickness variation at constant kernel and dose. (a and b) from VOI in CCR phantom. (c and d) VOI in the water phantom mean 

(μ) and standard deviation (σ) of each histogram is shown. 

Unlike what was seen for the anthropomorphic phantom, no variations are observed in intensity 

values for the VOIs in CCR phantom due to variation of slice thickness (Figure 5-12 (a and b)).  

(a)                    (c) 

 

 

 

 

(b)                      (d) 

 

 

 

 

 

 

 

 

(a)                                                (d) 
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Additionally, Figure 5-12(b) for CCR and Figure 5-7(c) for water clearly show that, unlike 

anthropomorphic phantom, the intensity histogram is narrower at thicker slice thickness. Since the 

thicker slice thickness involves a signal from a higher number of photon counts, there will be a 

reduction in standard deviation. The reduction of standard deviation is more for water phantom as 

it consists of homogenous material, but for CCR, the standard deviation is higher as it consists of 

heterogeneous material. 

 

Figure 5-12. Variation of intensity histogram and mean intensity of VOIs due to variation of slice thickness (at constant kernel 

and dose) in CCR phantom (a-b) and water phantom (c-d). 
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5.3.2 Radiomic Feature Variations due to Variation of Dose Level  

5.3.2.1 Dose Variations: Water-CCR Phantom Comparisons 

Figure 5-13 demonstrates the variability of radiomic feature induced by variation of dose level 

both for water phantom and CCR phantom images at consistent protocols (protocols shown in 

Table 5-1). In water phantom, when kernel and slice thickness were constant, but the dose reduced 

by a factor of 6, features such as stddev, IQR, MAD, and RMS increased to twice the feature value 

at the reference protocol (300 mAs). However, in the CCR phantom, the values for these features 

at non-reference protocol stayed similar to the feature value at the reference protocol even after 

dose reduction up to 50 mAs (ratio ~ 1 even with the dose reduction of a factor of 6). In response 

to dose variations (and at constant slice thickness and kernel), 14 first-order features (including 

mean intensity feature) and 39 texture features had higher water phantom ratios than CCR 

phantom. Among the highly variable radiomic features were some features that 1) describe 

intensity distribution, such as Skewness, Standard Deviation, etc. 2) describe randomness and 

spatial nonuniformity of intensity and texture, such as NGTDM Contrast, GLSZM Size Zone Non-

Uniformity, NGTDM Busyness, etc. 3) that measure the magnitude of voxel values, such as energy. 

Figure 5-14 shows the histogram of the ratios of non-reference to reference protocols for all 

radiomic features due to variation of dose. In Figure 5-14 average ratios for both CCR and water 

phantom are close to 1, except that for water phantom, at lower dose level (50mAs), the average 

and standard deviation of the histogram is slightly higher. 
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Figure 5-13.Impact of dose variations on a set of first-order radiomic features. radiomic feature variability is shown in terms of 

the ratio of radiomic feature value at non-reference protocol (at B31f, 1.5mm) to radiomic feature value at reference protocol 

(300mAS, B31f, 1.5mm) 

 

 

 

Figure 5-14. Distribution of the ratios between reference and non-reference protocols for 82 radiomic features in response to dose 

variation at constant kernel and thickness. (a-c) from VOI in CCR phantom. (d-f) from VOI in the water phantom. The mean (μ) 

and standard deviation (σ) of each histogram are shown. 

(a)                                                                                                                                                                     (d) 

 

 

(b)              (e) 

 

 

(c)                (f) 
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5.3.2.2 Dose Variations: Water-Anthropomorphic Phantom Comparisons 

Figure 5-15 shows ratios of non-reference to reference radiomic feature in response to variation of 

dose for anthropomorphic and water phantom (for protocols shown in Table 5-2). Interestingly, 

the displayed radiomic feature values had higher variability (higher ratios) in the water phantom 

for dose variations. In total, in response to dose variation, 48 radiomic features (out of a total of 

82 radiomic features) had larger ratios in water phantom than the anthropomorphic phantom. 

 Figure 5-16 shows the histogram of the ratios of non-reference to reference radiomic feature for 

variation of dose in the anthropomorphic and the water phantom. The average ratios for the 

anthropomorphic phantom are very close to 1. However, in the water phantom, the ratios have a 

higher deviation from 1, indicating more considerable radiomic feature variability in the water 

phantom due to variation of dose. 

 

 

Figure 5-15. Impact of dose variations on a set of radiomic features calculated from water phantom and anthropomorphic 

phantom. The ratio of radiomic feature value at the non-reference protocol to radiomic feature value at reference protocol (200 

mAs, B40f, 1.5mm) is shown. 



 

 87 

 

Figure 5-16. Distribution of the ratios between reference and non-reference protocols for 82 radiomic features in response to dose 
variation at constant kernel and thickness. (a-b) from synthetic nodule in the anthropomorphic phantom. (c-d) from VOI in the 

water phantom. The mean (μ) and standard deviation (σ) of each histogram is shown. 

 

5.3.3 Radiomic Feature Variation Due to Variation of Kernel 

5.3.3.1 Kernel Variations: Water-CCR Phantom Comparisons 

For the radiomic features shown in Figure 5-17, there is more variability in the water phantom 

VOI in response to kernel variations. For example, 17 texture features and 18 first-order features 

had larger water phantom ratios than CCR phantom. The same first-order features impacted by 

dose variation in the water phantom were also affected by kernel variations. The mean intensity 

feature was not affected by kernel variations in either of the two phantoms.  

In comparing the impact of kernel variations with the effects of dose variations in these paired 

comparisons, we observe that in Figure 5-17, kernel variation resulted in more considerable 

variability for the shown radiomic feature compared to dose variations shown in Figure 5-13 

(stddev, IQR, MAD, RMS have ratios of more than 10 when the non-reference protocol is compared 

to the reference protocol).  

(a)                  (c) 

 

 

 

 

 

 

(b)               (d) 
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Figure 5-17. Impact of reconstruction kernel variations on a set of first-order radiomic features. radiomic feature variability is 
shown in terms of the ratio of radiomic feature value at non-reference protocol (65mAs, 1.5mm) to radiomic feature value at 

reference protocol (B20f, 65mAs, 1.5mm) 

Figure 5-18 shows the histogram of the ratios of non-reference to reference protocols for all 

radiomic features due to variation of the kernel. In Figure 5-18, for the CCR phantom, the average 

radiomic feature ratios are very close to 1. However, the average ratios are higher for water 

phantom, especially for the ratios between B70f and B20f protocols. In addition, the intensity 

variance and energy features had substantial ratios (>100) between B70f and B20f protocol. These 

results indicate substantially more considerable variability of radiomic features in water phantom 

with homogenous material compared to the heterogeneous material of CCR phantom. 
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Figure 5-18. Distribution of the ratios between reference and non-reference protocols for 82 radiomic features in response to 

kernel variation at constant thickness and dose. (a-b) from VOI in CCR phantom. (c-d) from VOI in the water phantom. The 

mean (μ) and standard deviation (σ) of each histogram are shown. 

5.3.3.2 Kernel Variations: Water-Anthropomorphic Phantom Comparisons 

Figure 5-19 shows ratios of non-reference to reference radiomic feature in response to variation of 

the kernel for anthropomorphic and water phantom (for protocols shown in Table 5-2). The 

illustrated radiomic features had higher variability in the water phantom for kernel variations. In 

total, in response to kernel variation, 53 radiomic features (out of a total of 82 radiomic features) 

had larger ratios in the water phantom than the anthropomorphic phantom. 

(a)                (c) 

 

 

(b)             (d) 
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Figure 5-19. Impact of kernel variations on a set of radiomic features calculated from water phantom and anthropomorphic 

phantom. The ratio of radiomic feature value at non-reference protocol (100 mAs, B60f, 1.5mm) to radiomic feature value at 

reference protocol (100 mAs, B40f, 1.5mm) is shown. 

Figure 5-20 shows the histogram of the ratios of non-reference to reference radiomic feature for 

variation of the kernel in the anthropomorphic and the water phantom. The average ratios for the 

anthropomorphic phantom are very close to 1. However, in the water phantom, the ratios have a 

higher deviation from 1, which indicates larger radiomic feature variability in the water phantom 

due to the kernel variation. 

 
Figure 5-20. Distribution of the ratios between reference and non-reference protocols for 82 radiomic features in response to 

kernel variation at constant dose and thickness. (a) from synthetic nodule in the anthropomorphic phantom. (b) from VOI in the 

water phantom. The mean (μ) and standard deviation (σ) of each histogram is shown. 

(a)           (b) 
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5.4 Discussion 

5.4.1 summary: 

Implementation of quantitative medical imaging techniques in the clinic and enabling the 

application of radiomics in building decision support tools that assist physicians in diagnosis or 

prognosis of a disease requires an understanding of limitations and sources of variability of this 

technique20. Recent research has indicated the sensitivity of CT radiomic features to variation of 

CT image protocols. Further investigation into the underlying sources of variability unravels the 

involved mechanisms, and this can inform us about potential solutions or proper data inclusion 

strategies in future radiomic studies.  

In this study, we examined the impact of variation of CT scan protocol on radiomic features that 

are often used to describe pathologies such as lung nodule characteristics. The purpose was to 

understand how the radiomic features are influenced by slice thickness, dose, and kernel. Table 

5-3 summarizes the findings of this study regarding the impact of each of the three investigated 

CT parameters on the radiomic features of the three phantom datasets. 

Table 5-3. Summary of the impact of variation of CT parameters on radiomic features of the three phantoms 

Parameter Homogeneous 

Water Phantom 

Heterogeneous 

Texture Phantom 

(CCR) 

Anthropomorphic Phantom 

with homogeneous synthetic 

lesion 

Slice thickness Little to no effect Little to no effect Large effect 

Dose Medium Little to no effect Little to no effect 

Kernel Large effect Medium effect Medium effect 

 

This was done by assessing the variation of three main CT parameters of radiation dose level, 

reconstruction kernel, and slice thickness in CT scans of phantoms with different complexity and 

distinct characteristics. Three phantom image datasets of a textured phantom (CCR phantom24), 

an anthropomorphic phantom29, and a water phantom were used in this study. It is clear that 
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phantom data may not be a perfect surrogate for patient data. While in our prior study, we have 

already assessed radiomic feature reproducibility directly in patient in this study, we decided to 

use phantom data as each phantom data had similarities to specific characteristics of lung nodule 

CT scans, and knowing a gold standard for intensity values, size or having a reference textured 

phantom helped in interpretation of radiomic feature variability in response to variation of CT 

parameters. Another key contribution of this study is that, by comparing and contrasting these 

phantom datasets, we understand the extent to which the results of phantom studies in 

reproducibility of radiomic feature or the harmonization of radiomic feature variability can be 

generalized to patient datasets. Currently, no studies compare the three different types of phantom 

data used in this study in terms of variability of radiomic feature that describe density 

characteristics and texture of tissue in response to variation of CT image acquisition. Notably, the 

public image datasets for two of the phantoms used (i.e., CCR and anthropomorphic phantom) are 

acquired on disparate CT protocols in a way that consistent comparisons between the two 

phantoms were not possible. Hence, we enabled a parallel comparison between these phantoms by 

scanning a third phantom (i.e., water phantom). By making comparisons at matching set of 

protocols for each of the two phantoms and controlling for CT parameters while only one 

parameter in question varied, we could better discern the relationship between the radiomic feature 

and the varied parameter. 

In this study, slice thickness variation in images of a synthetic nodule in anthropomorphic phantom 

showed the most considerable radiomic feature variability compared to water phantom or the CCR 

phantom. In the anthropomorphic phantom, at the thicker slice thickness, the first-order features 

that describe deviations and randomness of gray level intensity values increased (Figure 5-4), 

voxel intensity values were shifted toward negative values (Figure 5-7), and the average ratios of 
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non-reference to reference protocol deviated largely from 1 (Figure 5-8) indicating of dissimilarity 

of radiomic feature between reference and non-reference protocol when all CT parameters were 

fixed, and only the image slice thickness changed. According to Figure 5-8 and Figure 5-11, within 

each phantom, the ratios of features have a wider range when the reference and the non-reference 

protocol have a wider deviation in terms of slice thickness (e.g., in comparison of the distribution 

of CCR ratios of 2mm vs. 1.5mm to 3mm vs. 1.5mm).  

These results were consistent with findings of similar phantom studies. Shafiq-Ul-Hassan et al. 79 

studied CCR phantom data, which overlaps with the data used in this study, found 65 features to 

be robust to voxel size variation. Larue et al. 85, found the first-order Energy and GLRLM Run 

Length Non-Uniformity feature in CCR phantom being highly impacted by slice thickness 

variation; likewise, our results showed that at thicker slice thickness, these radiomic features 

decreased by 70% and 50%, respectively, when comparing thicker slice to thinner slice. The study 

by Zhao et al. 30 in the analysis of 14 radiomic features, which overlaps with our set of radiomic 

features, in the same anthropomorphic phantom indicated the lack of reproducibility against 

variation of slice thickness. It showed that with an increase in the difference between image slice 

thicknesses, the larger the deviations of radiomic feature values. 

Additionally, radiomic feature variations observed due to slice thickness variation in the synthetic 

nodule are consistent with our prior studies78 and other patient studies in literature86,87. Kim et al. 

31 also assessed the variation of slice thickness in scans of the anthropomorphic phantom but within 

a different range of slice thicknesses than this study. Though their findings agree with our results, 

and their conclusions are complementary and consistent with this study. 

Furthermore, previous studies88–91 have assessed the impact of slice thickness on the variation of 

volume, surface area, or diameter of nodules in phantom images or patient scans and have indicated 
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a significant or substantial impact of thickness on these measurements. Though, this study has 

extended these investigations by assessing a larger group of quantitative metrics (radiomic feature) 

that can describe various tumor characteristics such as density and texture.  

As a summary, through comparison of findings from slice thickness variation in anthropomorphic 

phantom, water phantom, and CCR phantom along with visualizations of VOIs in Figure 5-5, 

Figure 5-6 and Figure 5-9, and the agreement of results with patient studies, it appears that the 

mechanism of volume averaging that occurs in the reconstruction of the image at thicker slice 

thickness creates a more considerable impact on radiomic feature of a nodule object. Therefore, 

the anthropomorphic phantom had the most similarity to patient data in terms of slice thickness 

variation. 

It is worthwhile to note that while a substantial impact can be seen for lung nodules due to variation 

of slice thickness, this may not be the same for the case of tumors in other organs. For example, 

CT radiomic features of liver tumors can behave differently against variation of slice thickness as 

the distinction of a liver tumor with respect to its background is not as substantial as lung nodules. 

Understanding and considering these disparities between phantoms and patients and even for 

different tumor types are essential when assessing the reproducibility of radiomic features in 

response to slice thickness variation. One important consideration is the role of the segmentation 

algorithm; the appearance or disappearance of the segmentation mask in the soft tissue window of 

Figure 5-5 depends upon the thresholds and the specifics defined within the segmentation 

algorithm. Hence there can be an interaction between the segmentation technique and variability 

of radiomic feature. For example, a multicenter study19, in their investigation of the reproducibility 

of radiomics, determined that differences in segmentation algorithms are an important factor in the 

reproducibility of radiomic features. Also, Hoye et al. 33 highlighted the interaction of the 
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performance of segmentation algorithms in the quantification of radiomic features in their study. 

Additionally, this study only assessed spherical nodules. Nodules with irregular shapes may be 

impacted differently by the variation of slice thickness. Therefore, the radiomic features of 

irregular-shaped nodules may behave differently in response to variation of slice thickness.  

In exploring differences between radiomic feature variability in homogenous material versus 

heterogeneous material, we found that kernel and dose variations can have different impacts on 

radiomic feature measured from these different materials. It seems that when varying kernel and 

dose in scans of a heterogeneous material (e.g., in CCR), the inherent heterogeneity contributed 

more to the measured standard deviation (stddev) or the quantified textures via radiomic feature 

than the variations induced by the CT parameter. For example, in Figure 5-13, many of the first-

order radiomic features shown are constant (non-reference to reference ratio ≅ 1) in CCR but have 

larger ratios in the water phantom. Similarly, as shown in Figure 5-17, the feature stddev had larger 

ratios (and therefore more variability) when kernel changed in water than in CCR. Considering 

that the stddev feature in VOI accumulates the standard deviations due to the imaging protocol 

(𝜎𝑝) and the deviations due to heterogeneity of the material (𝜎𝑚) (𝑠𝑡𝑑𝑑𝑒𝑣 = √ 𝜎𝑝
2 + 𝜎𝑚

2), when 

the scanned material is textured (such as in CCR),  𝜎𝑚
2 can be much higher than deviations caused 

by imaging protocol variation (𝜎𝑚
2" 𝜎𝑝

2
). Therefore, variation of image acquisition or 

reconstruction does not impact stddev value substantially in CCR. This can explain the different 

behavior of other radiomic feature values in CCR versus water phantom. According to Figure 5-18, 

the average ratios of 82 radiomic feature between non-reference and reference protocols for CCR 

is very close to 1 as opposed to water phantom's ratios that deviate from 1, indicating more 

variability in the water phantom for many of the calculated radiomic features.  
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When dose and kernel variations were examined in anthropomorphic phantom and were compared 

to water phantom (Figure 5-15 and Figure 5-19), we saw a similar trend. The density histogram of 

the synthetic nodule (Figure 5-7) showed that the nodule's pixel values have more heterogeneity 

and deviations than the water phantom. Thus, this can be why the kernel and dose variations had 

resulted in less impact in radiomic features that were calculated from synthetic nodule compared 

to the water VOI.   

The observed disparities between radiomic feature variability in homogenous versus 

heterogeneous material get important when considering the possible differences between patient 

tumor tissues. These findings suggest that tumor tissues with minimal texture may be more 

impacted by noise variations in the image than a textured tumor.  

Within each phantom, reconstruction at sharper kernel resulted in more variability of non-reference 

radiomic feature than a smoother kernel. Furthermore, dose variations did not result in substantial 

variability in the CCR and the anthropomorphic phantoms. The average of the ratios between non-

reference and reference protocols was very close to 1 when dose changed, and other CT parameters 

were kept constant. However, the radiomic features of the water phantom were slightly impacted 

at the lowest dose levels. 

Similar findings have been previously reported in the literature, where dose variation resulting 

from changing the tube current has not impacted radiomic features66. Furthermore, other studies 

have identified reconstruction kernel as an important factor affecting radiomic feature values in 

phantom studies92 and patient studies27,32,40 . 

The findings of this study suggest that, while usage of phantoms can be beneficial in evaluating 

the robustness of a quantitative imaging technique (such as radiomics or tumor segmentation, etc.), 

we should take into account the intrinsic differences of different phantom datasets with each other 
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and with patient data. Relying on one type of phantom image data can result in deviations from 

the actual observations in patient data.  

The scope of this study was limited as we aimed only to address the impact of variation of three 

CT parameters on radiomic feature to understand differences in the radiomic feature 

reproducibility in the presence of volume averaging and in the presence of 

heterogeneous/homogenous material. Clearly, the radiomics technique faces a couple of other 

sources of variability93 that was not explored in this study. For example, it has been previously 

reported that usage of different methods or definitions for radiomic feature calculation can result 

in discrepancies19,35. Therefore, it will be most optimal if features are compared according to a 

reference manual such as Image Biomarker Standardization Initiative guidelines 17. This initiative 

offers a reference of feature definitions that can be used to benchmark radiomic features and 

provides recommendations for reporting pre-processing methods. Another potential source of 

variation is inter-scanner variability (between different manufacturers or between different scanner 

models of a manufacturer). This has been explored in a study94 that assessed variability of 

radiomics features of the CCR phantom across multiple clinics and scanners using chest and head 

scan protocols. This study found existing variability of radiomic features between different 

scanners and sites compared to inter-patient variabilities. Our study was limited to CT scans from 

one manufacturer (Siemens). However, concerning the existing variations among scanners as 

reported in literature24, it will also be worthwhile to compare phantom datasets using different 

scanners.    

For future studies, it may be helpful also to obtain images of a synthetic nodule with heterogeneous 

and known texture inserted into the anthropomorphic phantom to conduct similar investigations 

and compare with CCR or patient data. Robins et al. 92 has performed a study in line with this idea. 
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The authors assessed radiomic feature variability within a computational phantom with 

anatomically informed texture. Another potential future direction for this work is understanding 

the interaction of reproducibility of radiomic features and their diagnostic performance. 

5.5 Conclusion 

The current study compares the reproducibility of radiomic features in CT scans of phantom 

datasets with different complexity to obtain insight into the role of specific characteristics of lung 

nodules in the variability of radiomic feature due to variation of CT parameters of slice thickness, 

kernel, and dose level.  

Slice thickness variations can impact a wide range of radiomic features (first-order and second-

order texture features) due to the variations in photon statistics and the volume averaging 

phenomenon, especially in the synthetic lesion of the anthropomorphic phantom. We found that 

the variability of radiomic features can rely on the inherent heterogeneity/homogeneity of the 

material. Tube current (dose) variations did not substantially impact radiomic features in the CCR 

and the anthropomorphic phantom. However, the reconstruction kernel had a substantial impact 

on radiomic features. More considerable variability of radiomic features was observed for 

heterogeneous materials.  

Findings regarding the variability of radiomic feature due to slice thickness variation in synthetic 

nodule of the anthropomorphic phantom were similar to results of patient studies. In addition, the 

trends seen for impacts of kernel and dose on radiomic feature from all three phantoms were also 

consistent with patient studies. 

While it may be easier to acquire phantom data than acquiring patient data to perform uncertainty 

analysis or evaluate the performance of quantitative imaging techniques, differences of phantom 

characteristics and how these characteristics interact with the variability of quantitative metrics 
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should be taken into account. This study can be helpful for interpretation of such discrepancies in 

response to variation of CT parameters of slice thickness, kernel, and dose.   
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Section II Mitigating Radiomic Feature Variations 

A.1 Background and Problem 

Radiomics is receiving increasing attention in medical imaging research, and several studies have 

shown the promise of radiomics in the development of diagnostic imaging biomarkers.  On the 

other hand, in Chapter 4, we found that the variation of CT image acquisition and reconstruction 

parameters of dose (as a function tube current), reconstruction kernel, and slice thickness impact 

most radiomic features of patient lung nodules. In addition, other studies have reported variability 

of radiomic features due to other image acquisition parameters or image analysis such as tube 

voltage41, segmentation algorithm33, feature definitions19,35, streak or beam-hardening artifacts95, 

etc.  

When radiomic features get influenced by non-biological processes such as image artifacts or 

variation of image quality due to variation of image acquisition protocols, their ability to provide 

accurate information about tumor phenotype may be negatively impacted. For example, in PET/CT 

and MR imaging studies, radiomic features affected by differences in image acquisitions between 

different centers had poor performance when radiomic feature variations were not taken into 

account and were not corrected96,97. 

This issue raises reliability concerns in using radiomic features as a diagnostic or prognostic 

biomarker in practice. Therefore, for incorporation of radiomic features into radiomic studies or 

clinical trials, standardization procedures are required to control and deal with potential sources of 

variability (i.e., image acquisition, image analysis, radiomic feature calculation, etc.).  

A.2 Motivation and Purpose: 

To ensure maximum information gain from radiomic features, we have to ensure that radiomic 

signatures or radiomic-based prediction models perform robustly against variation of non-
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biological factors. Therefore, it is crucial to consider the variabilities as mentioned earlier and take 

standardization steps before model building or before investigating associations between 

biological properties and radiomic features. 

By including an effective standardization or harmonization step, radiomic features will become 

comparable across different image acquisitions. Therefore, a pre-trained model may generalize 

well to harmonized radiomic features acquired with acquisition protocols different from the 

training set. Similarly, in a multiple-time point study, even if the baseline and follow-up scans of 

a patient are acquired with various protocols, after a harmonization step, the radiomic features can 

reflect the deviations that are genuinely due to the variation of the biological properties.  

Currently, only a limited number of studies have explored the mitigation of radiomic features. On 

the other hand, only a few studies97–99 have included a harmonization procedure in building 

prediction models. Therefore, the exploration of mitigation techniques for radiomic features has 

remained an open question that deserves further evaluation and, perhaps, the establishment of 

novel methods. 

In specific aim 3 (SA3) of this dissertation, we aimed to take steps toward testing strategies that 

can improve the reliability of radiomic features in characterizing biological properties of lung 

nodules. Specifically, we aimed to test whether it is possible to harmonize the variability of 

radiomic feature values in response to variation of CT acquisition protocols by utilizing mitigation 

techniques. To this aim, we explored the potential of two different mitigation techniques in the 

harmonization of radiomic features against variation of the three CT parameters that were shown 

to have a consequence on radiomic feature values in the SA2 of this dissertation.  

One mitigation technique explored is the deep learning approach of Generative Adversarial 

Networks (GAN)100 that works in the image domain. The GAN model learns the mapping function 
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between images acquired with different acquisition parameters, applies an image transformation, 

and outputs images that result in harmonized radiomic features. The other investigated technique 

in this dissertation is a data-driven technique called ComBat101 that works in the feature domain 

rather than the image domain. It treats the impact of variation of image acquisitions (acquisition 

shift) as an additive and multiplicative effects. It estimates these effects using Bayes estimation 

and adjusts the radiomic feature values by removing the estimated effects from data to acquire a 

harmonized radiomic feature data with a reduced impact of non-biological factors of CT 

parameters. Figure 21 summarizes how the two methods operate. 

 

Figure 21. The operation of the two mitigation techniques explored in this dissertation. a) Harmonization in feature domain: 
ComBat adjusts the radiomic feature values. b) Harmonization in image domain: GAN is applied to the images before radiomic 

feature calculation 

A.3 Outline of the Following Section 

Section 2 of this dissertation is organized as follows: we will first provide an overview of existing 

radiomic feature mitigation studies that explore approaches other than ComBat and GAN. Then, 

in Chapter 6, we will first provide a literature background for the GAN technique compared to few 

other deep learning-based methods. Finally, we will also describe the GAN theory, our 

experiments, and the results from GAN harmonization in Chapter 6.  
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Chapter 7 will provide an overview of studies that have utilized ComBat in the radiomic feature 

field, and we will describe ComBat theory, our experiments, and the corresponding results. 

In Chapter 8, we will compare and contrast the two techniques of GAN and ComBat by making 

an analogy between their harmonization performances on the same set of data.  

A.4 Literature Review: Standardization of Radiomic Features 

As mentioned earlier, while there is a growing number of radiomic studies investigating the 

association of radiomic features to patient outcomes or endpoints, few studies have explored or 

identified standardization strategies in tackling the lack of robustness of radiomic features. 

One standardization strategy could be controlling for scan protocols across research and clinical 

institutes. For example, Ger et al. 94 identified a controlled CT protocol (120 kVp, 200 mAs, pitch 

of 1, 50cm field of view) that minimized differences in radiomic feature values of a phantom 

between scans across different CT scanner vendors in multiple imaging institutes. This study94 can 

encourage prospective radiomic studies to restrict acquiring CT images to those dose at a reference 

scan protocol and therefore enable obtaining comparable radiomic features between different 

imaging centers. However, it may not always be possible to adapt a controlled protocol across 

many imaging centers. So, there is still a need for other standardization strategies, especially for 

retrospective studies. Therefore, in our study, we have focused on strategies that can handle 

variability issues in retrospective studies or scenarios where it is impossible to obtain multicenter 

images with a standard protocol.  

Shafiq-ul-Hassan et al. 27  demonstrated a correction for variation of reconstruction kernels through 

measuring the noise power spectrum (NPS) of a standard phantom for a scanner. The authors used 

the measured NPS and maximum intensity to adjust and correct noise texture in the CT image of 

CCR phantom data and improved feature robustness by 30–78%. However, further investigation 
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is needed to understand the generalizability of this technique in lung nodule radiomic features as 

well. 

Our findings (reported in Chapter 4) and conclusions of other studies40,87 have determined that 

slice thickness deviations have a strong impact on radiomic feature values. Previous efforts79,85 

have proposed approaches for harmonization of the effect of slice thickness variation by 

resampling or interpolating voxels. These two studies found that after resampling images of the 

CCR phantom24, the coefficient of variation of radiomic features and concordance correlation 

coefficient (CCC) improved for many radiomic features. However, in the study by Ger et al. 94, 

image resampling did not help compensate variability of radiomic features in phantom data. 

Similarly, in our initial experiments on patient images, we did not significantly improve the 

radiomic feature reproducibility after resampling the images with 2mm and 0.6 mm slice thickness 

to 1mm thickness (see Appendix B, Table B-4). Shafiq-ul-Hassan et al.102 findings in a separate 

study on patient lung tumors verified these findings. The deviation between results in patient 

images versus findings from phantom images can be due to the existing differences in volume 

averaging between CCR phantom images and lung nodule images, which we explored in Chapter 

5 of this dissertation. Moreover, the resampling (down-sampling or up-sampling) of the image 

causes uncertainty in mapping the region of interest for radiomic feature calculation.  

Various denoising approaches widely used to enhance image quality can also be explored to 

understand whether they have a role in remedying the poor reproducibility of radiomic features. 

For example, Hoffman et al.103 utilized adaptive bilateral denoising in increasing robustness of 

emphysema scoring metric (RA-950). However, the RA-950 metric is density-based, so it is 

different than the second-order radiomic features. As a result, this denoising approach was not 

influential in correcting the variability of several radiomic features. Among other image denoising 
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techniques, the Iterative reconstruction algorithms (IR) also provide a denoised image 

reconstruction of CT raw data as opposed to the Weighted Filter Back Projection (wFBP) 

algorithm. Firstly, one downside of this approach is that it requires raw projection data. Secondly, 

it is time-consuming to obtain IR reconstructed images. Thirdly, according to our results in Chapter 

4, the radiomic features calculated from images with IR were still not reproducible.  

Basic methods for image normalization are also among other simple techniques that can be 

explored to harmonize radiomic features. These methods include histogram normalization 

concerning a global or a local mean and standard deviation. So, these methods may modify the 

image content and the radiomic feature values. However, such normalization techniques do not 

consider the impact of individual CT parameter variations in adjusting the image data or radiomic 

feature data as they only adjust an overall variation; therefore, these methods have not been shown 

to be very effective. For example, Foy et al. 81 investigated the role of a set of different techniques 

such as histogram normalization (initially proposed by Loizou et al. 104), Butterworth low-pass 

filtering (offered by Mackin et al. 76),  and ComBat technique in the harmonization of radiomic 

features from a cadaveric liver CT scan in response to variation of CT acquisition parameters (dose, 

pitch, thickness, field of view, and kernel). This study found that while the other harmonization 

techniques reduced the number of unstable radiomic features, the ComBat technique significantly 

decreased the number of unstable features to zero. An essential distinction of the ComBat method 

compared to other normalization methods is that it estimates the total variance due to the impact 

of variation of imaging protocols. As a result, the ComBat method appears to be a compelling tool 

to be investigated in our research study.   

In another approach,  Gang et al.105 proposed a model, tested on phantom data, that predicts 

changes of histogram-based and GLCM based radiomic features as the result of noise or spatial 
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resolution corruption. The predicted variations will be then adjusted through a recovery technique 

that uses two deconvolution steps to adapt either the additive noise or the blur in an image. While 

this approach provides a general recovery framework, it does not examine mitigation of a particular 

CT parameter (e.g., slice thickness). Nonetheless, according to the authors105, since this approach 

is directly applied to images, it has the potential to be combined with (or compliment) techniques 

such as ComBat that work in the feature domain. 

Zhovanik et al.106 performed a proof of principle study in which they characterized the dependence 

of radiomic features to signal-to-noise ratio (SNR) due to variation of mAs (from 30 to 460 mAs). 

The correction method used an additive correction factor obtained from a regression model fitted 

to the scan exposure. The technique was developed using a phantom107 with 17 inserts of different 

tissue-like properties ( Gammex 467 Tissue Characterization phantom, Sun Nuclear, Melbourne, 

FL). The study106 assessed the overlap of four radiomic features of NSCLC patients with the 

distribution of the four radiomic features across 17 different tissue inserts. Unfortunately, it did 

not specify which tissue insert has the most considerable overlap with the NSCLC radiomic 

features to understand if the technique is sufficiently efficient for lung tumors. Hence, the method 

was not explicitly evaluated on radiomic features of lung tumor tissue and can serve as a general-

purpose harmonization approach.  

A.5 Significance and Contribution 

While several studies in the literature have already illustrated the predictive power of radiomics, 

the topic of mitigating radiomic features has only recently gained attention. Therefore, mitigating 

radiomic features has not been adequately explored. Furthermore, although the previously 

mentioned efforts have either proposed or assessed some potential solutions, fewer have been 

thoroughly validated in clinical patient datasets. Additionally, most current approaches tend to 
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only address the variability of radiomic features in response to one CT parameter. Nevertheless, it 

may be more practical to have a versatile framework that addresses the lack of reproducibility of 

radiomic features in response to various sources of variability all in one. Hence, in this dissertation, 

we conducted experiments in which the two mitigation techniques of ComBat and GAN will be 

tested to harmonize radiomic feature variability in response to changes of three different CT 

parameters. 

The two techniques of ComBat and GAN have recently received growing attention in the medical 

imaging research field. Some studies have shown promising performance by the ComBat method 

to harmonize radiomic features in MRI108, PET109, and CT110. However, only a limited number of 

studies have investigated the application of image generation by GAN for preprocessing or 

harmonization of images to correct the variability of radiomic features. Nonetheless, further 

investigations and verifications are needed to understand whether each of these two techniques 

generalizes well to different imaging datasets across a wide range of CT protocols. An additional 

overview of the characteristics of our study, on ComBat and GAN techniques, compared to 

available studies in the literature, will be provided in the following chapters. 

Another contribution of this study is in providing a one-to-one comparison of the two techniques 

of GAN and ComBat. It is valuable to understand the distinction of various solutions in stabilizing 

radiomic features. Currently, there exists no direct analogy between the harmonization 

performance of these two techniques.  
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Chapter 6 Application of Generative Adversarial Neural 

Networks (GAN) to improve the reproducibility of 

radiomic features 

6.1 Introduction 

6.1.1 Problem Statement and Purpose 

In this chapter, we discuss our investigations in testing a mitigation strategy to remedy the impact 

of the variation of image acquisition and reconstruction parameters (acquisition shift) on radiomic 

features. The idea was to apply a technique that performs image standardization, before radiomic 

feature calculation, through an image transformation. Image standardization can reduce the impact 

of the acquisition shift caused by the variation of CT parameters. Therefore, the radiomic features 

calculated from the transformed images may be more similar to the radiomic features of images 

without any acquisition shift (referred to as the reference protocol).  

In this chapter, we will discuss and test an image transformation technique for the improvement 

of radiomic feature reproducibility. We utilized a Generative Adversarial Neural Network (GAN) 

that performs image-to-image translation. We investigated whether the application of GAN on 

non-reference CT images can synthesize standardized images that yield radiomic features with 

improved reproducibility.  

6.1.2 Background on GAN 

The application of Generative Adversarial Networks (GAN) in image generation and image 

translation has received increasing attention in the computer vision field111. The framework has 

shown remarkable power in fitting to complex, multi-modal data distribution and generating 

realistic and high-quality images in a variety of tasks that has been a challenge for other methods 
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such as synthesizing image from text112, generation of music113, unsupervised feature learning114, 

impressive super-resolution images115, etc. 

GAN was initially introduced by Goodfellow et al. 100. GAN’s framework consists of two models 

- a discriminative model (discriminator) and a generative model (generator). The discriminative 

model, in general, is a classifier model that can be trained in a supervised manner and predict the 

conditional probability of classes for input or distinguish between different objects. Contrary to 

discriminative models, generative models can learn the probability distribution of the input; Hence 

they can be used to generate samples from the learned distribution of a target domain. The 

generator and the discriminator models can each be built Convolutional Neural Network (CNN). 

The GAN model training involves an adversarial game. The generative model is responsible for 

the generation of sample data (fake data) that looks like real data. The discriminator is used against 

the generator to distinguish the samples as real or fake, and therefore it serves as a means to guide 

the generator’s training. Unlike other generative models such as Variational Auto Encoders 

(VAE)116 that make inference of the latent variables through approximation of posterior 

distributions of the latent variable, GAN uses the feedback from the discriminator in each iteration 

to estimate the model parameters and learn the data distribution. 

Several variations of GAN frameworks have been proposed to adapt to a variety of tasks in the 

computer vision field. Recently GAN applications have further expanded into the medical imaging 

field. Different frameworks of GANs have been used or proposed for a variety of tasks. For 

example, GAN frameworks have shown satisfactory performance for data augmentation117,  

segmentation118,119, synthesizing MR scan from CT scan120 or CT scan from bi-planar chest X-

ray121, etc. A contribution of this study is in providing insight into the potential of the GAN 

technique in harmonizing radiomic feature variability. 
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There are a variety of deep learning denoising techniques122,123 that are applied in the image 

domain and may improve the impact of dose reduction but not necessarily harmonize the impact 

due to variation of parameters such as slice thickness variation and/or its downstream effect on 

radiomic features. Among these techniques is the application of CNNs that have been used to 

estimate a high-dose image from a low-dose image. However, some studies have shown excellent 

performance by GAN models in comparison to CNN-only models in the task of image 

denoising124, normalizing, or image translation. Wolternik et al. 125 showed that in noise reduction 

of low dose CT for phantom images and patient cardiac CT data, implementation of a GAN model 

is superior to using a CNN model alone. Their results showed that by the addition of an adversarial 

loss function to the voxel-wise loss function of a CNN, the model captures the image statistics of 

full-dose images better and avoids unnecessary smoothing of the image. Furthermore, they 

compared their method with an IR method and saw a superior performance by their GAN model.  

 You et al. 126 implemented a  residual CNN-based network in a CycleGAN127 framework to 

recover high-resolution anatomical data from low-resolution CT images in an unpaired fashion in 

which the model training does not require a one-to-one relationship between training images at 

low or high resolution. They found that peak signal-to-noise ratio (PSNR) oriented algorithms for 

super-resolution imaging apply higher noise reduction and smoothing, while their GAN approach 

generates images with better texture details as identified by expert radiologists. 

Additionally, GAN models showed success in studies that focus on standardization of Positron 

Emission Tomography (PET) imaging that synthesized routine-dose PET from low-dose scans.  

 Ouyang et al. 128 compared the performance of a CNN-only model94 that used an encoder-decoder 

to a GAN model that used an encoder-decoder plus a discriminator for standard-dose image 

generation. The GAN model outperformed the CNN model in the qualitative assessment of expert 
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radiologists as well as quantitative metrics of structural similarity (SSIM), PSNR, and root means 

square error (RMSE). An in-house preliminary study129 also showed that the implementation of 

GAN model standardization of CT images between three different screening dose levels and slice 

thicknesses resulted in higher quality image generation than a CNN model. 

6.1.3 Significance 

Since the problem of image generation is a difficult task, considering existing challenges in other 

techniques such as VAE models, and by following the findings of the aforementioned studies in 

their comparisons between CNN models and GAN models, we were inspired to tackle the problem 

of poor reproducibility of radiomic features by testing the potential of GAN framework in 

mitigating variability of radiomic features. 

The significance of our study in comparison to other studies using a GAN 129,130 is that we explored 

the potential of GANs in generating images that can be used directly for extracting quantitative 

imaging biomarkers to be used in diagnostic prediction models. Thus, the focus here was specific 

to the preservation and similarity of the high-level features (radiomic features) of the generated 

images to the images in the target domain. For example, Armanious et al. 131 proposed a new GAN 

framework for medical image translation with the purpose of using the generated images for 

improving post-processing tasks rather than performing diagnosis. Furthermore, many existing 

GAN studies in the CT medical imaging field have been judged and evaluated based on general-

purpose metrics such as SSIM, PSNR which can correlate with human perception but not with a 

diagnostic task. Additionally, while for tasks such as data augmentation, the qualitative feedback 

of expert radiologists matters, for quantitative tasks such as building prediction models, this 

feedback is unnecessary. Therefore, the question of whether a GAN framework that achieves high 

general-purpose quality metrics can also achieve high performance in matching quantitative 
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imaging features (radiomic features) is a question that has not been explored thoroughly. Hence, a 

contribution of this study is in offering such insight. 

Among the studies that have used GAN image synthetization for standardization of CT images, 

studies by Wei et al. 129 and Liang et al. 130  have studied the variability of radiomics and GAN’s 

impact on the reproducibility of radiomic features. Our study is an expansion of these studies in 

some aspects and is a complement to these investigations in other aspects. For example, we 

encompassed the assessment of the reproducibility of a larger number of radiomic features from 

different categories. Liang et al. 130 measured radiomic features over randomly selected 2.5D 

patches from the whole CT scan. However, we based our measurements and conclusion on the 

segmented nodule region as in the context of cancer diagnosis, reliability of radiomic features of 

the nodule region is much more important than the radiomic feature of patches of non-nodule soft 

tissue. Furthermore, we have evaluated model performance using Concordance Correlation 

Coefficient (CCC), which has been shown to be a very accurate reproducibility metric59 and is a 

very sensitive metric that focuses on the deviation of radiomic features of individual nodules. Our 

study is a complement to the aforementioned studies because, firstly, we have explored the 

potential of a different GAN framework than these studies. Secondly, we took a different approach 

in the training of the GAN model such that rather than training the model on images (patches) of 

various parts of the lung CT scan, we only trained the model on a sub-volume around each nodule 

region; This approach allowed the model to only focus on the volume of interest (i.e., the nodule) 

and its surrounding and reduced model complexity (input size, model depth, etc.). 

 Hence, the insight provided in this study can be compared to findings of other frameworks used 

in other studies and can show whether it is sufficient to train the GAN model only based on the 

nodule and its surrounding.  
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 Since we assessed mitigation of a large number of well-known radiomic features for lung nodules, 

our study takes a step toward building reliable approaches in facilitating future multicenter 

radiomic studies or clinical trials to enable clinical adaptation of radiomic techniques. 

6.1.4 Overview of the Approach in this Chapter 

In the methods section, we will describe how we tested a popular GAN model framework in 

mitigating the variability of radiomic features through the synthesis of CT scans of lung nodules 

across a range of CT image conditions by varying CT dose level, reconstruction kernel, and slice 

thickness.  

In this study, the goal was to perform image standardization and image transformation, so we 

utilized a popular image-to-image translation framework, Pix2Pix, proposed by Isola et al. 132 that 

has been able to generate realistic images for a variety of domains and tasks. This model transforms 

images from a source domain to a target domain. The training process of this model involves 

optimization of a loss function that measures the difference between source domain images and 

target domain images. In addition to testing the Pix2Pix model with its original configuration and 

hyperparameter set, we explored fine-tuning of the model hyperparameters and configuration to 

investigate further improvement of the performance of the GAN model. 

6.2 Materials and Methods 

6.2.1 Theory and Preliminaries 

6.2.1.1 Initial GAN Framework and Theory of Operation: 

The initial GAN framework proposed by Goodfellow et al.100 consists of two neural networks that 

get trained simultaneously: a generative model 𝐺 and a discriminative model 𝐷. In this framework, 

the generator is tasked to capture data distribution (𝑝𝑑𝑎𝑡𝑎) and map input (in form of a noise vector 

𝓏~𝑝𝓏(𝔃)) into the data space. On the other hand, the discriminator is a classifier that estimates the 
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probability of whether a sample (𝑥) is from the real data distribution (𝑝𝑑𝑎𝑡𝑎) or from the generated 

(fake) image by 𝐺~ (𝑝𝑔). There is adversarial process between 𝐺 and 𝐷 in form of a minimax 

game. 𝐺 will be trained to maximize the probability that 𝐷 makes a mistake, and 𝐷 is trained to 

minimize making errors. The competition between 𝐺 and 𝐷 will enable them to improve 

themselves through training iterations. The 𝐷’s output will not only be used for backpropagation 

of its own network for updating weights but is also used for updating the 𝐺’s weights. Hence, 𝐷’s 

output will guide 𝐺 toward generating more realistic samples. Simultaneously 𝐷 attempts to learn 

more meaningful features to better distinguish between real and fake images. This competition 

continues until the two models have reached Nash Equilibrium, in which both models have been 

improved enough, and the fake images are no longer distinguishable from real images, and 

convergence happens. The minimax game between 𝐺 and 𝐷 is formulated as the following: 

 𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷ℒ𝐺𝐴𝑁 =  𝔼𝑥~𝑝𝑑𝑎𝑡𝑎
[log 𝐷(𝑥)] + 𝔼𝓏~𝑝𝓏(𝔃)[log (1 − 𝐷(𝐺(𝓏)))] Eq. 1 

 

𝐷 is trained to maximize the probability assigned to the correct label, meaning that for real images 

(𝑥~𝑝𝑑𝑎𝑡𝑎) it is aimed to maximize log𝐷(𝑥) and for fake images ( 𝐺(𝓏) ) it is aimed to maximize 

log (1 − 𝐷(𝐺(𝓏)). Though 𝐺 gets trained to minimize log (1 − 𝐷(𝐺(𝓏)))5. 

                                                 
5 The theoretical approach may not provide sufficient gradient for generator early in the training, as the discriminator 

may easily identify 𝐺(𝓏) and this can result in saturation of log (1 − 𝐷(𝐺(𝓏)). Therefore, in practice instead of 

minimization of log (1 − 𝐷(𝐺(𝓏)) maximization of log (𝐷(𝐺(𝓏)) is performed. 
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Figure 6-1. GAN model training framework 

Once the training has resulted in convergence, the discriminator will no longer be needed for 

inference, and the trained generator is used to generate new images. 

6.2.1.2 Conditional GAN (cGAN): 

The initial GAN framework described in the previous section is capable of learning the data 

distribution and effectively generate new random plausible images for the given dataset. However, 

its limitation is that there are no controls on the type/class of the generated images;  in other words, 

it is unconditioned. The conditioned version of GAN (cGAN), proposed by Mirza et al. 133, on the 

contrary, is a type of GAN that allows for the targeted generation of images. With cGAN, we can 

target the generation of images that belong to a specific category of interest. If class labels (𝑦) for 

image data are available, we can extend the GAN into cGAN by feeding the extra information 

about class labels into both D and G133 (Figure 6-2). This is achieved by conditioning both 

discriminator and generator models on 𝑦. So, the cost function slightly changes by replacing 

𝐷(𝑥) and 𝐺(𝓏) with 𝐷(𝑥|𝑦) and 𝐺(𝓏|𝑦). 

As an example, in the generation of dog images, if the breed of dogs is known, the information 

about the breed class can be used in training the models so that once the model is trained and ready, 
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it can be used to generate images of a certain breed of interest. In cGAN, the cost function penalizes 

the joint configuration of the output and its minimax game shown in Eq. 2. 

 𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷ℒ𝐺𝐴𝑁 =  𝔼𝑥~𝑝𝑑𝑎𝑡𝑎
[log 𝐷(𝑥|𝑦)] + 𝔼𝓏~𝑝𝓏(𝔃)[log (1 − 𝐷(𝐺(𝓏|𝑦)))] Eq. 2 

 

 

  

 

Figure 6-2. cGAN: generator and discriminator are conditioned on extra information provided by 𝑦.   

6.2.1.3 Image-to-Image Translation with GAN: 

Isola et al. 132 adapted the conditional generation concept of cGAN in a new framework (Pix2Pix) 

to synthesize a new image from an input image and therefore predict pixels from pixels. This 

framework conditions both 𝐷 and 𝐺 on 𝑦 which is an image from a source domain (instead of a 

class label as was described in the previous section). The GAN training is aimed toward translation 

of the input image into an output image that is in a target domain. The translation is achieved 

through the mapping function learned by 𝐺. Therefore, the adversarial loss will be as shown in Eq. 

3. 

 𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷ℒ𝑐𝐺𝐴𝑁 =  𝔼𝑥~𝑝𝑑𝑎𝑡𝑎
[log 𝐷(𝑥, 𝑦)] + 𝔼𝓏~𝑝𝓏(𝔃)[log (1 − 𝐷(𝐺(𝓏, 𝑦), 𝑦))] Eq. 3 
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Pix2Pix performs a paired image-to-image translation meaning that the model is fed with pair of 

images (one from the source domain and one from the target domain), and each pair belongs to 

one subject. Therefore, this translation can be considered as supervised since there is a ground 

truth (target image) for each source image. 

The authors132 combined the adversarial loss (ℒ𝐺𝐴𝑁) with an additional loss function in form of L1 

distance between generator’s output and the ground truth ( target image), so that the  model will 

be trained to both fool 𝐷 and try to generate images that are structurally similar to the ground truth. 

Hence the objective for Pix2Pix is as follows: 

 𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷ℒ𝑐𝐺𝐴𝑁 + 𝜆1ℒ𝐿1  Eq. 4 

Where 𝜆1 is a weighting hyperparameter for L1 loss and 

 ℒL1 =  𝔼x,y,z[‖x − G(𝓏, y)‖1] Eq. 5 

In practice, the authors found that while having an addition of noise (𝓏~𝑝𝓏(𝔃)) in input is necessary 

for the model to avoid the production of deterministic outputs, it is possible to include this noise 

in the form of dropout of neurons both during training and inference (testing) of the generator. 

Dropout in the training of a deep neural network happens by randomly dropping or ignoring 

neurons by temporarily removing them from the network. This adds randomness and results in 

making the training process noisy, and this is why the authors chose to use this technique instead 

of inputting a noise. Another benefit in using the dropout technique is that it helps to avoid 

overfitting in the training of deep neural networks; The dropping out of neurons will result in layers 

looking like a different layer with a different number of nodes. So, it seems like in each iteration; 

a different model architecture is getting trained, and therefore during the whole training procedure, 

an ensemble of different network architectures has been trained. Since ensemble modeling 

approaches are known to reduce overfitting, dropout will help to avoid overfitting too. When a 
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node is dropped out, the remaining nodes have to take on more responsibility and get to be updated 

with a different view from previous layers, and this can lead to a more robust training and a more 

generalizable network134.  

There are two main differences between discriminator and generator in the Pix2Pix model as 

compared to other image-to-image translation GANs. Since the problem of image-to-image 

translation is aiming to find a mapping function between two images that represents the same 

underlying structure but with a different appearance (with different noise or quality), the structures 

are aligned. Furthermore, the input image and the ground truth image share the low-level features. 

Therefore, it will be helpful to pass the low-level information into the network during the 

generation of the image. The generator in Pix2Pix made the preservation of location and context 

possible by the usage of U-Net architecture. In the U-Net architecture, as opposed to other encoder-

decoder architectures, the feature maps learned by the contractive blocks at different depth levels 

will be concatenated with the up-sampling blocks (through skip connections). So, the addition of 

the high-resolution feature vectors from different depth levels during reconstruction (in the up-

sampling path) both helps for the preservation of context and for localization accuracy. 

Since an L1 loss function was used in the objective function, it enforces the correctness of low-

frequency image data. In order to ensure the correctness of high-frequency data, the authors132 

implemented the architecture of the discriminator in the form of a PatchGAN that restricts attention 

to local image patches and only penalizes image patches by classifying each patch as fake or real. 

Therefore, this takes care of attention to high-frequency data. The discriminator output will then 

be an average of outputs on all the patches across the image. The idea of application of patched 

base convolution and averaging for modeling and prediction is similar to the idea of modeling and 

transferring of image texture through quilting of patches by Efros et al.135,136. Hence, it can be 



 

 119 

expected to have this discriminator capable of understanding texture. The size of the patches or 

the effective receptive field size for the discriminator determines the size of the input window that 

was mapped to each unit in an output activation map. With an activation map with a given output 

size, the receptive field from the input is calculated by: 

 receptive field = ((output size − 1) ×  𝑠𝑡𝑟𝑖𝑑𝑒) + 𝑘𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒 Eq. 6 

     

The procedures for training of the GAN is shown in Figure 6-3. 

 

Figure 6-3. The training process for the GAN.  

 

6.2.2 The architecture of The GAN Model Used in this Study 

In this study, we investigated the application of image-to-image translation GAN for the 

transformation of lung nodule CT images with the purpose of improving the reproducibility of 

radiomic features between a reference condition (100% dose, medium kernel, and 1mm thickness) 

and non-reference conditions.  

We studied the transformation of non-reference images acquired at seven different CT conditions. 

As a result, we trained and tested seven models, one for the transformation of each condition 
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(Figure 6-4). In experimenting with different hyperparameter sets and configuration tuning, all the 

seven models were trained and tested with the same architecture. 

 

Figure 6-4. For standardization of each non-reference condition, a separate model was trained 

For each of the seven models, a 3D GAN architecture was implemented, which was inspired by 

the 2D Pix2Pix132. The 3D version of Pix2Pix with few modifications was adapted from a 

framework called Vox2Vox proposed by Cirillo et al. 137. The generator was built with a U-Net 

and Resnet138, and the discriminator was built with a PatchGAN132 (see Figure 6-5 and Figure 6-6).  

The input is consisted of two 3D images (source image and target image), each with 1 channel. 

Source domain consists of images acquired and reconstructed at a non-reference. The target 

domain consists of images acquired and reconstructed at the reference condition. The GAN is then 

trained to transform the source domain images into the target domain. Since the GAN model 

performs paired image-to-image translation, the model is fed with pairs of images, and each pair 

consists of reference and non-reference images of the same nodule. 

The input images only encapsulate the nodule and its surrounding (i.e., the input does not cover 

the whole lung). The two images are concatenated at the channel level before feeding to the 

models.  
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6.2.2.1 The Generator’s Architecture 

The generator, similar to the U-Net, has a contracting path and an expanding path. For symmetry, 

there is equal number of contracting and expanding blocks. The contracting path consists of down-

sampling blocks with 3D convolutional layers where the number of feature maps doubles at each 

depth to learn more complex information effectively. A dropout probability of 0.2 was considered 

for these blocks. As shown in Figure 6-5, each down-sampling block included the same padding, 

instance normalization, and activation function (Leaky RELU). The bottleneck is a layer between 

the contraction path and expansion path. A bottleneck consisted of 4 residual blocks, and the input 

of each block is the concatenation between the previous block’s input and output (black arrows in 

Figure 6-5). Each residual block was made from 3D convolutional layers with kernel size 4, stride 

1, same padding, instance normalization, and activation function of Leaky RELU. The size of 

inputs and outputs remains constant. The expansion path consists of up-sampling blocks of 3D 

transposed convolutional (deconvolutional) layers where each feature map gets in half after each 

block to maintain symmetry with contracting blocks. The up-sampling blocks were implemented 

with kernel size 4, stride 2, instance normalization, and Leaky RELU (slope of 0.2) activation 

function.  

 Each decoding block was concatenated with the encoding block of the same depth. The last layer 

of the decoder consisted of 3D transpose convolution with kernel size 4 and stride 2 followed by 

a hyperbolic tangent activation function. Although Figure 6-5 shows a U-Net with 2 layers, we 

tested with different numbers of layers as well. But we chose the simpler model with 2 layer as 

shown in Figure 6-5 (More information about configuration tuning will be provided in section 

6.2.5). The output of the generator is in the shape of input image size. 
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The basis of the generator’s loss function according to Eq. 4 is the sum of L1 loss (using mean 

absolute error between generated image and the target image), and adversarial loss which is in the 

form of sigmoid cross-entropy applied to the output of the discriminator on generated images 

𝐷(𝐺(𝓏)) and a matrix of ones with the shape of discriminator’s output. In the following 

subsections, we will describe our experiment in testing the addition of another loss function 

(perceptual loss) to the objective function of the generator. 

 

Figure 6-5. The final architecture used for the generator model (adapted from Cirillo et al.137) 

6.2.2.2 The Discriminator’s Architecture 

Each discriminator was configured with 3D blocks of convolution-Instance Normalization-Leaky 

RELU activation (with slope 0.2). Convolutional layers had kernel size of 4 and stride of 2 except 

for the last layer that had stride 1. The number of feature maps doubled after each block. The last 

layer has a sigmoid activation. 

In configuration tuning, we trained and validated different number of discriminator layers (from 1 

to 3) by using the validation set, but the discriminator model with 1 convolutional layer (Figure 

6-6) was selected as the final choice since it resulted in better training convergence and better 
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harmonization performance in the validation set. More information about configuration tuning will 

be provided in section 6.2.5. 

Each unit in the output classifies a portion of the input image with the size that is calculated by Eq. 

6. Therefore, each voxel in the output layer maps to a 7x7x7 receptive field in the input layer. 

Since the discriminator is a binary classification model, it predicts the probability of belonging to 

a real or fake class and is in the range of [0, 1]. The loss function for the discriminator is binary 

cross-entropy loss for classification. Since the discriminator receives two inputs, it classifies two 

pair of images, real pair (source image, target image) and fake pair (source image, fake image). 

Therefore discriminator’s loss is the sum of real loss (loss on real images) and fake loss (loss on 

fake images). The loss is calculated by comparing images with a matrix of target values (with the 

same shape as output). The target value is 0 for fake images and is 1 for real images.  

 

Figure 6-6. The final architecture used for the discriminator model. (adapted from Cirillo et al.137). The discriminator receives 

pair of images. Gan image and reference image (target) are concatenated with the source image. 

 

6.2.3 Data: 

Cohort 3 described in Chapter 3 was used for this study. Images of 385 cases were available, and 

for each case, only one nodule (the largest if there was more than one for a given patient) was 

enrolled in the study. The image data was divided into a training and an independent testing set 

that included 70% (269 cases) and 30% (116 cases) and is referred to as cohort 4 and cohort 5, 

respectively, of the data for training and evaluating of the GAN model. 25% of the training cases 
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were randomly assigned to a validation set for hyperparameter tuning and monitoring the model 

performance. The condition (100%, k2, st1) was considered as the reference condition as it is the 

most similar to the lung cancer screening protocol used in our institution. 

Table 6-1. Description of CT conditions included in the study. (Values in bold show the reference condition). This table shows 

the variation in reconstruction kernel (2 conditions), dose level (3 conditions) and slice thickness (2 conditions) 

% of Screening Dose  wFBP Reconstruction Kernel Slice Thickness Condition 

Identifier 

100%  Medium 1mm 100%, k2, st1 

100%  Smooth 1mm 100%, k1, st1 

100%  Sharp 1mm 100%, k3, st1 

50%  Medium 1mm 50%, k2, st1 

25%  Medium 1mm 25%, k2, st1 

10%  Medium 1mm 10%, k2, st1 

100%  Medium 0.6mm 100%, k2, st0.6 

100%  Medium 2mm 100%, k2, st2 

 

6.2.3.1 Preprocessing 

Initially, from each CT scan, a sub-volume of size 64x64x64 voxels that were centered at the 

nodule region was depicted such that it captures the complete segmented nodule region. The goal 

was to only train the GAN model on a 3D patch that contains the nodule rather than training on 

the whole lung. 

 Afterward, Chest CT images underwent resampling to a pixel size of (0.7, 0.7) in the axial plane 

and pixel depth equal to the slice thickness in the z-direction. Images were normalized so that HU 

values lie in the range of (-1, 1). These normalizations are required to ensure consistency in data 

distribution. Pixel value normalization ensures that for all input images, the learned weights and 

biases are in a similar range that is also small and not large. If pixel values are large or largely 

deviate, weights will deviate largely, and gradients will not act uniformly and may get out of 

control. Pixel size normalization ensures that each pixel relates to a fixed size (0.7mm) of an image 

in each direction. If pixel sizes differ for images of a subject across different conditions, the amount 
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of intensity averaged in each pixel differs, and this can cause another inconsistency in addition to 

CT condition variation. 

6.2.3.2 Augmentation 

In order to improve the ability of the GAN model so that it generalizes well to diverse range of 

images that have different orientations and nodule appearances, each image in the training set were 

also rotated at 90, 180, and 270 degrees. This resulted in a total of 1076 samples in the training 

set. Furthermore, in order to avoid the model using the same images in each epoch, images were 

randomly flipped along the x or y-axis online and during the training of GAN models. 

6.2.3.3 Radiomic Feature calculation 

Out of 116 cases (cohort 5), 55 cases from the held-out test set had nodule segmentation by an in-

house Computer-Aided Detection (CAD)43 software. These cases are referred to as cohort 6. 

Before the application of GAN, three CAD segmentation masks were available for each subject 

and for each of the three different slice thickness reconstructions. Therefore, at each slice 

thickness, the corresponding mask was used to calculate the radiomic features (referred to as 

unharmonized radiomic features). Figure 6-7(a) illustrates how the masks were used for radiomic 

feature calculation at non-reference conditions before GAN application. Figure 6-7(b) 

demonstrates the radiomic feature calculation of the reference condition. 

The aim of the GAN application was to transform non-reference images such that they match with 

the reference condition with 1mm thickness. The GAN transformation of non-reference images (at 

0.6mm and 2mm) resulted in images that appeared more like the 1mm thickness images. Therefore, 

after GAN application, the mask segmented at 1mm condition was used for radiomic feature 

calculation. Figure 6-7(c) demonstrates the overlay of 1mm segmentation masks on GAN-

generated images.  
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Radiomic features were extracted from ROIs defined by these segmentation masks using 

Pyradiomics Software57. 93 radiomic features were extracted, including features from different 

radiomic feature groups of density histogram-based (first-order), Gray Level Run Length Matrix 

(GLRLM), Gray Level Dependence Matrix (GLDM), Gray Level Size Zone Matrix (GLSZM), 

Gray Level Co-Occurrence Matrix (GLCM), Neighboring Gray Tone Difference Matrix 

(NGTDM). For all features, images were discretized by 16 bins. For GLCM, a step distance of 1 

was used, and matrices were merged slice by slice. Other settings that were used were those set as 

default in Pyradiomics. The name of all the 93 features are available in Table B-2 of Appendix B. 
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Figure 6-7. Illustration of calculation of radiomic features for (a) unharmonized non-reference conditions, (b) reference condition, 
and (c) harmonized non-reference condition. (a) at each non-reference condition, a unique mask is used for images at different 

slice thickness. (c) after GAN application the mask segmented at the reference condition (1mm) is used for feature calculation. 
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6.2.4 Evaluation 

Currently, in the general computer vision field, there are a couple of metrics and scoring algorithms 

proposed by researchers used for the evaluation of GAN’s performance. Yet, the question of which 

metric is the best is left as an open question, and there is no general-purpose metric that can be 

used to judge GAN’s performance as opposed to other prediction tasks like classification. Hence, 

it will be best if the judgment relies on task-specific evaluations. Among general-purpose metrics, 

Structural Similarity Index (SSIM)139  and Peak Signal to Noise Ratio (PSNR) have been used 

widely in the literature for reporting and comparison of different GAN models. SSIM is a metric 

for quality assessment between two images based on the degradation of structural information and 

measures similarity in terms of structure, contrast, and luminance. SSIM measures image quality 

in accordance with the human visual perception of structure in an image. PSNR is a measure of 

quality generally used for evaluating the reconstruction of a signal. In a comparison of two images, 

it is calculated by the distance of the two images (mean squared error) scaled by the maximum 

fluctuation of image data and measures the peak error.  

While we measured quality metrics of average SSIM and PSNR for transformed images of the 

sub-volumes for each non-reference condition, we performed task-specific evaluations, and we 

based our judgment and conclusions on task-specific evaluation metrics. 

The purpose of the study was to test the potential of GAN in the mitigation of variability caused 

by CT acquisition shift in images in a way that results in the harmonization of radiomic features. 

Once the hyperparameters were tuned, and an optimal model configuration was identified, we used 

the generator trained with optimal configuration to transform non-reference images. The data that 

was used to test the GAN approach included CT images with different conditions (a reference 

condition and seven non-reference conditions) for all subjects (55 cases) in the held-out test set. 
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We first performed reproducibility analysis between radiomic features of non-reference conditions 

(𝑅𝐹𝑗 𝑓𝑜𝑟 𝑗 = 1, … ,7 non-reference conditions) and radiomic features of the reference condition 

(𝑅𝐹𝑗_𝑟𝑒𝑓) for the 55 cases. We then applied GAN on non-reference conditions and calculated 

radiomic features (𝑅𝐹𝑗_𝐺𝐴𝑁) from the transformed non-reference conditions and made comparisons 

to the reference radiomic features. 

𝑅𝐹𝑟𝑒𝑓 served as the figure of merit and was compared to 𝑅𝐹𝑗  and 𝑅𝐹𝑗_𝐺𝐴𝑁. To measure the 

agreements to 𝑅𝐹𝑟𝑒𝑓 and understand the reproducibility of 𝑅𝐹𝑗 and 𝑅𝐹𝑗_𝐺𝐴𝑁, Concordance 

Correlation Coefficient (CCC)59 was calculated to quantify the agreement. CCC measures the 

deviation from the 45° identity line between paired data. Initially, and before GAN transformation, 

for each non-reference condition and for each feature (𝑖), 𝐶𝐶𝐶𝑖𝑗1 was calculated between each non-

reference and reference radiomic feature. After the GAN application, 𝐶𝐶𝐶𝑖𝑗2 was calculated 

between the reference radiomic features and the radiomic features from the transformed images.  

We hypothesized that when GAN transformation is applied on CT images of the subjects at a non-

reference condition, agreement of radiomic features improves (i.e., 𝐶𝐶𝐶𝑖𝑗2 > 𝐶𝐶𝐶𝑖𝑗1). We 

assessed this hypothesis through the utilization of a mixed-effects linear model that models 

differences between 𝐶𝐶𝐶 values (𝐶𝐶𝐶𝑖𝑗2 − 𝐶𝐶𝐶𝑖𝑗1) as a function of the harmonization effect of 

each 7 non-reference condition 𝑗 (𝑗 = 1, 2, …,7). The model was described as: 

 𝑌𝑖𝑗 = 𝜇 + 𝓊𝑖  +  𝛽𝑗 +  𝑒𝑖𝑗 Eq. 7 

Since we are interested in the improvement of 𝐶𝐶𝐶𝑖𝑗2 compared to 𝐶𝐶𝐶𝑖𝑗1, 𝑌𝑖𝑗 is determined as 

 𝐶𝐶𝐶𝑖𝑗2 − 𝐶𝐶𝐶𝑖𝑗1 for condition 𝑗, feature 𝑖 (𝑖 = 1, 2, … , 𝑝). 𝜇 is the average of differences in 𝐶𝐶𝐶 

values. 𝛽 is the fixed effect from harmonization of the 𝑗𝑡ℎ non-reference condition on 𝑌𝑖𝑗, and 𝓊𝑖 

is a simple, scalar random effect for features and is added to the intercept to adjust for repeated 

measurements. 
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. 𝓊𝑖codes which observation belongs to which feature. The random effect for the 𝑖𝑡ℎ the feature is 

the deviations in the intercept of that feature from the population values and follows Ν(0, 𝜎𝑖
2). So 

it takes into account the potential between feature variabilities. There will be a total of 𝑝 random 

effects, one for each feature. 𝑒𝑖𝑗 is the error that is assumed to follow a normal distribution with 

mean zero and variance 𝜎2. 

Since we are interested in seeing a positive effect on 𝐶𝐶𝐶 values such that 𝐶𝐶𝐶𝑖𝑗2 − 𝐶𝐶𝐶𝑖𝑗1>0, 

one-sided test with the null hypothesis (𝐻0) and alternative hypothesis (𝐻𝑎) for the coefficients of 

the fixed effects was determined as shown in the following at the confidence level of 95%: 

 𝐻0: 𝛽𝑗 ≤ 0,                  𝐻𝑎: 𝛽𝑗 > 0 

For each non-reference condition j 

Eq. 8 

A confidence interval (CI) was also calculated for the one-sided test as [�̅� − 𝑡𝛼
𝑠

√𝑛⁄  ,1]. 

As expected, a large number of radiomic features were correlated. Therefore, features were filtered 

to acquire a group of uncorrelated features with 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝑟) < 0.7. 

In comparing paired measurements, 𝐶𝐶𝐶 ≥ 0.9 indicates strong agreement60, 𝐶𝐶𝐶 in the range of 

(0.8, 0.9) is indicative of good or moderate agreement, and 𝐶𝐶𝐶 < 0.8 is indicative of poor 

agreement. Therefore, we also examined whether after GAN application, the agreement of 

radiomic features has increased enough to meet these criteria an (𝐶𝐶𝐶2 ≥ 0.9). Furthermore, 

average differences in 𝐶𝐶𝐶 values before and after GAN application was calculated using Eq. 9. 

 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝐶𝐶 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  
1

𝑀
∑ (

𝐶𝐶𝐶2 − 𝐶𝐶𝐶1

𝐶𝐶𝐶1

× 100)

𝑀

𝑖=1

                 

𝑓𝑜𝑟 𝑀 = 93 𝑟𝑎𝑑𝑖𝑜𝑚𝑖𝑐 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

Eq. 9 
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6.2.5 Model Training and Tuning Configurations: 

Following the standard approach for training of GANs100, the generator and discriminator were 

trained alternately for up to 1000 epochs. A batch size of 4 and Adam solver140 momentum 

parameters of 𝛽1 = 0.5, 𝛽2 = 0.999 were used. The network was trained from scratch and weights 

were initialized with a normal distribution of mean 0 and standard deviation of 0.05. 

The GAN model was implemented by using the TensorFlow interface141 by using the Keras API. 

To control memory consumption, instead of feeding all the training images at once, batches of 

images were fed to the model in real-time. At the end of each epoch, training images were 

randomly shuffled to change the order of images being fed to the model. 

We performed hyperparameter and configuration tuning to obtain the model that best fits our data. 

In tuning the GAN model, we trained modified GAN models (with different hyperparameter sets 

and configurations) on each non-reference condition. Then the performance on the validation data 

was monitored by assessing the learning curves (loss function over time) and improvement of 𝐶𝐶𝐶 

values for the radiomic features in the validation set. For each condition, the GAN model that had 

the best performance in terms of learning curve convergence and 𝐶𝐶𝐶 improvement was chosen 

as the final model for that condition. For example, in assessing 𝐶𝐶𝐶 improvement, we examined 

the number of features with 𝐶𝐶𝐶2 ≥ 0.9 or 𝐶𝐶𝐶2 ≥  𝐶𝐶𝐶1. In the following sub-sections, we will 

briefly describe the configuration tuning. 

6.2.5.1 Selecting Input Size 

In training and testing the GAN model, we only used a sub-volume of chest CT scan that includes 

the nodule region and its surrounding area. As was previously mentioned, the purpose of the study 

is improving the agreement of quantitative imaging features between a reference and non-reference 

image. Therefore, focusing the model’s attention only on the nodule region of interest avoids from 
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confusing the model by exposing it to images from other sections of the lung with different 

complexity (in terms of shape, intensity, or contrast). Additionally, the usage of smaller-sized data 

(e.g., the nodule ROI) rather than the large CT slices (512x512) allows for less technical 

complexity and efficiency in training with respect to memory and computation capacity.  

 We initially trained a model with an input size of 64x64x64, but the model performed poorly 

where the training and validation loss for the generator was diverging. However, a smaller input 

size (32x32x32) resulted in better convergence of GAN during training and validation. 

6.2.5.2 Variation of Discriminator and Generator Depth 

Increasing or decreasing the number of convolutional layers (or the depth of the network) is 

correlated with the complexity of the model. Therefore, we trained the models with different depth 

layers and tested the models on the validation set to find the optimal architecture. For the 

discriminators we tested 1 to 3 down-sampling blocks (with receptive field sizes of 7 and 22). For 

the generator we tested two different generators with either 1 or 4 down-sampling and up-sampling 

convolutional blocks. Our preliminary results showed that using 2 down-sampling and up-

sampling convolutional blocks for the generator and 1 down-sampling blocks for the discriminator 

resulted in less overfitting and better convergence when training and validation losses were 

compared. Therefore, we selected these as the final choice for discriminator and the generator (also 

shown in Figure 6-5 and Figure 6-6). 

6.2.5.3 Further Configuration Tuning 

The training of the GAN model can be difficult as it can often be hard to balance the competition 

between the discriminator and the generator in their minimax game. In the training procedure of 

the GAN, maintaining the balance between performance and capacity of discriminator and 

generator is very important. If one model achieves high performance while the other is poorly 
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performing, the GAN convergence will not be achieved, or gradients will vanish. If the 

discriminator becomes so powerful that it won’t get fooled by any of the generated images in the 

training iterations, it will not provide good feedback for the generator, and the generator’s loss 

keeps increasing while the discriminator’s loss goes to zero. If the discriminator’s loss becomes 

zero, it will not provide any gradient for the generator, and the vanishing gradient is one of the 

main difficulties in training GAN models. 

A variety of regularization techniques, hyperparameter selections, architecture modifications, etc., 

have been proposed in the literature for non-medical applications142,143 These techniques have been 

derived theoretically or through practical experiences. We utilized a selection of these techniques 

to understand if they can improve the GAN model training and the model performance in 

improving the reproducibility of radiomic features of transformed images in the validation set.  

We trained different variants of a GAN model; in each variant, we applied a combination of these 

techniques (Though we did not perform an exhaustive search in the space of hyperparameters and 

configurations). The model convergence and the agreement analysis of radiomic features of the 

validation set were the basis for judging the efficacy of the configuration tuning.  

For example 𝜆1, the weighting hyperparameter for L1 loss, was set to 100 in the original Pix2Pix. 

However, we also tuned this hyperparameter (for values of 1,10,50,100) and found 𝜆1 = 100 as 

the optimal choice for our dataset. 

As another example, tuning the learning rate is an important part of any deep learning model 

training. In addition to this, in the context of GANs, this can be used as a trick for handling the 

balance between the discriminator and the generator. Learning rates can be the same for the two 

models, or it can be inequal. Heusel et al.144 proposed this trick named as Two Time-Scale Update 

Ratio (TTUR) and showed that it improved learning and ensured convergence for a variety of 
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GAN architectures. The rationale for having a higher rate for the generator is to ensure the 

generator keeps up with the discriminator. The rationale for having a higher rate for the 

discriminator is to provide a larger and more efficient weight update both for itself and for the 

generator. The initial version of our GAN model used the same learning rate of 2e-4 for both 

discriminator and generator. We also explored the use of different learning rates for discriminator 

and generator. Comparisons were made between models with the exact same architecture and 

hyperparameter that either used the same learning rate for both discriminator and generator or used 

different rates (twice or half the rate in the ranges of 1e-5 to 1e-3). The model with a discriminator 

learning rate of 2e-4 and generator learning rate of 1e-4 was selected as the final choice for the 

GAN models. 

Since in GAN training, the generator’s job, especially at the beginning of the training, is much 

more difficult compared to the discriminator’s job. The discriminator’s loss can easily be minimal 

at the beginning. Hence, it can be beneficial to help the generator to pick up its speed in competing 

with the discriminator by freezing the discriminator from being trained at the beginning of training 

for a few epochs. We trained and validated variants of a GAN model by freezing the 

discriminator’s training for 0 to 50 epochs and made comparisons based on its impact on model 

convergence and the discriminator’s loss function. For all conditions, the model benefited from 

the freezing of the discriminator for the first 20 epochs. 

Recently, a set of different loss functions have been introduced in the training of GANs that allow 

the model optimization to capture both high-level and low-level information in an image 

transformation task. Johnson et al.145 proposed the application of a perceptual loss that, unlike per-

pixel loss functions (e.g., L1 loss), is based on loss of high-level features. Since in our problem we 

care about image content and specifically the high-level imaging features within the nodule image, 
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we explored whether it can be useful to use a loss function that penalizes model optimization based 

on the preservation of this information. In the literature146,147, features extracted from a pre-trained 

convolutional neural network (trained for classification task) as well as the activation maps of the 

pre-trained network have been used as a basis for measuring loss for the generated image. Ouyang 

et al.128, in generating standard-dose amyloid PET images using their GAN model, also proposed 

a similar loss function but instead of using pre-trained VGG148 used a pre-trained amyloid status 

classifier to extract features related to the pathology. While the idea is taken from literature, we 

defined our own perceptual loss to test whether the inclusion of such a loss function can help the 

GAN model in the generation of images with similar high-level features. Since the purpose of 

training this GAN is a harmonization of radiomic features of nodule tissue, we decided to penalize 

the model on the deviations between the radiomic features extracted from the target image (𝑥) and 

the generated image 𝐺(𝑦).  

A set of 15 radiomic features (Table B-3 in Appendix B) were calculated from the whole 3D image 

(of size 32x32x32). Features were scaled to fit in the range of (-1,1). Mean squared error was 

measured between the radiomic feature vectors (𝑙𝑥 𝑎𝑛𝑑 𝑙𝐺(𝑦)) and the loss multiplied by a 

hyperparameter 𝜆2 was added to the total generator loss (see Eq. 10 and Eq. 11 and Figure 6-8). 

From each different group of radiomic features, a few features were selected by choosing from the 

features that were initially not reproducible before GAN application (CCC<0.9 when compared to 

the reference).  Also, in the selection of these features, we tried to select features with a variety of 

definitions such that each feature represents different characteristics of the image. 

 
ℒ𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 = 𝔼𝑥,𝑦‖𝑙𝑥 − 𝑙𝐺(𝑦)‖

2

2
 

Eq. 10 

 ℒ𝑇𝑜𝑡𝑎𝑙 = 𝜆1ℒ𝐿1 + 𝜆2ℒ𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 + 𝑚𝑖𝑛𝐷𝑚𝑎𝑥𝐺ℒ𝐴𝑑𝑣𝑒𝑟𝑠𝑎𝑟𝑖𝑎𝑙 Eq. 11 
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Figure 6-8. G training with an additional cost function for perceptual loss as described in Eq. 10 and Eq. 11 

 

 

To identify whether the addition of this perceptual loss is beneficial for GAN image generation for 

each condition, we compared models with the same settings but either with or without the 

perceptual loss. The hyperparameter 𝜆2 was also tuned (in the range of [0.1,1,2,2.5,5,10,20]) by 

making comparisons between training and validation learning curves and 𝐶𝐶𝐶 value improvement. 

For all non-reference conditions, the addition of the perceptual loss either resulted in 

improvements of 𝐶𝐶𝐶. However, the impact was the most substantial for harmonization of the 

conditions with 10% and 25% dose level with 𝜆2 = 2.5. While for other conditions, the addition 

of perceptual loss did result in some improvements, since the current format of this loss function 

was not implemented with computationally efficient manner, we preferred to not select this loss 

function for conditions other than the ones with 10% and 25% dose level. 

The last configuration tuning that was explored involved handling the overconfidence of the 

discriminator. In GANs, overconfidence happens when the discriminator becomes powerful in 

distinguishing real images where it only relies on a few features for classification. The generator 

in turn will also only focus on faking those features in its image generation. One approach is to 
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increase the complexity of the discriminator’s prediction task by adding a small amount of 

gaussian noise (~𝒩(0, 𝜎2), 𝜎 = 0.05) to the discriminator inputs. 

While the implementation of this technique resulted in improvements in the reproducibility of 

radiomic features in the validation set for some conditions, its impact was not significant. This can 

suggest that the training did not suffer from the overconfidence of the discriminator.  Therefore, 

we did not include this technique in the finalized GAN models. 

The final configuration setting and hyperparameter values are chosen for the GAN model based 

on the tunings on the validation set are shown in Table 6-2. The models for harmonization of the 

conditions with dose levels of 10% and 25% were trained with setting 1, and the other models for 

the five other non-reference conditions were trained with setting 2. In Appendix B, Figure B-1  

shows the learning curves for the finalized model for one of the non-reference conditions. Models 

with setting 1 took between 2 to 8 hours for training based on the determined GPU usage (from 

100% to 30%). Models with setting 2, which included perceptual loss function, took from 12 hours 

to 36 hours of training according to the GPU usage. 

 

Table 6-2. Details of the GAN models settings  

Setting Model Details 

1 𝜆𝐿1 = 100, 𝜆2 = 2.5, 𝑙𝑟𝐷 = 2𝑒 − 4, 𝑙𝑟𝐺 = 1𝑒 − 4  

D frozen for 20 epochs in the beginning of the training 

2 𝜆𝐿1 = 100, 𝜆2 = 0, 𝑙𝑟𝐷 = 2𝑒 − 4, 𝑙𝑟𝐺 = 1𝑒 − 4 

D frozen for 20 epochs in the beginning of the training 
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6.3 Results 

6.3.1 Example of Images Generated by GAN 

Figure 6-10 and Figure 6-9 provide examples of images for a nodule at the reference condition and 

the non-reference conditions before and after GAN application. The nodule shape in GAN 

transformation of conditions with varying kernel or dose (Figure 6-10 and Figure 6-9(a)) appears 

similar to the nodule shape before GAN application. Figure 6-11 shows consecutive slices of a 

nodule at the condition with 2mm before and after GAN and compares it with the nodule at the 

reference condition. In the non-reference image (2mm), the nodule appears in a fewer number of 

slices than the reference condition (1mm) due to volume averaging. However, after GAN, the 

transformed non-reference image appears in the same number of slices as the reference. It appears 

that the GAN transformed the non-reference image into an image that appears more similar to the 

reference condition than the unharmonized non-reference condition.  
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Figure 6-9. Example images of a nodule at reference and non-reference conditions both before and after GAN. Dose is the 

varying CT parameter 
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Figure 6-10. Example images of a nodule at reference and non-reference conditions both before and after GAN. (a) kernel is the 

varying CT parameter, (b) slice thickness is the varying parameter 

 

(a) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) 
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Figure 6-11. Images of a nodule at consecutive slice thicknesses.  (a) The non-reference condition with 2mm thickness, (b) the 

GAN transformation of the non-reference condition with 2mm, (c) the reference condition with 1mm. 
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6.3.2 Agreement Analysis Before and After GAN Application in the Held-Out Test Set for 

all radiomic features 

Table 6-3 summarizes the impact of the image-to-image translation by the finalized GAN models 

on 93 radiomic features that were not shape or size descriptors. These radiomic features were 

calculated over nodule VOIs of GAN-generated images for 55 cases in the held-out test set. This 

table shows the number of non-reference radiomic features that have improved agreement with 

reference (𝐶𝐶𝐶2 > 𝐶𝐶𝐶1) and the average difference of 𝐶𝐶𝐶 values calculated by Eq. 9, as well as 

the number of radiomic features that meet the cut-off value of 0.9 before or after GAN 

harmonization.  

According to Table 6-3, after GAN application on several non-reference conditions, a large 

number of features had an increase in their agreements to reference (𝐶𝐶𝐶2 > 𝐶𝐶𝐶1). Additionally, 

for three of the conditions (with k1, k3, or 10% dose level), the number of features with 𝐶𝐶𝐶2≥0.9 

was more than twice of the number of features with 𝐶𝐶𝐶1≥0.9.  The GAN application on images 

with different slice thickness than reference resulted in a slight improvement of average 𝐶𝐶𝐶 

values for the condition at 0.6mm, and a considerable improvement of average 𝐶𝐶𝐶 values at the 

condition with 2mm thickness. After GAN application, the condition with 2mm thickness had 12 

more radiomic features with 𝐶𝐶𝐶2≥0.9. 

At 50% dose level, since the majority of radiomic features were already reproducible before 

harmonization (𝐶𝐶𝐶1≥0.9), the GAN application did not result in improvements. At 25% dose 

level agreements to reference and the number of features with 𝐶𝐶𝐶2 ≥0.9 improved moderately. 
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Table 6-3. The percentage difference between CCC before and after application of ComBat harmonization for 93 radiomic 

features, the number of features for the specified ranges of CCC values, and the increased number of features with CCC≥0.9 

Varying 

CT 

parameter 

Non-reference 

Condition 

Average 𝐶𝐶𝐶 

difference 

 

𝐶𝐶𝐶2 > 𝐶𝐶𝐶1 𝐶𝐶𝐶1≥0.9  𝐶𝐶𝐶2 ≥0.9  𝐶2 − 𝐶1(%)a 

Kernel 100%, k1, st1 10.6% 85 51 82 31 (60%) 

100%, k3, st1 8.2% 83 50 79 29 (58%) 

Dose 50%, k2, st1 -0.1% 31 75 74 -1(-0.01%) 

25%, k2, st1 3.8% 68 40 53 13(32%) 

10%, k2, st1 19.3% 85 20 55 35 (175%) 

Slice 

Thickness 

100%, k2, st0.6 5.9% 43 20 15 -5 (-25%) 

100%, k2, st2 60% 64 1 13 12(1200%) 

a 𝐶1 is the count of features with 𝐶𝐶𝐶1≥0.9 and 𝐶2 is the count of features with 𝐶𝐶𝐶2≥0.9. The numbers in the 

parenthesis show a percent increase in the number of radiomic features 

 

 

Figure B-4, Figure B-5, and Figure B-6 in Appendix B visualize the summarized information of 

Table 6-3 by showing the 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for each of 93 radiomic features. The 

improvements of CCC values after GAN application can be visualized by the shift toward higher 

numbers in the vertical axis. 

6.3.3 Results from Hypothesis Testing on 15 Uncorrelated Features 

Before testing the hypothesis in Eq. 8, a group of 15 uncorrelated features (names are given in 

Appendix B Table B-1) was initially selected. Figure 6-12 to Figure 6-14 visualize both 𝐶𝐶𝐶1 and 

𝐶𝐶𝐶2 values for each of these uncorrelated radiomic features at each non-reference condition. The 

name of the radiomic features corresponding to the index number on the horizontal axis can be 
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found in Appendix B (Table B-1). For conditions that we see a shift of data points to higher values 

of 𝐶𝐶𝐶 (vertical axis), harmonization had positive influence on the feature’s reproducibility (i.e., 

𝐶𝐶𝐶2 > 𝐶𝐶𝐶1). These figures demonstrate two 𝐶𝐶𝐶 cut-off values. 0.8≤ 𝐶𝐶𝐶 < 0.9 indicates 

moderate/good agreement and 𝐶𝐶𝐶 ≥ 0.9 indicates strong agreement.  

As was mentioned earlier, the model in Eq. 7 was built by 𝑝 = 15 radiomic features to test 

significance of the impact of harmonization of conditions with different CT parameters on 

differences between 𝐶𝐶𝐶1and 𝐶𝐶𝐶2. Table 6-4 summarizes the results from the mixed-effect 

model that tested whether 𝐶𝐶𝐶2 values are significantly higher than 𝐶𝐶𝐶1 as a result of 

harmonization of each non-reference.  

The harmonization of the conditions with different kernels (k1 and k3), the condition with 10 % 

dose, and the condition with 2mm slice thickness have 𝑝-value<0.05. This indicates that the GAN 

harmonization of these conditions resulted in significant improvement of 𝐶𝐶𝐶2 compared to 𝐶𝐶𝐶1. 

The estimated fixed effect for the harmonization of these three conditions (Table 6-4) is larger than 

that of the non-significant conditions, and the corresponding one-sided CI for these three 

conditions lies above zero. Furthermore, for these three conditions, Figure 6-12 (c), Figure 6-13, 

and Figure 6-14(b) demonstrate the increase of agreements from the 𝐶𝐶𝐶1 to 𝐶𝐶𝐶2 for the radiomic 

features included in the mixed-effect model. 

As seen in Figure 6-12(a) and (b), for 50% dose level, GAN application did not result in large 

substantial improvement of 𝐶𝐶𝐶 values for the set of 15 radiomic features. Also, as demonstrated 

in Figure 6-12(b), for 25% dose level, the GAN harmonization either kept the reproducibility of 

the radiomic features similar to before or slightly improved it, so the impact was not significant. 

Simultaneously, both in Figure 6-14 and Table 6-4  we do not observe significant mitigation of the 

radiomic features at the condition with 0.6mm slice thickness variability. 
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Figure 6-15 shows the range of 𝐶𝐶𝐶2 − 𝐶𝐶𝐶1 values for the 15 radiomic features via boxplots. 

The boxplots of the conditions that received significant improvement have more positive mean 

values and distribution. 

The estimated intercept in the mixed-effect model was -1.03e-16 ± 0.03 with CI: [ -0.05, 1]. The 

between-subject variability was low as the random effect had an estimated standard deviation of 

0.04, and the confidence intervals for the random effects lay around zero (Figure B-2 in Appendix 

B). These provide certainty in the results from the model. 

In the Quantile-quantile plot (Figure B-3 in Appendix B), the residuals had slight deviations from 

the theoretical normal quantiles. The assumption of equal variances was also verified with 

Levene’s test as there was no significant difference in the spread of residuals among features (p-

value >0.05).  

Table 6-4. Estimated fixed effects of harmonization of CT parameters on improvement of 𝐶𝐶𝐶 

Harmonized non-

reference Condition 

Estimated 

Fixed Effect 

95% One-sided 

CI 

𝒑-value  

100%, k1, st1 0.09 ± 0.04 [0.02 , 1] 0.02* 

100%, k3, st1 0.07 ± 0.04 [0.0008 , 1] 0.04* 

50%, k2, st1 -0.002 ± 0.04 [-0.07 , 1] 0.52 

25%, k2, st1 0.006 ± 0.04 [-0.06 , 1] 0.43 

10%, k2, st1 0.09 ± 0.04 [0.02, 1] 0.01* 

100%, k2, st0.6 -0.03 ± 0.04 [-0.1, 1] 0.7 

100%, k2, st2 0.13 ± 0.04 [0.05 , 1] 0.002* 
          *Significant p-values with 95% confidence 

  

The above findings from the 15 uncorrelated features (Table 6-4) are also in accordance with the 

visualizations of 𝐶𝐶𝐶 values for all 93 radiomic features shown in Figure B-4, Figure B-5, and 

Figure B-6 in Appendix B  and the summary shown in Table 6-3; those conditions that received 

significant positive influence by GAN application (Table 6-4) had a larger number of radiomic 

features with 𝐶𝐶𝐶2 ≥ 0.9 and larger average 𝐶𝐶𝐶 difference (Table 6-3). 
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Figure 6-12. 𝐶𝐶𝐶1 for 15 uncorrelated features and the corresponding 𝐶𝐶𝐶2 values for non-reference conditions with different 

dose level than reference. Harmonization of (a) 50% dose, (b) 25% dose, (c) 10% dose. The red dashed lines show the CCC cut-

off values for moderate and strong agreements. 
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Figure 6-13. 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different kernel than reference. Harmonization of (a) smooth kernel, (b) 

sharp kernel for 15 uncorrelated features. The red dashed lines show the CCC cut-off values for moderate and strong agreements.  
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Figure 6-14. 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different slice thickness than reference. Harmonization of (a) 0.6mm 
thickness, (b) 2mm thickness for 15 uncorrelated features. The red dashed lines show the CCC cut-off values for moderate and 

strong agreements. 

 

Out of 93 radiomic features (excluding shape and size), some features were negatively impacted 

by GAN application in few non-reference conditions where 𝐶𝐶𝐶2 < 𝐶𝐶𝐶1. However, none of these 

decreases in 𝐶𝐶𝐶 values were significant (p-value>0.05, for one-sided lower-tailed t-test). 

Agreements for some radiomic features decreased (i.e., 𝐶𝐶𝐶2 < 𝐶𝐶𝐶1 ) in condition with 0.6 mm 

and 2mm. Out of 93 radiomic features, 49 and 26 features had 𝐶𝐶𝐶2 < 𝐶𝐶𝐶1  at 0.6mm and 2mm 
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conditions, respectively. Though, only a few (<10) radiomic features had 𝐶𝐶𝐶2 < 𝐶𝐶𝐶1 in the 

harmonization of kernel variations or the condition with 10% dose. For condition with 50% and 

25% dose, respectively, 30 and 24 out of 93 had 𝐶𝐶𝐶2 < 𝐶𝐶𝐶1 but these differences were not 

significant, and average 𝐶𝐶𝐶 differences were minimal (-0.1% and 3.8% according to Table 6-3). 

This can also be visualized in Figure 6-15.  

As an example, Figure 6-12(a) shows 𝐶𝐶𝐶2 < 𝐶𝐶𝐶1 after harmonization of the condition with 50% 

for GLRLM Long Run Low Gray Level Emphasis feature. Other features that are highly correlated 

with this feature also had their 𝐶𝐶𝐶 values decreased after GAN application in 50%, 25%, or 10% 

dose level. Example of these features include: GLDM Low Gray Level Emphasis, GLRLM Low 

Gray Level Run Emphasis, GLRLM Short Run Low Gray Level Emphasis. 

To give two other examples, 𝐶𝐶𝐶2 is less than 𝐶𝐶𝐶1 for GLRLM Long Run Low Gray Level 

Emphasis at all the three conditions with different dose level than the reference (10%, 2%, 50%), 

and GLSZM Large Area Low Gray Level Emphasis had poor 𝐶𝐶𝐶2 at conditions with smooth 

kernel or conditions with 50% and 25% dose. Such radiomic features that don’t receive 

improvement of reproducibility may be considered as non-reproducible features or may be 

considered as features that require other techniques for their harmonization. Though the number 

of these radiomic features was not noticeable. 

In Appendix B (section B.2), we have provided an additional explanation about the model trained 

on the non-reference condition with 50% dose level versus few other conditions. 
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Figure 6-15. Boxplots showing the range of differences in CCC of the 15 uncorrelated features before and after GAN application. 
Each condition is identified by the level of the varying CT parameter. e.g., d50: (50%, k2, st1), d25: (25%, k2, st1), d10: (10%, 

k2, st1), etc. The horizontal lines show the median. 

6.3.4 Other Image Quality Metrics 

 

Table 6-5 provides the average image quality metrics of PSNR and SSIM between the reference 

and non-reference images across the cases in the held-out test set. For comparisons, the average is 

shown before and after the GAN application. The 32x32x32 sub-volume around the nodule was 

used to measure these quality metrics. According to this table, the GAN application enhanced both 

quality metrics for all conditions (𝑝-value<0.05 with 95% confidence in Student’s t-test). This 

indicates that the transformed non-reference images were more similar to the reference images 

compared to unharmonized images. Some conditions already had high-quality metrics (e.g., SSIM 

for conditions with k1 and k3), though, for other conditions, such as images at a low dose of 10%, 

GAN harmonization had a larger impact.  
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For images at the condition with 0.6mm thickness or 25% dose, even though image quality metrics 

have improved, GAN harmonization did not enhance the reproducibility of radiomic features 

significantly. This points to the fact that while a general-purpose metric assessment can be 

informative, only a radiomic task-based metric can provide an understanding of whether the 

application of the GAN model can be helpful for the harmonization of radiomic features. 

Table 6-5. Average of quality metrics of images at each non-reference condition 

Non-reference Condition Before GAN After GAN 

PSNR SSIM PSNR SSIM 

100%, k1, st1 37.43 0.95 40.16 0.98 

100%, k3, st1 34.94 0.93 40.67 0.98 

50%, k2, st1 35.48 0.92 37.05 0.94 

25%, k2, st1 30.25 0.80 32.52 0.87 

10%, k2, st1 25.9 0.62 31.52 0.87 

100%, k2, st0.6 20.87 0.45 25.17 0.73 

100%, k2, st2 18.43 0.37 26.30 0.68 

 

6.4 Discussion: 

The goal of this chapter was to investigate GAN as a mitigation technique to remedy the poor 

reproducibility of CT radiomic features of lung tumors between images that are acquired at 

different CT protocols (by using a different range of dose levels, slice thicknesses, and kernels).  

This study was a proof-of-concept study, and we explored the potential of image-to-image 

translation by a GAN model in harmonizing variability of lung nodule radiomic feature values 

between reference and non-reference CT images. After some tuning exercises to select the 

preferred GAN architecture and hyperparameters, an experiment was performed to test the 

improvement of reproducibility of lung nodule radiomic features between reference and non-

reference CT conditions. This experiment involved training and testing of a slightly modified 3D 

Pix2Pix132 GAN model to transform non-reference CT images of a set of lung nodules into images 
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that have similar radiomic features to the radiomic features of their corresponding CT images at 

reference condition.  

We assessed the harmonization of radiomic features between a reference condition with 100% 

screening dose, medium kernel (k2), 1mm thickness (st1), and seven non-reference conditions with 

a different dose, kernel, or slice thickness. The reference condition was chosen as a protocol most 

similar to clinical protocols for lung cancer screening scans. For each set of non-reference images, 

a separate GAN model was trained and then was used to harmonize the images of the 

corresponding non-reference condition. Therefore, seven GAN models were trained, and while 

each model used the same architecture, two of the GAN models (corresponding to the conditions 

at 25% and 10% dose) had a better performance when a slightly different loss function was used 

during the training. 

The main results from this experiment were that firstly, the transformation of images via the 

utilized GAN model could remedy the variability of a large number of lung nodule radiomic 

features due to variation of CT parameters of the kernel, dose, and slice thickness at certain levels 

when they vary one at a time. Harmonization of the effect of kernel variation (at k1 and k3), the 

effect of dose reduction (by 10%), and slice thickness variation (from 1mm to 2mm) significantly 

improved (𝑝 <0.05) the agreement of non-reference radiomic features in comparison to the 

reference CT condition. Secondly, this image-to-image translation enhanced the overall quality of 

images acquired with different ranges of slice thickness, dose, and kernel in comparison to a 

reference condition. Though, the improvement of the overall quality of images (as measured by 

general-purpose metrics of SSIM and PSNR) did not necessarily indicate the efficacy of the 

technique in the task of reducing the variability of the quantitative measurements provided by 

radiomic features. Hence, to understand the potential of a GAN model in medical imaging 
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applications, a task-based assessment, such as the approach used in this study, is essential. Finally, 

we found that tuning and modification of the previously proposed GAN model132 better fit the data 

and the scope of our problem. 

Both before and after the GAN application on each set of non-reference images, pairwise CCC 

was used to understand the agreement of radiomic features. In our analysis, we first examined the 

agreement of all radiomic features before and after the GAN application. But since we found that 

the CCC values of several features change in correlation with each other, in the testing significance 

of the impact of GAN mitigation, we extracted a set of uncorrelated features. This allowed us to 

avoid being biased by the number of colinear radiomic features in the data. 

We initially explored two different GAN models of Pix2Pix132 and CycleGAN127. Pix2Pix involves 

paired image-to-image translation as oppose to CycleGAN, which involves unpaired image-to-

image translation. The paired approach benefits from the correspondence between pair of images 

at the source and target domain, but the unpaired approach can be more difficult since there are no 

matching subjects in the target and source domain and potentially requires a larger training dataset. 

On the other hand, the unpaired approach has its own advantage as it gets trained in an 

unsupervised fashion without the need of matching pairs, and therefore can be useful in scenarios 

where CT image data of subjects is only available at one CT condition instead of multiple CT 

conditions. Though, our preliminary results were superior for the Pix2Pix model. For example, 

visual comparisons between images generated by CycleGAN showed hallucination6 and 

misalignments between images of the generated and reference image of the same subject. This 

reflects the difficulty of the unpaired learning task and the requirement of larger training set. 

                                                 
6 Hallucination is a term used in the GAN community to refer to generation of surreal objects in image 
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Another preliminary exploration in building the GAN model indicated the advantage of 3D GAN 

model over 2D GAN model. As a result, we focused the study on 3D Pix2Pix GAN architecture. 

6.4.1 Summary of Results 

Overall, the GAN was able to significantly (𝑝 < 0.05) mitigate the impact of kernel variations 

from medium to sharp or medium to smooth. For conditions with different kernels than reference, 

the number of radiomic features that have strong agreement with reference condition improved by 

more than 50%.  

In mitigation of the impact of dose reduction, GAN harmonization was most effective (𝑝 < 0.05)  

in remedying variability between reference and the condition with 10% dose level. The condition 

with 50% dose level was already in harmony with the reference condition, and the condition with 

25% dose level received moderate CCC improvements (but not significant). Interestingly, during 

model tuning, we found that for the two low dose levels of 25% and 10%, the inclusion of the 

radiomic-based perceptual loss in the cost function better helped the GAN model to preserve the 

high-level information and the radiomic features in the nodule image. Therefore, the finalized 

model for these two conditions was penalized by this loss function in addition to L1 loss and 

adversarial loss functions. 

In harmonization of the impact of slice thickness, the GAN application improved the agreement 

of radiomic features at 2mm slice thickness. In the mixed effect model, we observed a significant 

improvement of radiomic feature agreements at the condition with 2mm thickness. Accordingly, 

we observed a large improvement in average CCC values (by 60%) for this condition. Moreover, 

in Figure 6-11, we can visualize how the appearance of the nodule has changed after the application 

of GAN on the non-reference condition of 2mm. This figure demonstrates that the GAN model 

was able to output an image that looks more like the image at thinner slice thickness (i.e., the 
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reference at 1mm). Specifically, it appears that the GAN model has learned the differences between 

1mm and 2mm thicknesses due to the volume averaging.  

On the other hand, still, the number of radiomic features that became reproducible at 2mm 

condition (i.e., with 𝐶𝐶𝐶2 ≥0.9) was the least compared to other conditions (Table 6-3). Though 

this should be noted that the number of features identified as reproducible depends on the choice 

of CCC threshold, and we have chosen 0.9 as a conservative choice. However, in the future, it 

should be evaluated to understand what cut-off values are meaningful in the context of the utility 

of radiomic features. According to the designated and task-based cut-off value, we can decide 

whether the current GAN model is sufficiently alleviating the variability of radiomic features due 

to slice thickness. 

Furthermore, to compare the results of GAN harmonization on the two conditions with 0.6mm and 

2mm with a simple slice thickness resampling, we resampled the non-reference images and their 

segmentation masks at these two conditions with 0.6mm and 2mm thickness to 1mm and 

calculated the radiomic features. CCC values were calculated and compared to the results from the 

GAN model (shown in Table B-4 in Appendix B). The comparisons demonstrated that the 

resampling did not improve the reproducibility of radiomic features at 2mm. However, at 0.6mm, 

resampling improved the reproducibility slightly better than GAN. Therefore, it seems that a 

combination of slice thickness resampling and GAN may result in better improvement of 

reproducibility of radiomic features. 

In assessing the quantitative image scores, we observed that for the conditions at 0.6mm or 25% 

dose, while the PSNR and SSIM enhanced significantly (𝑝 < 0.05) the CCC values among 

radiomic features did not improve. This points to the importance of having a task-specific metric 

to ensure a fair judgment for the potential of the model based on the task of interest. 
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As was described earlier in the results section, in the harmonization of CT parameters other than 

slice thickness, a few radiomic features were negatively impacted by the GAN application. The 

negative impact was not significant, and therefore the application of GAN was not harmful. 

For the condition with 50% dose that already had highly reproducible features, the GAN 

application may not be necessary.  

On a separate note, we made comparisons between the performance of a GAN model and a model 

that was only consisted of the generator used in the GAN model to understand the effectiveness of 

the addition of the discriminator in the GAN model. Our results indicated that the GAN model 

exceeded the harmonization of radiomic features as measured by CCC. Therefore, the addition of 

the discriminator was identified as useful for the task of radiomic feature harmonization in our 

study.  

6.4.2 Contribution and Comparisons to Literature 

This study takes a step toward the identification of effective GAN architectures that can have 

practical usefulness in the medical imaging task of radiomic feature harmonization.  This is 

important because the availability of a mitigation technique, such as a GAN model, that offers 

image standardization and/or radiomic feature harmonization across different CT protocols will 

allow for the integration of multicenter image datasets in radiomic studies without being affected 

by inconsistencies due to variation of CT image acquisitions. Once images acquired at different 

CT protocols are standardized, the calculated radiomic features will not be biased or impacted by 

the acquisition shift. This can further result in an acquisition of large and comprehensive datasets 

in radiomic studies. 

While the utilization of GAN models has been recently introduced in medical imaging 

applications, further investigations are needed to verify the promise of this technique, specifically 
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in the context of radiomic harmonization. Our findings demonstrate that there is a potential for 

application of the 3D Pix2Pix GAN model in mitigating variabilities induced by acquisition shift 

in chest CT scans and in lung nodule radiomic feature values.  

Another contribution of this study is that in addition to testing the original framework of the Pi2Pix 

model in the context of radiomic harmonization, we explored potential modification of the original 

configuration by trying a number of techniques that can improve the training balance between the 

discriminator and the generator (such as handling discriminator overconfidence, scheduling 

training, etc.) and potentially improve radiomic feature harmonization. As a result, we introduced 

a task-specific perceptual loss by borrowing the idea from Johnson et al.145 and Ouyang et al.128. 

While the L1 loss in the cost function penalized the model for structural dissimilarity and 

misalignment, the perceptual loss function enabled the model to preserve high-level information 

from nodule tissue. The addition of the task-specific perceptual loss function in the GAN models 

improved the consistency and similarity of generated non-reference images to reference images 

for two of the conditions (10% and 25% dose levels) by ensuring the preservation of high-level 

features. This suggests that the utilization of the quantitative medical imaging biomarkers 

(radiomics) in the form of a task-specific loss function can improve the generator’s performance. 

Very few studies have tested GAN application in the context of radiomic harmonization. Liang et 

al.130 explored the application of a different framework for cGAN models by introducing a 

different training procedure than Pix2Pix. In their assessment of radiomic feature variability, they 

explored the impact of variation of reconstruction kernel and slice thickness by assessing eight 

radiomic features measured from random 2.5D patches of soft tissue in CT images. They observed 

improvement of relative error of radiomic features between different CT protocols after applying 

GAN. In our study, we further expanded this exploration on a larger number of 3D radiomic 
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features (instead of 2.5D) and included an investigation of harmonization of CT parameter of dose 

as well. Another deviation between the studies is the patient population as we expanded the 

investigations into the potential of the GAN approach into lung cancer screening patient 

populations that are acquired with low dose scans that result in different image qualities. Our 

results on the overlapping set of eight features with this study were in agreement for the 

transformation of the CT condition with a smoother kernel and lower dose level than reference. 

Though, one important difference is that the low dose levels explored in our study are at much 

lower CTDIVol (2mGy to 0.2mGy), which results in very different and poor quality compared to 

the images in that study.  

 Wei et al. 129 explored the application of a different GAN framework and a different cost function 

(hinge loss function) in reducing the variability of radiomic features across different CT conditions 

with the different dose levels and slice thickness. Radiomic features were measured over 3D 

patches centered on nodule and assessed effectiveness of GAN approach via normalized error and 

paired Wilcoxon signed-rank sum test. One important difference between this study and ours is 

that for feature calculation, we focused on the nodule region only rather than the whole area 

depicted in the image patches. The hypothesis for radiomic features is that they can reflect the 

biological characteristics of tumor tissue. Hence it matters to specifically ensure the reliability of 

the features calculated from within the nodule tissue. 

Finally, in assessing reproducibility and harmonization by GAN, we based our method and 

conclusions on the metric of CCC, which assesses both precision and accuracy between radiomic 

features of each nodule. Since this metric measures deviations from the 45° line of identity, it is 

very sensitive to small deviations and serves as a more accurate agreement metric than other 

metrics or methodologies59,149. 
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6.4.3 Practicality and Future work 

While this study suggested a set of improvements to be applied to the Pix2Pix GAN model for the 

purpose of lung nodule CT image generation and indicated a potential for GAN technique in 

standardization of CT images to remedy radiomic feature variability, we should consider practical 

aspects of the model in the context of standardization of CT images acquired with different 

protocols. First of all, in this study, we only focused on mitigation of impact of dose, kernel, and 

slice thickness variation within a certain and limited range (seven conditions only). In doing so, 

we built one model for the transformation of images at each CT condition, such that each condition 

had only one CT parameter inconsistent with the reference condition. Therefore, we tested the 

mitigation potential of the GAN model in a predefined and controlled framework. Though, in 

practice, we will have a different scenario. For example, in a multicenter image dataset, we may 

have images at the wide variation of the kernel, dose, and slice thicknesses (hence we may have 

even larger variability in CT conditions). Therefore, for practicality, it may seem that instead of 

building different GAN models for each CT condition, it will be more optimal to build one general-

purpose GAN model that learns data distribution from all CT conditions and generates transformed 

non-reference images that match with reference. While this is worthy of exploring, two 

considerations should be made. Firstly, in our preliminary investigations, we explored the building 

of a general-purpose GAN model to transform images from four CT conditions, and we found out 

that in doing so, the model performed better when during the training, images were labeled by their 

CT condition, which means that information (metadata) about dose level, slice thickness, or kernel 

of the image was fed into the network by adding channels to the input image. Secondly, since our 

results indicated that for each CT condition, use of a slightly different hyperparameter set or 

configuration was more optimal, it may be beneficial that instead of having one general-purpose 
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model for all conditions, we build one model for mitigation of variation of each CT parameter; 

therefore, we build three models for mitigating three CT parameters of dose, kernel, and thickness. 

By labeling input images with metadata, the model for each CT parameter will be exposed to 

images from a range of different CT parameter values (e.g., it will be exposed to images at dose 

levels of 100%, 50%, 25%, 10% as opposed to only receiving 50% dose images). This approach 

may enable the model to obtain an understanding of the relationship between the variation of the 

CT parameter within a range and its impact on the image quality rather than being exposed to a 

discrete data point (e.g., one dose level) in the CT parameter space. So, with such a model, and as 

opposed to the model trained in this study, we may be able to also achieve optimal mitigation of 

images with a CT parameter that the model has not been trained on but lies within the range that 

the model was exposed to (e.g., the dose level of 75%). It should be noted that if GAN model 

building is implemented through the latter proposed approach (three models for three CT 

parameters), for the transformation of images that have more than one inconsistent CT parameter 

compared to the reference, an ensemble solution shall be implemented that combine the GAN 

models in transforming the input images. 

Another important consideration is the selection of the reference condition. We selected 100% 

screening dose, medium kernel, and 1mm thickness as a reference since it is the most common CT 

protocol. If a different combination of CT parameters is chosen as a reference, the results from the 

GAN model may have a different trend. For example, if the reference condition is a condition with 

a lower dose level, then the mitigating (transforming high dose to low dose) will be reverse to the 

mitigation performed in this study (transforming low dose to high dose). 

Moreover, for the purpose of harmonization of radiomic features in our study, it made sense to 

limit the image inputs to a sub-volume around the nodule as it reduced the dimensionality of input, 
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the complexity of the network. We also found that both of the discriminator and generator networks 

were able to achieve acceptable harmonization performance with few convolutional blocks. 

However, in the standardization of images for other purposes such as nodule detection, choosing 

small-size input may not be suitable as it may be needed to normalize the whole lung CT scan. 

Accordingly, the network may need more complexity and more depth (more convolutional blocks). 

Building a medical image standardization via a paired image-to-image translation GAN (similar 

to the one used in this study) requires the availability of pairs of corresponding images from the 

same patients for training and evaluating the model. However, in the standardization of images 

across a wide variety of conditions, this may not be feasible to acquire patient images at all the 

variation of CT conditions. So, a paired framework may face a challenge in the lack of availability 

of representative data. Though, an unpaired image-to-image translation framework, such as 

CycleGAN127, can overcome this challenge as it can learn the data distribution and the mapping 

function between different CT conditions without the need for tightly correlated pairs.  

Future steps toward building and accomplishing a high-performing GAN model for 

standardization and mitigation of radiomic feature variability can include further tuning of model 

hyperparameters and configurations as well as the implementation of further evaluation strategies. 

Among potential techniques that can be applied to improve the current state of the GAN model 

used in this study can be a modification of the perceptual loss by applying a pre-trained CT-based 

CNN classifier to penalize the model both on the similarity of the extracted features and the 

similarity of the activation maps between generated images and the target images. Additionally, in 

scenarios that the discriminator model is outweighed by the generator, it might be useful to also 

use the perceptual loss function to the discriminator’s cost function so that the discriminator also 

obtains the perception from the radiomic features and high-level information of the image. This 
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may result in more meaningful feedback to the generator, which can, in the end, result in better 

weigh updates for the generator. 

Our prior studies described in Chapter 4 and Chapter 5 showed that the slice thickness variation 

impacted a large number of radiomic features due to the presence of nodules in fewer slices and 

due to volume averaging with the background. Although the results of the GAN model tested in 

this study are not perfect for harmonizing slice thickness variation, we can see the potential in 

remedying the radiomic feature variabilities, perhaps with future modifications of the GAN model.  

As was previously mentioned, a potential approach to obtain a GAN model that can better 

harmonize variability due to variation of slice thickness could be resampling and bilinear 

interpolation of images to the reference slice thickness before feeding the images into the GAN 

model. In our experiment (Appendix B, Table B-4), resampling alone did not result in a 

considerable improvement of reproducibility, but in combination with GAN, we may be able to 

better control the variability of radiomic features due to variation of slice thickness. 

Another potential approach could be the usage of super-resolution techniques, such as the super-

resolution GAN (SRGAN)115, for mitigation of slice thickness variation. Since this model has 

shown potential in recovering fine texture in images, it may be useful to match the content in 

images with different slice thicknesses. Karnewar et al.150 proposed a model called MSG-GAN in 

which the generator generates images at multiscale with different resolutions, and the discriminator 

becomes a function of multiscale images. While the model is based on a 2D task, this concept can 

be modified and applied in a manner to get trained and handle multi-thickness problems. 

Exploration of this idea is, therefore, an interesting question to be investigated in the future. 

Other regularization techniques that have been proposed in regularizing the training of the GAN, 

such as spectral normalization151 in which the convolutional kernels are normalized, may also help 
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improve the performance of the GAN model in generating images with better quality compared to 

the reference images. 

Further evaluation techniques can be derived in a task-based manner to not only ensure the quality 

of image or reproducibility of radiomic features but also ensure that mitigations and improvement 

of reproducibility are reflected in the clinical task of interest. For example, if a diagnosis is 

available for a dataset of patients with lung nodules scanned at different CT protocols, and a pre-

trained classifier is available that detects cancerous nodules, we can evaluate the impact of GAN 

application by assessing the prediction performance of the classifier before and after training. One 

other approach that may provide task-based evaluation is a clustering of images before and after 

application of GAN to understand whether clustering metrics improve or whether non-reference 

conditions get grouped with reference condition images after GAN transformation. 

Another important consideration in this study is the choice of CCC threshold in interpreting strong 

vs. moderate agreement. We initially chose a CCC threshold of 0.9 according to the findings of 

McBride60 and suggestions in the radiomics research61,152. Currently, there are no means to obtain 

a meaningful and task-based cut-off value that suggests that if CCC values fall below this 

threshold, the predictability of the radiomic feature will be impacted negatively. While this remains 

as future work, we have chosen a conservative scenario (by enforcing a cut-off value of 0.9). 

Though, it may be that meeting a CCC of 0.8 is also sufficient for the radiomics model to behave 

consistently on CT images with different protocols. Hence, with the variation of the choice of 

threshold, the results in Table 6-3 may change. We provided visualization of the CCC values 

(Figure 6-12 to Figure 6-14) to enable comparisons and assessments of the impact of GAN on 

agreement of radiomic features without being constrained by the cut-off value. Furthermore, the 

CCC metric itself serves as a conservative and individualized metric. CCC is very sensitive to 
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deviation of radiomic feature values of the reference and non-reference conditions. Hence, the 

choice of the metric in this context can also be important. In situations where the reproducibility 

of radiomic features needs to be restricted to ensure consistency of model predictions, we can 

choose the more conservative metric, while in situations that reproducibility requirement is less 

stringent, we can rely on other metrics.     

6.4.4 Limitations 

One of the limitations of this study was the lack of availability of a large held-out test set with 

nodule segmentation that allows for evaluating of mitigation performance of the GAN model in a 

more representative dataset. In addition, as was discussed earlier, the models trained in this study 

were limited to a sub-volume of CT images around the lung nodule. While this has its own benefits, 

it may not be practical to use in situations where the location of the nodule is unknown, and we 

need to perform image standardization before detection of the nodules.  

CT image datasets may suffer from inconsistencies in various parameters and acquisition 

techniques such as field of view, resolution, pitch, scanner type, etc. Our study only focused on 

three CT parameters of dose, kernel, and slice thickness. Moreover, due to time consumption and 

computational expenses, we only acquired images and trained GANs at a limited range of these 

three CT parameters. However, we tried to keep other variables consistent in our dataset. 

Another limitation is that the current study does not address the harmonization of CT conditions 

that have more than one varying CT parameter compared to the reference.  

The radiomic feature quantifications for the perceptual loss calculations were set to use CPU cores 

instead of GPU cores. Hence during the model training, for each update, the GPU and CPU were 

in communication to transfer results. This resulted in a bottleneck that causes the models trained 

with perceptual loss to become inefficient. The training time for these models at least took more 
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than 12 hours were the training of the models without perceptual loss took up to 8 hours. If the 

radiomic feature quantifications were implemented in a way that they use GPU cores, this 

bottleneck could be removed. 

Finally, while we performed task-specific evaluation by assessing the similarity of radiomic 

features between reference and non-reference images, we were unable to address whether the 

improvements yielded by the application of GAN will impact the robustness of a prediction task 

such as diagnosis. 

6.5 Conclusion 

In this study, we trained and tested the 3D version of a popular GAN model, Pix2Pix, to assess its 

potential in transforming seven non-reference CT images of lung nodules into images that have 

radiomic features similar to reference CT images. Seven GAN models were trained for the 

harmonization of seven non-reference conditions. 

The GAN models were able to reduce the variability of radiomic features at either smoother or 

sharper kernel, the low dose level of 10%, or thick slice thickness of 2mm compared to a 

designated reference CT condition.  

In harmonization of dose reduction, the inclusion of a radiomic-based perceptual loss function into 

the generator’s cost function ensured better preservation of high-level content and better radiomic 

feature reproducibility.  

We found that it is important to evaluate the image generation performance based on task-specific 

metrics rather than relying on general-purpose image quality scores. This study suggests a potential 

for GAN models in remedying the poor reproducibility of radiomic features. However, previously 

proposed non-medical GAN architectures can require further configuration tuning to better fit the 

data and the radiomic context to achieve more optimal harmonization. 
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Chapter 7 Application of ComBat Technique in 

Harmonization of Lung Nodule CT Radiomic Features  

 

7.1 Introduction and Rational for Using ComBat Technique 

In the previous chapter, we discussed the application of Generative Adversarial Networks (GAN) 

in the standardization of lung nodule CT images to mitigate radiomic features. In this chapter, we 

discuss applying a different technique in harmonizing radiomic features that, unlike the GAN 

technique, is directly applied to radiomic features instead of the images. We first performed a 

proof-of-concept experiment with ComBat on data from patient cohort 2 (described in Chapter 3) 

that is different and larger than the data used for making conclusions about GAN harmonization 

in the previous Chapter. We will then compare the two techniques of ComBat and GAN on the 

same dataset ( i.e., patient cohort 6) in Chapter 8. 

 ComBat technique is a data-driven technique. Therefore, we can apply it to a radiomic feature 

dataset that has been calculated from images acquired with different scan protocols to estimate and 

correct the CT effects and acquisition shift effect on radiomic features. 

Johnson et al.101 proposed the ComBat (Compensating for Batch Effect) method to correct the 

variabilities induced by differences in equipment, time of the experiment, labs, etc., between 

different batches of samples (i.e., batch effect). Batch effects that arise due to non-biological 

conditions cause the data not to be directly comparable. Therefore, it is required to adjust the data 

for these batch effects before combining multiple batches. The ComBat technique is a method 

from the family of location and scale (L/S) adjustment techniques, though Johnson et al. 101 
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extended the application of  Empirical Bayes153 in building this method. Since then, the method 

has been widely used in genomics studies. ComBat has been shown to perform well in datasets 

with a small sample size and high dimension154. For example, one study155 used synthetic 

expression microarray data with simulated batch effect to compare ComBat to different adjustment 

methods (surrogate variable analysis, mean centering, etc.) by assessing the precision and accuracy 

between identical samples and classification performance before and after harmonization. Their 

study showed that ComBat not only outperformed other methods, but it also performed robustly 

in small size data, removed variations due to batch effects, and increased the classification 

performance of a prediction model. Robustness in small size data is an essential characteristic of 

this technique for studies with limited data. 

ComBat harmonization has a clear difference to the normalization approach, which divides data 

points by a reference value or the z-score normalization approach; these normalization techniques 

aim to harmonize deviations from an overall mean or standard deviation. In contrast, ComBat 

estimates and targets removal of variances due to differences in batches. In addition, ComBat seeks 

to maintain the meaningful biological differences between samples. 

Variability due to the batch effect in genomic data is similar to the variability of quantitative 

medical imaging methods due to the variation of image acquisition protocols. Hence, ComBat has 

also been used in medical imaging research studies to mitigate bias and variability due to unwanted 

and non-biological conditions such as variation of imaging protocols, scanners, imaging centers, 

etc.108. For example, researchers successfully used ComBat for combining and harmonizing 

cortical thickness measurements in MR images across different scanners156, or for adjusting 

diffusion tensor imaging data157, or for removing site effects on functional connectivity measures 

in fMRI dataset158.  
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Application of the ComBat technique has been recently introduced in the harmonization of 

radiomic features and has shown potential in mitigating variability of radiomic features in 

multicenter datasets. For example, in PET imaging, ComBat removed the multicenter effect in 

texture radiomic features and standardized uptake values (SUV)109. Similarly, it has shown 

promise in mitigating the variability of radiomic features due to variation of image acquisition 

protocols or across scanners. For example, this has been explored in MRI for brain tumors159 and 

breast lesions70, or in CT radiomic features of phantom data110,160, liver81, and lung cancer 

patients110,160. 

In removing unwanted batch effects, while it is essential to have high performance in adjusting 

unwanted effects, it is also crucial to avoid removing important information regarding the 

biological variability of samples. Various studies that have used ComBat have shown that the 

application of this technique avoids the removal of biological heterogeneity among samples; For 

example, Fortin et al. 156, in the harmonization of cortical thickness measurements, confirmed that 

biological variability is associated with age is well preserved with ComBat. Interestingly, studies 

have also shown that harmonization removed variabilities and yielded more discriminant 

predictors/models. In breast DCE-MR images, the application of ComBat successfully harmonized 

radiomic features across different field strengths and obtained an improved classification of benign 

versus malignant lesions98. Orlhac et al. 159 achieved a better classification performance in 

distinguishing prostate cancer grade scores (low risk vs. high risk) after using ComBat to 

harmonize MRI radiomic features. 

Furthermore, by randomly assigning sham labels of prostate tumor Gleason score, the study159 

tested whether the application of ComBat on radiomic features of prostate cancer patients can 

result in false-positive predictions by a classifier. Their analysis showed that the ComBat 
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application did not result in incorrect positive predictions, indicating preservation of data integrity 

after the ComBat application. These findings ensure that the ComBat method maintains data 

integrity and prediction power after harmonization. 

Contrary to machine learning techniques (e.g., GAN), ComBat is a simple technique that, due to 

the application of Empirical Bayes, can be efficient even with a small sample of data. Moreover, 

ComBat does not require original medical images to harmonize multicenter datasets and works 

directly with the radiomic feature data. In summary, this tool holds some promise for the 

standardization of quantitative medical imaging techniques against adverse impacts of scan 

acquisition and equipment differences. 

Since the ComBat technique has shown promising results in mitigating variability of radiomic 

features, we aimed to verify further its ability in improving the reproducibility of CT radiomic 

features of lung nodules across different CT acquisition and reconstruction parameters. To this 

aim, we tested the harmonization of a set of well-known radiomic features calculated from lung 

cancer screening scans across eight different CT conditions consisting of varying dose, weighted 

Filter back Projection (wFBP) reconstruction kernel, and slice thickness. Agreement of radiomic 

features between seven non-reference CT conditions and a reference CT condition were assessed 

before and after ComBat harmonization. 

Our goal was to test the ComBat method in harmonizing radiomic features of lung cancer screening 

patient population, which has not been investigated before. 

Other studies have also investigated the application of ComBat in CT radiomic features; however, 

there are apparent differences between our study and these studies. For example, Foy et al. 81 

investigated ComBat application in a different anatomic setting (normal liver scan). While other 

studies have investigated harmonization in diagnostic lung CT scans of lung cancer patients, we 
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have expanded this investigation into the different populations of lung cancer screening patients 

acquired at a different CT image protocol. The low-dose protocol of screening scans results in 

different image quality and noisier images than high-dose diagnostic scans. Hence, in addition to 

the CT parameters investigated in the works by Orlhac et al. 160 and Mahon et al. 110, we have 

assessed the removal of impact of dose level variation on radiomic features. Dose level variation 

is simulated in terms of tube current variation (refer to Chapter 3 for more details).  Another 

difference between the present study and the studies mentioned above is that by using a modified 

version of the ComBat technique (proposed by Stein et al. 161), we aimed to test the alignment of 

non-reference radiomic features with a gold standard (i.e., reference radiomic features) rather than 

with a pooled grand mean. Alignment of radiomic features to a pooled grand mean involves 

adjusting both non-reference and reference (the gold standard) radiomic features. The modification 

of the gold standard is not desired in situations where we need to harmonize the radiomic features 

to a specific reference CT condition. 

Unlike Mahon et al. 110, our patient dataset had scans at eight different CT protocols in question. 

Hence our study has a balanced batch-group design. Furthermore, we only assessed mitigation of 

variability due to variation of one CT parameter at a time, which means that each of the seven non-

reference conditions has all CT parameters similar to the reference condition except for one 

(kernel, dose, or slice thickness). This approach removes any confounding impact in our analysis. 

Additionally, our goal was to only test the potential of ComBat in the reproducibility of nodule 

radiomic features; hence unlike the study by Mahon et al. 110 that has studied radiomic features of 

regions of lung or vertebra tissue, our study was focused on radiomic feature measurements over 

segmented lung nodule regions. 
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We will describe the ComBat technique theory, our experiment, and the study results in the 

following sections.  

7.2 Materials and Methods 

7.2.1 Theory of ComBat 

ComBat is an adjustment technique from the family of location and shift (L/S) methods, and it 

assumes that data points in each batch can be modeled by a location (mean) shift and a scale 

(variance). Therefore, by standardization of the mean and variances of batches, the data will be 

adjusted, and unwanted batch effects will be removed101. In our analysis, each batch represents a 

CT condition identified by scan dose level, reconstruction kernel, and slice thickness. Thus, for 

each radiomic feature (𝑓) and its calculated value, 𝑌𝑖𝑗𝑓, for sample 𝑗 in condition (batch) 𝑖 the L/S 

model is in the form of:  

 𝑌𝑖𝑗𝑓 = 𝑎𝑓 + 𝑋𝛽𝑓 + 𝛾𝑖𝑓 + 𝛿𝑖𝑓휀𝑖𝑗𝑓 Eq. 

12 

𝑎𝑓 is the overall (mean) value for radiomic feature 𝑓. 𝑋 is the design matrix for biological 

covariates of interest (to maintain biological variability), and 𝛽𝑓 are the coefficients corresponding 

to 𝑋. 𝛾𝑖𝑓 and 𝛿𝑖𝑓 are the location (additive) and scale (multiplicative) parameters for the batch 

effect for batch 𝑖 and feature 𝑓. The error term 휀𝑖𝑗𝑓 is assumed as ~𝑁(0, 𝜎𝑓
2).  

The ComBat technique assumes that the conditions or batch effects have a similar effect on all 

features (e.g., higher variability, increased or decreased values, etc.); hence it pools information 

from the features in each batch to estimate the parameters of the model via Empirical Bayes 

(EB)153. The estimated parameters are then used to remove the batch effect and adjust the data. 

The initial step includes removing features with missing values and standardization of feature 

values so that all features have similar overall mean and variance (i.e. they lie in the same range). 
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Standardization is performed by estimating a feature-wise estimate of mean (�̂�𝑖,𝑓) and standard 

deviation (�̂�𝑖,𝑓) for each condition using ordinary least square approach. It is then assumed that 

standardized data, 𝑍𝑖𝑗𝑓, satisfies the following 𝑍𝑖𝑗𝑓~𝑁(𝛾𝑖𝑓, 𝛿𝑖𝑓
2). Then the prior distributions on 

the batch effect parameters (𝛾𝑖𝑓, 𝛿𝑖𝑓
2
) are assumed to follow the forms of 𝛾𝑖𝑓~𝑁(𝛾𝑖, 𝜏𝑖

2) and 

𝛿𝑖𝑓
2~𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝐺𝑎𝑚𝑚𝑎(𝜆𝑖 , 𝜃𝑖). The hyperparameters (𝛾𝑖, 𝜏𝑖 , 𝜆𝑖 , 𝜃𝑖) are estimated via EB using the 

method of moments162. Johnson et al. 101 recommend that if these priors don't fit the data, a non-

parametric approach without these priors can be applied to estimate the parameters. EB estimates 

of the batch effect parameters (𝛾𝑖𝑓
∗, 𝛿𝑖𝑓

2∗
) are then used to adjust the data. To match the data with 

the reference condition ( as a gold standard), we used the Combat version proposed by Stein et 

al.161, by using the estimated feature-wise mean and standard deviation for the reference condition 

(𝑖 = 𝑟).  

 
𝑌𝑖𝑗𝑓

∗ =
�̂�𝑖=𝑟,𝑓

�̂�𝑖𝑓
∗ (𝑍𝑖𝑗𝑓 −  �̂�𝑖𝑓

∗)  + �̂�𝑖=𝑟,𝑓 + 𝑋𝛽�̂� 
Eq. 

13 

Where 𝑌𝑖𝑗𝑓
∗ will contain harmonized radiomic feature data. 

The implementation of the ComBat harmonization tool was obtained from Fortin et al. 157 

(https://github.com/Jfortin1/ComBatHarmonization ). R programming language163 with 

RStudio164 software was used for harmonization.  

To check whether the parametric prior distributions reasonably fit the data, the empirical 

distributions and the priors for the batch effect parameters (𝛾𝑖𝑓, 𝛿𝑖𝑓
2
) were plotted and were 

compared. 

Since our study design has images from the same subjects at different CT conditions (batches), 

there was no biological variability between data at different batches; therefore, we set 𝑋 = 0.  

https://github.com/Jfortin1/ComBatHarmonization
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7.2.2 Data Used for Analysis in this Chapter 

Chest CT scans of 134 lung cancer screening patients (cohort 2 described in Chapter 3) were used 

for this study. The dataset used for this study was described in Chapter 3. For each patient, images 

reconstructed at eight conditions were included in the study. Table 7-1 describes the range of these 

conditions. Like the previous Chapter, the condition with 100% screening dose, medium kernel 

(k2), and 1mm slice thickness was considered the reference condition. 

Table 7-1. Description of CT conditions included in the study. (Values in bold show the reference condition) 

% of Screening 

Dose  

wFBP 

Reconstruction 

Kernel 

Slice 

Thickness 

Condition 

Identifier 

Varying CT 

parameter 

100%  Medium 1mm 100%, k2, st1 - 

100%  Smooth 1mm 100%, k1, st1 
Kernel 

100%  Sharp 1mm 100%, k3, st1 

50%  Medium 1mm 50%, k2, st1 

Dose 25%  Medium 1mm 25%, k2, st1 

10%  Medium 1mm 10%, k2, st1 

100%  Medium 0.6mm 100%, k2, st0.6 
Slice 

Thickness 
100%  Medium 2mm 100%, k2, st2 

 

7.2.3 Experiments 

For all 134 cases, a single nodule was identified and contoured to form a region of interest (ROI). 

Similar to previous studies described in Chapter 4 and 6, for each case, three segmentation ROI 

were used for the three different slice thickness reconstructions. So, for each subject, the images 

with 1mm slice thickness had the same segmented ROI, but the images with 0.6mm and 2mm 

thickness had different ROIs. From each ROI, 93 radiomic features (names available in Table B-2) 

were calculated. This was performed for images for each case at the baseline condition and then 

repeated for images at each of the conditions in Table 7-1.  The radiomic features that represented 

size and shape were excluded, as ComBat does not harmonize or modify nodule shape or size. 
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We made paired comparisons between the radiomic features calculated at non-reference and 

reference conditions before and after harmonization. Concordance Correlation Coefficient was 

calculated for each radiomic feature to measure the agreement of the radiomic feature between 

each non-reference condition an the baseline. The agreements before harmonization (𝐶𝐶𝐶1) and 

after harmonization (𝐶𝐶𝐶2) were compared. 

ComBat was applied to harmonize radiomic features from non-reference conditions to match the 

reference condition (100% dose, medium kernel (k2), 1mm thickness). For each non-reference 

condition, only one CT parameter was varied, as shown in Table 7-1, and other parameters were 

kept fixed. The number of features that obtained higher agreement to the reference condition 

(𝐶𝐶𝐶2 > 𝐶𝐶𝐶1) was counted. To understand how many features with an improved agreement meet 

the cut-off value of 0.9 and become reproducible, the number of reproducible features before and 

after harmonization was counted as follows: 𝐶1 is the number of features with 𝐶𝐶𝐶1≥0.9 and 𝐶2 is 

the number of features with 𝐶𝐶𝐶2≥0.9. Furthermore, the percentage difference of CCC for a 

condition with 𝑀=93 radiomic features was calculated by: 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝐶𝐶 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  
1

𝑀
∑(

𝐶𝐶𝐶2 − 𝐶𝐶𝐶1

𝐶𝐶𝐶1

× 100)

𝑀

𝑖=1

  
Eq. 

14 

 

7.2.4 Evaluation of ComBat Harmonization Performance 

Similar to the previous Chapter, we hypothesized that the reproducibility of radiomic features 

improves after harmonization. We tested this hypothesis (Eq. 8 in Chapter 6) by fitting a mixed-

effect model (Eq. 7 in Chapter 6) to 𝐶𝐶𝐶2 − 𝐶𝐶𝐶1 to understand whether ComBat has resulted in 

significant improvement of the agreements of radiomic features with baseline. As was mentioned 
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in Chapter 6, due to an existing correlation among several radiomic features, the model was only 

fitted to the data from 15 uncorrelated radiomic features (described in Table B-1 of Appendix B). 

7.3  Results 

7.3.1 Data Distribution 

 

Figure 7-1 shows the prior distributions for ComBat batch effect parameters as well as the 

empirical distributions (described in section 7.2.1). Visual comparisons show that the empirical 

distributions from data fit the priors reasonably well, especially for the  𝛾 parameter. Since some 

distributions of 𝛿 slightly deviate from the priors, we also tested the non-parametric ComBat 

method without these priors. However, the harmonization results did not change substantially. 

Therefore we report the results from the parametric ComBat harmonization. 𝛾 and 𝛿 refer to the 

location shift and scale parameter in Eq. 12. For visualization purposes, we have divided the plot 

of data distributions for seven condition into two rows in Figure 7-1. 
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Figure 7-1. Prior distribution and empirical data distribution. Dotted lines are density plots from empirical values for features at 

each non-reference condition. Solid lines are the EB-based prior distribution that was used in data harmonization of each non-

reference condition. For visualization purposes, we have divided the plot of data distributions for seven conditions into two rows. 

7.3.2 Agreement Analysis Before and After ComBat Harmonization for all 93 radiomic 

features 

Table 7-2 shows the results from CCC analysis of 93 radiomic features before and after ComBat 

harmonization on all of the 134 cases. According to Table 7-2, after harmonizing kernel variation, 

the number of radiomic features that meet the cut-off (𝐶𝐶𝐶2≥0.9) increases compared to before 

harmonization (𝐶𝐶𝐶1≥0.9). Between the smooth and sharp kernel, the unharmonized condition 

with the smooth kernel (100%, k1, st1) had slightly more features with a strong agreement. But, 

after harmonization, the condition with a sharper kernel has more radiomic features harmonized 

(number of features with 𝐶𝐶𝐶2≥0.9 increased by 42%) and a more considerable average 𝐶𝐶𝐶 

difference.  
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In harmonizing radiomic features in the condition with 50% dose, harmonization did not 

substantially affect the radiomic features; at the condition with 50% dose, many radiomic features 

were already in strong agreement with reference before the harmonization. According to Table 

7-2, both of the conditions with 25% and 10% dose have more radiomic features with 𝐶𝐶𝐶2 ≥ 0.9 

after the harmonization. Although the condition with 10% dose level has few reproducible features 

after harmonization, we see a considerable improvement in its 𝐶𝐶𝐶 values.  

In harmonizing variation of slice thickness, the condition with thick slice thickness had no 

reproducible features before harmonization and has only six features with 𝐶𝐶𝐶2 ≥0.9 after 

harmonization. For the thin slice thickness, the count of radiomic features with 𝐶𝐶𝐶2 ≥0.9 

increased slightly. Although fewer features met the cut-off value (𝐶𝐶𝐶2 ≥0.9), there was a 

noticeable improvement in the 𝐶𝐶𝐶 values after harmonization: 5.4% increase for 0.6mm and 

16.4% for 2mm thickness. 

Table 7-2. The percentage difference CCC before and after application of ComBat harmonization, the number of radiomic 

features (out of 93) for the specified ranges of CCC values, and the increased number of features with CCC≥0.9 

Varying CT 

parameter 

Non-reference 

Condition 

Average 𝐶𝐶𝐶 

difference 

 

𝐶𝐶𝐶2 > 𝐶𝐶𝐶1 𝐶𝐶𝐶1 ≥0.9  𝐶𝐶𝐶2 ≥0.9  𝐶2 -𝐶1 (%)a 

Kernel 100%, k1, st1 1.4% 62 58 68 10 (17) 

100%, k3, st1 4.3% 82 49 70 21(42) 

Dose 50%, k2, st1 0.5% 24 81 82 1 (1.2) 

25%, k2, st1 2.9% 69 46 58 12 (26) 

10%, k2, st1 9.2% 75 20 35 15 (75) 

Slice 

Thickness 

100%, k2, st0.6 5.4% 66 31 40 9 (29) 

100%, k2, st2 16.4% 84 0 6 6 

a 𝐶1 is the count of features with 𝐶𝐶𝐶1 ≥0.9 and 𝐶2 is the count of features with 𝐶𝐶𝐶2 ≥0.9. 
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Figure C-1, Figure C-2, and Figure C-3 in Appendix C visualize 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values (vertical 

axis) before and after harmonization of each of the CT parameters for 93 radiomic features 

(horizontal axis). The data points that shift to higher values in the vertical axis indicate that the 

harmonization has improved the agreement of radiomic features with the reference condition.  

7.3.3 Results from Hypothesis Testing on 15 uncorrelated features 

Similar to the analysis in the previous Chapter, 15 uncorrelated features (names given in Appendix 

B Table B-1) were used for the hypothesis testing using a mixed-effect model (Eq. 7 in Chapter 

6).  

Table 7-3 summarizes the results from the tests on the coefficients (estimated fixed effects) from 

the harmonization of each non-reference condition. 

The estimated intercept was -9.4e-17 (CI∶ [ -0.01, 1], p-value = 0.5). The between-subject 

variability was low as the random effect had an estimated standard deviation of 0.03, and the 

confidence intervals for the random effects lay around zero (Figure C-4 in Appendix C). So there 

was a low uncertainty in the results of the mixed-effect model. In the Quantile-quantile plot (Figure 

C-5 Appendix C), the residuals had only a few deviations from the theoretical normal quantiles. 

The assumption of equal variances was also verified with Levene's test as there was no significant 

difference in the spread of residuals among features (p-value >0.05).  Figure 7-2Figure 7-4 show 

the range of 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for the 15 uncorrelated features used in the mixed effect model. 
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Figure 7-2. ComBat harmonization of kernel variations for (a) smooth kernel and (b) sharp kernel in the 15 uncorrelated features. 

𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different kernels than reference are shown. The red dashed lines show the CCC cut-off 

values for moderate and strong agreements. 

(a) 
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Figure 7-3. ComBat harmonization of 15 uncorrelated features (a) 50% dose, (b) 25% dose, and (c) 10% dose. 𝐶𝐶𝐶1 for each 

radiomic feature and the corresponding 𝐶𝐶𝐶2 values for non-reference conditions with different dose levels than reference are 

shown. The red dashed lines show the CCC cut-off values for moderate and strong agreements. 
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Figure 7-4. ComBat harmonization results of 15 uncorrelated features (a) 0.6mm thickness and (b) 2mm thickness. 𝐶𝐶𝐶1 and 

𝐶𝐶𝐶2 values for conditions with different slice thickness than reference are shown. The red dashed lines show the CCC cut-off 

values for moderate and strong agreements. 

Table 7-3. Estimated fixed effects of harmonization of CT parameters on improvement of 𝐶𝐶𝐶 

Harmonized non-
reference Condition 

Estimated Fixed 
Effect 

95% One-sided 
CI 

𝑝-value  

100%, k1, st1 0.01 ± 0.01 [-0.012, 1] 0.2 

100%, k3, st1 0.03 ± 0.01 [0.008, 1] 0.01* 

50%, k2, st1 0.006 ± 0.01 [-0.018, 1] 0.3 

25%, k2, st1 0.02 ± 0.01 [-0.007, 1] 0.1 

10%, k2, st1 0.03 ± 0.01 [0.002, 1] 0.03* 

100%, k2, st0.6 0.04 ± 0.01 [0.012, 1] 7.8e-3* 

100%, k2, st2 0.08 ± 0.01 [0.05, 1] 6.4e-7* 

*Significant p-values with 95% confidence 

(a) 
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According to Table 7-3 for the set of 15 uncorrelated features, the harmonization of the conditions 

with different slice thicknesses than reference, the condition with the sharp kernel (k3), and the 

condition with a dose level of 10% are significant. This is also visualized in Figure 7-3 and Figure 

7-4, where 𝐶𝐶𝐶 values of several features have increased after harmonization. 

Harmonizing the condition with the smooth kernel was not significant, and it can be visualized in 

the comparison between Figure 7-2 (a) and (b).  

As was expected, harmonization of 50% dose is not significant. For this condition, the 

reproducibility of radiomic features was already strong before harmonization (Figure 7-3 (a)). In 

the harmonization of dose variations, the application of ComBat was only significant for 10% dose 

level (Figure 7-3 (c)). 

Figure 7-5 plots the range of 𝐶𝐶𝐶2 − 𝐶𝐶𝐶1 for the 15 uncorrelated features via boxplots. Data for 

conditions that did not receive significant harmonization are distributed close to zero. But the 

boxplots for those conditions with a significant impact of harmonization are distributed around 

more positive values.  

The test results on the 15 uncorrelated features were consistent with observations made from CCC 

values for all 93 radiomic features (summarized in Table 7-2 and shown in Figure C-1, Figure C-2, 

and Figure C-3 in Appendix C). Those conditions that were significantly influenced by the ComBat 

application (in Table 7-3) had more radiomic features with 𝐶𝐶𝐶2 > 𝐶𝐶𝐶1 , higher 𝐶2-𝐶1, or better 

improvement in average 𝐶𝐶𝐶 across all 93 radiomic features. 
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Figure 7-5. Boxplots showing the range of differences in CCC values of the 15 radiomic features before and after ComBat 

application. Each condition is identified by the level of the varying CT parameter. e.g., d50: (50%, k2, st1 ), d25: (25%, k2, st1),  

d10: (10%, k2, st1), etc. The horizontal lines show the median 

 

7.4 Discussion 

We investigated the ComBat technique to mitigate the impact of variation of slice thickness, 

kernel, and dose variation within a specific range on lung nodule radiomic features. Our results 

indicated that this technique could compensate for changes in the previously mentioned CT 

parameters in the explored ranges. After the application of ComBat, the radiomic features 

calculated from images at non-reference conditions were more closely aligned with the radiomic 

features of images at reference condition. We observed that for almost all non-reference 
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conditions, there were more reproducible radiomic features after the ComBat application, except 

for the condition at 50% dose level, which already had several reproducible radiomic features. 

While dose reduction up to 50% has not impacted radiomic feature reproducibility, dose reduction 

up to 25% and 10% has affected the count of reproducible features. ComBat method increased the 

number of reproducible features for these conditions, and its impact was significant (p <0.05) in 

the harmonization of the condition with a 10% dose level. 

Better average 𝐶𝐶𝐶 improvement was observed across all 93 radiomic features in conditions that 

initially had very few reproducible radiomic features (e.g., (100%, k2, st2), (100%, k2, st0.6)). In 

addition, the mixed-effect model built by the 15 uncorrelated features indicated the significant  (p 

<0.05) impact of harmonization on these conditions.  

These findings can suggest that when the effect of a CT parameter variation was more evident, 

ComBat helped improve the agreement better than when a CT parameter had less impact on the 

reproducibility of radiomic features. So, the technique was more sensitive to more pronounced 

batch effects.  

Although the average improvements for conditions like (100%, k2, st2) and (10%, k2, st0.6) were 

more than other conditions, fewer features were identified as reproducible. This can be partly due 

to the choice of a cut-off value of 𝐶𝐶𝐶 = 0.9 as well. 

In examining the variation of 𝐶𝐶𝐶 values for all 93 radiomic features, according to Table 7-2 and 

Figure C-1, Figure C-2, and Figure C-3 in Appendix C, a group of radiomic features that had very 

poor reproducibility compared to the reference (𝐶𝐶𝐶1 < 0.8), did receive improvement after 

ComBat application, but the improvement did not result in the agreement going above the cut-off 

value of 0.9. For example, some features were consistently in poor agreement (𝐶𝐶𝐶<0.8) with the 

reference condition even after harmonization at any of the seven non-reference conditions. For 
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example, GLSZM Normalized Gray Level Non-Uniformity, GLSZM Low Gray Level Zone 

Emphasis, GLSZM Small Area Low Gray Level Emphasis, GLCM MCC always had low 𝐶𝐶𝐶 

values except that only a few had 0.8 < 𝐶𝐶𝐶 < 0.9 at a few conditions. Hence, in a radiomic 

study, these features that don't meet the cut-off values even after harmonization may not be 

recommended for being selected as a radiomic signature.  

A few radiomic features changed from poor reproducibility to high reproducibility in a few 

conditions. GLRLM Gray Level Non-uniformity in (100%, k2, st0.6) and GLRLM Run Variance in 

(25%, k2, st1) condition were among those features that became highly reproducible.  Another 

group of initially moderately reproducible features (0.8<𝐶𝐶𝐶2<0.9) received slight improvements 

by application of ComBat, and they became reproducible. Finally, for a group of already 

reproducible features compared to the reference (𝐶𝐶𝐶2≥0.9), their reproducibility remained the 

same or improved slightly. 

7.4.1 Contributions 

Although our findings were also in agreement with the results of prior studies110,160, in this study, 

we sought to evaluate the ComBat technique further and verify findings from previous ComBat 

studies in the harmonization of radiomic features. The contribution of this study is that we 

expanded the explorations in the previous studies110,160 by analyzing the reproducibility of 

radiomic features of lung nodules in a lung cancer screening cohort. Our analysis explored the 

harmonization impact of ComBat on the radiomic features that were only from the nodule region. 

Like Mahon et al. 110 our work explored harmonization of the effect of different CT protocols on 

radiomic features. However, in our study, either the investigated parameters were different, or the 

explored ranges were different. For example, we investigated the impact of the dose in terms of 

the variation of tube current instead of the variation of kVp. Also, we explored the ComBat 
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technique's performance in mitigating a lower range of dose levels (2 to 0.2mGy) that degrades 

image quality more than the diagnostic dose levels and makes the task of mitigation more difficult. 

Our results showed that it is possible to correct the variability of some radiomic features due to 

dose reduction. Moreover, we explored a wider range of reconstruction kernels (from smooth to 

sharp).  

Furthermore, unlike the studies mentioned above, we tested the utility of the ComBat technique in 

adjusting the non-reference radiomic features with respect to a reference (a gold standard). In 

contrast, those studies had aligned all radiomic features to a pooled grand mean. The latter 

approach involves modification of the reference radiomic features as well, which may not be 

desired. For example, suppose a model has been pre-trained on a reference CT condition to apply 

the model on non-reference radiomic features. In that case, we need the data adjusted to the training 

set instead of a pooled grand mean.  

In understanding the robustness of radiomic feature values and the impact of a harmonization 

technique, it is important to use a sensitive metric that thoroughly assesses the robustness. 

Therefore, we investigated the reproducibility of radiomic features by 𝐶𝐶𝐶 metric, which can 

detect lack of agreements between repeated measurements better than other metrics such as 

correlation coefficient, paired t-test, or least square analysis59. 

We assessed the impact of ComBat harmonization in two manners; First, by making comparisons 

between the agreement of all 93 radiomic features against a threshold of 0.9. Second, by taking 

into account the correlation of the radiomic features in making conclusions about the results. The 

former is valuable as applying a hard cut-off can be suitable for implementing a feature selection 

strategy based on radiomic feature robustness. Furthermore, in future radiomic studies that use 
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image datasets with an inconsistent set of CT acquisition protocols, such thresholds can be used to 

filter features that are either inherently reproducible or can become reproducible by using ComBat.  

 The latter aspect is also consequential since we found that many radiomic features are highly 

correlated (section 3.5 in Chapter 6). Therefore, we tested the significance of the impact of ComBat 

harmonization only on a set of uncorrelated features.  

7.4.2 Practicality and Future Work 

Implementation of the technique of ComBat in mitigating variability of radiomic features has 

multiple advantages. ComBat is a simple method, so it does not require computational power, and 

it is quick. On the other hand, one disadvantage of this technique is that calibrating radiomic feature 

variability requires a statistically representative sample data to estimate batch effects via the EB 

method. Furthermore, this technique's harmonization may not generalize well to radiomic features 

from unseen CT conditions, and verifying this fact remains as future work. In our study and other 

ComBat studies, harmonization has been performed in a data-driven manner in which batch effects 

are estimated and adjusted for the same data without the need for training of the ComBat algorithm 

on a separate training set. Nevertheless, it can be further explored to evaluate Combat to understand 

if batch effect estimates learned from previous data (i.e., a pre-trained ComBat) can reasonably 

harmonize a new dataset. This can avoid future runs of ComBat, as when new data arrives, it is 

not required to re-establish the harmonization and the estimation. 

In exploring mitigation techniques that eliminate variability due to potential inconsistencies in 

image data, two other aspects are crucial: robustness and preservation of biological variability.  

While the effectiveness of a mitigation technique is vital, we have to ensure that the meaningful 

biological information, hypothetically provided by the radiomic features, is not removed. With the 

ComBat method, it is possible to avoid accidental removal of biological variability by providing 
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the information in the form of biological covariates to the model. By adding these biological 

covariates (𝛽𝑓 in Eq. 12), the algorithm estimates the variability due to the biological covariates, 

and then during the adjustment and removal of batch effects, it adds these estimates (𝛽�̂�) to keep 

them protected (Eq. 13). Fortin et al. 157 has also verified this in the harmonization of multi-site 

diffusion tensor imaging data. Moreover, this was also confirmed in phantom studies160 where the 

capability of radiomic features in distinguishing between two different texture patterns of the 

Credence Cartridge Radiomics (CCR) phantom24 was not impaired after harmonization. Also, 

among other patient studies28, it was shown that the technique maintained biological variability. 

Our study did not check for this because we had the same subjects for images at different 

conditions (batches). Having images of the same subjects for all conditions allowed us to fully 

assess the impact and effectiveness of ComBat through pairwise comparisons between the 

harmonized features and a reference ground truth. Nonetheless, it remains as future work to further 

determine the preservation of biological variability and effectiveness of ComBat in a study 

designed so that each batch (CT condition) has a different and independent set of subjects. One 

such study design would be a multicenter study in which each center has patient datasets different 

from other centers. 

The minimum sample size required for the ComBat technique to achieve satisfactory performance 

is another essential concept. Johnson et al.101 originally proposed the ComBat technique to 

harmonize the batch effects in genomic studies as it was effective for small-size datasets. However, 

the minimum sample size requirement can be different for radiomic features. Orlhac et al. 160 

investigated the robustness of the ComBat harmonization across different sample sizes and found 

that by gradually decreasing the sample size, ComBat performed satisfactorily with at least 20 

patients per CT condition. In Appendix C, we have provided results from a similar experiment 



 

 190 

where we gradually decreased the sample size and performed bootstrapping to obtain a confidence 

interval for the measured 𝐶𝐶𝐶2 corresponding to each sample size. We saw that the confidence 

interval for 𝐶𝐶𝐶2 was wider for the sample size of 20, indicating more uncertainty. However, 

sample size reduction of up to around 50 to 60 samples maintained 𝐶𝐶𝐶2 values and resulted in a 

narrower confidence interval. 

 The batch effect correction via ComBat may involve several runs of the algorithm with different 

design and setups; for example, in correcting the effect of the CT parameters, we also tested 

whether we would get different results if we had a data set that is consisted of batch effect due to 

variation of only one CT parameter instead of three. In our case, we did not see disparities between 

the algorithm's performance compared to the results reported above.    

An important consideration in using ComBat is that data normalization before the application of 

ComBat is necessary. Additionally, if batch sizes are not equal or batch-group design is not 

balanced, meaning that the number of sample classes or sub-types is different in each batch, the 

approach will not work well. However, our study did not have this issue since we have 

measurements from the same set of subjects in each batch154.  

7.4.3 Limitation 

Our study assessed the reproducibility of radiomic features within a cohort from our institute. 

Therefore, our findings require validations in a larger multicenter cohort that includes data from 

different CT scanners.  

A limitation of this study is that the range of CT conditions explored in the current study was not 

wide enough to represent a comprehensive range of possible CT scans acquired in the clinic. 

However, our findings can have implications for other ranges of the values of the three CT 

parameters of dose, kernel, and slice thickness.   Furthermore, since we applied a hard cut-off value 
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to discriminate between reproducible and nonreproducible features, the choice of the threshold 

itself can impact the number of features identified as reproducible. In the context of radiomic 

features, it is unclear which 𝐶𝐶𝐶 cut-off value can affect the radiomic feature predictivity or utility 

in a prediction model. Hence, we relied on a conservative threshold of 𝐶𝐶𝐶 = 0.9. 

It may not always be possible to know the exact batch effects that can cause inconsistency in the 

radiomic feature values in practice. For this study, we experimented with the scenario that we are 

aware of the batch effects, and we controlled for other CT parameters. If the sources for batch 

effects are unknown, it might be helpful to use other methods such as Surrogate Variable 

Analysis166 to adjust for unknown sources of variability.  

 Finally, another limitation of this study is that, due to lack of availability of patient diagnosis, 

patient labels, or outcomes, we did not assess how the harmonization impacts the utility or 

predictivity of the radiomic features in a classification task 

7.5 Conclusion 

We investigated the mitigation of variability of CT radiomic features of lung nodules in a lung 

cancer screening patient population by application of the ComBat technique. Our results 

demonstrated that while radiomic features were impacted by variations of CT parameters of dose, 

kernel, and slice thickness, the ComBat technique could correct some of these variations under 

certain CT conditions.  

Since the Combat technique is a simple technique that can effectively remove inconsistencies 

between radiomic features acquired with different protocols, it can facilitate future radiomic 

studies that use image datasets with a heterogeneous set of CT protocols.  
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Chapter 8 Comparisons Between the Techniques of GAN 

and Combat In Mitigating Variability Of Radiomic 

Features  

8.1 Introduction 

As has been discussed in the previous chapters, mitigating variability of radiomic features can 

primarily be performed in two main ways: in the image domain (before radiomic feature 

calculation) or in the feature domain (after feature calculation)165.  

In Chapter 6, we trained and evaluated the performance of a GAN model in the mitigation of 

variability of lung nodule radiomic features. The GAN model transforms images of lung nodules 

acquired with different CT conditions (non-reference conditions). Therefore, this technique 

functions in the image domain. The image transformation is aimed to align non-reference radiomic 

features with radiomic features of images of the same subject at a reference condition.  

In Chapter 7, we evaluated a different harmonization technique, ComBat, that functions in the 

feature domain. This technique is directly applied to the measured radiomic features. 

Both of these techniques have their strengths and weaknesses. As has been previously discussed, 

ComBat is a simple method that does not require the original image data for harmonization. 

Combat uses the Empirical Bayes (EB) method to estimate radiomic feature variability caused by 

the variation of CT parameters. Therefore, ComBat can be robust to sample size. On the other 

hand, GAN is computationally expensive, requires a large image dataset for training and 

evaluation, and is time-consuming. Though once a model with satisfactory performance is built, 

the task of image transformation itself takes a few seconds only. Other than the effectiveness of 
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these techniques, the aforementioned practical aspects can also have a role in determining and 

selecting a valuable technique for the mitigation of radiomic feature variability in practice.  

The unique differences between these two mitigation techniques make it compelling to compare 

their performance and effectiveness. Currently, there are no existing studies that directly compare 

the GAN technique with the ComBat technique. Therefore, in this chapter, we aimed to compare 

the performance of these two techniques in the mitigation of variability of lung nodule radiomic 

features in CT images acquired with different dose levels, wFBP reconstruction kernels, and slice 

thicknesses. 

The inter-algorithm comparisons in this study can be helpful for future multicenter radiomic 

studies that need to identify an appropriate harmonization method. For example, results from our 

study can provide insight on either of the techniques that has a higher potential in eliminating 

inconsistencies due to variations of any of the CT parameters of slice thickness, dose, and kernel. 

In Chapter 6, the GAN model was trained on cohort 4 and was evaluated on cohort 6 as explained 

in Chapter 3. However, in Chapter 7, we tested the effectiveness of the ComBat technique on a 

different dataset (cohort 2) than the data used in Chapter 6. Therefore, in this chapter, in order to 

more directly compare the performances of the two models on the same set of data, we applied the 

ComBat technique on the cohort 6 with 55 samples. We then compared the results obtained in 

Chapter 6 to the results from ComBat harmonization. Figure 8-1 shows the comparisons made in 

the current chapter. 

The results from experiments on GAN shown in Chapter 6 will be shown once more in this chapter 

to compare with findings from ComBat application on cohort 6. 
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Figure 8-1. Comparison of two mitigation techniques. a) Radiomic feature calculation without any harmonization step. b) 

Harmonization through applying ComBat on feature data. c) Harmonization through applying GAN on image data. Dashed red 

line show the comparisons made between unharmonized and harmonized data. 

8.2 Methods 

8.2.1 Data 

The cohort 6 with 55 samples was used to test and compare ComBat harmonization performance 

versus GAN harmonization. From each case, one nodule was selected for analysis in the study. As 

shown in Table 8-1,  images from the same set of conditions described in Chapters 6 and 7 were 

used. The condition (100% dose, medium kernel, 1mm thickness) was considered the reference 

CT protocol and was compared to other non-reference conditions to assess the reproducibility of 

radiomic features.  

Similar to our experiments in previous chapters, for each case, a single nodule was identified and 

contoured to form a region of interest (ROI) for radiomic feature calculation. Three segmentation 

ROIs were used for the three different slice thickness reconstructions. So, for each subject, the 

images with 1mm slice thickness had the same segmented ROI, but the images with 0.6mm and 

2mm thickness had different ROIs. 

The same set of 93 (non-shape and non-size) radiomic features described in Chapters 6 and 7 were 

calculated with the same settings (see name of all features in Table B-2 of Appendix B).  



 

 195 

Table 8-1. Description of CT conditions included in the study. (Values in bold show the reference condition) 

Screening Dose  wFBP 

Reconstruction 

Kernel 

Slice 

Thickness 

Condition 

Identifier 

Varying CT 

parameter 

100%  Medium 1mm 100%, k2, st1 - 

100%  Smooth 1mm 100%, k1, st1 
Kernel 

100%  Sharp 1mm 100%, k3, st1 

50%  Medium 1mm 50%, k2, st1 

Dose 25%  Medium 1mm 25%, k2, st1 

10%  Medium 1mm 10%, k2, st1 

100%  Medium 0.6mm 100%, k2, st0.6 
Slice 

Thickness 
100%  Medium 2mm 100%, k2, st2 

 

8.2.2 ComBat Harmonization 

The ComBat harmonization technique (described in Chapter 7) was applied to the radiomic 

features extracted from each case under each condition to estimate and adjust the batch effects 

caused by the variation of CT parameters of kernel, slice thickness, and dose to the reference 

conditions. The ComBat harmonization toolbox developed by Fortin et al. 157 was used in RStudio 

software164. The parametric approach, which assumes prior distributions of Gaussian for location 

shift parameter (𝛾) and inverse Gamma for the scale parameter (𝛿2) was applied, and Empirical 

Bayes (EB)153 was used for estimation. To check whether the assumptions (i.e., the parametric 

prior distributions) reasonably fit the data, the empirical distributions and the priors for the batch 

effect parameters (𝛾, 𝛿2) were plotted and were compared. Since our study design has images from 

the same subjects at different CT conditions (batches), there was no biological variability between 

data at different batches; therefore, we did not include biological covariates.  

8.2.3 GAN Harmonization 

In this Chapter we will use the results obtained from application of the trained GAN model in 

Chapter 6. Specifically, the results related to Concordance Correlation Coefficient (CCC) 
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assessments from Table 3 of Chapter 6 will be shown here again to compare with the CCC results 

from the experiment with ComBat. Additionally, we will also use the results from the mixed effect 

model fitted to the difference of CCC before and after GAN harmonization (Table 4 in Chapter 6) 

to compare with results from ComBat. 

8.2.4 Harmonization Evaluation 

We made paired comparisons between radiomic features calculated at non-reference and reference 

conditions before and after each of the harmonization techniques. Similar to Chapter 6 and 7, the 

CCC was calculated to measure the agreement between the unharmonized data (𝐶𝐶𝐶𝑈), after the 

GAN application (𝐶𝐶𝐶𝐺𝐴𝑁), and after the ComBat harmonization (𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡).  

We initially examined the set of 15 uncorrelated radiomic features (described in Table B-1 of 

Appendix B).  From these features, we compared the number of radiomic features that meet the 

cut-off value of 0.9 (i.e., 𝐶𝐶𝐶𝐺𝐴𝑁 ≥ 0.9 and 𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡 ≥ 0.9). We also compared the average 

differences between 𝐶𝐶𝐶 values of unharmonized radiomic features (𝐶𝐶𝐶𝑈) and harmonized 

radiomic features (𝐶𝐶𝐶𝐺𝐴𝑁 𝑜𝑟  𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡) within each non-reference condition: 

 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝐶𝐶 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑓𝑜𝑟 𝑎 𝑛𝑜𝑛 − 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 = 

  
1

𝑀
∑ (

𝐶𝐶𝐶2 − 𝐶𝐶𝐶𝑈

𝐶𝐶𝐶𝑈
× 100)

𝑀=15

𝑖=1

 

 

𝑤ℎ𝑒𝑟𝑒 𝐶𝐶𝐶2 𝑖𝑠 𝑒𝑖𝑡ℎ𝑒𝑟 𝐶𝐶𝐶𝐺𝐴𝑁 𝑜𝑟  𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡   
 

Eq. 

15 

 

Similar to Chapter 6, our hypothesis (Eq. 8 in Chapter 6) was that the reproducibility of radiomic 

features improves after harmonization. We further compared results from two mixed-effect models 

that were separately fit to harmonized data acquired by applying the two techniques of GAN and 

ComBat. The mixed-effect model was fit to (𝐶𝐶𝐶𝐺𝐴𝑁 − 𝐶𝐶𝐶𝑈) by using the 15 radiomic features 

has been already demonstrated in Chapter 6. Results from the mixed-effect model fit to 
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(𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡 −  𝐶𝐶𝐶𝑈) by using the 15 radiomic features in the dataset with 55 samples was 

performed in this study. Details of the mixed effect models are described in Eq. 7 and Eq. 8 in 

Chapter 6. 

A summary of 𝐶𝐶𝐶 values for all 93 radiomic features are also presented in Appendix D (Table 

D-1). In comparing the two harmonization techniques in this chapter, we focused on the set of 15 

uncorrelated features to alleviate the bias that may be introduced when several features vary in 

correlation with each other. 

8.3 Results 

8.3.1 Comparison of 𝐶𝐶𝐶 values before and after each harmonization technique 

Table 8-2 summarizes the agreement analysis before harmonization (𝐶𝐶𝐶𝑈) and after application 

of GAN (𝐶𝐶𝐶𝐺𝐴𝑁) and ComBat (𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡) for the selected 15 radiomic features. Also, Figure 

8-2, Figure 8-3, and Figure 8-4, visualize these values for each group of CT parameters of dose, 

kernel, and slice thickness. In these plots, 𝐶𝐶𝐶1 refers to 𝐶𝐶𝐶𝑈,  𝐶𝐶𝐶2: 𝐺𝐴𝑁 refers to 𝐶𝐶𝐶𝐺𝐴𝑁, and 

𝐶𝐶𝐶2: 𝐶𝑜𝑚𝑏𝑎𝑡 referes to 𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡. 

Table 8-2. Summary of results from harmonization of 15 uncorrelated radiomic features using GAN or ComBat. The percentage 

difference between CCC before and after harmonization for 15 uncorrelated radiomic features, the number of features for the 

specified ranges of CCC values, and the increased number of features with CCC ≥ 0.9 

 
100%, st1 K2, st1 100%, k2 

k1 k3 50% 25% 10% st0.6 st2 

Unharmonized 𝑪𝑪𝑪𝑼 ≥ 𝟎. 𝟗 8 8 10 6 4 1 0 

GAN 

Harmonization 

𝑪𝑪𝑪𝑮𝑨𝑵 > 𝑪𝑪𝑪𝑼 14 12 5 6 12 6 11 

𝑪𝑪𝑪𝑮𝑨𝑵 ≥ 𝟎. 𝟗 13 12 11 6 7 1 1 

 Average 𝑪𝑪𝑪 

difference 

12.8% 9.8% -0.2% 2% 14.4% 5.52% 75.4% 

ComBat 

Harmonization 

𝑪𝑪𝑪𝑪𝒐𝒎𝑩𝒂𝒕 > 𝑪𝑪𝑪𝑼 11 12 9 12 13 13 11 

𝑪𝑪𝑪𝑪𝒐𝒎𝑩𝒂𝒕 ≥ 𝟎. 𝟗 8 11 10 6 6 3 2 

 Average 𝑪𝑪𝑪 

difference 

2.3% 3.7% 1.9% 3.9% 3.9% 18.6% 12.9% 
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In harmonizing the effect of variation of dose on the 15 radiomic features, the GAN application in 

harmonizing 10% dose level resulted in higher average 𝐶𝐶𝐶 difference and higher CCC values in 

Figure 8-2 (c). However, for 25% or 50%, the difference between GAN or ComBat results is 

minimal, though ComBat was slightly more effective. While the GAN application on these two 

conditions has negatively impacted a few features (where 𝐶𝐶𝐶𝐺𝐴𝑁 <  𝐶𝐶𝐶𝑈 ), after Combat 

application, all the 15 radiomic features had 𝐶𝐶𝐶𝐶𝑜𝑚𝑏𝑎𝑡 >  𝐶𝐶𝐶𝑈 (Figure 8-2 (a) and (b)). 

In harmonizing smooth and sharp kernels, the GAN application has resulted in a more noticeable 

average 𝐶𝐶𝐶 difference and more radiomic features that meet the 0.9 cut-off value compared to 

the ComBat application. This result is also visible in Figure 8-3, where for both non-reference 

kernels (k1 and k3), the GAN application (black and circular data points) have higher CCC values 

than the ComBat application (orange triangle data points). 

In harmonizing the effect of slice thickness variation on the 15 radiomic features, the GAN 

considerably improved the average 𝐶𝐶𝐶 for the condition with 2mm thickness. But only one 

radiomic features met the cut-off value of 0.9 at either of the two different slice thickness. On the 

other hand, in harmonization of slice thickness, the ComBat application slightly increased the 

average 𝐶𝐶𝐶 difference, and two to three radiomic features reached strong agreement with the 

reference (𝐶𝐶𝐶𝐶𝑜𝑚𝑏𝑎𝑡 ≥ 0.9). Figure 8-4 compares the CCC values for the GAN and ComBat 

harmonization with unharmonized CCC values. For some features the GAN harmonization is 

better and for some other features, the ComBat has resulted in higher agreements with reference. 

For example, at the condition with 2mm slice thickness, the feature GLRLM Normalized Gray 

Level Non-Uniformity has larger CCC improvement by GAN. 
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 Thus, while ComBat and GAN harmonization were impactful, only a few radiomic features met 

the cut-off value (i.e., 𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡 ≥ 0.9 or 𝐶𝐶𝐶𝐺𝐴𝑁 ≥ 0.9). This finding was also observed in 

Chapters 6 and 7, where the average 𝐶𝐶𝐶 increased but was not sufficient to increase the number 

of features that meet the cut-off value. 

To understand the improvement of 𝐶𝐶𝐶 values for all the 93 radiomic features, we provided the 

results in the Table D-1 of Appendix D. As a summary, we observed that 𝐶𝐶𝐶 assessments for all 

93 radiomic features, in the Table D-1of Appendix D, are consistent with the results summarized 

in Table 8-2 of the current chapter. The GAN application had a more positive influence in 

remedying radiomic feature variability due to kernel changes across all radiomic features (i.e., 

more features with 𝐶𝐶𝐶𝐺𝐴𝑁 ≥ 0.9 and greater average 𝐶𝐶𝐶 difference).  We also saw similar 

results for harmonizing dose variations where GAN had a more positive influence on the 10% dose 

level, and ComBat was slightly better for 50% and 25%. Similarly and consistent with  Table 8-2, 

in the harmonization of slice thickness variation across all 93 radiomic features, GAN application 

strengthened the agreements of non-reference condition with 2mm with reference more than 

ComBat.  
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Figure 8-2. 𝐶𝐶𝐶1(𝑜𝑟 𝐶𝐶𝐶𝑈  )  for 15 uncorrelated features and the corresponding GAN or ComBat harmonized 𝐶𝐶𝐶 values for 

non-reference conditions with different dose levels than reference. Harmonization of (a) 50% dose, (b) 25% dose, (c) 10% dose. 

The red dashed lines show the CCC cut-off values for moderate and strong agreements. 
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Figure 8-3. 𝐶𝐶𝐶1(𝑜𝑟 𝐶𝐶𝐶𝑈  ) and 𝐶𝐶𝐶2 after ComBat or GAN harmonization of conditions with different kernel than reference. 

Harmonization results of (a) smooth kernel, (b) sharp kernel for 15 uncorrelated features. The red dashed lines show the CCC 

cut-off values for moderate and strong agreements. 
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Figure 8-4. 𝐶𝐶𝐶1(𝑜𝑟 𝐶𝐶𝐶𝑈  ) and 𝐶𝐶𝐶2 (after ComBat or GAN harmonization of conditions with different slice thickness than 

reference. Harmonization results of (a) 0.6mm thickness, (b) 2mm thickness for 15 uncorrelated features via GAN or ComBat. 

The red dashed lines show the CCC cut-off values for moderate and strong agreements. 

 

8.3.2 Results from fixed-effect models 

Table 8-3 shows results from the two mixed-effect models that tested the significance of the 

harmonization impact of each of the GAN and ComBat techniques on the 15 radiomic features for 

each non-reference condition. Specifically, in Chapter 6, for GAN harmonization, we fit the model 

to 𝐶𝐶𝐶𝐺𝐴𝑁 − 𝐶𝐶𝐶𝑈. For ComBat, in this chapter, we fit the mixed-effect model to 𝐶𝐶𝐶𝐶𝑜𝑚𝐵𝑎𝑡 −

𝐶𝐶𝐶𝑈. 
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Table 8-3. Estimated fixed effects for the impact of harmonization of CT parameters on the improvement of 𝐶𝐶𝐶 for the 15 

radiomic features 

 

 GAN Harmonization ComBat Harmonization 

Non-reference 

Conditions 

Estimated 

Fixed Effect 

95% One-

sided CI 

𝒑-value  Estimated 

Fixed 

Effect 

95% One-

sided CI 

𝒑-value  

100%, k1, st1 0.09 ± 0.04 [0.02 , 1] 0.02* 0.02 ± 0.02 [-0.01, 1] 0.2 

100%, k3, st1 0.07 ± 0.04 [0.0008 , 1] 0.04* 0.03± 0.02 [-0.0004, 1] 0.05 

50%, k2, st1 -0.002 ± 0.04 [-0.07 , 1] 0.52 0.01 ± 0.02 [-0.01, 1] 0.2 

25%, k2, st1 0.006 ± 0.04 [-0.06 , 1] 0.43 0.03± 0.02  [-0.003, 1] 0.07 

10%, k2, st1 0.09 ± 0.04 [0.02, 1] 0.01* 0.03± 0.02 [-0.002, 1] 0.06 

100%, k2, st0.6 -0.03 ± 0.04 [-0.1, 1] 0.7  0.06± 0.02  [0.03, 1] 0.0005* 

100%, k2, st2 0.13 ± 0.04 [0.05 , 1] 0.002* 0.07± 0.02 [0.04, 1] 0.0001* 

  *Significant p-values with 95% confidence 

Table 8-3 demonstrates that harmonization of non-reference conditions with smooth (k1) or sharp 

kernel (k3) was only significant when the GAN technique was used. Similarly, in harmonizing the 

condition with a 10% dose level, only the GAN technique was significant.   

On the other hand, only the ComBat application resulted in a significant increase of 𝐶𝐶𝐶 values in 

conditions with 0.6mm slice thickness than the reference. The condition with 2mm slice thickness 

received significant improvements by both of the harmonization techniques. 

The estimated intercept in the fixed-effect model fit to ComBat harmonized data was -3.9e-16 (CI∶

[ -0.02, 1], p-value = 0.5). The between-subject variability was low as the random effect had an 

estimated standard deviation of 0.01, and the confidence intervals for the random effects lay around 

zero (Figure D-1 in Appendix D). So, there was low uncertainty in the results. 

The results from the fixed-effect models are consistent with the results shown in the previous 

section for the 15 radiomic features. Those conditions that received significant enhancement by 

applying any of the harmonization techniques have greater 𝐶𝐶𝐶 values in their corresponding plot 

in Figure 8-2, Figure 8-3, and Figure 8-4. 
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8.4 Discussion 

In this study, we aimed to make a comparison between the GAN and the ComBat techniques to 

understand their differences in mitigating variability of lung nodule radiomic features in response 

to variation of CT parameters of dose, kernel, and slice thickness. 

8.4.1 Summary of Results 

The main finding from this study was that the harmonization performance of the GAN and ComBat 

techniques could be complementary for some non-reference conditions; for some non-reference 

conditions, the application of only one or two of the two techniques resulted in substantial or 

significant harmonization impact. Simultaneously, for some conditions (e.g., conditions with 50% 

dose or 25% dose), applying either of the techniques resulted in slight to moderate improvements. 

Another finding of this study is that for some conditions (e.g., conditions with 0.6mm and 2mm), 

even though both of the methods increased the agreement (𝐶𝐶𝐶) of non-reference radiomic 

features with the reference radiomic features, the 𝐶𝐶𝐶 values did not meet the cut-off value of 

0.9.Additionally, while the mixed-effect model indicated that the improvements of CCC values at 

the condition with 2mm slice thickness was significant, the average CCC improvements was much 

higher by the GAN harmonization (see Table 8-2). 

Furthermore, contrary to Chapter 7, ComBat harmonization of conditions with k3 kernel and 10% 

dose was not significant. However, for these conditions, the impact of ComBat harmonization was 

substantial as we obtained a very small (but not significant) p-value in Table 8-3, and we observed 

the increase in the count of radiomic features with 𝐶𝐶𝐶 ≥ 0.9 in Table 8-2. One reason for 

obtaining different harmonization results for conditions with k3 kernel and 10% dose can be the 

variation of dataset size. In Appendix C (Figure C-6, Figure C-7, Figure C-8), we showed that with 

a dataset of size around 60 samples, ComBat’s performance did not change noticeably. 
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Nevertheless, for datasets with sizes below 60, the performance dropped slightly. Considering that 

the dataset used in this study contains 55 samples, it might be expected to see a drop in performance 

when harmonizing conditions with 10% dose and sharp kernel.  

8.4.2 Differences in GAN and ComBat Harmonization 

GAN and ComBat techniques perform in two different fashions; GAN works with original images, 

and the GAN approach used in this study involved training and applying the seven condition-

specific GAN models for harmonizing each of the seven non-reference conditions. Each condition-

specific GAN model is trained using a pair of images, one at the reference condition and one at 

the corresponding non-reference condition. Variation of each CT parameter causes different 

amounts or types of image quality deviations from the reference. The generator’s and the 

discriminator’s weights are trained or penalized according to these deviations within each pair of 

images. Therefore, the GAN training aims to generate images without those deviations  so that the 

generated images look similar to the image at reference condition.  

On the other hand, ComBat directly compares the non-reference radiomic features with the 

reference radiomic features and estimates the location shift and scale parameter required to align 

non-reference data with the reference. For those non-reference conditions (such as the condition 

with 50% dose) with more radiomic features similar to the reference (i.e., more radiomic features 

with 𝐶𝐶𝐶 ≥ 0.9), the location shift and scale that is required for adjustment is minimal. Therefore, 

ComBat applies a slight adjustment for such radiomic features (e.g., see 𝐶𝐶𝐶𝑈 𝑎𝑛𝑑 𝐶𝐶𝐶𝐶𝑜𝑚𝑏𝑎𝑡 

values for the condition with 50% dose). 

Another difference in the performances of GAN and ComBat techniques is observed in the 

harmonization of the condition with 0.6mm slice thickness. The GAN model sees the differences 

in the shape of nodules between thin or thick slices compared to the 1mm images. As has been 
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shown in Chapter 6, the model has tried to modify the image such that the nodule appears similar 

to the reference. However, it was not able to accomplish this perfectly. Hence, this phenomenon 

for non-reference conditions with 0.6mm slice thicknesses has resulted in a poor agreement 

between the generated images (or their radiomic features) with the reference condition. However, 

the ComBat technique, again, is directly exposed to the deviation of the radiomic features from 

the reference condition, and by estimating the location shift and scale for the deviation it was able 

to mitigate radiomic feature variations at different slice thicknesses.   

8.4.3 Practicality and Future Directions 

According to the results of this study, both GAN and ComBat techniques have their trade-offs. 

These two techniques can complement each other in terms of both effectiveness and practical 

aspects. When only one technique, from these two techniques, provides impactful harmonization, 

we have a limited choice. However, if both techniques positively influence the radiomic features, 

we will have the flexibility to choose the technique that best suits the practical aspects of a radiomic 

study of interest. 

For example, in a multicenter study, where it is not possible to share image data due to privacy or 

storage concerns (e.g., radiomic features), we will be limited to a mitigation technique that does 

not require image processing. In such situations, a technique such as ComBat can be helpful. 

However, when it is possible to share the image data, applying a technique, such as GAN, that can 

harmonize both the image and the quantitative radiomic feature values may be desired. 

Nevertheless, even if the image data is available, but it is acquired at a CT condition that the GAN 

model was not trained on, the GAN model will not be helpful. Whereas, if the data is a statistically 

representative dataset consisting of a range of different CT parameters, ComBat can be applied to 

adjust the radiomic feature variabilities without the need for a pre-trained model.  
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If it is feasible to use any of these two harmonization techniques in terms of effectiveness and 

practicality, ComBat may be preferred as it is fast, simple, and not computationally expensive. 

While the ComBat technique is simple compared to other basic methods, such as basic scaling, it 

adjusts the fraction of total variance due to variations caused by CT parameter inconsistencies. 

Additionally, since the GAN model only transforms the non-reference images, additional radiomic 

feature calculations are required after image transformation. The radiomic feature recalculation 

also requires the availability of the nodule mask. If nodule masks are not already available from 

original non-reference images, nodule segmentations shall be performed on the transformed 

images to obtain the masks for feature calculation. On the other hand, re-segmentation may result 

in variation of segmented mask compared to the mask used for radiomic feature calculation before 

GAN transformation. Variation of the segmentation can itself result in inconsistencies in radiomic 

feature values. However, the variability of segmentations before and after the GAN application 

remains a future investigation. 

An advantage of using the GAN model is the possibility of obtaining and keeping a standardized 

image that can be used in the future, for example, for calculating different groups of radiomic 

features or for other purposes such as augmentation data for future studies. 

Both techniques have particular requirements to achieve a reasonably good performance. For 

example, they require a statistically representative dataset or a sufficiently large dataset. In Chapter 

7, we found that the performance of ComBat was maintained with at least 60 samples. However, 

it remains as future work to estimate minimum required training samples for the GAN model.  

Moreover, in situations where the batch effect (the source of inconsistency or variability) is 

unknown, we cannot use ComBat. However, it may be possible to train a general-purpose GAN 
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that transforms images to look similar to a reference condition without knowing the specific CT 

parameter that deviates from the reference condition. 

ComBat performance can be unreliable if classes (categories) of samples are not balanced across 

batches (non-reference conditions)154. If the proportion of classes in each batch is not balanced, 

the batch-effect estimates will depend on the proportion of classes within each batch. Hence in an 

unbalanced batch-group design, it is not recommended to use ComBat. 

In Chapter 4 of this dissertation, we showed that slice thickness was an important factor affecting 

the reproducibility of radiomic features. In this chapter, we found that even though a technique 

such as ComBat can mitigate the variability of radiomic features, it may not be practically 

sufficient; we found that several radiomic features still had 𝐶𝐶𝐶2 < 0.9. For future studies, it is 

worthwhile to explore whether a resampling (or interpolating) of images to the reference slice 

thickness before the ComBat harmonization helps improve the producibility of radiomic features. 

In Appendix B (Table B-4), we showed that resampling alone does not substantially improve the 

reproducibility of radiomic features. However, the combination of the resampling technique with 

another harmonization technique may result in better mitigation performance. 

Among other approaches that can be combined with ComBat or with resampling to improve the 

reproducibility of radiomic features is the approach proposed by Gang et al.105 that operates in 

both image and feature domain by performing two deconvolution steps to remove blur and noise. 

Since the volume averaging impacts the image blurriness, the recovery technique proposed by the 

authors can adjust the radiomic features for variations due to slice thickness.  

8.4.4 Contribution  

Some previous studies have explored the potential of various mitigation techniques, either in the 

image domain or feature domain. The application of ComBat and GAN has been previously 
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explored independently in a few studies (we have discussed their distinction to the approach in this 

dissertation in Chapters 6 and 7). Nevertheless, few studies have directly compared the 

performance of two or more mitigation techniques from different domains. For instance, Foy et 

al.81 compared the ComBat technique with histogram normalization and Butterworth filtering. 

However, the harmonization performance of ComBat has not been directly compared to the GAN 

technique. We performed this analogy in a consistent setting (with the same scan protocols) and 

the same dataset. So, we were able to inform and compare the limitations or the strengths of the 

harmonization performance of each of the two techniques. 

Moreover, we discussed the practical scenarios of radiomic studies in which we can utilize either 

of the techniques. Additionally, our results identify the range of non-reference CT conditions that 

can receive effective harmonization via any two techniques.  

The inter-algorithm analysis in this chapter can provide a basis for future research in radiomic 

feature stabilization. 

8.4.5 Limitation 

A limitation of this study is that we did not compare the effect of harmonizing each of these 

techniques on the predictivity or utility of radiomic features. Therefore, it is vital to understand 

how these harmonization techniques affect the downstream performance of radiomic features 

when used in a prediction model.  

While we have already investigated the potential of the ComBat technique in a larger dataset, the 

comparisons in this chapter were limited to smaller size data. Therefore, it will be beneficial to 

expand further the size of the held-out test set used to evaluate the performance of the ComBat 

technique compared to the GAN technique. 
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8.4.6 Conclusion 

In this chapter, we compared and contrasted two mitigation techniques of GAN and ComBat to 

stabilize CT radiomic features. These two techniques can have complimentary performance. In 

harmonizing radiomic features acquired from conditions with different kernel or dose levels than 

the reference, either of these techniques provided acceptable or significant harmonization. This 

result proves the possibility of correction of the effect of kernel and dose on CT radiomic feature 

values. Future explorations are required to achieve better radiomic feature harmonization in 

response to variation of slice thickness.  
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Chapter 9 Summary and Conclusion 

9.1 Summary 

Radiomic features are quantitative data calculated from medical images to characterize properties 

of regions of interest within the image, such as a suspicious lesion or tumor tissue. Recent research 

has shown the promise of radiomic features in describing tumor phenotype and biology.  This 

suggests that radiomic feature values change accordingly in response to variations of tissue 

biology.  

To ensure the reliability of radiomic features, we have to understand whether these quantitative 

measurements can be affected by the variation of factors unrelated to tissue biology. Therefore, 

this dissertation's goal was to determine whether CT radiomic feature values are impacted by the 

variation of factors related to CT image acquisition.  Secondly, we aimed to assess the possibility 

of correcting the deviation of radiomic features due to changes in non-biological factors. The non-

biological factors investigated in this dissertation were CT dose level, reconstruction slice 

thickness, and kernel. 

In Specific Aim (SA) 1 of this dissertation, we first collected the required data to accomplish these 

goals. We then developed a modular framework for image data analysis as part of an in-house 

computational pipeline that enabled us to analyze image datasets and test the reproducibility of 

radiomic features. In SA 2, we used the computational pipeline to determine whether a set of well-

known radiomic features are reproducible in response to variation of dose, kernel, and slice 

thickness (in both reconstruction algorithms of wFBP and iterative). Finally, in SA 3, we tested 

the potential of the two mitigation techniques of ComBat and Generative Adversarial Networks 

(GAN) in remedying the lack of reproducibility of radiomic features in response to the variation 

of CT parameters of dose, kernel, and slice thickness (in wFBP reconstruction algorithm). 



 

 212 

The in-house computational pipeline described in Chapter 2 consisted of two main components: 

1) simulation and reconstruction of CT projection data over a wide variation of CT conditions, 2) 

image data analysis. The modules developed in SA2 were part of the image data analysis and 

performed evaluation of lung nodule detection as well as radiomic feature calculation. 

 First, as was described in Chapter 3, under IRB approval, raw projection data of chest CT scans 

of lung cancer screening cases were collected. Then, the computational pipeline was used to create 

a dataset consisting of images at various CT conditions with nodule segmentations and radiomic 

feature calculations.  

For SA 2, we initially investigated the robustness of radiomic features of patient lung nodules 

across 36 different CT conditions at four different dose levels, three different slice thicknesses, 

and three different kernels. Univariable and multivariable analyses of this study not only showed 

the lack of reproducibility of the majority of radiomic features but also revealed interactions among 

CT parameters, meaning that the effect of individual CT parameters on radiomic features can be 

conditional upon other CT acquisition and reconstruction parameters. This finding suggests that in 

designing scan protocols for future radiomic studies, specific combinations of CT parameters can 

result in groups of CT conditions that have reproducible radiomic features among themselves (e.g., 

OCCC≥0.9). Hence by carefully defining such conditions they can be considered as a group of 

‘safe’ set of protocols.  

 Among the CT parameters investigated, slice thickness had the largest, and dose had the least 

noticeable impact on lung nodule radiomic feature values. Furthermore, in SA 2, to better 

understand the underlying process in the variation of radiomic features, we assessed radiomic 

features calculated from images of three different phantoms with known texture and intensity 

characteristics. CT scans from three phantom datasets of the FDA anthropomorphic phantom with 
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a homogeneous synthetic nodule and two other phantoms without synthetic nodules: the Credence 

Cartridge Radiomics (CCR) phantom and a homogeneous water phantom were used. We found 

that the impact of slice thickness is only noticeable in a phantom with synthetic nodule, and we 

showed that this is due to volume averaging. This observation explained the large variability 

caused by slice thickness variation in patient lung nodules. On the other hand, we observed that 

kernel and dose variations had a more considerable impact on the radiomic features of homogenous 

material than non-homogenous materials. Therefore, we also demonstrated that the effect of kernel 

and dose variations is related to the inherent tissue texture.  

For SA 3, we applied the two mitigation techniques of GAN and ComBat to harmonize the 

radiomic features of seven non-reference CT conditions and align the features with a supposed 

reference condition. We showed that the dependence of radiomic features on non-biological factors 

of CT dose, slice thickness, and kernel (in the wFBP algorithm) can be corrected to some extent 

after applying either of these techniques. Furthermore, our results demonstrated that either of these 

techniques has the potential to remedy the poor reproducibility of radiomic features in some CT 

conditions.  

9.2 Clinical Implication and Contribution  

The quantitative medical imaging field is an emerging field. Radiomic features are quantitative 

imaging data that can be used in clinical practice and enable precision medicine. Although several 

studies have shown the promise of radiomic features to serve as imaging biomarkers, there is still 

a need to carry out multicenter trials to test the clinical utility of radiomics in large and diverse 

datasets. Obtaining a large, multicenter dataset will increase the power of the study in evaluating 

the clinical relevance and robustness of radiomics. However, currently, there are no 

standardizations in scan protocols used for radiomic studies and there are no guidelines for 
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gathering large multicenter datasets. This dissertation showed that if image data is not acquired 

with consistent CT protocols across different centers, there will be inconsistencies in radiomic 

feature values. These inconsistencies may limit the utility of radiomic features. Therefore, our 

study warns about this serious problem if the sources of variability of radiomic features are not 

being considered. 

Furthermore, one essential step in validating radiomics as an image biomarker is the technical 

validation of radiomics to ensure its precision. Therefore, another key contribution of the work 

presented in this dissertation is the assessment of the reproducibility of radiomic features that 

provides insight into the precision of radiomics and the potential strategies that can handle the 

related uncertainties. 

 While similar efforts in the literature are available that have analyzed phantom data, we performed 

a comprehensive patient study that systematically explored the multidimensional space of CT 

parameters in affecting lung nodule radiomic features. Our study provided insight into the impact 

of three CT parameters on a set of well-known radiomic features. Thus, our findings identify the 

importance of careful radiomic feature selection and attention to the inclusion criteria for CT image 

acquisition protocols within multicenter radiomic studies.  

Despite showing that the radiomic features may convey information related to the scan protocol, 

we also showed that via performing a harmonization step, we can mitigate the dependence of the 

radiomic features on CT parameters and alleviate the severe problem of lack of robustness.   

While we did not use a multicenter dataset, we utilized an-in house computational tool that 

simulated image data at various CT conditions as if they were images acquired at different centers 

with different scan protocols. Therefore, our findings suggest that inclusion of a harmonization 
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step before prediction modeling, has the potential to make the radiomic features of multicenter 

studies consistent and comparable. Furthermore, we illustrated that a deep learning-based GAN 

technique or a data-driven technique such as ComBat are potential mitigation techniques can serve 

as potential mitigation techniques for radiomics. Although further evaluation is needed to ensure 

performance across a wide variation of CT parameter ranges, our findings highlight a clear possible 

path for future multicenter studies to use either of these harmonization techniques and extend the 

evaluation of radiomic features in large and inclusive datasets, and hopefully enable the application 

of radiomics in clinical practice.  

Although a number of recent works129,131,167 have explored the potential of GAN models in the 

biomedical imaging field, only a few applied limited explorations of impact of GAN on radiomic 

features. However, we have evaluated the potential of a specific and a different variant of GAN 

model (Pix2Pix132) in the particular task of mitigating variabilities of large number of well-known 

CT radiomic features of lung nodules. Importantly, unlike other studies that have focused on 

general radiomic features, our focus was only on the radiomic features extracted from an ROI of 

nodule rather than a random patch in the chest scan or the whole 3D volume surrounding the 

nodule. Additionally, unlike those mentioned studies, we showed that it is possible to train an 

effective GAN model that serves as a harmonization tool, even when it is only trained on a sub-

volume image around the nodule region instead of being trained on the image of the whole lung. 

This yields a less computationally expensive GAN training. Furthermore, the effect of dose 

variation on radiomic features and mitigation of dose impact is rarely studied in the literature, as 

it is infeasible to acquire repeated CT scans with different dose levels. However, we examined the 

dose impact and its mitigation by utilizing our in-house pipeline that simulated low-dose levels 

and avoided repeated scans.  
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We foresee that, for the future, in building predictive radiomic models, we should either perform 

a robustness-based feature selection or apply a harmonization technique that aligns the radiomic 

features. The methods presented in this dissertation lays the groundwork for research direction 

related to any of the two approaches above. In the implementation of the former approach, the 

contribution of this dissertation is that, in Chapter 4, we showed that through assessment of 

agreement of radiomic features via calculation of Overall Concordance Correlation Coefficient 

(OCCC), we can identify and filter radiomic features with poor reproducibility. To implement the 

latter approach, in Chapters 6 to 8, we tested and demonstrated the potential of two different 

harmonization techniques that either perform in the image domain or the feature domain. Notably, 

the methodology applied in testing the algorithms is universal and can be used for analyzing 

robustness or mitigation of other radiomic features or other CT parameters. For example, our 

approach in testing the efficiency of mitigation algorithms can serve as a framework for future 

inter-algorithm studies for organizations such as Quantitative Imaging Biomarkers Alliance 

(QIBA) that seek to enable the practicality of quantitative imaging biomarkers. 

Furthermore, the developed pipeline tool that handles the evaluation of lung nodule segmentation 

and radiomic feature calculation can be transferred to other tasks. For example, via the 

development of few customized modules, the tool can be transferred to evaluate segmentation and 

detection of tumors in other organs or to calculate and assess other radiomic features across various 

CT parameters. 

9.3 Limitation and Future Work 

A limitation of the work presented in this dissertation is that our data was only composed of 

patients scanned only on Siemens scanners in the UCLA medical centers. Although we have 

incorporated a wide variation of CT conditions in our studies, a larger patient cohort is needed to 
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capture a more comprehensive range of possible image reconstructions acquired with scanners 

from vendors other than Siemens and other regions. Availability and obtaining large patient 

cohorts can facilitate extensive validation of the harmonization methods and performance of inter-

algorithm studies that minimize inconsistencies among radiomic features. In addition, exploring 

data from other clinical centers acquired with different scanners can reveal other potential sources 

of variability that we need to tackle. Finally, considering that in this dissertation, we have only 

assessed the impact of three CT parameters on the reliability of radiomic features, a multicenter 

dataset can allow for investigation of effects of other CT parameters (e.g., kVp, pixel size, etc.). 

The dataset used in this dissertation was only composed of CT scans of the lung cancer screening 

population. The screening CT scan protocol is low-dose (~2 mGy CTDIVol) compared to routine 

diagnostic scans (~10-15 mGy CTDIVol). Therefore, beyond exploring differences among 

different scanners, acquiring cohorts from slightly different populations such as diagnostic CT 

scans will also allow for further validations of the findings of this study. We assessed radiomic 

feature reproducibility at very low dose levels (up to 10% of screening) to obtain an understanding 

of the lower bound of reproducibility for the radiomic features. Interestingly we found that 

although the images at 10% dose are not visually of high quality, there were situations where we 

could correct the variation of radiomic features at this low dose level. Hence, such a dose level 

may not be entirely out of the question in quantitative imaging when a harmonization step is 

included. 

Furthermore, the majority of the work in this dissertation was based on the wFBP reconstruction 

algorithm only. For iterative reconstruction images, we only assessed the reproducibility of 

radiomic features. Thus, it remains a future work to determine the efficiency of ComBat and GAN 

harmonization for radiomic features of images with iterative reconstruction algorithm. 
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Furthermore, considering that more radiomic features had poor reproducibility in iterative 

reconstructions, it will be useful to understand which technique will be more effective in 

remedying the poor reproducibility.  

We foresee that future radiomic studies shall include a standardization step before discovering 

clinical relevance (outcome prediction, etc.) of radiomic features. Nonetheless, the effect of 

variability of radiomic features or their mitigation on subsequent predictive performance remains 

an open area for future research. While it is essential to ensure the reliability of radiomic features, 

it is also vital to maintain their capability in distinguishing tumor biology. Therefore, this remains 

a potential future research direction. 

Another potential future direction in the field of quantitative imaging biomarkers is the deployment 

of deep features. In this dissertation, we focused on hand-crafted radiomic features. However, deep 

features, extracted from final layers of deep learning models, can allow for the extraction of high-

level information that is not dependent on the user definitions and relies on the intuition of an 

artificial intelligence model168. Hence, the study structure presented in this work can also serve as 

a framework for the assessment of robustness of deep features. 

Interestingly, in SA 3, we found that the two techniques of GAN and ComBat have complementary 

performance. Therefore, the two techniques may be used in combination in future multicenter 

radiomic studies with datasets acquired with various CT conditions. Furthermore, each method 

may serve as an appropriate tool for harmonization of inconsistencies resulting from specific CT 

parameters. Although it may be more practical to have a single method with which we can 

harmonize various CT parameters, we could not achieve that, and currently, there are no such 

methods introduced in literature. Therefore, this remains as a future work to identify a solution or 
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a framework that encompasses standardization of several radiomic features against wide variation 

of sources of variability. 

A limitation in exploring mitigation techniques was that we did not assess the harmonization 

performance of the GAN and the ComBat techniques on scans from conditions (or scanners) 

previously unseen by the model. For example, it is valuable to understand whether these 

harmonization techniques can harmonize non-reference conditions other than the seven conditions 

in our study. This future work matters as it indicates whether we will need a statistically 

representative sample and separate runs of ComBat or GAN training for harmonization of any 

other non-reference condition. 

As was described in Chapter 6, we trained seven condition-specific GAN models for 

transformation and normalization of each non-reference condition. While our study provides a 

proof of concept for potential of the GAN application, further work is needed to make it practical. 

For example, a limitation here is that each of the GAN models in this work only perform 

harmonization of impact of one CT parameter. Therefore, future work should include either 

combination of harmonization of several non-reference conditions (ideally with more than one 

non-reference CT parameter) in one model or in an ensemble of different GAN models. 

Finally, in assessing agreement of radiomic features, we made an assumption regarding an 

acceptable and strong agreement to determine reproducibility of radiomic features (i.e. threshold 

of 0.9). This assumption has been made according to the choice of threshold of other similar 

research in literature60,62,169. However, there are no recommendations available regarding an 

optimal threshold for CCC or OCCC. Since the metrics of CCC and OCCC measure the similarity 

of two or more measurements by calculating deviations from the line of identity, the selected 

threshold of 0.9 was a very conservative threshold. Therefore, it is also of interest to perform a 
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sensitivity analysis of the agreement threshold. To come up with an optimal threshold, it will be 

helpful if the sensitivity analysis is performed with respect to the diagnostic task of interest. For 

example, to determine a meaningful reproducibility threshold we can select a threshold that 

maintains both prediction performance (e.g., in terms of area under the ROC curve) and an 

agreement of more than moderate (i.e. with CCC of at least 0.8). 

9.4 Conclusion 

As a summary, in this dissertation, we explored the variability and the correctability of a set of 

well-known lung nodule radiomic features in response to variation of three CT image acquisition 

and reconstruction parameters of dose, kernel, and slice thickness. The work presented here 

constitutes a widely applicable experimental technique and methodology for assessing the 

robustness of radiomic features before or after application of a mitigation technique.  

According to the findings of the work presented, we advise against pooling of the radiomic features 

acquired from images with inconsistent scan protocols. We recommend inclusion of a 

standardization step, either in form of robustness-based feature selection or in form of application 

of harmonization algorithms in future multicenter efforts. With further validations, we foresee that 

techniques such as GAN or ComBat can, separately or jointly, play a role in future efforts to 

minimize inconsistencies of radiomic features either in the image domain or in the feature domain. 

Our study contributes to the development of a framework that handles reliability issues of radiomic 

features. Once such a framework is adopted in future radiomic studies, deployment of multicenter 

clinical trials allows for extensive validation of clinical relevance of radiomic features. Such trials 

can eventually lead to expansion of the use of radiomic features into clinical practice, and 
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ultimately enabling precision medicine through disease detection, stratification, and outcome 

prediction. 
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Appendix A  Additional Theory and Results for Chapter 4 

A.1 Settings for radiomic feature calculation 

A.1.1 Settings used for Gray Level Co-Occurrence Matrix (GLCM) features: 

The matrix was acquired at 16 quantized gray levels through using an 8-connected neighborhood 

in 2D with the corresponding direction vectors at distance 1 of: (1, 0, 0), (1, 1, 0), (0, 1, 0) and (−1, 

1, 0).  

A.2 Calculation of the Metric of Reproducibility: Overall Concordance Correlation 

Coefficient 

The Concordance Correlation Coefficient (CCC) between values of a radiomic feature (𝑌)  of 𝑛 

samples at two different CT image conditions ((𝑌𝑖1, 𝑌𝑖2 ) , 𝑖 = 1, 2, … , 𝑛) with means of 𝜇1 =

 𝐸[𝑌1 ] , 𝜇2 = 𝐸[𝑌2  ] and variances of  𝜎1
2, 𝜎2

2  and correlation coefficient of 𝜌 is: 

 

or, 

𝜌𝑐 = 𝐶𝐶𝐶 =
2𝜌𝜎1𝜎2

𝜎1
2 +  𝜎2

2 + (𝜇1− 𝜇2)2
 

 

 

Hence CCC is the agreement of feature (𝑌) within a pair of CT image conditions. The Overall 

Concordance Correlation Coefficient (OCCC) of a radiomic feature (𝑌) of 𝑛 samples across  𝑀 

different CT image conditions ( 𝑌1, 𝑌2, … , 𝑌𝑀) is the weighted average of all pairwise CCCs where 

higher weights are given to the pairs of conditions whose feature values have higher variances and 

larger mean differences: 
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𝑂𝐶𝐶𝐶 =
∑ ∑ 𝜉𝑥𝑦𝜌𝑥𝑦𝜒𝑥𝑦 𝑀

𝑦=𝑥+1
𝑀−1
𝑥=1

∑ ∑ 𝜉𝑥𝑦
𝑀
𝑘=𝑥+1

𝑀−1
𝑥=1

 

 

Where 𝜉𝑥𝑦 =  𝜎𝑥
2 +  𝜎𝑦

2 + (𝜇𝑥− 𝜇𝑦)2 and 𝜒𝑥𝑦 = 
2𝜎𝑥𝜎𝑦

 𝜎𝑥
2+ 𝜎𝑦

2+(𝜇𝑥− 𝜇𝑦)2  . 

 

Hence agreement (OCCC) of a radiomic feature against variation of dose (across M=4 levels) in a 

subset (e.g. at fixed kernel 𝑘1and slice thickness 𝑠𝑡2) is:  

 

𝑂𝐶𝐶𝐶𝑑.𝑘1_𝑠𝑡2
=

∑ ∑ 𝜉𝑥𝑦𝜌𝑥𝑦𝜒𝑥𝑦
4
𝑦=𝑥+1

3
𝑥=1

∑ ∑ 𝜉𝑥𝑦
𝑀
𝑘=𝑥+1

𝑀−1
𝑥=1

 

 

Agreement (OCCC) of a radiomic feature against variation of kernel (across M=3 levels) in a 

subset (e.g. at fixed dose 𝑑100and slice thickness 𝑠𝑡0.6) is:  

 

𝑂𝐶𝐶𝐶𝑘.𝑑100_𝑠𝑡0.6
=

∑ ∑ 𝜉𝑥𝑦𝜌𝑥𝑦𝜒𝑥𝑦
3
𝑦=𝑥+1

2
𝑥=1

∑ ∑ 𝜉𝑥𝑦
𝑀
𝑘=𝑥+1

𝑀−1
𝑥=1

 

 

 

Agreement (OCCC) of a radiomic feature against variation of slice thickness (across M=3 levels) 

in a subset (e.g. at fixed dose 𝑑50and kernel 𝑘2) is:  
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𝑂𝐶𝐶𝐶𝑠𝑡.𝑑50_𝑘2
=

∑ ∑ 𝜉𝑥𝑦𝜌𝑥𝑦𝜒𝑥𝑦
3
𝑦=𝑥+1

2
𝑥=1

∑ ∑ 𝜉𝑥𝑦
𝑀
𝑘=𝑥+1

𝑀−1
𝑥=1

 

A.3 Assessing Reproducibility of Radiomic Features across Variation of CT 

Parameters in Images with Iterative Reconstruction 

To acquire scans of subjects with an iterative algorithm, the simulated low dose raw data was taken 

back to the scanner, and images were reconstructed with the CT parameters in Table A-1. CT 

parameters used for iterative (SAFIRE) reconstructions at the scanner using the scanner 

reconstruction software’s SAFIRE (“Sinogram Affirmed Iterative Reconstruction,” Siemens 

Healthineers, Forchheim, Germany) algorithm. 

 
 

Table A-1. CT parameters used for iterative (SAFIRE) reconstructions at the scanner 

 Dose Level Slice Thickness Reconstruction Kernelb 

CT parameter 

ranges 

100%a, 50%, 

25%, 10% 

2mm, 1mm,0.6mm Smooth (k1), Medium (k2), 

Sharp (k3) 

a100% dose level represents the standard lung cancer screening dose with CTDIvol ≅2mGy 
b k1: I26/3, k2: I44/3), k3: I50/3 
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Figure A-1. Agreement (OCCC) of radiomic features in iterative reconstructions within condition subsets. a) impact 

of dose variation, b) impact of kernel variation, c) impact of slice thickness variation as shown by colors defined by 

the colormap. Colors in each column show agreements of radiomic features within the subset that is identified on the 

horizontal axis (e.g. 𝑘1_𝑠𝑡2 shows impact of dose variation at 𝑘1 kernel and 2mm thickness). OCCC≤0.8 values were 

cut off at dark red color as it indicates very poor agreements. 
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Figure A-2. Number of reproducible features within each condition subset in iterative reconstructions. (a) variation of 

dose in subsets with constant kernel and slice thickness, (b) variation of kernel in subsets with constant dose and 

slice thickness, (c): variation of slice thickness in subsets with constant dose and kernel.  

 

Table A-2. Radiomic features of iterative reconstructions: features that were reproducible after dose and kernel 

variations in all the corresponding subsets 

Feature type Reproducible against dose variations 

in all 𝒌𝒊_𝒔𝒕𝒋 subsets 

Reproducible against kernel 

variations in all 𝒅𝒊_𝒔𝒕𝒋 subsets 

First order Entropy Entropy 

GLRLM 
Gray Level Non-Uniformity Gray Level Non-Uniformity 

Run Length Non-Uniformity Run Length Non-Uniformity 

GLDM 
Dependence Non-Uniformity Gray Level Non-Uniformity 

Gray Level Non-Uniformity - 

NGTDM Strength Strength 

GLSZM 
Gray Level Non-Uniformity - 

Size Zone Non-Uniformity - 
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Appendix B Additional Results and Explanations for Chapter 

6 

 

B.1 Additional Tables and Plots 

 

Figure B-1. Learning curves for the discriminator and generator and the loss curve of the validation cases during the training 
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Table B-1. Name of the selected uncorrelated features 

Feature Group Feature Name 
Feature 

Index 

GLRLM 

Gray Level Non-Uniformity 1 

Gray Level Non-Uniformity Normalized 2 

Gray Level Variance 3 

High Gray Level Run Emphasis 4 

Long Run Low Gray Level Emphasis 5 

Run Entropy 6 

GLSZM 
Large Area Low Gray Level Emphasis 7 

Size Zone Non-Uniformity Normalized 8 

GLCM 

Autocorrelation 9 

Correlation 10 

Imc1 11 

First order 

10Percentile 12 

Energy 13 

Interquartile Range 14 

GLDM Large Dependence Low Gray Level Emphasis 15 
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Table B-2. Name of features for each index corresponding to the horizontal axis in Figure B-4 and Figure B-6 

 

 Radiomic Feature  Radiomic Feature  Radiomic Feature 

1 GLRLM GrayLevelNonUniformity 32 GLSZM ZoneVariance 63 1st order Maximum 

2 

GLRLM 

GrayLevelNonUniformityNormalized 33 GLCM Autocorrelation 64 

1st order 

MeanAbsoluteDeviation 

3 GLRLM GrayLevelVariance 34 GLCM ClusterProminence 65 1st order Mean 

4 GLRLM HighGrayLevelRunEmphasis 35 GLCM ClusterShade 66 1st order Median 

5 GLRLM LongRunEmphasis 36 GLCM ClusterTendency 67 1st order Minimum 

6 

GLRLM 
LongRunHighGrayLevelEmphasis 37 GLCM Contrast 68 1st order Range 

7 

GLRLM 

LongRunLowGrayLevelEmphasis 38 GLCM Correlation 69 

1st order 

RobustMeanAbsoluteDeviation 

8 GLRLM LowGrayLevelRunEmphasis 39 GLCM DifferenceAverage 70 1st order RootMeanSquared 

9 GLRLM RunEntropy 40 GLCM DifferenceEntropy 71 1st order Skewness 

10 GLRLM RunLengthNonUniformity 41 GLCM DifferenceVariance 72 1st order TotalEnergy 

11 

GLRLM 

RunLengthNonUniformityNormalized 42 GLCM Id 73 1st order Uniformity 

12 GLRLM RunPercentage 43 GLCM Idm 74 1st order Variance 

13 GLRLM RunVariance 44 GLCM Idmn 75 NGTDM Busyness 

14 GLRLM ShortRunEmphasis 45 GLCM Idn 76 NGTDM Coarseness 

15 

GLRLM 
ShortRunHighGrayLevelEmphasis 46 GLCM Imc1 77 NGTDM Complexity 

16 

GLRLM 

ShortRunLowGrayLevelEmphasis 47 GLCM Imc2 78 NGTDM Contrast 

17 GLSZM GrayLevelNonUniformity 48 GLCM InverseVariance 79 NGTDM Strength 

18 

GLSZM 

GrayLevelNonUniformityNormalized 49 GLCM JointAverage 80 GLDM DependenceEntropy 

19 GLSZM GrayLevelVariance 50 GLCM JointEnergy 81 

GLDM 

DependenceNonUniformity 

20 GLSZM HighGrayLevelZoneEmphasis 51 GLCM JointEntropy 82 

GLDM 

DependenceNonUniformityNor

malized 

21 GLSZM LargeAreaEmphasis 52 GLCM MCC 83 GLDM DependenceVariance 

22 

GLSZM 

LargeAreaHighGrayLevelEmphasis 53 

GLCM 

MaximumProbability 84 

GLDM 

GrayLevelNonUniformity 

23 

GLSZM 

LargeAreaLowGrayLevelEmphasis 54 GLCM SumAverage 85 GLDM GrayLevelVariance 

24 GLSZM LowGrayLevelZoneEmphasis 55 GLCM SumEntropy 86 GLDM HighGrayLevelEmphasis 

25 GLSZM SizeZoneNonUniformity 56 GLCM SumSquares 87 

GLDM 

LargeDependenceEmphasis 

26 

GLSZM 

SizeZoneNonUniformityNormalized 57 1st order 10Percentile 88 

GLDM 
LargeDependenceHighGrayLeve

lEmphasis 

27 GLSZM SmallAreaEmphasis 58 1st order 90Percentile 89 

GLDM 

LargeDependenceLowGrayLeve
lEmphasis 

28 

GLSZM 

SmallAreaHighGrayLevelEmphasis 59 1st order Energy 90 GLDM LowGrayLevelEmphasis 

29 

GLSZM 
SmallAreaLowGrayLevelEmphasis 60 1st order Entropy 91 

GLDM 
SmallDependenceEmphasis 

30 GLSZM ZoneEntropy 61 1st order InterquartileRange 92 

GLDM 

SmallDependenceHighGrayLeve

lEmphasis 

31 GLSZM ZonePercentage 62 1st order Kurtosis 93 

GLDM 

SmallDependenceLowGrayLeve

lEmphasis 
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Figure B-2. 95% confidence interval for the estimated random effects for each feature in the mixed-effect model after GAN 

harmonization 
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Figure B-3. Quantile-quantile plot to check the assumption of normality of residuals in the linear mixed-effect model 
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Figure B-4. 𝐶𝐶𝐶1 for 15 uncorrelated features and the corresponding 𝐶𝐶𝐶2 values for non-reference conditions with different 

dose level than reference. Harmonization of (a) 50% dose, (b) 25% dose, (c) 10% dose. The red dashed lines show the CCC cut-

off values for moderate and strong agreements. Name of features are indicated in Table 2. 
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Figure B-5. 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different kernel than reference. Harmonization of (a) smooth kernel, (b) 
sharp kernel. The red dashed lines show the CCC cut-off values for moderate and strong agreements. Name of features are 

indicated in Table 2. 
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Figure B-6. 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different slice thickness than reference. Harmonization of (a) 0.6mm 
thickness, (b) 2mm thickness. The red dashed lines show the CCC cut-off values for moderate and strong agreements. Name of 

features are indicated in Table 2. 
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Table B-3. Radiomic features that were used for calculation of perceptual loss function during the training of GAN models  

First-order  Mean, Entropy, Kurtosis, Energy, Range 

GLRLM Gray Level Variance, Run Entropy, Long Run Low Gray Level 

Emphasis 

GLDM Large Dependence Low Gray Level Emphasis 

Low Gray Level Emphasis 

GLSZM Small Area Emphasis, Size Zone Non-Uniformity Normalized, Zone 

Variance 

NGTDM Complexity, Contrast 

 

 

Table B-4. Comparisons between agreements of radiomic features of the two conditions with different slice thickness: with 

resampling to 1mm and with application of GAN 

 Non-reference 

Condition 

Average 𝑪𝑪𝑪 

difference 

 

𝑪𝑪𝑪𝟐 > 𝑪𝑪𝑪𝟏 𝑪𝑪𝑪𝟏≥0.9  𝑪𝑪𝑪𝟐 ≥0.9  𝑪𝟐 − 𝑪𝟏(%)a 

Resampled 

Non-

reference 

100%, k2, st0.6 16.5% 57 20 24 4 (20%) 

100%, k2, st2 39.3% 53 1 1 0 

Non-

reference 

After GAN 

100%, k2, st0.6 5.9% 43 20 15 -5 (-25%) 

100%, k2, st2 60% 64 1 13 12(1200%) 

 

 

 

B.2 Additional Explanation and Visualization for GAN Model Training 

In Chapter 6 we found that for some conditions (e.g., condition with sharp kernel k3), the trained 

GAN model was able to significantly improve agreement of radiomic features with the reference 

condition. For some conditions (e.g., conditions with 25% or 50% dose) we saw minimal impact 

of GAN harmonization on radiomic features. 

In this section we show the loss values (or the learning curves) for the generator (G) and the 

discriminator (D) of the GAN model that was trained on three non-reference conditions (Figure 

B-7 to Figure B-8). This provides an insight into the training process for each GAN model. 
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Details of the trained models have been presented in Chapter 6, Table 6-2. As shown in  Figure 

B-7, the adversarial loss for the model trained on the condition with 50% dose level is the largest 

and for example the adversarial loss for the model trained on the condition with k3 kernel is the 

less than the condition with 50%.  The lower the adversarial loss, the higher is the generator’s 

ability in generating realistic images that match the target image (i.e., image at reference 

condition). This is in correlation with our finding about the performance of GAN in harmonization 

of radiomic features; when the GAN model trained on condition with k3 was applied on the test 

data with k3 kernel, we observed significant improvement of agreement (CCC) of radiomic 

features with the reference condition. However, for 50% dose we saw minimal improvements of 

CCC values. Additionally, Figure B-8, demonstrates the discriminator curves for real and fake 

loss. It is visible that the fake loss for condition with 50% dose is the least compared to the two 

other conditions. This indicates that the discriminator of this GAN model was better able to 

distinguish the fake images. This again suggest the inferiority of the generator in condition with 

50% compared to the two other conditions. 

One observation that can justify the inferiority of the generator in Figure B-7(a) and Figure B-8(a) 

is that the discriminator loss in Figure B-8(a) is quite consistent and very close to an average value 

of ≅ 1.4. When the discriminator’s loss is constant or is not changing from epoch to epoch, it 

indicates that the discriminator is not being challenged enough. When the discriminator is not 

challenged, it will not provide sufficient (or useful) feedback to the generator, so the generator 

does not learn to improve itself.  
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Figure B-7. Adversarial and L1 loss of the generator (G) during training for three non-reference conditions. loss(1,D(G(z)) stands 

for) Adversarial loss according to Eq. 1 in Chapter 6. 
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Figure B-8. Loss values for discriminator (D) during training of GAN for three non-reference condition. ‘D_loss’ is the sum of 

losses for real and fake images. 
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Appendix C Additional Results for Chapter 7 

C.1 Additional Results 

In harmonizing radiomic features in the condition with 50% dose, harmonization did not 

substantially affect the radiomic features. Figure C-1(a) also indicates the similarity of 𝐶𝐶𝐶1 and 

𝐶𝐶𝐶2 values for this condition. According to Figure C-1 (b) versus (c), both of the conditions with 

25% and 10% dose have more radiomic features with 𝐶𝐶𝐶2 ≥ 0.9 after the harmonization. 

Although the condition with 10% dose level has few reproducible features after harmonization, we 

see a considerable improvement in its 𝐶𝐶𝐶 values (according to Figure C-1 (c)).  

Figure C-2 visualizes 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values (vertical axis) before and after harmonization of 

kernel variation effect for 93 radiomic features (horizontal axis). The data points that shift to higher 

values in the vertical axis indicate that the harmonization has improved the agreement of radiomic 

features with the reference condition.  

Figure C-3 visualizes CCC values before and after harmonizing variation of slice thickness. A 

couple of radiomic features have increased CCC values. 
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Figure C-1. 𝐶𝐶𝐶1 for 15 uncorrelated features and the corresponding 𝐶𝐶𝐶2 values for non-reference conditions with different 

dose level than reference. Harmonization of (a) 50% dose, (b) 25% dose, (c) 10% dose. The red dashed lines show the CCC cut-

off values for moderate and strong agreements. Name of features are indicated in Table 1. 
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Figure C-2. 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different kernel than reference. Harmonization of (a) smooth kernel, (b) 
sharp kernel. The red dashed lines show the CCC cut-off values for moderate and strong agreements. Name of features are 

indicated in Table 1. 
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Figure C-3. 𝐶𝐶𝐶1 and 𝐶𝐶𝐶2 values for conditions with different slice thickness than reference. Harmonization of (a) 0.6mm 

thickness, (b) 2mm thickness. The red dashed lines show the CCC cut-off values for moderate and strong agreements.  
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Figure C-4. Confidence Intervals for the random effects in the mixed-effect model after ComBat harmonization 
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C.2 Experimenting with ComBat performance for different sample sizes 

This experiment was performed to understand how the performance of ComBat harmonization 

changes across different sizes. We gradually decreased the size of data from 134 to 20 and for each 

sample size, we performed a bootstrap sampling with replacement (for 100 times). ComBat was 

applied for each bootstrap sample to estimate and adjust the batch effects. After each ComBat 

application CCC values between radiomic features of harmonized non-reference and reference 

condition was calculated. At each sample size, a mean CCC and a confidence interval (CI) was 

calculated. Figure C-6Figure C-8 show the mean and CI for harmonization of seven non-reference 

conditions with different CT parameters of dose, kernel and slice thickness.  

Figure C-5. Quantile-quantile plot to check assumption of normality of 

residuals in the linear mixed-effect model 
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Figure C-6. Mean and CI for CCC values of radiomic features after ComBat application across 100 bootstrapped samples with 

sizes determined on the horizontal axis. Blue dots show the mean CCC and red lines show the CI. 

 

Figure C-7. Mean and CI for CCC values of radiomic features after ComBat application across 100 bootstrapped samples with 

sizes determined on the horizontal axis. Blue dots show the mean CCC and red lines show the CI. 

 

Figure C-8. Mean and CI for CCC values of radiomic features after ComBat application across 100 bootstrapped samples with 

sizes determined on the horizontal axis. Blue dots show the mean CCC and red lines show the CI.  
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Appendix D Additional Results for Chapter 8 

 

Table D-1. Results from harmonization of 93 radiomic features using either GAN or ComBat method: No. of radiomic features 

with improved CCC values, the percentage of improvement of CCC, and No. of radiomic features that meet the cut-off value of 

0.9 before and after harmonization 

 

 100%, st1 k2, st1 100%, k2 

k1 k3 50% 25% 10% st0.6 st2 

Unharmonized 𝑪𝑪𝑪𝑼 ≥ 𝟎. 𝟗 51 50 75 40 20 20 1 

GAN 

Harmonization 

𝑪𝑪𝑪𝑮𝑨𝑵 > 𝑪𝑪𝑪𝑼 85 83 31 68 85 43 64 

Average 𝑪𝑪𝑪 

difference 

10.6% 8.2% -0.1% 3.8% 19.3% 5.9% 60% 

𝑪𝑪𝑪𝟐 ≥ 𝟎. 𝟗 82 79 74 53 55 15 13 

ComBat 

Harmonization 

𝑪𝑪𝑪𝑪𝒐𝒎𝑩𝒂𝒕

> 𝑪𝑪𝑪𝑼 

63 75 42 70 86 75 79 

Average 𝑪𝑪𝑪 

difference 

2.1% 3.6% 1.02% 4.8% 10.2% 11.1% 12.6% 

𝑪𝑪𝑪𝑪𝒐𝒎𝑩𝒂𝒕 ≥ 𝟎. 𝟗 57 75 77 51 33 30 7 
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Figure D-1. The confidence interval for the random effect included for 15 radiomic features in the mixed effect model fit 

to the harmonized data by ComBat. Since the intervals lie around zero, there is not a large randomness in the model. 

 

Figure D-2. QQPlot for the mixed-effect model fitted to the harmonized data after ComBat application on 55 cases. 
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Figure D-3. Boxplots showing the range of differences in CCC before and after harmonization of 15 radiomic features using 
ComBat technique. Harmonization was done for seven non-reference condition. Conditions are identified by the level of the  

varying CT parameter. e.g., d50: (50%, k2, st1 ), d25: (25%, k2, st1),  d10 
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