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1. Introduction

Certain transition metals compounds have been demonstrated
to effectively act as anticancer agents.[1] In particular, the inor-

ganic complex cisplatin, cis-[Pt(NH3)2(Cl)2] (Scheme 1), is cur-

rently the most widely used chemotherapeutic drug,[2] being
active in the treatment of many cancers, including testicular

and ovarian carcinomas, lymphoma, melanoma, and neuroblas-
toma.[3] The activity of this drug and of its derivatives (carbo-

platin, oxaliplatin, etc.) is mediated by the formation of DNA le-
sions that interfere with transcription, resulting in cellular

apoptosis.[1–3] In spite of their success in clinical applications,

platinum compounds are of limited effectiveness due to
severe toxicity and intrinsic or acquired resistance. Indeed, the

small size and square planar geometry of the platinum species
yields only poor site discrimination at the double-helix level,

with adducts forming preferentially at the most solvent-acces-
sible guanine nucleotides.[4] These limitations prompted the

development of novel chemotherapeutic strategies aimed at

exploiting the potential of alternative metals, such as rutheni-
um. Ruthenium compounds are promising candidates, as they

show selective activity against specific cancer cell types and
low toxicity.[5] The octahedral coordination sphere of rutheni-

um species, in contrast to the square-planar geometry of plati-
num(II) compounds, imparts them with a higher degree of site
selectivity and size discrimination, resulting in low toxicity and

good clearance. These favorable properties have led to two
ruthenium compounds—the anti-primary-tumor imidazolium
trans-[tetrachloridobis (1H-indazole) ruthenateIII] (KP1019) and
the anti-metastasis imidazolium trans-[tetrachloride (1H-imida-

zole) (S-dimethylsulfoxide) ruthenateIII] (NAMI-A)—that are cur-
rently undergoing clinical trials, opening new perspectives in

cancer treatment.[5] Despite the increasing importance of
ruthenium compounds, their cellular targets have not been un-
ambiguously identified, and a more comprehensive under-

standing could facilitate future drug design strategies.
Although DNA has traditionally been assumed to be the pri-

mary pharmacological target of transition metal agents, recent
evidence also indicates several proteins as important binding

partners.[6] In particular, proteins involved in the detoxification

pathway, such as the glutathione S-transferase (GST) P1-1, have
been shown to detoxify platinum compounds, such as ethacra-

platin (EA-CPT).[7] Several other proteins (such as transferrin,
human serum albumin, and integrins) have been recognized as

targets of ruthenium-based drugs.[8] Moreover, organometallic
ruthenium(II) agents can bind to both DNA and histone com-

Many transition metal complexes have unique physicochemical
properties that can be efficiently exploited in medicinal

chemistry for cancer treatment. Traditionally, double-stranded
DNA has been assumed to be the main binding target; howev-

er, recent studies have shown that nucleosomal DNA as well as
proteins can act as dominant molecular binding partners. This
has raised new questions about the molecular determinants

that govern DNA versus protein binding selectivity, and has of-
fered new ways to rationalize their biological activity and pos-

sible side effects. To address these questions, molecular simula-
tions at an atomistic level of detail have been used to comple-

ment, support, and rationalize experimental data. Herein we
review some relevant studies—focused on platinum and ruthe-

nium compounds—to illustrate the power of state-of-the-art
molecular simulation techniques and to demonstrate how the

interplay between molecular simulations and experiments can
make important contributions to elucidating the target prefer-

ences of some promising transition metal anticancer agents.

This contribution aims at providing relevant information that
may help in the rational design of novel drug-discovery strat-

egies.

Scheme 1. Structures of the platinum-based anticancer agents cisplatin and
ethacraplatin (EA-CPT), the ruthenium compounds NAMI-A and KP1019 and
the organometallic ruthenium-arene (RA) complexes RAPTA-C and RAED-C.
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ponents of nucleosome core particles (NCP), which are the fun-
damental unit of chromatin, composed of chromosomal DNA

wrapped around a histone protein core.[9] NCPs have the fun-
damental role of compacting DNA in eukaryotic cells, where

the majority of DNA is present in a packed conformation,
rather than a naked form, such as in free oligonucleotides or

non-histone protein–DNA complexes. In contrast, experimental
in vitro studies and molecular simulations usually consider

naked DNA to rationalize binding modes and the pharmaco-
logical action of these types of compounds.

However, the structure of nucleosomal DNA is markedly dif-
ferent from that of free double-stranded DNA (dsDNA).[10]

Indeed, the flexibility of naked DNA easily allows drug-induced
structural adaptations,[11] whereas nucleosomal DNA is highly
rigid, peculiarly bent and restrained by the histone compo-

nents. In addition, the possibility of drug binding at the level
of the histone proteins has been shown to directly interfere
with the binding of chromatin transcription factors that modu-
late gene expression in cancer cells,[9a, b, 12] and possible epige-

netic routes to anticancer therapies have thus emerged as
promising alternatives.

In recent years, simulations at the molecular and electronic

structure levels have been used to complement experimental
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studies and provide valuable additional information. Besides
identifying the binding location and binding mode of metallo-

drugs to dsDNA and proteins, they have also helped in ration-
alizing target selectivity between protein versus DNA, and

assess the differences in the interaction with naked versus
packed DNA.[9a, 13] High-resolution structures of nucleosome–

drug adducts have recently become available,[4, 9a, 10, 14] thus
paving the way for realistic molecular dynamics (MD) simula-
tions based on classical force fields and on quantum mechan-

ics (QM). In particular, QM methods are necessary for a proper
description of the electronic structure and energetics of transi-

tion metal compounds, the intricate electronic properties of
which are often not adequately described at the force-field
level. However, the large size of protein–DNA targets makes
a description at the full QM level intractable. A hybrid quan-

tum mechanics/molecular mechanics (QM/MM) approach ele-
gantly overcomes these limitations by treating the transition
metal agent and its direct amino acid/nucleic acid ligands at

the QM level, while the remaining part of the system, including
the rest of the target biomolecule in explicit solution, is de-

scribed with a classical force field.[15] QM/MM simulations com-
bined with ab initio MD were able to accurately predict the

structural and energetic features of covalent target modifica-

tions.[16] Furthermore, ab initio QM/MM MD can be employed
for generating accurate in situ force fields for target-bound

transition metal compounds, which can be employed to run
long-time-scale classical MD. By using a “force-matching ap-

proach”, the classical potentials are derived on the fly from
QM/MM data, thus taking into account the changes in the

electronic structure properties induced by the protein/nucleic

acid environment as well as temperature effects.[17]

Herein we review several computational and experimental

studies, selected from our work, aimed at characterizing the in-
teraction of some promising transition metal anticancer agents

with their biological targets. In particular, we report how classi-
cal and QM/MM MD simulations have contributed to decipher

the binding and reaction mechanisms of covalently bound

transition metal compounds to proteins and DNA. We also
show how the interplay between experiments and computa-
tions has helped in clarifying and rationalizing protein versus
DNA selectivity, thus addressing relevant biological questions

at the molecular level. Finally, this article aims at providing an
overview of recent computational and experimental studies,

which have contributed to elucidating the targeting character-
istics of transition metal anticancer agents. This information
should facilitate novel drug-discovery strategies and ultimately

lead to more selective anticancer agents.

2. Computational Methods

The computational work that we review here is based mainly

on classical and hybrid QM/MM MD simulations. We introduce
the basic concepts of these methods below, and the interested

reader is referred to the review articles and books for a more
extensive description of these computational methods.[15b–d, 18]

2.1. Force-field-based MD

Force-field (FF)-based molecular simulations use the solution
of the classical equations of motion for a set of particles to de-

scribe the time evolution of a system at finite temperature.[18a]

The output is a trajectory that represents the molecular system

as a function of time. This trajectory provides insight into the
dynamic and thermodynamic properties of the system under
investigation. In classical MD, the potential energy of the

system is determined by an empirical FF that is parameterized
to reproduce experimental or ab initio data. The FF is defined

as the sum of different contributions, and is usually composed
of bonded terms, describing bond, angle bending, and torsion-
al degrees of freedom and non-bonded terms, accounting for
van der Waals and electrostatic forces. A generic form of the

potential energy in commonly used FF for biomolecular sys-
tems is given in Equation (1):

V ¼
X
bonds

K RðR¢ReqÞ2 þ
X
angles

K qðq¢qeqÞ2þ

X
dihedrals

V n

2
½1þ cosðn�¢gÞ¤ þ

X
i<j

�
Aij

R12
ij

¢ Bij

R6
ij

þ qiqje
2

4pe0Rij

� ð1Þ

To date, the most commonly used FFs in the simulations of
biological systems are OPLS,[19] AMBER,[20] GROMOS,[21] and

CHARMM.[22] These FFs have been proven to excellently per-
form in simulations of proteins and peptides. However, severe

DNA distortions and unbalanced a/g transitions were found in
simulations performed with AMBER parm99 FF.[20a,b] To over-

come this problem, a refinement of this FF has been devel-

oped by the group of Orozco.[20c,d] In the novel parmbsc0 FFs,
a correct representation of the a/g transitions is provided and

stable trajectories on the multi-microsecond scale can be gen-
erated.

Classical MD simulations can be coupled to methods ena-
bling the enhancement of phase space sampling (i.e. , en-

hanced sampling techniques), such as metadynamics,[23] accel-

erated MD,[24] among others, and free-energy methods such as
free-energy perturbation, umbrella sampling, adaptive biasing
force, and thermodynamic integration.[18b, 25] These methods
allow the study of biophysical processes that occur on the mi-

crosecond-to-millisecond (or longer) time scale, which cannot
be directly sampled in the typical time scale of (all-atom) MD

simulations (i.e. , hundreds of nanoseconds to microseconds).
By providing an accurate description of the associated free-
energy landscape, these methods have been shown to be par-

ticularly efficient for the study of complex conformational
changes of folded and unfolded structures,[26] as well as for

ligand binding.[27]

2.1. QM/MM MD

FFs can be combined with QM methods in the so-called QM/

MM approach. Originally proposed in 1976 by Warshel and
Levitt for studying the enzymatic reaction in lysozyme,[28] many

different QM/MM implementations have been proposed over
the past few decades, with widespread applications in biology
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and materials science.[15b–d, 29] Popular hybrid QM/MM schemes
are the ONIOM[30] method included in the Gaussian suite of

programs,[31] or the fully Hamiltonian coupling approaches in-
cluded in the CPMD[32] and CP2K codes.[33] In QM/MM studies

of enzymatic catalysis and inhibition, the region of interest of
the model system (the enzyme’s active site and/or the ligand

binding pocket) is treated at a higher level of accuracy (QM

level), while the remainder of the system is treated at the MM
level of theory (Figure 1). In the general form of a hybrid QM/

MM scheme, the total Hamiltonian (H) of the system contains

the Hamiltonians for the quantum (HQM) and classical (HMM)
systems and the interaction between the QM and MM regions

(HQM=MM):

H ¼ HQM þHMM þHQM=MM ð2Þ

where the QM Hamiltonian (HQM) can be based on different
quantum chemical electronic structure methods, spanning
from semiempirical to ab initio Hartree–Fock or density func-
tional theory (DFT). In every QM/MM implementation, particu-

lar care must be taken to achieve a rigorous treatment of the
coupling between the QM and MM regions, as described by

the interaction Hamiltonian HQM=MM. This is especially true for
the description of covalent bonds between the QM and MM
regions and the treatment of the electrostatic term. To cope

with the split of covalent bonds between the QM and MM re-
gions, either linking hydrogen atoms or specially parameter-

ized pseudo-atoms are introduced, thus saturating the valence
of the terminal QM atoms. Concerning the electrostatic interac-

tions, the simplest way to electrostatically couple the QM and

MM regions uses a mechanical embedding scheme, in which
the electrostatic interactions between the two regions are

treated at the MM level. More rigorous is the electrostatic em-
bedding scheme, in which the electrostatic field of the classical

environment polarizes the QM electronic charge density and
the interaction between MM point charges and QM electron

density is incorporated in HQM. In a third polarized embedding
scheme, the polarization effects of the QM region on the MM

part are also considered self-consistently in the framework of
a polarizable FF. The remaining bonding and van der Waals in-

teractions between QM and MM regions are treated classically.
Since their first appearance,[28] QM/MM approaches have

been successfully applied to a growing number of drug-
design-related studies and to elucidate enzymatic mecha-
nisms.[15b, c, 16a, 27b, 34] Moreover, continuous developments in the

field have enabled studies of the reaction mechanisms of bio-
logical systems of increasing size (up to 200 000 atoms) and
complexity.[35] Notably, the 2013 Nobel Prize in Chemistry was
given in recognition of the seminal contributions of Karplus,

Levitt, and Warshel in developing multiscale models for com-
plex chemical systems. The QM/MM scheme was specifically

mentioned in honoring the groundbreaking work of the Nobel

laureates in the field of molecular simulations. The QM/MM
method, in combination with first-principles (Car–Parrinello)

MD, is widely employed for the study of anticancer drug–
target interactions.[11, 15] Herein we review applications of the

fully Hamiltonian QM/MM extension to Car–Parrinello MD de-
veloped by Rothlisberger and co-workers.[36] In this approach,

the electrostatic effects of the classical environment are taken

into account via an electrostatic embedding scheme in the
form of an additional contribution to the external potential

acting on the QM system. The Pauli repulsion between the
electrons and the classical point charges is mimicked through

the use of a screened Coulomb potential in order to avoid
over-polarization of the electron density near positively

charged classical point charges (i.e. , the so-called electronic

spill-out effect). This QM/MM approach is implemented in the
Car–Parrinello code (CPMD)[32] based on DFT in combination

with the classical AMBER[20] and GROMOS[37] FFs using particle
mesh Ewald summation to treat long-range electrostatic inter-

actions.
The QM (Car–Parrinello)/MM method can be used in combi-

nation with the “force-matching approach” for generating reli-

able in situ force fields for nonstandard residues, such as
amino/nucleic acids bound to transition metal complexes. In
the method developed by Maurer et al. ,[17] the QM region is
chosen in such a way to include all components of the system

for which no parameters are available. Finite-temperature QM
(Car–Parrinello)/MM MD simulations are used to generate a tra-

jectory of reference configurations. Next, the nuclear forces
acting on the atoms of the QM subsystem are extracted from
the obtained trajectory and stored. A set of optimal atomic

point charges that reproduces the electrostatic potential and
field in the surrounding of the QM region is determined,

taking into account all trajectory configurations. The stored
forces serve as targets for the subsequent parameter-fitting

scheme. Indeed, the force-field parameters are determined in
such a way as to optimally reproduce the electrostatic proper-
ties and the nuclear forces of the QM subsystem. The opti-

mized FF parameters obtained can be used to perform molec-
ular simulations with the accuracy of a QM/MM treatment at

the computational cost of classical MD.

Figure 1. Representative QM/MM partitioning of a biological system, shown
for RAPTA-C covalently bound to two guanine bases in double-stranded
DNA (dsDNA). The QM atoms (i.e. , RAPTA-C and the coordinated guanines)
are in ball-and-stick representation. The remaining part of the system, in-
cluding dsDNA (shown as ribbons), water molecules (shown as sticks) and
counter-ions (not shown) are treated at the classical (MM) level. The box on
the right highlights the QM region, showing the electronic density (shown
with an isovalue of 0.01 au).
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3. Platinum Compounds and Protein Binding

3.1. Molecular basis for overcoming Pt-based drug
resistance

The action of cisplatin and related platinum compounds is

greatly limited by the occurrence of drug resistance, which has
been associated, among other factors such as the recognition

of platinated DNA by repair proteins,[38] to an overexpression
of the p-class glutathione S-transferase (GST P1-1) enzyme in
cancer cells.[3] GST P1-1 is a detoxification enzyme within the

mercapturic acid pathway that catalyzes the conjugation of
xenobiotics to glutathione, thus leading to the elimination of

toxic compounds. Recently, a novel PtIV compound, termed
ethacraplatin (EA-CPT, Scheme 1), has been reported to exert

anticancer activity and simultaneously inhibit GST P1-1, thus

overcoming the associated drug resistance. EA-CPT has the
ability to be reduced intracellularly to release a cytotoxic PtII

moiety and two ethacrynate (EA) molecules, which are directly
responsible for GST P1-1 inhibition.

To understand the nature of the drug–protein interaction,
a detailed experimental and theoretical study has been con-

ducted.[7] X-ray crystallography captured the configuration of

PtII after its release from the EA-CPT molecule and the binding
of the EA fragments (Figure 2 a). In the crystal structure, PtII is

coordinated by two cysteine residues (C101/C101’) and by
a chloride ion at the protein dimer interface, while the released
EA fragments locate within two accessible hydrophobic pock-
ets. QM/MM simulations have been used to establish the

nature of the remaining exogenous ligand coordinated to the
PtII center, which could not be discerned from the electron
density map in the X-ray structure. As a result, a fourth PtII

ligand—most likely a hydroxy group—is required for ensuring
the stability of the active site during QM/MM MD. Subsequent-

ly, molecular simulations have been used to investigate how
the binding between the intact EA-CPT and GST P1-1 takes

place. Classical MD simulations were carried out in combina-
tion with metadynamics,[23] which allowed a dynamic docking

of EA-CPT from the bulk to the target active site, efficiently ex-
ploring different binding poses and constructing the associat-

ed free-energy profile. These simulations enabled discrimina-
tion among various binding routes, revealing that EA-CPT pref-

erentially approaches the cysteine residues at the protein
dimer interface (Figure 2 b).

This binding mode is in agreement with previous structural

studies of the EA ligand in complex with GST P1-1.[39] Overall,
the work suggested that EA-CPT first migrates to the GST
P1-1 dimer interface, where it is subsequently reduced and
cleaved, permitting the diffusion of both a cytotoxic PtII spe-

cies and of the EA fragments, which locate within the hydro-
phobic enzyme cavities. According to this mechanism, the PtIV

ion of EA-CPT is reduced upon binding at the dimer interface

to PtII, the two ethacrynate ligands are released and inhibit
GST P1-1, thus allowing the PtII species to exert its cytotoxic

action without being inactivated by GST-mediated resistance.

4. Ruthenium Compounds

4.1. Active species of RuIII-based drugs

Among Ru-based anticancer drugs, promising candidates are
NAMI-A and KP1019 (Scheme 1).[5] Both compounds are octa-

hedral, bearing four chlorides and differing in the axial ligand.

NAMI-A has been evaluated in several in vivo models and has
been shown to prevent the development and growth of pul-

monary metastases in all the solid tumors on which it has
been tested in vivo, including Lewis lung carcinoma,[40] MCa

mammary carcinoma,[41] TS/A mammary adenocarcinoma,[42]

and human tumors in mice.[43] KP1019, on the other hand, sig-

nificantly decreases tumor growth in several in vivo models, in-

cluding chemoresistant tumors, such as colorectal cancer. Both
NAMI-A and KP1019 have already completed phase I and II

clinical trials.[5] Despite their structural similarity, NAMI-A and
KP1019, as well as the imidazole analogue of the latter
(KP418), have completely different biological effects, principally
due to their different targeting abilities. NAMI-A weekly binds

to DNA,[44] whereas it strongly binds to several proteins (integ-
rins, transferrin, human serum albumin, human carbonic anhy-

drase, and lysozyme).[8] In contrast, KP418 reacts with DNA, in-
hibiting DNA synthesis.[45] Because NAMI-A can prevent meta-
stasis in part by the inhibition of angiogenesis in several exper-

imental models, it is believed that its mechanism of action
might include modulation of various protein targets, such as

proteases, protein kinases, and integrins, all known to play key
roles in cell motility and invasion.[8] However, it is not fully

clear which biological targets are responsible for its activity.

This lack of knowledge has hampered a full mechanistic under-
standing of the mode of action of NAMI-A. Like cisplatin, Ru

compounds are administered as prodrugs and predominantly
remain in their less reactive chloride form at high chloride con-

centration, such as in blood plasma. At low chloride concentra-
tion, as in the cellular environment, they rapidly undergo aqua-

Figure 2. a) Crystal structure of GST P1-1, including the ethacrynic acid (EA)
moieties and the PtII ion.[7] GST P1-1 is represented as a molecular surface,
highlighting the two protein dimers with gray and pink ribbons. The EA
moiety (violet) is shown in space-filling representation, while the Pt ion is
shown as a green sphere. C101/C101’ are also shown as sticks. b) Binding
mode of the intact EA-CPT approaching the GST P1-1 dimer interface from
classical and QM/MM simulations.
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tion, converting them into biologically active metabolites
(Scheme 2).

The ligand exchange reaction activates the Ru agent, as the
aqua ligands can rapidly be replaced by the electron-donor li-

gands of biomolecules (i.e. , proteins and DNA). Thus, under-

standing the exchange kinetics in solution is of paramount im-
portance to identify the active metabolites and the ease by

which they are formed.
Theoretical studies have focused on the study of the kinetics

of ligand–water exchange of NAMI-A and KP418, such as ra-
tionalizing the differences between the most abundant metab-

olites formed in solution. An extensive study based on DFT-

B3LYP calculations in implicit solvent has been performed on
NAMI-A and KP418 complexes considering both RuII and RuIII

oxidation states.[46] The two compounds exhibit remarkably dif-
ferent redox potentials (Em, versus normal hydrogen electrode

NHE), which are 0.235 and ¢0.275 V for NAMI-A and KP418, re-
spectively (Table 1). Because of its Em, NAMI-A can be easily re-

duced in vivo by biological reductants, while this process may

be more difficult for KP418.
Considering that the reduction of NAMI-A rapidly occurs in

vivo, as mediated by biological reductants, it is likely that the
most abundant species in solution would be the RuII-monoa-

qua or cis- or trans-RuII-diaqua metabolites (Scheme 2). In con-
trast, in the absence of reductants, the RuIII compound would

immediately dissociate DMSO and retain the RuIII oxidation
state as observed in X-ray studies (Figure 3).[8g] The X-ray struc-

ture of the adduct between NAMI-A in its RuIII form and car-
bonic anhydrase indicates that NAMI-A behaves like a multi-

stage drug, progressively releasing all ligands, and with the Ru
center binding to the final protein target residues (Figure 3).

Thus, depending on the bioavailability of reductants, a mixture

of cis- and trans-RuII-diaqua NAMI-A metabolites may be active,
or the DMSO ligand might be immediately lost, activating RuIII

for the protein target.
The reduction of KP104 is more difficult and if it occurs, it

has no effect on the hydrolytic properties of the molecule.[46]

In this case the most active species appears to be the cis-RuII-

diaqua isomer (Scheme 2). The reduction of KP418 most likely
occurs after the second hydrolysis step, because the Em values
increase as hydrolysis proceeds (Table 1). Thus, for KP104, the

most active metabolite likely maintains the chemical differen-
ces of the parent compound, as the imidazole ligands are still

present in the cis-diaquo-RuIII metabolite (Scheme 2). Taken to-
gether, these different kinetic properties appear to affect the

biodistribution of the two drugs and in turn their binding pref-

erences to biological targets.

4.2. RuII-arene (RA) compounds and DNA targeting

RuII-arene (RA) compounds have emerged as promising alter-
natives to platinum compounds.[47] The prototypes are [RuII(h6-

Scheme 2. Structures of the most active metabolites of a), b) NAMI-A and
c) KP418. The cis- and trans-RuII-diaqua metabolites of NAMI-A are shown
after the biological reduction of RuIII into RuII has occurred.

Table 1. Calculated and experimental redox potentials of NAMI-A and
KP418 metabolites.

Em [V][a] NAMI-A KP418
Calcd.[b] Exptl. Calcd.[b] Exptl.

R 0.17 0.235 ¢0.18 ¢0.275
PICl 0.34 0.337 ¢0.01
PIDMSO(Im) ¢0.13 ¢0.13
PII2Cl cis 0.67 0.12
PII2Cl trans 0.57 0.07
PIICl,DMSO(Im) ¢0.17 ¢0.17
PIII3Cl 1.02 0.53
PIII2Cl,DMSO(Im) 0.09 0.09

[a] Redox potential values were calculated all along the reaction pathway
for hydrolysis of NAMI-A; products from different steps of the reaction
are indicated as PIa,b,c, in which I refers to the hydrolysis step, and a,b,c
refer to ligand exchanges during hydrolysis. [b] Em was calculated at the
DFT/B3LYP level using the 6-31G-(d,p) and Lanl2DZ basis sets on N, S, C,
O, H, Cl, and Ru atoms; the conductor-like polarizable continuum model
(CPCM) was used.

Figure 3. Crystal structure of NAMI-A bound to human carbonic anhydra-
se.[8g] The drug remains in the RuIII oxidation state, but looses all its ligands,
transferring the imidazole ligand (Im) onto the active site ZnII ion. The Ru
center (purple sphere) is coordinated by H64 and by the N62 backbone, as
well as to three water molecules (red spheres). Key enzyme residues
(brown), and the imidazole moiety of NAMI-A (green) are shown as sticks.
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arene)Cl(ethylenediamine)] (RAED)[48] and [RuII(h6-are-
ne)Cl2(1,3,5-triaza-7-phosphoadamantane)] (RAPTA)[49]

(Scheme 1). These “piano stool” complexes are characterized
by a p-bonded arene ligand as the “seat of the stool”, with

a monodentate phosphine 1,3,5-triaza-7-phosphadamantane
(PTA) or a chelating ethylenediamine (ED), and chloride ligands

occupying the remaining coordination sites. The arene ligand
provides a hydrophobic surface that fosters a high degree of

selectivity toward biomolecular targets.[50] As for RuIII-based

drugs, the ligand exchange kinetics can be exploited to modu-
late the rate of reaction of RA compounds with biomolecular
targets, by substituting other (labile) ligands in place of the
chlorides.[50, 51] The versatility of RA compounds prompted the

development of related compounds, leading to a vast number
of compounds that have been evaluated for cytotoxicity in

cancer cells. Building on the knowledge of the main molecular

target of cisplatin—i.e. , dsDNA—it has been suggested that
RA compounds target guanine bases at the most readily acces-

sible electron donor atom (N7).[52] However, an early (rigid)
docking study for an organometallic complex, [Cp2Mo]2 + , indi-

cated that transition metal-arene compounds are too bulky to
bind to the DNA major groove in a manner analogous to that

of cisplatin.[53]

To investigate the binding processes of the monofunctional
RAED-C and of the bifunctional RAPTA-C compounds to

dsDNA, classical and ab initio QM/MM MD simulations have
been performed.[13b] These simulations considered as a drug

target a model sequence of dsDNA containing two guanine
bases in the central part of a 12-mer dsDNA, as previously

used in studies of cisplatin binding.[54] The initial approach of

RAED-C to dsDNA has been investigated by placing the [Ru(h6-
p-cymene)(ED)]2 + moiety at a ~20 æ distance from the target

guanine (i.e. , G6, Figure 4 a), considering different starting con-
ditions facing both the minor and major DNA grooves. Uncon-

strained classical MD showed that RAED-C is easily accommo-
dated within the major groove of the dsDNA on a ~15 ns time

scale, exhibiting strong selectivity for GC-rich sequences. In

these classical MD studies, the RuII ion samples configuration
distances as close as 4 æ from one of the DNA binding atoms

(i.e. , N7@G6) reaching almost binding distances. Moreover, the
amino group of the ED moiety forms a characteristic hydrogen
bond with O6@G6, in agreement with previous studies.[55] MD
simulations show that the high flexibility of dsDNA decreases

the steric hindrance of the bulky p-cymene group, allowing
RAED to fit easily within the major groove, allowing covalent

binding at G6. Starting from these configurations, the forma-
tion of the coordination bond between RAED-C and N7@G6

has been studied by QM/MM MD in combination with the

thermodynamic integration approach, which allows calculating
the free energy of a process along a selected reaction coordi-

nate.[18b] By using this approach, a dissociative mechanism of
water/N7@G6 exchange characterized by a free-energy barrier

of ~11 kcal mol¢1 for the formation of the covalent RAED-C–
DNA complex was observed. For the dissociation of RAED-C

from DNA, a free-energy barrier of ~21 kcal mol¢1 was calculat-

ed. The binding of RAPTA-C to dsDNA has been suggested to
occur in a similar way. Indeed, by calculating the electrostatic

potential (ESP) of the [Ru(h6-p-cymene)(PTA)]2 + moiety and of
the target dsDNA, it was shown that the binding at the major

groove level should be driven mainly by electrostatic interac-
tions (Figure 4 b). As indicated by these calculations, the highly

negative ESP of the dsDNA major groove allows the formation

of a suitable binding cavity for the positively charged RA com-
pounds.

To gain insight into the long-time-scale DNA distortions in-
duced by the covalent binding of RA compounds to dsDNA

oligonucleotides, classical MD simulations of the RA com-
pounds-DNA adducts were carried out, by employing a QM/

MM MD tuned (force-matched) FF. During nanosecond-long

classical MD simulations, RAED-C and RAPTA-C induce different
structural distortions to dsDNA. Namely, RAED-C binding

causes a large increase in the rise between T5 and G6 bases,
such that the typical Watson–Crick base pairing between T5

and A20 is broken (Figure 4 c). This results in a substantial
opening of the major groove and partial DNA unwinding, in

agreement with previous experiments, suggesting the forma-

tion of a local single-stranded DNA.[56] On the other hand, the
binding of RAPTA-C introduces a global overall bending of the

Figure 4. a) Binding of RAED-C within the major groove of a dsDNA dodecamer, obtained from nanosecond-time-scale classical MD simulations. The graph re-
ports the time evolution of the distance between the Ru and the N7 atom of G16 (black line) and of the target guanine G6 (dashed line), highlighting the
high selectivity of RAED-C for binding to guanine residues. b) The electrostatic properties of RAPTA-C and of the target dsDNA are shown. The electrostatic
potential (ESP) was calculated and mapped onto the solvent-accessible surfaces of both the target dsDNA and of the [Ru(h6-p-cymene)(PTA)]2 + moiety [red =

negative (¢10 kTe¢1) ; blue = positive (+ 10 kTe¢1)] . c) Long-time-scale distortion of a 12-mer dsDNA upon covalent binding of RA compounds. The RAED-C
adduct formation induces a large rise between T5 and G6 bases, thus leading to breaking of the typical Watson–Crick base pairing. RAPTA-C introduces
a global bending toward the major groove of dsDNA.
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DNA (~408) toward the major groove. This structural distortion
is similar to the DNA bent configuration induced by the widely

used anticancer drug cisplatin, which is believed to play a cru-
cial role in its mechanism of anticancer activity.[57]

Overall, molecular simulations have shown that even bulky
RA compounds can bind to DNA due to the high flexibility of

the double strand, which allows rapid accommodation of the
compounds within its wide major groove. However, upon co-
valent binding at the target guanine, RAED-C and RAPTA-C

induce different local and global perturbations to the naked
dsDNA oligonucleotide structure.

4.3. RA compounds and nucleosome targeting

It was recently demonstrated that RA compounds bind directly
to NCPs,[9a, b] which are the fundamental unit of chromatin and

are composed of chromosomal DNA of 145–147 base pairs
(bp), wrapped around an octamer of four core histone proteins

(H3, H4, H2A and H2B, Figure 5 a). The packaging of the
genome into nucleosomes raises the possibility to form either

potential adducts at different DNA sites, or to form protein ad-

ducts at exposed sites of the histone core.[58] The latter are par-
ticularly interesting, because histone binding may directly in-

fluence gene expression, opening new avenues for possible
epigenetic cancer therapies.[9b, 12]

At the nucleosome level, the binding of RA compounds is
very different from that of cisplatin and other cytotoxic plati-

num-based agents, which bind to many different DNA sites
within the NCP.[4, 14, 59] By using quantitative bioanalytical meth-

ods, it has been shown that the chromatin-bound adducts in
cancer cells treated with RAPTA-C are primarily associated with
the protein components, while RAED preferentially targets the

DNA components of chromatin.[9a] X-ray crystallography re-
vealed three well-defined histone binding sites for RAPTA-C
(Figure 5 a), whereas RAED-C forms adducts preferentially at
the DNA sites with only one additional binding site at the his-
tone level. RAED-C binds at guanine sites of the nucleosomal
DNA, in analogy with its binding mode to naked DNA,[56, 60]

however, with a vastly different site selectivity, as most of the

reactive sites on naked DNA are not accessible in the NCP due
to the histone packaging. Indeed, the only accessible sites for

adduct formation are at the termini and at locations 1.2 and
2.5 double-helical turns away from the NCP center [also called

superhelix location (SHL)�1.5 and SHL�2.5] . Remarkably,
both RAPTA-C and RAED-C preferentially bind to glutamate

sites of the histone components, while displaying very differ-

ent histone (RAPTA-C) versus DNA (RAED-C) specificities.
To understand the molecular basis of this site selectivity,

QM/MM simulations of the adduct formation of RAPTA-C and
RAED-C were performed at selected histone and DNA sites

(Figure 5 b). Whereas the two compounds present a similar
free-energy barrier (~20 kcal mol¢1) to bind to the histone

sites, the barrier for adduct formation at the DNA sites is two-

fold higher for RAPTA-C (~30 kcal mol¢1) than for RAED-C (~
15 kcal mol¢1). This difference in free energy at the DNA level is

due to the steric constraints of the nucleosomal double helix,
which hampers the accommodation of the larger PTA ligand

during adduct formation. As a consequence, the activation
free-energy barrier for RAPTA-C binding to DNA considerably

increases while adduct stability is significantly decreased so

that the binding of RAPTA-C to DNA is both kinetically and
thermodynamically unfavorable (Figure 5 b). Instead, the steric

hindrance of the PTA ligand favors the accommodation of
RAPTA-C at the histone sites via shape and hydrophobic com-

plementarity. This evidence points to the steric difference be-
tween the PTA and ED ligands as the main factor underlying

histone versus DNA site preference. This also suggests that the
much higher cytotoxicity of RAED-C may be related to its
lesion-forming proclivity, whereas the propensity of RAPTA-C

to form protein adducts may be at the origin of its distinctly
different therapeutic action.[9a]

4.4. RAPTA compounds and chromatin compaction

The binding of RAPTA-C occurs at the so-called NCP acidic
patch, which is a prominently negatively charged region of the

histone components, located at the H2A/H2B interface
(Figure 6) and composed by eight negatively charged residues

(E56, E61, E64, D90, E91, E92, E102, E110).[9] Among these resi-
dues, E61 and E64 coordinate the RuII center of RAPTA-C in

Figure 5. a) Nucleosomal adducts of RAED-C (left panel) and RAPTA-C (right
panel).[9a] Histone proteins are shown in blue (H3), green (H4), yellow (H2A),
and red (H2B) ribbons, while the two 145-nucleotide DNA strands are shown
as cyan and violet sticks. RAED-C and RAPTA-C are shown in space-filling
representation. RAED-C preferentially associates to the nucleosomal DNA
(Sites SHL ¢1.5/ + 1.5), while also binding at the histone components (Sites
2 and 4/4’). RAPTA-C selectively forms adducts at the protein histones
(Sites 1–3). b) Free-energy profiles for adduct formation by RAED-C and
RAPTA-C at histone glutamate (Site 2, left panel) or DNA guanine (Sites SHL
¢1.5/ + 1.5, right panel), as obtained from QM/MM simulations via the ther-
modynamic integration approach (i.e. , by integrating the constraint force
along the selected reaction coordinate, which is reported on the x-axes of
the graphs). Selected snapshots of the nucleosomal adducts are also report-
ed. RA compounds and the NCP reactive residues (DNA guanine and histone
glutamate), which were treated at the DFT(BLYP)/QM level, are shown in
CPK representation. Adapted from Ref. [9a] .
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Site 2, while E102 in conjunction with H106 coordinates

RAPTA-C in Site 3.
The NCP acidic patch is a characteristic hot-spot for the bind-

ing of chromatin factors, which are enzymes that alter the
degree of chromatin compaction by specific interactions at the

NCP level. Chromatin factors are therefore crucially involved in
regulating histone post-translational modifications and directly

control gene expression.[12] The crystal structures of chromatin
factors bound to the NCP are characterized by a common argi-

nine interaction motif that binds the NCP acidic patch. RAPTA-
C substitutes the arginine interaction motif of chromatin fac-

tors, by the positively charged RuII ion engaging ligand coordi-
nation with the glutamate residues of the NCP acidic patch.

This suggests that RAPTA-C interferes directly with the modula-
tion mechanisms of chromatin compaction and with the his-
tone post-translational modifications.

Figure 6 b–d shows the superpositions of the crystal com-
plex of the NCP and RAPTA-C with the structures of the RCC1

(PDB ID: 3MVD),[61] Sir3 (PDB ID: 3TU4),[62] and PRC1 (PDB ID:
4R8P)[63] chromatin factors bound to the NCP. A net overlap of

RAPTA-C with the arginine interaction motif of these chromatin
factors is observed, indicating that RAPTA-C binding directly in-

terferes with chromatin-factor-mediated regulation. In detail,

the b-propeller protein RCC1 (regulator of chromatin conden-
sation, Figure 6 b) is a guanine exchange factor for the Ran

GTPase protein, which is critical in regulating important eu-
karyotic cellular functions, such as nuclear transport and mito-

sis.[61] RCC1 binds to the histone core of the NCP using R223,
which interacts with the E61, D90, and E92 residues of the NCP

acidic patch. Analogously to RCC1, the bacterial Sir3 (silent in-

formation regulator, Figure 6 c) protein, which establishes tran-
scriptionally repressive chromatin states, binds to the NCP

acidic patch by using Arg29 as an anchor.[62] The arginine inter-
action motif is also observed in the PRC1 (polycomb repressive

complex, Figure 6 d) protein, which ubiquitylates the nucleoso-
mal histone H2A K119 residue, acting as a transcriptional re-

pressor with a crucial role in several human cancers.[63] PRC1

extends R98 into the NCP acidic cavity, interacting with the
E61, D90, and E92 residues.

The crystallographic studies indicate the direct interference
of RAPTA-C with the mechanisms of chromatin compaction

and histone post-translational modifications. Thus, the binding
of RAPTA compounds at the histone level impacts the epige-

netic mechanisms at the molecular level and exerts a direct

action on gene expression.

5. Conclusions

Herein we review several informative studies that have critical-
ly contributed to elucidating key aspects of the targeting char-

acteristics of promising organometallic anticancer agents.
These studies provide insight into the main factors that may
be responsible for modulating the binding preferences of
these compounds toward DNA and protein targets.

We show that subtle changes of the ligand spheres may

strongly affect the redox potential of the drugs with direct
impact on the nature of the most likely metabolite species

available, and consequently on the biodistribution and biologi-
cal activity of the compounds. We also report how the ligand
exchange mechanism, which can be modulated by changing

the number of chloride ligands that are exchanged by water
during the formation of the active drugs, affects the binding

mechanism at the target level. We showcase the remarkably
different characteristics of drug–DNA interactions for naked

Figure 6. a) Electrostatic properties of the histone protein core, highlighting
the NCP acidic patch, a negatively charged region located at the groove in-
terface of the H2A and H2B histones. The ESP was calculated and mapped
onto the protein solvent-accessible surfaces [red = negative (¢5 kTe¢1) ;
blue = positive (+ 5 kTe¢1)] of apo NCP (PDB ID: 1AOI).[9c] A close-up view of
the NCP acidic patch is shown at right, showing eight negatively charged
residues (E56, E61, E64, D90, E91, E92, E102, E110) as sticks. Asterisks indicate
the E61, E64, and E102 residues that are engaged in ligand coordination
with RAPTA-C in the adduct X-ray structure.[9b] b)–d) Superpositions of the
crystal adduct of the NCP with RAPTA-C[9b] with the structures of the
b) RCC1 (PDB ID: 3MVD),[61] c) Sir3 (PDB ID: 3TU43TU4),[62] and d) PRC1 (PDB
ID: 4R8P)[63] chromatin factors bound to the NCP. RAPTA-C is shown to over-
lap with the arginine interaction motif of chromatin factors, directly interfer-
ing with their molecular mechanism of nucleosome binding. For each
system, a close-up view of the arginine interaction motif is provided, high-
lighting the interaction of a conserved arginine with the NCP E61, D90, and
E92 residues. Chromatin factors (blue) are shown as ribbons. RAPTA-C is
shown in space-filling representation, as well as the conserved arginine resi-
due of chromatin factors. For clarity, RAPTA-C bound at Site 1 is omitted.
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and packed DNA. Whereas the former is a highly adaptable
and flexible target, the latter acts as a sterically highly selective

construct. Steric effects due to bulky ligands also appear as the
essential molecular discriminators for histone versus DNA bind-

ing. This selectivity can markedly affect the antitumor/antime-
tastatic properties of Ru-based drugs.

As a further remark, we show that drug binding at the level
of histone proteins directly interferes with the molecular mech-

anisms of chromatin compaction and gene expression in

cancer cells. This is a crucial point, considering that the selec-
tive targeting of the histone components can interfere with

the epigenetic mechanisms at the molecular level, thus paving
the way for novel drug-discovery strategies. Overall this review

shows how the synergism between experiments and molecular
simulations may contribute to an in-depth comprehension of
the mechanism of action of metal-based drugs, elucidating

mechanistic details at an atomistic level, which are often inac-
cessible to experiments and molecular simulations taken singu-

larly.
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