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Abstract

Scanning transmission electron microscopy (STEM) is one of the most
powerful characterization tools in materials science research. Due to in-
strumentation developments such as highly coherent electron sources,
aberration correctors, and direct electron detectors, STEM experiments
can examine the structure and properties of materials at length scales of
functional devices and materials down to single atoms. STEM encompasses
a wide array of flexible operating modes, including imaging, diffraction,
spectroscopy, and 3D tomography experiments. This review outlines many
common STEM experimental methods with a focus on quantitative data
analysis and simulation methods, especially those enabled by open source
software. The hope is to introduce both classic and new experimental
methods to materials scientists and summarize recent progress in STEM
characterization. The review also discusses the strengths and weaknesses of
the various STEM methodologies and briefly considers promising future
directions for quantitative STEM research.
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1. INTRODUCTION

1.1. Scanning Transmission Electron Microscopy

Characterization lies at the heart of materials science research. The discovery of new properties,
the design and engineering of materials, the quantification of defects, and the understanding of
material physics and chemistry each require robust methods to measure structure and properties
over length scales from themacroscopic to the atomic. Scanning transmission electronmicroscopy
(STEM) is one of themost powerful characterization tools employed bymaterial scientists, in large
part due to its unmatched spatial resolution and flexibility. Figure 1 shows schematics of various
STEM measurements. The components of a STEM instrument include a highly coherent elec-
tron source consisting of a tip and an anode to generate free electrons, a tube of electrodes to
accelerate the electron beam to voltages of 20–300 kV (or even higher in specialized instruments),
condenser lenses to define the illumination condition, scanning coils to move the beam over the
sample surface, an objective lens to form converged probes, a stage to accurately position samples,
and, finally, detectors to measure the distribution of the position, momentum, and/or energy of
electrons scattered by the sample. A large range of detector configurations can be implemented in
STEM, encompassing monolithic single- or few-pixel charge collectors (1), high-speed pixelated
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Figure 1

Characterization methods in STEM.Measurements are grouped by (a) imaging, (b) diffraction, (c) spectroscopy, and (d) tomography.
However, the various methods are often combined for multimodal studies in the same instrument. This measurement flexibility makes
the modern STEM instrument “a synchrotron in a microscope” (15). Abbreviations: ABF, annular bright field; APS, active pixel sensor;
BF, bright field; BSEs, backscattered electrons; CL, cathodoluminescence; DPC, differential phase contrast; EELS, electron energy loss
spectroscopy; HAADF, high-angle annular dark field; PAD, pixel array detector; SEs, secondary electrons; STEM, scanning
transmission electron microscopy; XEDS, X-ray energy-dispersive spectroscopy.
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detectors (2–4), and detectors integrated into spectrometers (5). Researchers can also use detec-
tors optimized to collect photons and X-rays emitted by the sample due to the electron probe
or backscattered and secondary electrons. A common and very important addition to modern
STEM instruments is a probe aberration corrector, which can remove spherical and nonradi-
ally symmetric aberrations induced by the objective lens and other electron optics, allowing for
atomic-resolution measurements (6). In addition to an aberration corrector, prespecimen optical
elements such as monochromators (7), phase plates (8–12), amplitude plates (13), and electrostatic
or electromagnetic beam blankers (14) may be used to modify the electron beam incident on the
sample. Sample holders also dramatically increase the measurement phase space of STEM, es-
pecially for in situ experiments. This amazing degree of characterization flexibility truly makes
STEM, to quote Brown (15), “a synchrotron in a microscope” (16).

This review article focuses on the quantitative application of STEM to materials science stud-
ies for imaging, diffraction, spectroscopy, and tomography. It primarily covers recent progress in
STEM experiments, analysis, and simulation. STEM instrumentation development has a long and
rich history, which is not covered here. Instead, readers are directed to the excellent review article
published by Liu (17). It also does not discuss conventional transmission electron microscopy
(TEM) experiments, as STEM has overtaken TEM in materials science research and is even
making inroads into biological studies and the imaging of soft matter. Many good resources for
quantitative TEM can be found in the literature (e.g., 18). The hope is that this article can in-
troduce STEM characterization methods to material scientists who may not be familiar with the
extremely wide breadth of characterization possibilities in STEM.

1.2. What Can STEM Measure?

I have divided STEMmeasurements into four broad categories, shown schematically in Figure 1:
imaging, diffraction, spectroscopy, and tomography. The techniques shown are nonexhaustive,
and many measurements blur the lines between these categories, including diffractive imaging
methods such as ptychography, position-resolved spectroscopic imaging, and momentum-energy
characterization.Nevertheless, this review is divided into these four broad topics.Modern STEM
imaging experiments typically utilize multiple simultaneous detectors in a far-field diffraction
plane, as shown in Figure 1a, including annular dark field (ADF), high-angle ADF (HAADF),
bright field (BF), annular bright field (ABF), and segmented detectors for differential phase con-
trast (DPC) (19).Despite themeasurements taking place in a diffraction plane, the resulting signals
are 2D images (or 1D line traces) where each pixel corresponds to a different probe position on the
sample surface. In STEM instruments with probe aberration correction, the convergence semi-
angle can be opened up to tens of milliradians, producing converged probes smaller than 1 Å,
which are able to resolve individual atoms and atomic columns. Atomic-resolution STEM imag-
ing is most commonly used to measure the atomic 2D position (and in many cases the atomic
species) in crystalline materials, including the configuration of dopants, defects, and surfaces.
HAADF imaging is best suited for measuring heavy elements, while BF, ABF, and DPC are able
to measure positions of light elements. STEM is also able to image materials at intermediate and
low magnifications, which is often important for placing atomic-resolution images in the proper
environmental context for materials and devices. STEM imaging has been reviewed by Liu (17).

Figure 1b shows the essence of a STEM diffraction experiment. In contrast to an imaging
experiment, a STEM diffraction experiment uses a pixelated detector to record an image of the
diffracted probe after scattering from the sample. For a single-probe position, these experiments
are known as convergent beam electron diffraction (CBED), microdiffraction, or nanodiffraction
experiments. These diffraction patterns can also be measured as a function of the probe position
in experiments known as 4D-STEM, nanobeam electron diffraction (NBED), scanning electron
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nanodiffraction (SEND), and various other related names (20). These experiments can use small
convergence angles to produce spot patterns that resemble traditional TEM diffraction experi-
ments, intermediate convergence angles (and thus a smaller probe on the sample surface) to boost
the spatial resolution, or large convergence angles to generate coherent interference in the diffrac-
tion patterns. Microdiffraction is covered in detail in the textbook by Spence & Zuo (21), and
4D-STEM development has been reviewed by Ophus (22).

Figure 1c shows the typical configuration of a spectroscopic STEM experiment. We can
characterize the energy distribution of electrons after inelastic scattering using electron en-
ergy loss spectroscopy (EELS), the energies of emitted X-rays using a method named X-ray
energy-dispersive spectroscopy (XEDS), or light generation using cathodoluminescence (CL).
Spectroscopic STEM experiments often benefit from reducing the initial energy distribution
of the electron beam, using a low-energy-spread cold field emission source (23), an electron
monochromator (7), or both. EELS and XEDS signals can be recorded simultaneously, and both
are usually recorded as a function of the probe position, producing 2D maps of atomic species.
STEM-EELS can also map variations in a sample’s electronic state using spectral features some-
times referred to as electron energy loss near edge structures (24), which can be calculated from
first principles (25). Electron spectrometers have become quite advanced and are able to correct
aberrations to a high order and measure a large range of energy losses (5). These advances have
allowed for detailed mapping of spectral features such as bonding signals from core-loss excita-
tions or variations in local plasmons, phonons, or band gap signals. A detailed description of EELS
can be found in Egerton’s (24) textbook. A review of XEDS methods is also available (26), as is a
review of CL in STEM (27).

Figure 1d shows a schematic of a STEM tomography experiment, where imaging, diffraction,
or spectroscopy experiments are carried out for different sample tilts. By using computational
methods, we can reconstruct the sample’s structure or measure material properties resolved in
three dimensions. There are a large number of computational algorithms that can reconstruct
3D volumes from 2D projections. Common noniterative tomographic reconstruction methods
include filtered or weighted back-projection and Fourier interpolation methods. Iterative re-
construction algorithms are more common in STEM tomography as they generally produce
higher-quality reconstructions.Many reviews of STEM tomography can be found in the literature
(e.g., 28–30).

1.3. Quantitative Computational Analysis

Quantitative STEM experiments are possible primarily due to our ability to use computers to
analyze their measurements. Computer control is also important for controlling STEM exper-
iments (31), especially for modern aberration correction. Early STEM detectors consisted of a
scintillator connected to a photomultiplier. Once computers became widely available, STEM was
transformed into a digital science. Electronic detector signals were recorded on magnetic tape,
and then computer algorithms could be applied offline (postexperiment) to perform quantitative
measurement. Spectroscopic and 3D tomographic STEMexperiments requiremore storage space
and more computer memory to analyze than images, but rapidly falling costs quickly made digital
analysis of these signals feasible, both online and offline (32). Analysis of large-scale diffraction
experiments, such as those using 4D-STEM, requires still more storage space and memory but is
now possible on personal computers or even powerful laptops (4, 33). Currently, much of the data
analysis in STEM is performed using closed source tools developed by researchers. This situation
is rapidly changing, however, with the proliferation of open source codes in all scientific fields (34)
and widespread adoption of findable, accessible, interoperable, and reusable (FAIR) principles for
data (35). These analysis tools are written in programming languages including FORTRAN, C,
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C++, Java, JavaScript, MATLAB, and Python. Python in particular is becoming the language of
choice for scientific analysis, driven by the popular NumPy and SciPy packages and the explosive
growth of machine learning in science in general, including in STEM research (36).

There is currently a large number of user-written analysis codes for STEM data. One of the
largest collections of tools for imaging analysis uses the built-in tools and plug-ins written for the
open source Java program ImageJ. Many useful ImageJ tools have been applied to STEM studies
(e.g., 37). Likely the most widespread open source Python analysis toolkit for STEM is HyperSpy
(38). HyperSpy was initially geared toward analysis of spectral data such as those from EELS or
XEDS but has been expanded with many application-specific analysis tools for image analysis such
as AtomMap (39), TopoTEM (40), ParticleSpy (41), 4D-STEM analysis in pyxem (42), Diffsims
(43), orix (44), and file input/output with Rosettasciio. Large Python open source projects for
4D-STEM analysis include LiberTEM (45) and py4DSTEM (33) with analysis modules such
as crystal orientation mapping (46). Other Python tools for analysis of imaging and diffraction
data include STEMTooL (47) and pycroscopy (48) with the associated machine learning toolkit
AtomAI (49). There are multiple popular open source tomography codes, including TomoPy (50),
ASTRA (51), TomViz (52), and IMOD (53).

Instrument vendors often also provide software that is capable of both controlling exper-
iments and performing analysis. These include Gatan’s DigitalMicrograph/Gatan Microscopy
Suite, Nion Swift, Thermo Fisher’s Velox, the Amira 3D toolkit, JEOL’s PyJEM, and Bruker’s
ESPRIT. DigitalMicrograph has a robust library of vendor- and user-provided plug-ins to per-
form various experiments and analyses (54). DigitalMicrograph now supports Python scripting,
while Nion Swift allows users to directly program both experiments and analysis in Python and is
itself written in Python. In the future, we expect that all microscopy vendors will both allow user
access to all microscope components using programmatic control and provide the option to save
and load data into open source formats.

One set of experimental processingmethods that is specific to STEMand other scanning probe
methods is drift correction. Because STEM pixels are measured serially, the sample can move dur-
ing scanning or charge buildup, and other electronic instabilities can lead to displacement of the
probe with respect to the target position. Several authors have created drift correction meth-
ods, including nonrigid or nonlinear ones such as SmartAlign by Jones et al. (55) and SPmerge
by Ophus et al. (56). Other authors have implemented various drift correction algorithms for
different STEM modalities (57–59).

It is strongly recommended that any STEM researcher who is serious about data analysis learn
at least one programming language. No matter how good open source tools become, new STEM
experiments and methods are being designed that require new analysis or simulation methods.
In addition to the various textbooks already mentioned, we recommend Kirkland’s (60) textbook
for the best mathematical and programmatic introduction to STEM. This book covers many key
topics in the mathematical modeling of microscopy such as the fast Fourier transform, sampling
and antialiasing, potential parameterization, and numerical methods to solve partial differential
equations. With knowledge of these topics, researchers will find it much easier to use and adapt
existing open source analysis codes, as well as to design their own. Given its ease of use, large
online community, large existing codebase, and the prevalence of machine learning in scientific
research, Python is almost certainly the best choice for most researchers.

1.4. Quantitative STEM Simulations

Another bedrock concept for quantitative STEM studies is the use of simulations to model both
elastic and inelastic scattering. These simulations are used to help with both experimental design
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and the interpretation of complex data sets. Free electrons traveling from the electron source
through the electromagnetic fields created by electron optics are the easiest to model using the
single-particle ray-optics picture. However, to accurately model the near-field interaction of free
electrons with atoms in a condensed matter sample, we must compute the evolution of their
quantum-mechanical wave functions. These calculations can be performed using the nonrela-
tivistic Schrödinger equation, the relativistic Dirac equation, or, most commonly, a relativistically
corrected electron wavelength and mass as an approximation in the Schrödinger equation.
Unfortunately, unless we assume infinitesimal sample thickness, the Schrödinger equation for
fast electrons contains noncommuting operators and therefore must be solved numerically (60).

There are two long-established algorithms to model elastic scattering in TEM experiments.
The first is known as the Bloch-wave method, which uses a scattering matrix (S-matrix) formalism
to solve for the reciprocal-space eigenstates inside the sample (60). Once these eigenstates are
known, any elastic scattering TEM experiment can be modeled by solving for the coefficients
of the incident wave function, propagating through the sample with matrix multiplication, and
then applying the output microscope transfer function and detector operator. The Bloch-wave
method is used primarily for simulations of single-unit-cell crystalline samples as the calculation
time greatly increases with increasing sample size and the number of electron scattering vectors
(usually called beams).

STEM experiments are far more commonly modeled with the second algorithm, named
the multislice method, introduced by Cowley & Moodie (61). The multislice method is shown
schematically in Figure 2a. First, the sample is sliced along the beam direction into slabs thin
enough to be well approximated by the single scattering approximation (the kinematical limit),
typically 1–2 Å. Next, the projected potential inside each slice is computed, usually from lookup
tables of the individual atomic species, in a method named the independent atom model (IAM)
(60, 63). At this stage, one can also add in any additional electrics of magnetic field–induced phase
shifts (64). The incident electron wave function, typically an Airy disk function, is then initialized,
combined with coherent wave aberrations (60), and propagated through the sample by alternating
between transmission through each slice and free-space propagation to reach the next slice. Fi-
nally, a detector function is applied to the complex exit wave, and the output intensity is calculated
as the wave function amplitude squared.

Themultislicemethod has been implemented for STEM in a large number of open source sim-
ulation codes including abTEM (65), Prismatic (70),μSTEM (71),MULTEM (72), andDr. Probe
(73).Themost commonmethod for including the effects of thermal vibration inmultislice simula-
tions is the frozen phononmethod, where atoms are randomly displaced to a frozen configuration,
which simulates the thermal displacements seen by a beam of fast electrons (60). The simula-
tion outputs for different random configurations are summed incoherently until convergence. An
equivalent derivation for this method known as the quantum excitation of phonons (QEP) model
has also been published (74). Many STEM characterization studies of crystalline materials per-
form imaging or diffraction along low-index zone axes, that is, with the atomic columns aligned
to the electron beam. This leads to channeling, which refers to the electron beam being focused
along atomic columns, causing differences in beam propagation when the electron beam is aligned
to a low-index zone axis relative to when it is tilted off-zone, and thus it can require simulations
to quantitatively interpret the results (60).

The multislice method is highly flexible when simulating STEM experiments and can produce
high accuracy, but it can require extremely high computation times as each individual probe po-
sition requires a separate simulation. We can reuse potential slices, crop around the probe’s real
space extent, or use graphics processing unit (GPU) resources for moderate calculation time re-
duction, but simulating large field-of-view experiments with multislice can still require hundreds
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Figure 2

Annular dark field imaging in STEM. (a) The multislice algorithm consisting of alternating steps of transmission through a potential
slice and free-space propagation. Panel adapted from Reference 62 (CC BY 4.0). (b) The PRISM algorithm where multislice
simulations are used to construct a scattering matrix, which is then multiplied by the initial STEM probe to calculate the output probe.
Panel adapted from Reference 62 (CC BY 4.0). (c) STEM imaging and electron diffraction simulations of hexagonal BN, comparing
potential calculations using the IAM with those using DFT. Panel adapted from Reference 65 (CC BY 4.0). (d) PACBED experiment
compared with simulation, including only thermal scattering or both thermal effects and low-loss inelastic scattering. Panel adapted
with permission from Reference 66; copyright 2020 American Physical Society. (e) Plasmonic response of bent silver nanowires
measured with EELS compared with simulations. Panel adapted with permission from Reference 67; copyright 2013 American Physical
Society. ( f ) DFT calculation of the Mg K-edge in MgO, both with and without core-hole effects included. Panel adapted from
Reference 68 with permission from Elsevier. (g) Simulation of Fe L-edge intensity in an FePt NP, where elastic scattering is calculated
before and after the core-loss event using PRISM. Panel adapted from Reference 69 (CC BY 4.0). Abbreviations: ADF, annular dark
field; BF, bright field; BN, boron nitride; DFT, density-functional theory; EELS, electron energy loss spectroscopy; IAM, independent
atom model; LIS, low-loss inelastic scattering; NP, nanoparticle; PACBED, position-averaged convergent beam electron diffraction;
PRISM, plane-wave reciprocal-space interpolated scattering matrix; QEP, quantum excitation of phonons; STEM, scanning
transmission electron microscopy.
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or even thousands of central processing unit or GPU hours for large simulation cells (75). To
address this limitation, Ophus proposed the plane-wave reciprocal-space interpolated S-matrix
(PRISM) algorithm (76). The PRISM algorithm is shown schematically in Figure 2b. The pro-
jected potentials are calculated in the samemanner as before, but instead of performing amultislice
simulation for each probe position, we instead use plane-wave multislice simulations to calculate
the rows of an S-matrix. If the STEM probe is significantly smaller than the simulation cell size,
we can use Fourier interpolation to calculate every f th periodic plane wave, which corresponds to
cropping the boundaries of the probe in real space. Once the S-matrix has been fully calculated,
output STEM probe intensities can be computed with a speedup proportional to f 2 and f 4 for the
S-matrix construction and probe multiplication steps, respectively, potentially giving large reduc-
tions in calculation times at the cost of some accuracy (76). If f = 1, PRISM simulations produce
identical outputs to the multislice algorithm. Several open source codes have implemented the
PRISM method for STEM simulations (65, 70).

As discussed above, a common approximation in STEM simulations is to independently add
the parameterized atomic potentials for all species present to estimate the total projected poten-
tial (60). However, if there is a significant change in the sample’s electron density due to bonding
(relative to the IAM), this will in turn modify the screening of the ionic cores and therefore
the projected potential. A more accurate method of calculating the projected potentials is to use
density-functional theory (DFT) to compute a more accurate charge distribution. The abTEM
simulation code directly links DFT calculations using the GPAW code to electron scattering sim-
ulations (65), as demonstrated in Figure 2c for simulations of hexagonal boron nitride (h-BN). In
the ADF simulation, we see essentially no difference between IAM- and DFT-derived potentials.
However, both the BF and diffraction pattern simulations show a significant discrepancy between
IAM and DFT potentials, with the latter presumed to be more accurate.

All of the previous simulations discussed were for elastic scattering. However, virtually all
STEM experiments also include a significant amount of inelastic scattering (64). The inelastic
scattering events that can be measured using EELS can include negligible energy changes such as
phonon scattering, energy changes of 10–50 eV such as in surface or bulk plasmons, large energy
changes (from 50 up to thousands of electron volts) due to core-loss scattering, and other inelas-
tic interactions (19). Figure 2d compares a position-averaged CBED (PACBED) experiment and
a simulation from Reference 66. While the intensities appear quite similar, performing a radial
average shows that to get quantitative agreement, the inelastic plasmon energy loss must be in-
cluded, which in this case was implemented using a Monte Carlo algorithm proposed by Mendis
(77). The spatial distribution of plasmon losses can also be measured and simulated, shown, for
example, inFigure 2e fromReference 67.Here the authors used boundary-element-methodmod-
eling of Maxwell’s equations to compute the distribution of plasmonic resonant modes, with good
quantitative agreement with experiment.

Figure 2f shows an EELS simulation of the Mg K-edge from an MgO DFT simulation, with
and without including core-hole effects, compared with an experiment (68). Core-hole simula-
tions require larger simulation supercells and therefore much longer calculation times, but as this
example shows, they are often necessary for accurate simulation of core-loss EELS. Another ap-
proach to the quantification of inelastic core-loss EELS is to perform semiempirical simulations
that combine atomic multiplet, crystal field, and charge transfer theories. This approach can in-
clude some effects difficult to model with DFT calculations and has a much lower computational
burden. Finally, some of the most computationally intensive simulations are those that combine
both elastic and inelastic calculations.Dwyer (78) showed how core-loss inelastic scattering events
can be incorporated into multislice simulations, which is important for quantitative simulation of
samples thick enough for elastic scattering to strongly modulate inelastic scattering. Figure 2g

112 Ophus

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
02

3.
53

:1
05

-1
41

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
10

4.
18

6.
25

4.
98

 o
n 

12
/1

9/
23

. S
ee

 c
op

yr
ig

ht
 f

or
 a

pp
ro

ve
d 

us
e.

 



shows a so-called double-channeling simulation of an FePt nanoparticle (NP) where the sample
is thick enough that there may be significant elastic scattering both before and after inelastic tran-
sitions. The sharp contrast variations in the Fe columns visible in the Fe L-edge intensity are due
to the elastic scattering. Computing all of these possible scattering pathways is not feasible using
the conventional multislice approach. To address this limitation, Brown et al. (69) demonstrated
a modification of the PRISM algorithm to perform these calculations on large simulation cells.

There has also been progress in quantitative simulations of other spectroscopic methods
in STEM. Zeiger & Rusz (79) have recently introduced a method to simulate these vibra-
tional spectra by combining molecular dynamics and a δ thermostat with multislice simulations.
Quantitative simulation of XEDS has been investigated by various researchers (80, 81), and
Yamamoto et al. (82) have derived a model of light emission induced by fast electrons to simulate
CL experiments.Details on inelastic scatteringmodeling have been given in References 71 and 78.

1.5. Limitations of STEM Characterization

STEM is a powerful and flexible characterization tool, but it cannot be used to measure the struc-
ture and properties of all samples.One of the primary limitations of STEM is that samples must be
thin enough to be transparent to the electron beam. STEM experiments are somewhat less restric-
tive than plane-wave TEM studies, often producing interpretable signals over a wider thickness
range. Even though the scattering angles in high-voltage STEM are small, if the sample is thicker
than several mean free paths it can be difficult (though not impossible) to measure material prop-
erties. With specialized high-voltage STEM instruments (≥1 MeV), samples with thicknesses up
to tens of micrometers can be imaged. However, quantitative STEM measurements typically
require that the maximum thickness be on the order of 0.2 to 0.5 (depending on the specific mea-
surement) times the electronmean free path in the sample (83).The elastic mean free path of most
materials ranges from approximately 50 nm/ρ for 20-kV, 200 nm/ρ for 100-kV, and 400 nm/ρ for
300-kV electrons, where ρ is the sample density in grams per cubic centimeter (84). The inelastic
mean free path of materials covers a similar range of about 50–200 nm for most samples. Thus,
performing STEM experiments with the highest spatial, angular, and spectroscopic resolution of-
ten requires sample thicknesses to be <20 nm. This is one of the reasons why STEM studies of
2D materials are so prevalent. Recent progress in the preparation of thin samples other than 2D
materials for STEM experiments is largely driven by improvements in focused ion beam (FIB)
technology. FIB sample preparation has been reviewed by Zhang et al. (85) and others.

Assuming a thin sample can be produced, the limiting factor of most STEM experiments is
the damage to the sample induced by the electron beam. Electron beam damage mechanisms
include large momentum transfer from the beam to the sample atoms (known as knock-on dam-
age), radiolysis caused by ionization, and electrostatic charging.Knock-on damage is the dominant
mechanism for conductive samples, while radiolysis and charging damage are more common for
insulating samples (86). Minimizing beam damage is primarily accomplished by reducing the
electron dose, though it can also be achieved with creative scanning strategies (87) or chem-
ical modification of the sample (88). Other limitations are the sample’s ability to tolerate the
low-pressure vacuum environment and the cleanliness of the microscope environment. Both the
microscope and the sample must be relatively free of hydrocarbons and other organic molecules
to prevent contamination (86). Contamination in STEM typically results in hydrocarbons be-
ing polymerized by the STEM beam, leading to a steady buildup of carbon in the field of view,
which in turn obscures the measurements. Common mitigation strategies for contamination in-
clude sample heating, cleaning the specimen with plasma, electron beam showering, and improved
microscope vacuum.
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2. IMAGING

In STEM imaging, the focused electron probe is moved across the sample surface using scanning
coils, which are typically a pair of in-plane electromagnetic coils positioned along orthogonal
directions to allow for full 2D motion of the beam. A typical STEM imaging example will record
a 2D grid of probe positions, forming a 2D image from each of the single-pixel detectors. The
step size between adjacent STEM probes can be set independently of the probe size, allowing
for extremely large fields of view if needed (89). We must take care when interpreting images
generated from experiments with a much smaller probe size than step size, as in some cases this
can produce aliasing artifacts (70). However, these potential artifacts can be made useful when
scanning beam-sensitive crystalline samples by using a step size slightly larger than an integer
multiple of the crystalline unit-cell dimensions to form moiré images of the crystal or its strain
field (90). As discussed above, slower scanning usually requires postprocessing to correct sample-
and charging-induced drift artifacts (55, 56, 58).

After scattering from the sample, electron intensities aremeasured in the far field, typically with
monolithic single-pixel detectors that span a fixed annular range.Unlike diffraction, spectroscopy,
or tomography experiments, STEM images can be recorded very quickly and can often be inter-
preted immediately. In a typical STEM experiment,many images of the sample will be recorded at
low, intermediate, and high magnification using a variety of imaging modes.Multiscale imaging is
often important for positioning high-resolution measurements in the proper material structural
context of the sample. Often, the STEM operator will perform basic analysis of images during
the experiment, such as line trace comparisons, numerical Fourier transforms, or geometric phase
analysis of crystalline lattices. Various STEM detectors can be used simultaneously, often pro-
viding complementary information about the sample being measured. Gauquelin et al. (91) have
compared different STEM imaging modes.

2.1. Annular Dark Field

ADF (and especially HAADF) is by a fair margin the most popular imaging mode in STEM. The
primary reasons are that incoherent HAADF signals are straightforward to collect, have a well-
understood approximate dependence on atomic number Z 1.3–Z 2 (92), are fairly robust to thick or
defected samples, and have better intrinsic resolution than coherent signals and are easier to in-
terpret. The Z dependence of the signal is why HAADF-STEM is often referred to as Z-contrast
STEM (19). By “easier to interpret,” I mean that HAADF images are approximately linearly cor-
related (or at least monotonically varying) with the underlying sample potential—these images are
essentially a direct measurement of the sample with some blurring given by convolution with the
probe size in the sample plane. Additionally, ADF imaging can be performed simultaneously with
the various other imaging modes described below. Given that many interesting samples are com-
plex and relatively thick and contain strongly scattered elements, HAADF-STEM is an excellent
tool to characterize materials from the micrometer scale down to the atomic scale.

The ultimate sensitivity limit for STEM is the detection of single atoms, which was achieved
experimentally for U and Th atoms in 1970 by Crewe et al. (93).With further STEM instrumen-
tation improvements, various researchers incorporated few- or single-atom imaging intomaterials
science studies (e.g., 94, 95). Allen et al. (96) used HAADF-STEM to localize single Au atoms in
an Si nanowire, shown in Figure 3a. By recording a focal series of HAADF images, they were able
to determine the 3D position of Au atoms both along a twin boundary and in the bulk nanowire,
establishing the presence of these bulk impurities far above the estimated solubility limit of Au in
Si. Single-atom STEM imaging progress was reviewed by Colliex et al. (97).

In order to perform quantitative HAADF measurements, we must normalize the measured
signal as proposed by Singhal et al. (94). LeBeau et al. (104) proposed an absolute quantification
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Figure 3 (Figure appears on preceding page)

ADF imaging in STEM. (a) Single Au atoms trapped at a twin boundary (d1, d2) and in the Si nanowire bulk (b1, b2). Panel adapted
from Reference 96 with permission from Springer Nature. (b) Epitaxial multilayer (left), with the inset showing the measured detector
response. The calibrated intensity and composition measurement are shown on the right. Panel adapted from Reference 98 with
permission from Elsevier. (c) Smoothed image showing atomic positions and species (top) and the power law of intensities (bottom).
Panel adapted from Reference 99 with permission from Springer Nature. (d) Average of 56 HAADF images of a Pt NP after nonrigid
registration (left) with positions and intensity-derived atomic column thicknesses (right). Panel adapted from Reference 100 with
permission from Springer Nature. (e) Fitted model image of a Pt/Ir NP (left) with intensity-derived atomic column thicknesses. Panel
adapted from Reference 101 with permission from Elsevier. ( f ) Image of two clay layers showing ion positions (left) and measured ion
diffusion for N layers (right). Panel adapted from Reference 102 with permission from Springer Nature. (g) Coherent interface between
graphite and diamond (left) with the structure overlaid (right). Panel adapted from Reference 103 (CC BY 4.0). Abbreviations: ADF,
annular dark field; BN, boron nitride; Gr, graphene; HAADF, high-angle ADF; NP, nanoparticle; STEM, scanning transmission
electron microscopy; Ver, vermiculite.

method, which they demonstrated allows for nearly perfect agreement between experiment and
simulation for SrTiO3 samples up to 120 nm in thickness. Figure 3b shows a HAADF image of
an Al0.2Ga0.8N epitaxial layer embedded in GaN, with the detector response function shown in
the inset, measured by Rosenauer et al. (98). By calibrating the measured HAADF signal on an
absolute scale, they were able to precisely measure the Al composition as a function of distance and
estimate a sample thickness of approximately 130 nm. On the other extreme of sample thickness,
Krivanek et al. (99) demonstrated the ability to determine atomic species from a HAADF image
of a monolayer BN sample doped by C and O, shown in Figure 3c. They were able to identify
the species of nearly each individual atom with high certainty and found that the intensity as a
function of atomic number Z varied as Z1.64, in good agreement with the model derived by Hartel
et al. (105), which suggested a dependence of Z1.6 to Z1.9.

Figure 3d demonstrates quantitativemeasurements of a PtNP at atomic resolution, performed
by Yankovich et al. (100). By averaging many images to boost the signal-to-noise ratio, they were
able to both achieve subpicometer precision for the 2D position of the atomic columns and count
the number of atoms in each column. Being able to perform such precise measurements is impor-
tant when analyzing the surface of catalytic NPs. Figure 3e shows a HAADF image and model
fitting of a Pt/Ir catalyst NP, where De Backer et al. (101) examined the reliability of thickness
quantification at low electron doses. They found that the imaging conditions for each instrument
and material system must be tuned individually to optimize the trade-off between measurement
reliability and damage induced by the electron beam.

Intermediate- and atomic-resolution imaging is also useful for studying dynamic processes such
as diffusion. Studies of diffusion can benefit from the chemical sensitivity and better robustness
against thick samples of STEM. Shi et al. (106) have reviewed in situ nanocrystal formation imag-
ing with both TEM and STEM. Figure 3f shows a low- and high-magnification cross-sectional
image of vermiculite, a hydrated clay mineral, where Cs+ ions are intercalated between two clay
layers, from Zou et al. (102). By measuring the diffusion coefficient from many samples with
different numbers of layers, they found constant diffusivity for a large number of layers and an
exponentially increasing diffusion for a decreasing number of layers below seven, which they at-
tribute to thickness-dependent swelling that increases for decreasing layer numbers. STEM can
also be used to tackle longstanding materials science problems. For example, Luo et al. (103) have
used HAADF-STEM to image a coherent interface between graphite and diamond, shown in
Figure 3g along with the associated model of the interface. They identified four different struc-
tural motifs for these coherent interfaces and proposed a model for the coherent transformation.
These examples demonstrate why HAADF-STEM is a powerful tool for the characterization of
materials.
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2.2. Bright Field and Annular Bright Field

While (HA)ADF-STEM is very useful for imaging materials, it has several weaknesses. Using a
large inner detector angle in ADF produces more interpretable contrast as the lower-angle coher-
ent diffraction contributions are removed, but fewer electrons are collected, leading to a noisier
signal. For thin specimens only a small fraction of the probe electrons will reach the detector,
making this imaging mode relatively inefficient. It is difficult to directly observe and identify the
species of low–atomic number elements such as C, N, or O using ADF, let alone important el-
ements such as Li or H. One method to boost contrast in ADF imaging is to reduce the inner
detector angle, producing medium-angle ADF or low-angle ADF images. An alternative imaging
mode is to place the detector inside the probe convergence semiangle, collecting all or some frac-
tion of the unscattered electrons. BF imaging in STEM typically refers to a circular detector that
covers the full unscattered beam. Similar to other phase contrast imaging modes, using a small de-
focus will enhance the BF image contrast.Using a large probe convergence semiangle and a larger
BF detector collection angle will record a large fraction of the electron beam but also produce os-
cillating contrast with thickness or scattering cross section, similar to plane-wave TEM imaging
modes. This contrast can be very accurately modeled, as demonstrated by LeBeau et al. (107)
for BF imaging of SrTiO3, shown in Figure 4a. They used absolute intensity measurements and
quantitative multislice simulations to accurately fit both thickness and defocus, showing that BF
imaging had high sensitivity and the measured intensities could be modeled with high precision.
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Figure 4

BF imaging in STEM. (a) BF imaging of STO at five defocus values, with simulation results shown adjacently. Quantitative matching of
the image contrast is also shown. Panel adapted with permission from Reference 107; copyright 2009 American Physical Society.
(b) HAADF and ABF images of Fe3O4 with Fe and O sites overlaid. Panel adapted from Reference 108 with permission from Oxford
University Press. (c) ABF imaging of YH2, with the atomic structure overlaid (Y shown in magenta and H in green) and simulation
results in the inset. Line traces of experimental and simulated ABF images at three thicknesses are shown. Panel adapted from
Reference 109 with permission from Springer Nature. (d) Intercalation of H2O (red arrows) and Zn (yellow arrows) into a V2O5 cathode
with simulations of varying H2O concentration and a DFT atomic model. Panel adapted from Reference 110 (CC BY 4.0).
Abbreviations: ABF, annular bright field; BF, bright field; DFT, density-functional theory; HAADF, high-angle annular dark field;
STEM, scanning transmission electron microscopy; STO, SrTiO3.
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Okunishi et al. (108) proposed an improvement to BF-STEM where electrons are recorded
from approximately half the radius of the illumination aperture out to its outer edge; they sug-
gested that this ABF imaging mode, analogously to hollow-cone illumination in TEM, would
improve contrast, reduce thickness oscillations, and allow both light and heavy elements to be im-
aged simultaneously. Figure 4b shows one of their results for Fe3O4, where the HAADF image
shows only Fe columns, but in the ABF image, O columns are also visible. ABF-STEM imaging
has pushed light element imaging far enough to directly locate H columns, as demonstrated by
Ishikawa et al. (109), who imaged YH2, as shown in Figure 4c. They also used multislice simula-
tions to both support their conclusions and estimate the sample thickness using the relative con-
trast of the Y andH columns.Direct observations ofH columnswere also reported by Findlay et al.
(111), though their detector configuration also included dark field scattering. These observations
demonstrated that ABF-STEM was a practical method to image virtually any material, though
with somewhat stricter limits for quantitative imaging on sample thickness, sample tilt, and defo-
cus relative to incoherent HAADF imaging due to phase contrast effects. ABF imaging is now very
common in STEM studies of materials, used by Byeon et al. (110), for example, to study the inter-
calation of Zn and H2O into a V2O5 cathode, as shown in Figure 4d. By combining ABF imaging
with DFT modeling and multislice simulations, they were able to quantify the degree of interca-
lation and identify multiple intermediate phases invisible to macroscopic diffraction methods.

2.3. Differential Phase Contrast

BF and ABF are imperfect phase contrast measurements due to their complicated contrast transfer
functions. Almost 50 years ago, Dekkers & De Lang (112) proposed that phase contrast sig-
nals could be efficiently measured by using segmented detectors to measure the deflection of
the STEM probe, an imaging method called DPC. Rose (113) had previously derived the linear
relationship between probe deflection and the gradient of the projected sample potential (i.e., the
sample’s internal electric field), making DPC a highly efficient method to measure sample po-
tential. DPC measurements are also sensitive to electromagnetic fields as, within electron optics,
these fields produce a spatially varying deflection of the beam in an electron microscope. Because
DPC signals are proportional to the gradient of the sample potential, we can approximately re-
construct this potential by performing numerical integration, which can be efficiently computed
with Fourier transforms (33). We can also improve DPC measurements of the probe deflection
by replacing segmented detectors with fast, pixelated direct electron detectors; this technique is
referred to as center-of-mass (CoM)-DPC measurements (114). Sample potential reconstruction
via integration is sometimes referred to as integrated DPC or integrated CoM (115). In general,
DPC imaging can be made quantitative and can produce interpretable images for thicker spec-
imens than conventional TEM phase contrast imaging can but is not as robust to thickness as
HAADF imaging.

The first demonstration of atomic-resolution DPC was published by Shibata et al. (116),
who measured the position of all atomic species and thus the polarization directions in BaTiO3.
Figure 5a shows an example of DPC-STEM where Han et al. (117) performed STEM experi-
ments to characterize antiferrodistortive grain boundaries (GBs) in SrTiO3.Unlike in theHAADF
images, the O atomic columns are clearly visible in the DPC image, and their positions can be fit
to high precision. These direct measurements of the Ti–O octahedra rotations confirmed the
presence of the antiferrodistortive GB, helping to explain the transport and optical properties
of SrTiO3 (117). In addition to being sensitive to weakly scattering elements, DPC imaging is
also very dose efficient, as shown by Shen et al. (118) in DPC images of zeolite ZSM-5 with and
without single pyridine molecules adsorbed in the zeolite channels (Figure 5e).
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Figure 5

DPC imaging in STEM. (a) DPC image and fitted atomic columns of an antiferrodistortive �13 GB in SrTiO3. TiO6 octahedra
rotations are measured from the DPC image. Panel adapted with permission from Reference 117; copyright 2021 American Physical
Society. (b) DPC signal at an antiphase boundary in doped BiFeO3. Panel adapted from Reference 119 (CC BY 4.0). (c) Freestanding
Ni2MnGa disks. Panel adapted from Reference 120 with permission from AIP Publishing. (d) Structure and magnetic field distribution
inside antiferromagnetic α-Fe2O3 compared with simulations. Panel adapted from Reference 121 with permission from Springer
Nature. (e) DPC image and structure of zeolite ZSM-5 with and without adsorbed pyridine molecules. Panel adapted from
Reference 118 with permission from Springer Nature. Abbreviations: ADF, annular dark field; DPC, differential phase contrast; GB,
grain boundary; STEM, scanning transmission electron micrography.

As mentioned above,DPC imaging is sensitive to any electromagnetic field.However, extreme
care must be taken when attempting to measure free electric fields in regions of a sample where
the potential is not constant. This is because any change in the local atomic structure will lead to
deflection of the STEM probe and thus a DPC signal.Figure 5b shows the DPC signal measured
at an antiphase boundary in doped BiFeO3 by MacLaren et al. (119). The authors concluded
that the shifts observed at the boundary are due to the local structural change at the interface
and the corresponding change in density rather than originating from a free electric field, and
they cautioned that many previous DPC shifts ascribed to electric fields may instead be due to
diffraction effects associated with local changes in density, crystallographic orientation, specimen
thickness, or polarization. Nevertheless, it is possible to quantitatively measure electric fields if
care is taken in both the measurement and interpretation.

Figure 5c shows a schematic from Campanini et al. (120) of electron beam deflection in the
presence of fields and how rotating the sample 180° can be used to separate the contributions from
the electric and magnetic fields. They have performed this experiment on freestanding Ni2MnGa
disks, producing maps of the electrostatic field and magnetic induction vectors. As noted above,
the electric field contributions all arise from changes in the specimen thickness, while the mag-
netic flux lines extend both inside and outside of the sample. Figure 5d shows magnetic DPC
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imaging pushed to the limit by measuring the magnetic field distribution inside antiferromag-
netic α-Fe2O3 and comparing the results with simulations.Tomeasure these fields with very small
magnitudes, they needed to use a magnetic field–free objective lens, carefully subtract the electric
field contributions, and use unit-cell averaging with a very high electron dose (121).

3. DIFFRACTION AND 4D-STEM

Electron diffraction patterns contain a large amount of information about the local sample struc-
ture. As described above, most STEM imaging methods measure portions of the diffracted
electron beam intensity in the far-field region as a function of the probe position. A STEM mea-
surement can be thought of as performing a selected area diffraction (SAD) experiment where the
selected area is the portion of the sample covered by the probe’s intensity distribution.Many early
STEM researchers recognized that STEM diffraction patterns were extremely information rich
and that by tuning the STEM probe size and step size between adjacent measurements, materials
could be fully characterized by performing many such diffraction measurements in parallel. How-
ever, because electron detectors were slow and microscopy had not yet become a digital science
with the advent of modern computers, most of these studies were limited to analyzing a small
number of diffraction patterns.

The introduction of direct electron detectors dramatically expanded the possibilities for STEM
diffraction experiments (22). These detectors can now record full diffraction patterns at frame
rates approaching 100,000 images per second, allowing the STEM probe to be moved on the
≈10-μs time scale as is typical for the imaging experiments described in the previous section.
Because these measurements record a full 2D diffraction pattern over a 2D grid of probe positions,
they produce a 4D data set, giving these experiments their general name of 4D-STEM (20).There
are two direct electron detector technologies widely used for 4D-STEM studies. The first is an
active pixel sensor (APS) detector, which uses semiconductor chips with a sensitive doped epitaxial
layer to generate many low-energy electrons, which are recorded via diffusion to sensor diodes,
when high-energy electrons pass through APS detectors that are fast, highly sensitive, and possess
a large number of pixels, but when integrating the total collected charge, they have poor dynamic
range and a wide energy spread per electron (122). One method to improve the resolution and
energy spread is to use electron counting to identify single-electron events, but this requires using
a very low electron flux or high frame rate to prevent overlapping electron events (123) or hybrid
integration-counting processing of the diffraction patterns (124).The other popular class of direct
electron cameras is a hybrid pixel array detector consisting of a 2D array of photodiodes bump
bonded to an integrated circuit. These detectors typically have very high sensitivity and dynamic
range but a smaller number of pixels (2).MacLaren et al. (3) have reviewed detector developments
in STEM, and Ophus (22) has reviewed the development and applications of 4D-STEM.

3.1. Convergent Beam Electron Diffraction

The primary difference between conventional SAD and STEM diffraction is that in SAD, the
illumination is typically made as parallel as possible, while in STEM a larger probe convergence
angle (known as the numerical aperture in optics) is used in order to focus a small probe on the
sample surface (19). If the convergence angle is larger than the reciprocal lattice vector of a crys-
talline sample, the diffracted Bragg disks will overlap and produce an interference pattern. These
measurements are known as CBEDmeasurements. CBED can be used to perform local strain and
orientation measurements by analyzing the fine details of the diffraction patterns. These analyses
typically require detailed calculations or simulations in order to interpret the results.

CBED is a very flexible measurement method, as the diffraction imaging condition can be
changed below the sample to allow measurement with convergence angles larger than the Bragg
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scattering angle. By recording the different tilt directions serially, Koch (125) has shown that one
can record large-angle rocking-beam electron diffraction patterns at even larger convergence an-
gles, which can then be used to solve for both residual aberrations and 3D crystal diffraction
patterns. Another CBED technique is to average the diffraction patterns from multiple probe po-
sitions, a method known as PACBED (126). Because PACBED measurements integrate out the
contrast variations of a small probe being scanned over a unit cell, they can be used to measure
material properties such as thickness, tilt, polarization, disorder, and composition with high pre-
cision (127, 128). Although CBED patterns contain a wealth of information, it can be difficult
to disentangle the origins of various signals. Recent efforts in machine learning have helped in
the analysis of diffraction pattern; for example, Pennington et al. (129) have shown that 3D infor-
mation can be recovered from CBED patterns, while Xu & LeBeau (130) have applied machine
learning to PACBED.

3.2. Ronchigrams

If the convergence angle of the STEM probe is increased further or the condenser aperture
is removed altogether, a highly defocused diffraction pattern will produce a distorted shadow
image of the specimen. These images contain information about electron wave aberrations in
electron diffraction, and by recording multiple Ronchigrams from a specimen with different de-
focus values or sample translations, one can measure the lens aberrations to facilitate hardware
aberration correction. For an introduction and demonstration of Ronchigram measurements,
readers are referred to the manuscript by Schnitzer et al. (131) and the Ronchigram website
(https://ronchigram.com/).

3.3. Diffraction from Crystalline Materials

As discussed previously, CBED experiments where the probe convergence angle is larger than the
Bragg scattering vectors will produce complex interference patterns in areas where the diffracted
disks overlap. If we instead use a convergence angle small enough to avoid overlapping regions, the
diffraction patterns become far simpler to interpret, consisting of nearly flat disks representing the
sample’s diffraction pattern convolved with the reciprocal-space probe shape. This simple inter-
pretation is possible because the STEM probe is larger than the crystalline unit cell and thus does
not change as a function of position relative to the unit cell. These experiments are often referred
to as NBED (132) or SEND data sets (124). NBED experiments can be used to characterize the
local phase of a sample by matching the diffraction pattern to a given crystal structure and ori-
entation. These experiments are typically referred to as automated crystal orientation mapping
(ACOM) and usually consist of precomputing a diffraction pattern library over a range of ori-
entations and determining the orientation(s) with the highest correlation to the library. ACOM
is often combined with precession electron diffraction (PED), where the beam is continuously
rotated around a cone of projection angles in order to produce more interpretable diffraction
patterns (133). Figure 6a shows an example of orientation mapping along a GeS nanowire axis
where Sutter et al. (134) used the slowly changing orientation to determine the continuously twist-
ing structure of the nanowire layers. NBED mapping of orientations, grains, and phases has been
used to characterize a wide range of crystalline materials (e.g., 46, 135). Coherent phase contrast
in the diffracted disks has also been used to measure the strain and rotations between layers of
twisted bilayer graphene using a method named Bragg interferometry (136).

Another common NBED application measures local deformation in a crystalline grain by fit-
ting a lattice to the Bragg disks in the diffraction pattern, producing a strain map. NBED has also
been used by Ding et al. (139) to estimate oxygen vacancy concentration from in situ strain maps
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Figure 6

Nanobeam electron diffraction for crystalline materials. (a) HAADF images and nanobeam diffraction patterns from a GeS nanowire,
showing the lattice twist and diffraction tilt along the nanowire axis. Panel adapted from Reference 134 with permission from Springer
Nature. (b) Correlation of PL and CL emission with local strain in h-BN. Panel adapted from Reference 137 with permission from
Springer Nature. (c) Orientation mapping of organic crystals using 4D-SCED. Panel adapted from Reference 138 (CC BY 4.0).
Abbreviations: CL, cathodoluminescence; HAADF, high-angle annular dark field; h-BN, hexagonal boron nitride; PL,
photoluminescence; SCED, scanning confocal electron diffraction.

of CeO2.NBEDmeasurements are often complicated bymultiple scattering of the electron beam,
which produces unwanted contrast in the diffracted Bragg disks (140).Onemethod to reduce these
systematic errors is to combine PED with strain mapping (141) while another is to use patterned
apertures to improve probe position measurement precision (13). NBED strain mapping can be
combined with other measurements to determine structure–property relationships. An example
of this is shown in Figure 6b, where Hayee et al. (137) correlated the photoluminescence (PL)
and CL response from h-BN to the local lattice strain. They found that deformed lattice regions
were associated with the PL and CL signals, but strain was not a requirement for emission.

Measuring the structure of beam-sensitive materials such as polymers or organic molecular
materials is a challenge for electron microscopy. Many of these materials are crystalline or
semicrystalline but cannot tolerate the electron dose required for imaging the lattices at atomic or
near-atomic resolution (84, 86). NBED, however, can characterize these beam-sensitive organic
crystals by lowering the electron dose and spreading out the electron probe, using large step
sizes between probes and cryogenic cooling (142). Modern detector technology allows us to
map the orientation of beam-sensitive organic materials (143). One difficulty with extremely
beam-sensitive materials is the long tail of a conventional Airy disk STEM probe, which can
damage the sample before the probe reaches the next position.Wu et al. (138) have demonstrated
that by using 4D scanning confocal electron diffraction (4D-SCED), the shape of the probe on
the sample surface becomes a circular pencil beam, while in diffraction space, the Bragg peaks
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become sharper. Figure 6c shows 4D-SCED measurements of the bulk heterojunction thin film
of DRCN5T:PC71BM organic crystals with a low-enough dose to characterize the nucleation
and growth of grains during in situ annealing. They found that these organic crystals can nucleate
with both face-on and edge-on orientations.

3.4. Diffraction from Amorphous Materials

Many important materials are partially or fully disordered. These amorphous or glassy materials
are challenging to study with both intermediate- and atomic-resolution STEM imaging because
the complex disordered atomic clusters in samples with even moderate thickness will overlap in
projection. Imaging of even primarily crystalline samples can be significantly more difficult if they
contain amorphous surface layers. An alternative to studying amorphous materials with imaging
is to use electron diffraction.When the convergence angle is very small, the electron probe in real
space becomes large enough to sample a sizable volume of the sample, producing patterns similar
to traditional electron diffraction experiments yet still retaining some spatial resolution (142).The
fundamental structural characteristic of amorphous materials is the lack of long-range ordering;
that is, the structural units of the material do not repeat with translation. This lack of translation
symmetry can be directly observed in diffraction experiments where the patterns become radially
symmetric and form the characteristic broad rings known as amorphous halos. These features
in the diffraction pattern are due to the structure factor oscillations of the sample, which act as
a fingerprint for the short-range order of the material. Through computational analysis, we can
measure the radial distribution function (RDF) of an amorphous material from these patterns
(144). The primary advantage of electron diffraction over X-ray diffraction is improved spatial
resolution, while the primary disadvantage is that multiple scattering of the electron beam can
strongly modulate RDF measurements, which can necessitate using very thin samples to obtain
quantitative results.

Treacy & Borisenko (145) have shown that RDF signals are not necessarily unique represen-
tations of an amorphous material. This is in part due to averaging over a large atomic volume;
thus one method to measure more local information is to use a larger probe convergence angle
to produce a smaller probe in real space. STEM experiments measured with large convergence
angles produce significantly more variance in diffraction patterns between adjacent probe posi-
tions and are usually referred to as fluctuation electron microscopy (FEM) (146). The so-called
speckles in the diffraction pattern can be quantified as a function of probe size and scattering angle
to determine the degree of medium-range order in a given material (145). If the sample is thin
enough, FEM experiments can be used to characterize atomic clusters using atomic-scale probes,
a method known as angstrom-beam electron diffraction (147). The angular correlations in FEM
patterns can be used to measure icosahedral, octahedral, tetrahedral, and other atomic neighbor
shell configurations (148). Cockayne (149) has reviewed the use of electron diffraction to study
amorphous materials.

3.5. Diffractive Imaging with Ptychography

As described above, phase contrast imaging with DPC is more dose efficient than incoherent
methods such as HAADF, and DPC has higher sensitivity to light elements than BF or ABF.How-
ever, converting the complex signal produced by a converged electron probe diffracting from a
sample to a two-element momentum vector drops a significant amount of measured information.
These diffraction patterns contain scattered intensities from a wide range of spatial frequencies,
which can be measured with a pixelated direct electron detector in a 4D-STEM experiment.
With many measurements of probes that overlap on the sample surface, we can use direct or
iterative computational methods to reconstruct both the complex probe and object wave functions
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Figure 7

Electron ptychography in STEM. (a) Simultaneous ADF and ptychographic reconstruction of I atoms and fullerenes encapsulated in a
DW-CNT. Panel adapted from Reference 152 (CC BY 4.0). (b) Real-time ptychographic phase reconstruction of a TaTe nanowire
encapsulated in a MW-CNT, with live aberration tuning. Panel adapted with permission from Reference 153; copyright 2021 IEEE.
(c) Multislice ptychographic phase reconstruction of PrScO3, with Pr–Pr and O–Sc–O line traces shown below. Panel adapted from
Reference 154 with permission from AAAS. Abbreviations: ADF, annular dark field; DW-CNT, double-walled carbon nanotube;
MW-CNT, multiwalled carbon nanotube; STEM, scanning transmission electron microscopy.

in a method known as ptychography. Noniterative reconstruction methods for ptychographic
reconstruction are typically faster than iterative methods but also less accurate. Inverse multislice
ptychographic reconstruction algorithms can further improve the accuracy and provide some 3D
information but require even longer calculation times and must be regularized for stability (150).

Ptychography was first demonstrated by Rodenburg and colleagues (151), who phased
Bragg diffraction vectors to images with resolution beyond the diffraction limit. Since then,
the structures of various materials have been imaged using ptychography; for example, Yang
et al. (152) studied fullerenes and I atoms encapsulated by a double-walled carbon nanotube
(DW-CNT), as shown in Figure 7a. The nanotube structure is quite blurry in the accompanying
ADF image, but the isolated I atoms are well resolved due to their higher atomic number. The
fullene structures are not visible in the ADF image but can be clearly seen in the ptychographic
reconstruction. Additionally, the nanotube walls are much better resolved in the ptychographic
image, demonstrating the high efficiency of STEM phase contrast imaging. The noniterative
ptychographic reconstruction method they used is known as the single side band (SSB) method
(152). The SSB method is fast enough to be employed for live phase contrast imaging, such
as the image of a TaTe nanowire encapsulated in a multiwalled carbon nanotube, as shown in
Figure 7b and reconstructed by Pelz et al. (153). By examining the reconstructed phase of the
strongest spatial frequencies in the data set, Pelz et al. were able to solve and correct for the
residual aberrations using an interactive method.
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Iterative ptychographic reconstruction can be used to substantially increase the resolution of
the reconstructed object waves.Humphry et al. (155) demonstrated experimentally using scanning
electronmicroscopy (SEM) that ptychography could be used to reconstruct the phase of scattering
vectors at higher angles than the probe convergence semiangle, that is, beyond the conventional
diffraction limit. Jiang et al. (156) showed that applying these concepts to STEM ptychography
could push the resolution beyond the ≈0.5-Å limit of incoherent STEM by imaging MoS2 at
0.39-Å resolution. By performing inverse multislice and mixed-state ptychographic reconstruc-
tions, Chen et al. (154) were able to image PrScO3, as shown in Figure 7c, with such high resolu-
tion that the blurring of atomic columns was limited only by thermal vibrations.They also demon-
strated that depth sectioning of their reconstructions could reveal individual dopants and that
inverse multislice ptychography allows for much thicker specimens to be reconstructed. Pty-
chography is a very useful operating mode in STEM, especially for samples that are beam
sensitive or contain light elements, and is becoming more common in atomic-resolution material
characterization.

3.6. Other 4D-STEM Methods

STEM diffraction experiments can be modified in a number of ways. One method is to customize
the incident wave function of the electron probe by using optical elements in the probe-forming
aperture. These include patterned amplitude plates to improve the precision of Bragg disk
position measurements (13). Another 4D-STEM amplitude plate experiment is multibeam
electron diffraction (MBED), where multiple holes are placed in a binary mask to produce mul-
tiple simultaneous electron beams that intersect the sample at different projection angles (157).
MBED is essentially a fixed projection angle version of PED where the beam is continuously
tilted around a cone of projection angles (133). Phase plates can also be used to produce vortex
STEM probes (8), approximately linear phase contrast transfer functions (9, 10), or multiple
beams for STEM holography (12) and to correct probe aberrations (11) or add phase diversity to
ptychographic reconstructions (158). Some STEM experiments use nonstandard optical setups
such as a confocal configuration, which can be used to measure 3D sample information (159), to
measure the intensity distribution of STEM probes in real space (160), or to characterize inelastic
scattering (161). 4D-SCED has recently been extended to orientation mapping of beam-sensitive
organic samples (138).

4. SPECTROSCOPY

A STEM probe passing through a sample can transfer energy through various scattering path-
ways. The energy spectrum of the vibrational or electronic transitions excited by these scattering
events can provide insight into the structure and properties of the material being probed.We can
measure these spectra either directly by measuring the energy distribution of the electron beam
after passing through a sample or indirectly from photons, auger electrons, or secondary electrons
generated by beam–sample interactions. The most common forms of spectroscopy in STEM are
EELS (24), XEDS [also known as energy-dispersive X-ray spectrometry (EDXS), which in turn is
often shortened to EDS], or energy-dispersive X-ray spectroscopy (26). The flexibility of STEM
instruments has also given rise to several other spectroscopic techniques, which are not reviewed
here. These include CL, reviewed by Kociak & Zagonel (27), and secondary electron or backscat-
tered electron imaging as a function of detector bias (162). STEM-EELS and XEDS have both
benefited enormously from the widespread availability of aberration correction, highly coherent
electron beams such as cold field emission sources, and better monochromator and spectrometer
hardware (5). EELS methods have been reviewed in the classic book by Egerton (24).
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4.1. Electron Energy Loss Spectroscopy

EELS is an incredibly powerful characterization method as it spans energy scales including
phonons (≈0.1 eV), band gaps (0.5–6.0 eV), surface plasmons (≈1–5 eV), bulk plasmons (tens
of electron volts), and core-loss excitations (from tens to thousands of electron volts). There are
many recent improvements in EELS hardware, including in overall instrument design, electron
sources, monochromators, aberration correction, electron spectrometer design, and direct elec-
tron detectors (163). These advances have improved the energy resolution, spatial resolution,
stability, signal-to-noise ratio, and field-of-view size of EELS experiments by leaps and bounds.
A widespread application of STEM-EELS in materials science is composition mapping using
core-loss EELS edges of the constituent elements. Figure 8a shows composition mapping of
liquid–solid interfaces in a lithium-metal battery sample, imaged at cryogenic temperatures by
Zachman et al. (164). They directly observed two distinct dendrite morphologies on the lithium
anode, one of which they proposed leads to capacity degradation. Core-loss EELS can also be
used to detect very small changes in composition. For example, Yang et al. (165) measured the
excess signal in the C K-edge to observe excess gaseous CO on an Au nanoprism in an environ-
mental STEM-EELS experiment, as shown in Figure 8b. They used simulations and modeling to
show that the active catalytic sites are located at the highest amplitude points for localized surface
plasmons and favorable adsorption sites on the nanoprism structures.

Figure 8c shows EELS measurements from Baldi et al. (166) of the plasmon peaks associ-
ated with the phase transitions of a single Pd nanocube driven by H adsorption. By observing
individual NPs, they showed that the Pd phase transitions were very sharp and were controlled
by particle size and surface effects. These results from individual nanostructures emphasize the
power of STEM-EELS measurements as compared with ensemble measurements, which would
show a broad transition when characterizing a large population simultaneously.EELS sensitivity is
now good enough to characterize the spectrum from individual atoms, such as the measurements
of single La atoms inside CaTiO3 by Varela et al. (171). Bosman et al. (172) first demonstrated
atomic-resolution chemical mapping in EELS, which was followed up by many atomic-resolution
EELS studies of various materials.

One of the most fundamental emergent properties of a material is its distribution of allowed
atomic vibrational waves and how the density and energies of these phonons depend on the local
atomic structure. STEM-EELS provides a unique window into these atomic-scale processes, as
demonstrated by the momentum mapping of monolayer graphene by Senga et al. (167), shown in
Figure 8d. The researchers used density-functional perturbation theory to simulate these spectra,
which showed excellent agreement with the experimental maps. This experiment demonstrated
the feasibility of performing momentum-energy measurements at very high resolution, perhaps
limited only by the delocalization of the excitation being studied. Figure 8e shows the spatial
distributions of EELS measurements performed by Yan et al. (168) of phonon modes across a
stacking fault in SiC. The researchers measured a large change in phonon excitation intensity
as well as a redshift of the acoustic vibration modes. This result demonstrates the feasibility of
studying thermal transport in materials with extremely high spatial resolution.

Figure 8f demonstrates how EELS could be used to probe electronic orbitals. Bugnet et al.
(169) have spatially mapped the antibonding π∗ and σ 8 orbitals of individual graphene layers in
graphite, sandwiched between Bi2Se3 and SiC. They validated these observations with quantita-
tive inelastic channeling simulations, where both the inelastic and elastic scattering of the STEM
beam are accounted for. STEM-EELS can also probe very small variations in core-loss energies,
such as the measurements by Sheen et al. (170) of the N K-edge in InGaN quantum wells,

126 Ophus

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
02

3.
53

:1
05

-1
41

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
10

4.
18

6.
25

4.
98

 o
n 

12
/1

9/
23

. S
ee

 c
op

yr
ig

ht
 f

or
 a

pp
ro

ve
d 

us
e.

 



200

100

0

200

100

0

ΜΜΜ ΓΓΓΓΓ Κ Κ ΚΚΚ
LO

TO

LA

ZO

TA
ZA

LO
TO

LA
TA

ZA

ZO

LO
TO

LA
TA ZA

ZO

Momentum q (Å–1)

En
er

gy
 lo

ss
 (m

eV
)

Momentum energy from density-functional perturbation theory

1

.5

.5

1

0

4 
9 

13 
18 
23 
33 
45 
57 
75 

108 
313 
584 
339 
196 
130 
98 
78 
62 
50 
35 
25 
16 
8 
4 

Lo
ad

in
g 

U
nl

oa
di

ng
 

Pd

PdHX

4 Pa
Initial

98 Pa
Loaded

In
te

ns
it

y

4 Pa
Unloaded

20 nm20 nm

ADFADF

F-rich

Carbon Oxygen Fluorine

In
te

ns
it

y 
(a

.u
.)

280 300290 310
Energy Loss (eV) Energy loss (eV)

2 4 6 8 10 12 14 4 6 8 10

1

0

CO

1

0

50 nm50 nm

Au

110 Pa

Au

TiO2 SiO2
H2

TiO2

10 nm10 nm

10 nm10 nm

In
te

ns
it

y 
(a

.u
.)

1.0

0.0

Energy loss (meV)
120110100908070605040

20

10

0

–10

–20

D
is

ta
nc

e 
to

 s
ta

ck
in

g 
fa

ul
t (

nm
)

5 nm5 nm
St

ac
ki

ng
 fa

ul
t

St
ac

ki
ng

 fa
ul

t

SiO2 SiO2 395 400 405 410 415

ΔE = 0 eV

ΔE = –0.2 eVΔE = –0.2 eV

ΔE = –0.2 eVΔE = –0.2 eV

Energy loss (eV)

1 

0 

EELS intensity

11

22

1 particle CO

Residual
2 environmental

ADF image of Au Excess CO over ADF

C K-edge from EELS EELS spectra from left

b STEM-EELS of Pd NP Spectra vs H pressurec

Spatial variation of phonon modes across an SiC stacking fault

ADF

eSTEM-EELS experimental momentum energy in graphened

STEM-EELS C K-edge bond signals HAADF experiment Line traces

HAADF simulationDFT-calculated bond signals with noise

f Defects in sidewalls of InGaN quantum wellsg

HAADF of battery interfaces

cryo-EELS interface composition

a
Dendrite
(Type I)

Dendrite
(Type II)SEI

Electrolyte
500 nm500 nm

500 nm500 nm

500 nm500 nm

500 nm500 nm

Electrolyte

Longitudinal
acoustic

Transverse optical,
longitudinal, optical

Transverse
acoustic

1.2

0.5

1.00

0.7 0.8 0.9 1.0

Simulation π*/σ*
Experiment π*/σ*
Experiment HAADF

2.4

2.2

2.0

1.8

1.6

1.4

1.2

In
te

ns
it

y

D
is

ta
nc

e 
[n

m
]

In
te

ns
it

y

Ra
ti

o
Ra

ti
o

0.97

1.00

0.93

1.2

0.5

In
G

aN

In
G

aN

In
te

ns
it

y 
(a

.u
.)

Sol-gel Sol-gel
HAADF images

Plasma

Plasma

DFT

Bulk

VGa-ON-2H

VGaVGa

H O

LO
TO

LA

TA

ZA
ZO

LO

TO

LA

ZO

TA

ZA

LO
TO

LA

ZO

TA
ZA

LO
TO

LA

ZO

TA ZA

LO
TO

LA

ZO
TA

ZA

π*π* σ*σ* π*/σ*π*/σ*

π*/σ*

π*π* σ*σ* π*/σ*π*/σ*

Figure 8

EELS in STEM. (a) EELS composition mapping of liquid–solid interfaces in a lithium-metal battery at cryogenic temperatures. Panel
adapted from Reference 164 with permission from Springer Nature. (b) Excess CO adsorption on Au nanoprism edges measured with
core-loss EELS. Panel adapted from Reference 165 with permission from Springer Nature. (c) H adsorption and desorption from Pd
nanocubes measured from bulk plasmon EELS signals. Panel adapted from Reference 166 with permission from Springer Nature.
(d) EELS measurements and density-functional perturbation theory simulations of energy-momentum maps from monolayer
graphene. Panel adapted from Reference 167 with permission from Springer Nature. (e) Phonon modes measured using EELS as a
function of distance to a stacking fault in Si. Panel adapted with permission from Reference 168. ( f ) Spatial distribution of excited
electronic states corresponding to in-plane (σ∗) and out-of-plane (π∗) bonds in graphene, measured with EELS and compared with
DFT and electron scattering simulations. Scale bars represent 1 nm. Panel adapted from Reference 169 (CC BY 4.0). (g) EELS spectra
from bulk and surface regions in InGaN quantum wells prepared with sol-gel and plasma synthesis routes compared with DFT
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shown in Figure 8g. They compared sol-gel and plasma-enhanced atomic layer deposition (ALD)
synthesis methods for these samples, and, by using DFTmodeling, they determined that the spec-
tral differences were due to the presence of VGa–ON–2H point defects on the GaN sidewalls in the
plasma-enhanced ALD sample. These observations have direct ramifications for producing blue
nanoscale light-emitting diodes based on InGaN quantum wells with low defect concentrations.

4.2. X-Ray Energy-Dispersive Spectroscopy

The first instrument created to measure electron beam–generated X-rays was developed by
Castaing (173) and could perform XEDS without spatial resolution. High-voltage STEM has the
advantage of amuch smaller interaction volume than SEMand thereforemuch higher spatial reso-
lution in chemical maps.However the X-ray signals generated are alsomuch smaller inmagnitude,
which, when combined with the poor detection efficiency of early X-ray detectors, necessitated
higher brightness sources and large solid angle detectors to reliably produce chemical signals
higher than the background. After the development of aberration correction, atomic-resolution
XEDS was soon accomplished (174).

Quantitative composition analysis in XEDS requires that the measured signals be scaled by ra-
tios, colloquially known as k-factors, to account for lowX-ray detection efficiency and instrument-
and sample-specific measurement limitations. Estimating the k-factors with first principles mod-
eling is possible, but often leads to large systematic errors, and both absorption due to sample
thickness and signal modulation due to sample orientation require careful treatment. Achieving
high accuracy typically requires experimental calibration measurements from pure phases on a
given instrument. To overcome these limitations, Watanabe & Williams (175) introduced the ζ -
factor method based on the previous treatment for absorption. The ζ -factor method requires
only pure element reference phases, gives the absolute composition, and has other quantification
advantages. The main limitation compared with simple k-factors is the requirement to indepen-
dently measure specimen thickness and beam current. XEDS simulations can be performed using
the methods given by Allen & Findlay (71), which may be required to correct for the crystal-zone
axis channeling of the electron beam. Watanabe and colleagues (26, 176) have reviewed XEDS
experimental methods.

5. 3D TOMOGRAPHY

We live in 3D space, and many materials science samples contain complex variation in three di-
mensions. However, the vast majority of STEM experiments essentially measure 2D projections.
STEM samples are typically thinned as far as possible, but even thin single-crystal materials still
possess vacuum-sample interfaces at their surfaces along the beam direction. Thus, most STEM
experiments provide minimal or no information about sample variation along the beam direc-
tion, a concept formalized by the projection-slice theorem. There is, however, a simple method in
STEM to recover 3D information: record data at multiple projection directions. These tomog-
raphy experiments range from analyzing stereo pairs over a small or large tilt range, to recording
many projection directions over a tilt range spanning up to 180°, to performing ex situ or even
in situ experiments where many projection directions are recorded from a sample over multiple
time points during a structural transformation. Kübel et al. (177) have reviewed STEM tomogra-
phy in detail, Miao et al. (28) have reviewed atomic-resolution electron tomography, Hata et al.
(178) have reviewed applications of diffraction-contrast STEM and deformation characterization
tomography in materials science, and Wang et al. (30) have reviewed electron tomography of
catalyst NPs. Wolf et al. (179) have examined the possibilities for using STEM tomography in
biological imaging.
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5.1. Stereo Pair Imaging

For structures with a small spatial extent in two or three dimensions, two images can uniquely
determine how they are positioned in 3D space. This includes 1D point defects such as dopant
atoms, vacancies, or small inclusions and 2D line defects such as dislocations. A larger angular
separation of the two images will give improved depth resolution, but for samples that contain
many overlapping defect structures, the 3D geometry may still be ambiguous. In microscopy
research, this imaging method is typically referred to as stereoscopic imaging, stereoscopy, or
stereo pairs of images. STEM stereo pair imaging has been used to image a variety of defects,
and stereo pair 3D reconstructions from 4D-STEM data sets have recently been demonstrated
by Ganeeva et al. (180). Despite stereo pair experiments being easier to perform and reconstruct
in three dimensions, most modern 3D STEM studies use many more images and tomographic
reconstruction in order to reconstruct complex 3D structures.

5.2. Intermediate-Resolution Tomography

As discussed in the previous sections, STEM imaging is preferred for most materials science sam-
ples in part because it produces muchmore robust contrast for thick samples.This is important for
tomographic measurements, since tilting a flat TEM foil away from the surface normal direction
will increase the projected thickness. In particular, HAADF-STEM has found widespread appli-
cation in STEM tomography, as these measurements contain little or no phase contrast and are
closest to obeying the linear projection assumption required for quantitative tomographic recon-
struction, at least when considering the integrated signal. Note, however, that HAADF imaging
will still produce a decaying signal for thicker sample regions, which in turn produces nonlinear
reconstructed intensities. Van den Broek et al. (181) and Zhong et al. (182) have discussed this
artifact and how to correct it.

Tomographic volumes can also be reconstructed from spectroscopic data sets in order to mea-
sure material properties such as composition in three dimensions as opposed to just 3D structure.
Figure 9a shows an example of spectroscopic tomography where Genc et al. (183) reconstructed
the composition of battery cathode particles in a 3D volume using XEDS scans as the input. From
these reconstructions, they identified Ni surface segregation to the particle surfaces, which they
predicted may form a diffusion barrier for Li migration. ADF-STEM is a particularly useful tool
for tomographic reconstruction of nanostructures because it produces monotonic, nearly linear
contrast with the atomic number of projected thickness. Figure 9b shows how relatively low-
dose STEM tomography was used by Segal-Peretz et al. (184) to measure the 3D structure of
a block copolymer sample. From these reconstructions, the authors were able to identify sub-
surface defects such as splitting of the columns of polystyrene-b-poly(methyl methacrylate) or
subsurface merge points that demonstrate different growth rates at the top and bottom regions
of the film. The high contrast of ADF-STEM also makes it a prime candidate for in situ exper-
iments. If the transformation being studied proceeds slowly enough, multiple tilt series can be
recorded sequentially in order to produce a time-resolved 3D measurement. Vanrompay et al.
(185) have performed time-resolved STEM tomography, as shown in Figure 9c, to characterize
the annealing response of Au nanostars in three dimensions. The researchers confirmed that the
annealing reshaping of the particles is driven by curvature-induced surface diffusion. The authors
studied the plasmonic properties of the nanostars as a function of particle shape using numeri-
cal boundary-element-method simulations and determined that annealing dramatically reduces
the shape-induced electric field enhancement. Z-contrast STEM tomography at intermediate
resolution has been reviewed by Leary et al. (186).
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Figure 9

Examples of intermediate-resolution electron tomography. (a) Simultaneous HAADF and EDX tomographic 3D reconstructions of
battery cathode particles. Panel adapted from Reference 183 with permission from Elsevier. (b) The 3D structure block copolymers
solved with STEM tomography. The top reconstruction shows a splitting defect, while the bottom shows the structure of a lamellae
merge point. Panel adapted with permission from Reference 184; copyright 2015 American Chemical Society. (c) The 3D structural
evolution of three Au nanostars at three different annealing times, measured with fast in situ tomography. Panel adapted from
Reference 185 (CC BY 4.0). Abbreviations: EDX, energy-dispersive X-ray; HAADF, high-angle annular dark field; STEM, scanning
transmission electron microscopy; XEDS, X-ray energy-dispersive spectroscopy.

5.3. Atomic Electron Tomography

The ultimate structural characterization for any sample is to determine both the position and
species of each individual atom.There are currently only two characterization methods with suffi-
cient spatial resolution to approach this ideal: atom probe tomography (APT) and atomic electron
tomography (AET). These methods are complementary in materials science. APT is destructive,
has a lower spatial resolution than AET, and will miss recording some fraction of the atoms.How-
ever, it can be used for much larger sample volumes than AET and has significantly better inherent
chemical sensitivity. APT has been reviewed by Gault et al. (187) and others and is not discussed
further in this review.

The first experimental development toward AET was performed by Van Aert et al. (188), who
reconstructed the 3D structure of an Ag NP embedded in an Al matrix by estimating the number
of atoms in each column from two HAADF-STEM images aligned to zone axes separated by 45°.
Their approach was similar to the stereo pair examples discussed above, but due to overlapping
atomic signals, their reconstruction was nonunique and required assuming prior knowledge of
the crystal structure. To achieve a more robust AET reconstruction, Goris et al. (189) combined
an intermediate-resolution tomographic reconstruction with atomic-resolution images captured
along four zone axes, which they then overlaid onto the lower-resolution reconstruction. One
of their reconstructions of an Au nanorod is shown in Figure 10a with sufficient resolution to
identify surface facets of different nanorods and to compute a 3D strain tensor. Another step
toward AET was made by Scott et al. (190), who performed a full atomic-resolution tilt series
of a decahedral Au NP. Their following AET study of a decahedral Pd NP, where they were

130 Ophus

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
02

3.
53

:1
05

-1
41

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
10

4.
18

6.
25

4.
98

 o
n 

12
/1

9/
23

. S
ee

 c
op

yr
ig

ht
 f

or
 a

pp
ro

ve
d 

us
e.

 

https://creativecommons.org/licenses/by/4.0/legalcode


a e fReconstructed volume Image of FePt NP
Atomic and

grain structure Ptychographic phaseFacet Lattice strain

37.18°

Reconstructed volume
–22.33°5.69°

Fe
Pt

GB

Atomic structure

DW-CNT

C
Zr
Te

Te

ZrTe5

Te

b

d

cDecahedral Pt NP slice

Nanoporous Au reconstruction Atomic coordinates Grain misorientation
Coordination

number

AuAg NP volume CompositionScrew dislocation

2 nmεzz

[0, 0.73, 0.69][0, 0.73, 0.69]

27°27°

ZrTe2

1 nm1 nm

2 nm2 nm
2 nm2 nm

Transformation matrix

14

0.89
0.31

–0.33

x
y

z

[100]

[001]

–3 +3
(%)[010]

–0.31
0.95
0.05

0.33
0.05
0.94

≤8

Figure 10

Examples of atomic-resolution electron tomography. (a) Reconstruction of an Au nanorod showing surface facets and internal strain.
Panel adapted from Reference 189 with permission from Springer Nature. (b) Slice from a volume reconstruction of a multiply twinned
Pt NP showing an internal screw dislocation. Panel adapted with permission from Reference 191. (c) Structure of an AuAg nanocluster
showing the reconstructed volume and composition, where darker regions show two Ag-rich cores. Panel adapted from Reference 192
(CC BY 4.0). (d) Reconstruction and atomic structure of a GB in nanoporous gold, where the relative grain misorientation and
coordinate number of atoms in the boundary are shown. Panel adapted with permission from Reference 193. (e) Atomic positions and
species of all atoms in an FePt NP, with internal GBs shown. Panel adapted with permission from Reference 194. ( f ) Ptychographic
imaging of a ZrTe nanowire consisting of multiple phases, encapsulated in a DW-CNT, with reconstructed volume and atomic
structures plotted. Panel adapted with permission from Reference 195. Abbreviations: DW-CNT, double-walled carbon nanotube; GB,
grain boundary; NP, nanoparticle.

able to directly map the 3D atomic structure of a screw dislocation (191), is shown in Figure 10b.
Haberfehlner et al. (192) performed atomic-resolution tomography of AgAuNPs,with an example
shown in Figure 10c, where the approximate composition was validated with XEDS and EELS.
Both of these studies had a high enough resolution to determine most of the surface and internal
structure of the NPs but not all individual atoms.

Themeasurement of the 3D position of all atoms in a sample was first demonstrated by Xu et al.
(196), who solved the atomic structure of aW tip sample. They found that the sample was strained
by the introduction of interstitial carbon, but they were not able to directly image C atoms because
the HAADF-STEM imaging method used was not sensitive to light elements. Yang et al. (194)
next performed an AET experiment on an FePtNP,which is shown in Figure 10e.They were able
to determine the species of all atomic sites and thereby map the complex internal face-centered
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cubic L10, and L12 grain structures in the FePt NP. Another milestone in material research was
achieved by Wang et al. (193), who used AET to characterize a GB in nanoporous Au. Their
reconstruction of 3D atomic coordinates is shown in Figure 10d and represents the structural
equivalent of the chemical GBs characterized in Figure 10e.

AET performed with HAADF-STEM has now proven to be able to measure atomic posi-
tions for samples that can tolerate high electron doses, and it can distinguish different atomic
species if the atomic numbers are different enough. One of the next frontiers for AET will be
to implement modalities such as phase contrast imaging that are more dose efficient and able
to image light elements. Pelz et al. (195) have experimentally demonstrated ptychographic AET,
which they used to solve the structure of a complex ZrTe nanowire encapsulated in a DW-CNT,
shown in Figure 10f. Pushing phase contrast methods to thicker specimens will require includ-
ing multiple scattering in the reconstruction algorithm.This has been theoretically investigated at
atomic resolution using plane-wave phase contrast TEM imaging (197) and shown experimentally
at near-atomic resolution (198). As discussed above, ptychography is capable of depth sectioning,
and multiple scattering can be included in the phase reconstruction (154); such a reconstruction
could be performed jointly with the 3D tomographic reconstruction to maximize 3D information
transfer (199). Another future avenue for improving AET is to fuse information from multiple
measurement channels, such as combining HAADF with ptychography or using XEDS or EELS
to better determine the atomic species present (200).

6. CONCLUSION AND FUTURE PROSPECTS

This review highlights recent STEM studies that have included quantitative imaging, diffraction,
spectroscopy, and tomography. It focuses on the wide breadth of measurements possible in STEM
and the use of computational methods for the quantification of structure and material properties.
Open source software tools for direct microscope control, analysis, and simulation of imaging,
diffraction, spectroscopy, and tomography experiments will be essential for STEM to reach its
true potential. The combination of open source tools and FAIR data principles will also both dra-
matically improve the reproducibility of STEM and make it easier for newcomers to electron
microscopy to learn best practices for extremely complex experiments, especially those recording
high-dimensional data sets or those that perform multimodal analysis. Another growth area for
STEM experiments is time-resolved in situ experiments, which multiply all of the previously dis-
cussed analysis requirements by the number of time points recorded. The benefits outweigh the
cost, however, as in situ experiments unlock the ability to study dynamic processes in materials,
potentially in more realistic operating environments. Finally, I note that to truly close the feed-
back loop between experiment and theory, we must build semi- or fully automated experimental
platforms for data collection, extraction, and analysis, which themselves optimize the experimen-
tal parameters and select features of interest. Machine learning offers the most promising route
toward implementing these autonomous platforms in addition to the already large impact it is
having on materials science and microscopy research.
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