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Abstract

Three-Dimensional Coded Aperture and Compton Gamma-Ray Imaging for Near-field
Applications

by

Emily Anne Frame

Doctor of Philosophy in Nuclear Engineering

University of California, Berkeley

Professor Kai Vetter, Chair

There is an ever-growing need for instrumentation that provides both high-resolution and
sensitive three-dimensional (3-D) gamma-ray imaging capabilities across a wide range of
photon energies under near-field conditions. Such technology is particularly critical to the
fields of emergency response and contamination remediation, nuclear security and safeguards,
and nuclear medicine. To meet this technological demand, this dissertation presents a proof-
of-principle gamma-ray imaging prototype that functions as both a coded aperture and
Compton imager, with the former modality suited to energies below a few hundred keV and
the latter suited to energies above a few hundred keV. This prototype integrates a novel coded
aperture design with a Compton camera that consists of two high-purity germanium (HPGe)
double-sided strip detectors (DSSDs). The two imaging modalities are operated serially in
the near field via a single detection system. The design and pattern optimization of the
coded aperture as well as the methodologies developed for coded aperture and Compton
image reconstruction are discussed. Furthermore, this work includes 3-D gamma-ray images
of sources of various shapes and energies ranging from about 100 keV to 1 MeV in the near
field to demonstrate the broad imaging capabilities of the system.

This dissertation investigates the collective use of coded aperture and Compton imaging
in the fields of nuclear safeguards and nuclear medicine. In nuclear safeguards, uranium
holdup is one of the more insidious problem of materials accounting and control. Both coded
aperture and Compton imaging can be applied to solve this problem, offering the possibility
of visualizing and quantifying uranium holdup via the 186-keV gamma-ray emission of 235U
and 1001-keV gamma-ray emission of 238U, respectively. Three-dimensional coded aperture
and Compton images of highly-enriched uranium (HEU) pellets are included in this work.

Another important application of the proposed technology is facilitating the development
of a powerful cancer treatment known as targeted alpha-particle therapy (TAT). Arguably
the most promising TAT radionuclide that has been proposed is 225Ac. The development of
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225Ac-based radiopharmaceuticals has been hampered due to the lack of effective means to
study the daughter redistribution of these agents in small animals at the preclinical stage.
The ability to directly image the daughters, namely 221Fr and 213Bi, via their gamma-ray
emissions would be a boon for preclinical studies. That said, conventional medical imaging
technologies, including single photon emission computed tomography (SPECT) based on
pinhole or parallel-hole collimation, cannot be employed due to sensitivity limitations. As an
alternative, this dissertation investigates the use of coded aperture and Compton imaging as
complementary modalities to image 221Fr via its 218-keV gamma-ray emission and 213Bi via
its 440-keV gamma-ray emission, respectively. This work includes images of 221Fr and 213Bi
in tumor-bearing mice injected with 225Ac-based radiopharmaceuticals. These results are the
first demonstration of visualizing and quantifying the 225Ac daughters in small animals via
gamma-ray imaging and serve as a stepping stone for future radiopharmaceutical studies.
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Chapter 1

Introduction and Motivation

1.1 Gamma-Ray Imaging

Gamma-ray imaging is a powerful tool that can be used for the detection, localization, and
characterization of radioactive sources. Such capabilities are critical to numerous applica-
tions, including astrophysics [1], emergency response and contamination remediation [2],
nuclear security and safeguards [3], and nuclear medicine [4]. Of particular interest to this
work is the role of gamma-ray imaging in resolving morphological features associated with
the emission of gamma rays over a broad range of energies from 100 keV to 1 MeV in the
near field. Here the near field is considered to be in the order of the extension of the imaging
instrument and where beam divergence and solid angle effects need to be factored into the
image reconstruction.

Gamma-ray imaging can be realized with different approaches, including gamma-ray
optics based on diffractive or reflective lenses [5, 6, 7], spatially or temporally-modulating
collimators [8, 9, 10, 11, 12, 13], and scattering instruments [14, 15, 16, 17]. For energies
greater than 100 keV, lens-based systems are not practical due to the requirement of a
large focal length. More appropriate is the use of either a collimator- or scattering-based
imager. Both methods preferentially select gamma rays based on their incoming direction.
The constraints on directionality are imposed so that photons incident on a detector can be
easily traced back to their source of origin.

Collimator-based imaging alone encompasses a variety of techniques, including pinhole,
parallel-hole, and coded aperture imaging. All of the above rely on elements of highly-
attenuating material to physically select which gamma rays are observed by the detector.
Scattering-based instruments, most relevantly Compton cameras, are distinguished by the
absence of a collimator. Instead of restricting photons before detection, Compton cameras
impose constraints after detection. These constraints are based on an interaction criterion
and kinematics.

The simplest and most conventional of collimator-based imagers are those based on either
pinhole or parallel-hole collimation. Such systems are known to achieve high spatial reso-
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lution, but often suffer from poor imaging sensitivity as consequence of a collimator-driven
trade-off between resolution and sensitivity. As an alternative, coded apertures were first
introduced by Ables [8] and Dicke [9] to decouple the dependence of resolution on sensitivity;
and thus provide the maximum possible sensitivity among collimator-based systems. The
main idea behind the coded aperture design is to increase photon acceptance by opening
many small pinholes arranged in an optimal fashion, as opposed to widening a single open-
ing. However, as with any collimator, coded apertures experience a degradation of response
at high photon energies, because unwanted photon penetration through the mask becomes
more probable. For this reason, coded apertures are better suited to low photon energies,
typically below a few hundred keV.

For energies above a few hundred keV, Compton-scattering-based imagers are appeal-
ing as these instruments rely on the dominant interaction process at these energies, namely
Compton scattering, and they do not require a collimator that would otherwise decrease the
instrument sensitivity. Recent advances in 3-D position-sensitive semiconductor detectors
based on cadmium zinc telluride (CZT) and high-purity germanium (HPGe) have enabled
the fabrication of compact Compton cameras that can be operated in a wide range of en-
vironments. These instruments, however, suffer in performance at energies below a few
hundred keV. Photons in this energy range have a higher photoelectric absorption cross sec-
tion, thereby inducing fewer Compton-scattering events. Furthermore, even if a low-energy
photon induces a scattering event, the subsequently scattered photon often has a short range,
which degrades the image resolution.

To enable effective operation across a wide range of photon energies, this work proposes
coded aperture and Compton imaging as complementary modalities with the former suited
to energies below a few hundred keV and the latter suited to energies above a few hundred
keV. The proposed imager integrates a novel coded aperture design with a Compton camera,
consisting of two HPGe double-sided strip detectors (DSSDs). This system does not combine
coded aperture and Compton data to produce a single image as seen in past works [18, 19, 20],
but rather employs the same detector to operate serially in two different modes. Several
imagers with this capability have already been proposed [21, 22]. The key distinction is that
the presented technology enables 3-D imaging in the near field.

Near-field operation enables both high sensitivity and lateral spatial resolution; and even
depth resolution from a single viewing angle. While Compton cameras have been heavily
investigated for near-field applications [14, 23], coded aperture imagers historically have
been designed to work under far-field conditions, most notably for X-ray and gamma-ray
astronomy [24] and some terrestrial imaging [25, 26]. In the past two decades, there has
been some work in adapting the coded aperture concept to the near field [27, 28, 29]; and
these works have shown that this adaptation comes with several challenges. Under near-field
conditions, coded apertures are subject to more severe collimation and magnification effects,
which can result in image degradation. Given these effects, little success has been achieved in
3-D coded aperture imaging in the near field. A decade-old study [29] presents a promising
3-D coded aperture image, but since then, there have been few, if any, demonstrations of
such capabilities. The results presented here reinforce the idea that coded apertures have 3-D
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imaging capabilities. Furthermore, this dissertation demonstrates how the serial operation
of 3-D coded aperture and Compton imagers can serve novel applications in the near field.

1.2 Applications

1.2.1 Nuclear Safeguards

The threat of unauthorized acts involving nuclear and other radiological materials has grown
significantly since the end of the Cold War. Events such as the attacks on September 11,
2001 in the United States have reinforced the idea that terrorist organizations are capable
of conducting large-scale violent operations to pursue their aims and have the potential to
engage in nuclear terrorism. In addition to civilian fatalities, a main objective of terrorism
is to inflict maximum psychological and financial damages.

The potential for using radiological materials to achieve these ends can be illustrated
by one of the most harmful radiological accidents to date, the “Goiania Accident”. In the
mid-1980s, a 137Cs orphan source from an abandoned radiotherapy machine in Goiania,
Brazil was stolen, dismantled, and sold for parts. As a result, over 100, 000 people had to
be surveyed, and of these, over 300 were found to be contaminated [30]. The cost of the
response and remediation was huge, on the order of tens of millions (in USD). Even today,
the psychological impact still lingers - a stigma associated with being from the region [31].

In response to the threat of radiological materials, intentionally or unintentionally, getting
into the wrong hands, the International Atomic Energy Agency (IAEA) and National Nuclear
Security Agency (NNSA) have led global and national efforts to establish reliable systems of
nuclear materials accounting and control (NMAC). According to the IAEA, one of the main
objectives of a NMAC system is:

to maintain and report accurate, timely, complete and reliable information on the
locations, quantities and characteristics of nuclear material present at the facility
[32]

for the purpose of detecting any actions that could lead to the unauthorized removal or
misuse of nuclear materials. Among all possible criminal acts, those involving special nuclear
material (SNM), including 235U and 239Pu, evoke the most concern. This concern is due to
the fact that only a small difficult-to-detect mass of SNM is required to create a catastrophic
event.

One of the key elements of a NMAC system at a facility level is instrumentation that
can localize and quantify nuclear material. Nondestructive instruments based on passive
gamma-ray detection are oftentimes employed for such purposes as most nuclear materi-
als have gamma-ray signatures. Currently, the majority of detection systems employed at
nuclear facilities are solely capable of gamma-ray spectroscopy. These conventional meth-
ods depend on assumptions about the material shape and activity distribution to enable
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quantification. Such assumptions introduce errors, which can lead to material loss. Three-
dimensional gamma-ray imaging can be applied to solve this problem. The ability to visualize
nuclear materials would eliminate the need for so many assumptions, thereby providing more
accurate quantification estimates.

1.2.2 Nuclear Medicine

Nuclear medicine is one of the more integral and dynamic branches of medicine with contin-
ual innovations in technology and diagnostic and therapeutic agents. This medical speciality
employs biomolecules tagged with radioisotopes to diagnose and treat diseases as well as
study physiological functions. These agents, known as radiotracers in diagnostics and radio-
pharmaceuticals in therapy, seek out specific molecular targets or hallmarks of disease in the
body.

In diagnostics, radiotracers typically emit photons, either directly or indirectly, so that
the tracer can be non-invasively visualized throughout the body using an external imaging
device. Currently, there are two imaging modalities employed in nuclear medicine, those
based on either single photon emission computed tomography (SPECT) or positron emission
tomography (PET). These non-invasive systems provide longitudinal (i.e. relating to the
observation of data on the same subject at multiple time points) and quantitative images that
can be used to diagnose a wide range of diseases and/or monitor disease-specific treatments.

Switching out a diagnostic radioisotope for one that emits a different type of radia-
tion, such as beta or alpha particles, converts the radiotracer into a radiopharmaceutical
for radioimmunotherapy or targeted radionuclide therapy (TRT). Although much of nu-
clear medicine focuses on diagnostics, there has been growing interest in TRT. The first
successful application of TRT took place in 1946 with the use of 131I for the treatment of
hyperthyroidism [33]. Since then, an increasing number of radionuclides and biomolecule
combinations have been explored to treat a broad spectrum of diseases from non-Hodgkin’s
lymphoma to prostate carcinoma.

Great attention has been given to alpha-particle-based radiopharmaceuticals since the
U.S. Food and Drug Administration (FDA) approved 223Ra-dichloride for castration-resistant
prostate cancer in 2013 [34]. A vital step in FDA approval is the preclinical evaluation of
the drug under investigation in small animal models of human disease. Due to clinical fa-
miliarity, PET and SPECT scanners have been popular tools in preclinical studies. Over
the past two decades, great strides have been made in improving the resolution of these two
modalities to be useful for small animals. However, conventional PET and SPECT systems
are applicable to a limited category of radionuclides, and the latter modality suffers from
poor imaging sensitivity. All of the above have challenged their use in the investigation of
novel alpha-particle therapies, particularly those based on 225Ac. Overcoming the limita-
tions of conventional PET and SPECT technologies is of particular interest to this work,
which investigates alternative imaging modalities based on coded aperture and Compton
techniques.
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1.3 Dissertation Structure

This dissertation focuses on 3-D coded aperture and Compton gamma-ray imaging for near-
field applications. The role of these two modalities in nuclear safeguards and the preclinical
evaluation of targeted alpha-particle therapy (TAT) is of great interest here. Chapter 2
provides an overview of TAT. Chapter 3 introduces fundamental principles in gamma-ray
imaging, specifically those pertaining to coded aperture and Compton imaging. Chapter
4 introduces a proof-of-principle gamma-ray imaging prototype, hereinafter referred to as
the Dual-Modality Imager, which functions as both a coded aperture and Compton imager.
All methods critical in the development and implementation of the Dual-Modality Imager
are discussed in this chapter. Chapter 5 demonstrates the broad imaging capabilities of the
Dual-Modality Imager by presenting 3-D images of gamma-ray sources of various shapes and
energies in the near field. These results include images of HEU pellets and tumor-bearing
mice injected with 225Ac agents. The former images are of relevance to nuclear safeguards,
and the latter are of growing interest to TAT. Finally, Chapter 6 summarizes this work and
discusses opportunities for further study.

1.4 Relevant Papers

This dissertation includes content from the following papers, of which I am the first author:

– E. Frame, R. Barnowski, D. Gunter, L. Mihailescu, and K. Vetter, “A dual-modality
volumetric gamma-ray imager for near-field applications,” IEEE Transactions on Nu-
clear Science, 2022. [35]

– E. Frame, K. Bobba, D. Gunter, L. Mihailescu, A. Bidkar, R. Flavell, and K. Vetter,
“Coded aperture and Compton imaging for the development of targeted alpha-particle
therapy,” under submission, 2022. [36]
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Chapter 2

Targeted Alpha-Particle Therapy

Chapter 2 provides a high-level view of targeted alpha-particle therapy (TAT), a type of
targeted radionuclide therapy (TRT) based on alpha-particle emissions. To begin, Section
2.1 provides a general overview of TRT with a focus on radionuclide selection. Section 2.2
discusses the advantages of using alpha particles for therapy and evaluates three promising
alpha-particle emitters for TAT: 211At, 225Ac, and 213Bi in terms of their decay charac-
teristics, production pathways, and clinical implementation. Finally, Section 2.3 discusses
conventional methods for studying radiopharmaceuticals in a preclinical setting and presents
limitations in applying such methods to the evaluation of alpha-particle emitters. This dis-
cussion sets the stage for the remainder of this work, which seeks to develop and implement
an alternative preclinical tool for evaluating TAT.

2.1 Targeted Radionuclide Therapy

The objective of cancer therapy is to destroy malignant cells while minimizing damage to
healthy tissue. The most conventional non-surgical treatments are chemotherapy and exter-
nal beam radiation therapy due to their high cytotoxicity. Unfortunately, the non-specificity
of these treatments can result in toxic side effects.

Over the last few decades, there has been a greater understanding of the molecular dif-
ferences between diseased and normal cells. This knowledge has led to the development
of targeted radionuclide therapy (TRT), also known as just radionuclide therapy. Unlike
conventional therapies, TRT employs a combination treatment that consists of radionuclides
bonded tightly to tumor-specific carrier molecules. The carrier molecules facilitate the de-
livery of the radionuclides to the targeted tissue. By combining the specificity of molecular
targeting with the cytotoxicity of ionizing radiation, TRT offers great promise of selective
cell killing.

The potential success of TRT depends critically on the choice of both the radionuclide
and carrier molecule or delivery agent. While a complete evaluation of suitable delivery
agents is beyond the scope of this work, the following are key considerations. The carrier
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molecule should have rapid tumor uptake with minimal binding in non-target tissue. Fur-
thermore, the metabolic components and excretion routes should be considered. An ideal
radiopharmaceutical has rapid clearance without redistribution to healthy tissue. Once the
pharmaceutical reaches the tumor site, a radionuclide is required that maximizes the radi-
ation dose in the tumor while sparing the surrounding radiosensitive tissue. The following
section details important considerations in selecting radionuclides for TRT.

2.1.1 Radionuclide Selection

Several factors govern the suitability of a radionuclide for TRT. While the selection process
is often driven by practical considerations such as ease of production and cost, the success
of the treatment requires careful consideration of the physical attributes of the radionuclide.
Specifically, its decay characteristics should be well-suited to the size and presentation of the
cancer.

Table 2.1 summarizes key attributes of clinically-relevant radionuclides. The first consid-
eration is the physical half-life as this characteristic directly relates to the rate at which the
radiation dose is delivered. The optimal dose rate generally requires the physical half-life to
match the biological turnover of the radiopharmaceutical in vivo. A shorter half-life or faster
decay rate is particularly suited to rapidly dividing tumors, while a longer half-life or slower
decay rate can prove more effective for indolent malignancies. That said, a longer physical
half-life may also be associated with a suboptimal dose rate.

Table 2.1: Physical characteristics of therapeutic radionuclides.

Isotope Type Half-life Max Particle Mean Range γ-ray
[particles/decay] Energy [MeV] in Tissue [mm] Emissions [keV]

67Cu β (100%) 61.8 hr 0.577 0.27 91.3 (7.01%)
93.3 (16.1%)
184 (48.7%)

177Lu β (100%) 6.73 day 0.498 0.28 113 (6.43%)
208 (11.1 %)

131I β (100%) 8.02 day 0.807 0.40 284 (6.15 %)
364 (81.7%)
637 (7.18 %)

186Re β (92.5%) 3.72 day 1.07 0.92 137 (9.42%)

188Re β (100%) 17.0 hr 2.12 2.43 155 (15.1%)
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Isotope Type Half-life Max Particle Mean Range γ-ray
[particles/decay] Energy [MeV] in Tissue [mm] Emissions [keV]

153Sm β (100%) 46.3 hr 0.808 0.53 103 (30.0%)
69.7 (4.86%)

90Y β (100%) 64.0 hr 2.28 2.76 –

225Ac α (100%) 10.0 day 5.83 0.04-0.1 99.1 (1.02%)

211At α (41.8%) 7.21 hr 5.87 0.04-0.1 687 (0.261%)

212Bi α (35.9%) 60.6 min 6.09 0.04-0.1 727 (6.59%)

213Bi α (2.09%) 45.6 min 5.87 0.04-0.1 440 (26.1%)

224Ra α (100%) 3.66 day 5.69 0.04-0.1 241 (4.11%)

226Th α (100%) 30.6 min 6.34 0.04-0.1 111 (3.29%)

227Th α (100%) 18.7 day 6.04 0.04-0.1 50.1 (8.04%)
236 (12.4%)
256 (7.04%)

230U α (100%) 20.8 day 5.89 0.04-0.1 –

67Ga Auger (5.0%) 3.26 day 0.18 0.001-0.02 93.3 (39.2%)
184 (21.2%)
300 (16.8%)

123I Auger (13.7%) 13.3 hr 0.16 0.001-0.02 159 (83.0%)

125I Auger (23.0%) 59.4 day 0.35 0.001-0.02 35.5 (6.68%)

Other key considerations include the type and range of particle emissions as illustrated
in Figure 2.1. Three types of emissions are relevant to TRT: Auger electrons, beta particles,
and alpha particles. Of the three particulates, Auger electrons have the shortest range
(< 500 nm), traveling distances of less than a cell diameter. This means the radionuclide
must be incorporated into the cell nucleus, if not into the DNA, to achieve cell kill. Despite
this apparent limitation, studies have shown that Auger-electron emitters, most notably
67Ga, 123I, and 125I, can play a significant role in the treatment of micrometastases due to
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Figure 2.1: Comparison of particle energies, ranges, LETs, and DNA damage potencies [37].

their highly-localized and cytotoxic dose deposition [38, 39].
Both beta and alpha particles travel distances that exceed a cell diameter, making them

better suited to pharmaceuticals that localize on the cell surface. An important implication
of a longer range is the ability of a particle to induce damage to multiple neighboring cells.
This so-called crossfire effect negates the need to target every cell within the tumor, but can
also result in the damage of healthy tissue. This is particularly true if the particle range
exceeds the extent of the targeted lesion.

Availability and familiarity with radiolabeling chemistry has generally supported the use
of beta-particle emitters for TRT. Among those clinically-approved include 131I, 90Y, and
177Lu. The relatively long ranges of beta particles makes them well-suited to medium to
large-sized tumors. Their effectiveness, however, is challenged by a relatively low linear
energy transfer (LET); around 0.2 keV/µm. This necessitates the administration of a high
radionuclide concentration to achieve cell kill.

Historically, alpha-particle emitters have been disregarded for therapeutic use, owing
largely to half-life constraints and complex decay schemes. Nevertheless, there has always
been a growing interest in the use of alpha particles as they offer two distinct advantages
over conventional beta-particle therapies. First, alpha particles enable more selective cell
killing due to their shorter ranges, on the order of a few cell diameters (< 0.1 mm). This
emission range is particularly suited to the treatment of leukemia, small lesions, and most
metastatic diseases. Second, alpha-particle emitters are densely ionizing with an LET that is
roughly 500 times greater than that of beta-particle emitters. Consequently, a lower activity
of alpha-particle radiation can be administered to the patient.
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2.2 Alpha-Particle Emitters

An alpha particle is a helium nucleus (4He) with a mass that is roughly 8000 times larger than
that of a beta particle. The heavy nature of alpha particles suppresses deflection, resulting
in an almost linear track along which the maximum energy deposition occurs near the end.
Unlike beta particles, alpha particles are nearly monoenergetic with an initial kinetic energy
that typically falls between 5 and 9 MeV. This yields a corresponding emission range of 40
to 100 µm in tissue. Given their short range, alpha particles induce a crossfire effect that
can be easily contained within the targeted site, thereby minimizing toxic side effects.

Alpha particles are also advantageous in that they deposit energy within a small volume
of tissue with a mean energy deposition of 80 keV/µm. With such high LET, alpha particles
are effective at cell killing. In other words, the primary target of high-LET radiation is the
cell DNA in which a single particle track is likely to produce an irreparable double-strand
break. In contrast, low-LET emissions, such as beta particles, exhibit less cytotoxicity as
they are more likely to produce reparable single-strand breaks.

The list of viable alpha-particle emitters for TAT is admittedly short for reasons includ-
ing impractical half-lives, complex decay pathways, unresolved chemistry, limited availability
and/or production constraints. By eliminating these obstructions, alpha-particle radiation
will undoubtably serve as a powerful tool for cancer therapy. Table 2.2 summarizes radionu-
clides that are actively being studied for TAT. The following sections provide a thorough
review of the more promising candidates, namely 211At, 225Ac, and 213Bi.

Table 2.2: Candidates for TAT.

Parent Daughters Half-life α/decay Max α Other γ-ray
Energy [MeV] Decay Emissions [keV]

225Ac† 10.0 day 100% 5.83 – 99.1 (1.02%)
221Fr 4.90 min 100% 6.34 – 218 (11.6%)
217At 32.3 ms 99.9% 7.07 β (0.0120%) –
213Bi† 45.6 min 2.09% 5.87 β (97.9%) 440 (26.1%)
213Po 4.20 µs 100% 8.38 –
209Tl 2.20 min – – β (100%) 117 (84.3%)

465 (96.9%)
1567 (99.8%)

209Pb 3.25 hr – – β (100%) –
209Bi stable – – – –

211At† 7.21 hr 41.8% 5.87 EC (58.2%) –
211Po 0.516 s 100% 7.45 –
207Bi 31.6 y – – EC (100%) 570 (97.7%)
207Po stable – – – –
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Parent Daughters Half-life α/decay Max α Other γ-ray
Energy [MeV] Decay Emissions [keV]

224Ra† 3.66 day 100% 5.69 – 241 (4.11%)
220Rn 55.6 s 100% 6.29 – –
216Po 0.145 s 100% 6.78 – –
212Pb 10.6 hr – – β (100%) 239 (43.3%)

300 (3.28%)
212Bi† 60.6 min 35.9% 6.09 β (64.1%) 727 (6.58%)
212Po 0.299 µs 100% 8.78 – –
208Tl 3.05 min – – β (100%) 510 (22.5%)

583 (84.5%)
2615 (99.0%)

208Pb stable – – – –

227Th† 18.7 day 100% 6.04 – 50.1 (8.04%)
236 (12.4%)
256 (7.04%)

223Ra† 11.4 day 100% 5.87 – 154 (5.62%)
269 (13.7%)
324 (3.94%)

219Rn 3.96 s 100% 6.82 – 271 (10.8%)
402 (6.37%)

215Po 1.78 ms 100% 7.39 – –
211Pb 36.1 min – – β (100%) 405 (3.79%)

832 (3.53%)
211Bi 2.14 min 99.7% 6.62 β (0.276%) 351 (12.9%)
207Tl 4.77 min – – β (100%) –
207Pb stable – – – –

230U† 20.8 day 100% 5.89 – –
226Th† 30.6 min 100% 6.34 – 111 (3.29%)
222Ra 38.0 s 100% 6.56 – 324 (2.78%)
218Rn 35.0 ms 100% 7.13 – –
214Po 164 µs 100% 7.69 – –
210Pb 22.3 yr – – β (100%) –

† Alpha emitters of interest.
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2.2.1 Decay Characteristics

Astatine-211

Figure 2.2 illustrates the decay scheme of 211At. Astatine-211 has a half-life of 7.21 hours,
which is attractive for a number of reasons. These include providing sufficient time for
both isotope separation and radiolabeling and being well-suited to the pharmacokinetics
of a variety of delivery agents such as peptides and monoclonal antibodies. Astatine-211
decays via a branched pathway to stable 207Pb. Each pathway yields a single alpha-particle
emission. The most probable decay route starts with electron capture to 211Po. Polonium-
211 decays rapidly via alpha-particle emission to ground state, followed by the emission of
77- to 92-keV X rays. Several studies have demonstrated these emissions to be useful for
in-vivo imaging of 211At [40, 41], the possibility of which would enable the treatment to be
monitored. The alternative decay route of 211At begins with direct alpha-particle emission to
207Bi. Bismuth-207 decays via electron capture to ground state, followed by the emission of a
570-keV gamma ray. Attempts have been made to image 211At via this gamma-ray emission
[42, 43]. However, the 570-keV emission line was shown to be statistically disadvantageous
due to the long 31.6-year half-life of 207Bi.

Figure 2.2: Decay scheme of 211At.

Actinium-225/Bismuth-213

Figure 2.3 illustrates the decay scheme of 225Ac (and 213Bi). Actinium-225 is a relatively
long-lived radiometal with a half-life of 10 days and decays via a branched pathway to
near stable 209Bi. Each pathway consists of six short-lived daughters and yields four alpha
particles. The predominant decay route of 225Ac shows alpha-particle contributions from the
daughters 221Fr (4.90 min half-life), 213Bi (45.6 min half-life), and 213Po (4.2 µs half-life).
Furthermore, 221Fr and 213Bi emit highly-abundant gamma rays following their decay. The
former daughter emits a 218-keV photon with a branching ratio of 11.6% and the latter emits
a 440-keV photon with a branching ratio of 26.1%.

Given the rapid cascade of alpha-particle emissions from its decay progeny, 225Ac has
strong appeal as a so-called in-vivo generator, known more recently as a nanogenerator. The
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Figure 2.3: Decay scheme of 225Ac and 213Bi.

long half-lives of nanogenerators can permit an efficient delivery to the tumor site at which
alpha particles from the daughters can be produced in vivo. If retention of the daughters is
realized, the tumor cells can be eradicated with greater efficacy.

Embedded within the 225Ac decay scheme exists a more widely-studied radionuclide for
TAT - the great granddaughter 213Bi. Bismuth-213 has a significantly shorter half-life of
only 45.6 minutes, which would necessitate an onsite 225Ac/213Bi generator system to enable
clinical use. Bismuth-213 decays via a branched pathway to 209Bi. Each pathway yields a
single alpha-particle emission. The predominant branch begins with beta-particle emission
to 213Po. Polonium-213 decays rapidly to ground state by alpha-particle emission. The
alternative decay route of 213Bi starts with direct alpha-particle emission to 209Tl. Thallium-
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209 decays via beta-particle emission to ground state with the accompaniment of gamma
rays at 117 keV and 465 keV. These photon emissions are not statistically advantageous for
imaging due to the 2.09% branching ratio of the decay pathway. Comparatively, the 440-
keV gamma ray emitted directly by 213Bi is more prevalent; and thus more advantageous for
imaging.

2.2.2 Production

Astatine-211

The research and development of 211At-based radiopharmaceuticals has been severely im-
peded by its limited availability. The production of 211At can be realized via the decay of
spallation-produced 211Rn. However, this approach is too complex and time-consuming to
meet the demands of routine clinical production. Currently, the predominant nuclear re-
action to produce 211At is direct activation of natural bismuth, generally in metallic form,
with alpha particles. The activation of bismuth: 209Bi(α, 2n)211At is possible at energies
ranging from 21 to 40 MeV with a maximum cross-section at 31 MeV. In this energy range,
however, 210At can be produced as well. Astatine-210 is not compatible with pharmaceuti-
cal applications for the following reason. With an 8.1-hour half-life, 210At decays to 210Po.
Polonium-210 is a long-lived and highly-toxic radioisotope, particularly to the bone marrow.
To limit the production of 210At, the alpha-particle beam energy must be restricted to 28-
29 MeV. Unfortunately, there are only a few cyclotrons in the United States that are capable
of accelerating alpha particles to energies beyond 28 MeV; thereby limiting the availability
of 211At [44, 45].

Actinium-225/Bismuth-213

The main production route of 225Ac/213Bi is based on radiochemical separation from 229Th
sources, which originate from the decay of fissile 233U. The majority of 233U was produced
between 1954 and 1970 via neutron irradiation of 232Th for the purpose of fueling nuclear
weapons and reactors. Between 1995 and 2005, 229Th was extracted from the 233U stockpiles
and stored at Oak Ridge National Laboratory (ORNL, Oak Ridge, TN) [46]. To-date, ORNL
is the only facility in the United States producing significant amounts of 225Ac with a max-
imum annual production of 33 GBq. While this amount is sufficient to conduct preclinical
studies and some clinical testing, the current supply of 225Ac is insufficient for medical use in
hospitals worldwide. Consequently, a variety of accelerator-based production pathways have
been investigated, including the irradiation of 232Th targets with highly-energetic protons
and the irradiation of 226Ra targets with neutrons, protons, deuterons or photons. As of now,
the most aggressively pursued of these routes include 226Ra(γ, n)225Ra and 226Ra(n, 2n)225Ra,
both of which produce 225Ra to serve as a “cow” for 225Ac [47].
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2.2.3 Clinical Studies

Astatine-211

Two clinical phase I trials have been conducted using 211At-labeled antibodies: the first as
a treatment for recurrent malignant brain tumors [48] and the second as an ovarian cancer
treatment [49]. In the brain cancer study, 71 to 347 MBq of 211At-ch81C6 was adminis-
tered locally into a resection cavity of eighteen patients at Duke University (Durham, North
Carolina). No patient enrolled in the study showed dose-limiting toxicity. Furthermore,
the median survival time was 54 weeks. This clinical trial demonstrated that TAT with
211At-ch81C6 can be safe and result in the prolonged survival of patients with recurrent
brain tumors. In the second clinical trial, nine women with recurrent ovarian carcinoma
were treated via an intraperitoneal injection of 211At-MX35 F(ab′)2 at the University of
Gothenburg, Sweden. The results indicate a well-tolerated treatment with no toxic side
effects.

Actinium-225/Bismuth-213

A number of clinical trials have been initiated and executed using 213Bi- and 225Ac-labeled ra-
dioconjugates for the treatment of leukemia, Non-Hodgkins lymphoma, malignant melanoma,
bladder cancer, glioma, neuroendocrine tumors, and prostate cancer. These trials are sum-
marized in Table 2.3.

The pioneering first-in-human study that paved the way for TAT evaluated the use of an
anti-CD33 antibody (HuM195) radiolabeled with 213Bi [50]. Eighteen patients with relapsed
myeloid leukemia were treated with 10 to 37 MBq/kg of 213Bi-HuM195. While myelosuppres-
sion was seen in all evaluable patients, the treatment produced no extramedullary toxicity.
The drug rapidly localized to expected areas of leukemia involvement, including the bone
marrow, liver, and spleen, without significant uptake in other organs. Furthermore, 14 of 15
evaluable patients had reductions in circulating blasts, and 14 of 18 patients had reductions
in bone marrow blasts.

The development and implementation of 225Ac-PSMA-617 marks a major advancement
in TAT. The clinical efficacy of PSMA-617 radiolabeled with the beta-emitter 177Lu inspired
the idea of combining the ligand with the highly-cytotoxic alpha-particle emitter 225Ac.
The ligand PSMA-617 has several attractive pharmacokinetic properties, including fast tu-
mor uptake, extended tumor retention, and rapid clearance of unbound ligand. The first
clinical study of 225Ac-PSMA-617 was conducted at the University Hospital Heidelberg in
Germany [51]. Two patients with late-stage metastatic castration-resistant prostate cancer
were treated bimonthly with 100 kBq/kg of 225At-PSMA-617 as a form of salvage therapy.
The therapeutic efficacy was evaluated using 68Ga-PSMA-11 PET/CT imaging. Figure 2.4
shows the PET/CT scans of the first patient, both before and after treatment. These im-
ages reveal remarkable therapeutic success. Following treatment, both patients experienced
complete remission and showed no signs of hematologic toxicity.
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Table 2.3: Clinical trials with 225At-and 213Bi-labeled radioconjugates. Adapted from [52].

Cancer Radioconjugate Patients Ref [Year]

Leukemia 213Bi-HuM195-mAb 18 [50] (2002)
213Bi-HuM195-mAb 31 [53] (2010)
225Ac-HuM195-mAb 36 [54] (2017)

Lymphoma 213Bi-anti-CD20-mAb 12 [55] (2004)

Melanoma 213Bi-9.2.27-mAb 16 [56] (2005)
213Bi-9.2.27-mAb 22 [57] (2007)
213Bi-9.2.27-mAb 38 [58] (2011)

Bladder 213Bi-anti-EGFR-mAb 9 [59] (2017)
213Bi-anti-EGFR-mAb 12 [60] (2018)

Glioma 213Bi-Substance P 20 [61] (2006)
213Bi-Substance P 5 [62] (2010)
213Bi-Substance P 17 [63] (2010)
213Bi-Substance P 9 [64] (2018)
213Bi-Substance P 20 [65] (2019)
225Ac-Substance P 21 [66] (2020)

Neuroendocrine Tumors 213Bi-DOTATOC 8 [67] (2014)
225Ac-DOTATOC 34 [68] (2015)

Prostate 225Ac-PSMA-617 2 [51] (2016)
225Ac-PSMA-617 14 [69] (2017)
225Ac-PSMA-617 40 [70] (2018)
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Figure 2.4: 68Ga-PSMA-11 PET/CT scans of patient with metastatic prostate cancer un-
dergoing TAT with 225Ac-PSMA-617. (A) tumor spread before treatment, (B) two months
after the third cycle of 225Ac-PSMA-617, and (C) two months after one additional cycle [51].

2.2.4 Daughter Redistribution

Up until recently, TAT focused greatly on radionuclides with a single alpha-particle emission,
including 211At and 213Bi. Clinical trials have demonstrated the feasibility and safety of these
therapies. However, the short half-lives of 211At and 213Bi limit their therapeutic efficacy. For
example, the treatment of solid tumors require longer penetration times; and thus longer-
lived radionuclides. Furthermore, longer half-lives are needed in the treatment of tumors in
less accessible sites, where the targeting agent is taken up slowly.

More recent studies have shown remarkable success with 225Ac, a longer-lived nuclide
with multiple alpha-particle emissions [51, 69, 70]. However, 225Ac does not have a well-
understood coordination chemistry, which limits the number of suitable delivery agents.
Furthermore, the delivery agent will be challenged by the nuclear recoil effect associated
with alpha-particle emission. This effect, in addition to the different chemical properties of
the 225Ac daughters, can result in their release from the radiopharmaceutical preparation.
According to the conservation of momentum, the recoil energy imparted to an alpha-particle
emitting daughter is

ED =
mα

mD

Eα (2.1)

where mα is the rest mass of the alpha particle, mD is the mass of the daughter nuclide, and
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Eα is the kinetic energy of the alpha particle. In most cases, the recoil energy ED of the
daughter is at least 100 keV, which is more than 1000 times larger than the binding energy
of any chemical compound.

If the alpha-particle emitting daughters are generated and retained inside the cancerous
cells after internationalization, they can contribute to the cytotoxic effect. Otherwise, free
daughters produced either on the surface of the target cell or during the circulation of the
radiopharmaceutical can diffuse or be transported to various organs, thereby resulting in un-
wanted toxicity. In the case of 225Ac, the redistribution of its longer-lived daughters, namely
221Fr and 213Bi, evokes the most concern. A greater understanding of their redistribution is
needed before 225Ac-based radiopharmaceuticals can be approved for clinical use.

2.3 Preclinical Studies of Alpha-Particle Emitters

The preclinical evaluation of novel radiopharmaceuticals is a vital step in drug development.
Preclinical studies often employ small animal models of human disease to evaluate potential
therapies. The success of treatment depends critically on the pharmacokinetics of the drug
under investigation. Pharmacokinetics can be defined as the movement of a pharmaceutical
throughout the body. This term encompasses the absorption, distribution, metabolism,
and excretion of the drug [71]. To gain insight on the pharmacokinetics, a biodistribution
analysis is oftentimes performed. This analysis involves tracking the pharmaceutical in
specific regions of an animal.

A typical pharmacokinetic study starts with the administration of the drug under inves-
tigation in multiple mice. These mice are subsequently sacrificed at different time points
post-injection for a biodistribution analysis. Following each sacrifice, organs are dissected,
weighed, and counted to assess the drug accumulation at the given time interval [72, 73, 74].
A scintillation counter is oftentimes employed to quantify drug accumulation if the radio-
pharmaceutical has a strong gamma-ray signature. This entire approach is time-consuming,
laborious, and arguably unethical as a large number of animals are required. Furthermore,
postmortem analysis prohibits the ability to monitor the biodistribution in individual ani-
mals, and organ counting is susceptible to selection bias because unforeseen drug accumula-
tion in unharvested organs is missed.

Overcoming the limitations of invasive pharmacokinetic studies is the primary motivation
of small-animal molecular imaging [75]. The non-invasive nature of imaging offers the excit-
ing possibility of evaluating the time-dependent behavior of radiopharmaceuticals in vivo.
This enables the collection of a complete set of biodistribution data from a single animal,
thereby reducing biological variability and improving data quality. Furthermore, molecular
imaging is a more ethical practice that requires fewer animals.
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2.3.1 Small-Animal Molecular Imaging

The term molecular imaging can be defined as the non-invasive visualization of biological
processes at the molecular and cellular level in living organisms. Generally speaking, molecu-
lar imaging requires specialized instrumentation used in combination with an imaging probe
or agent that is designed to accumulate in a specific organ or attach to certain cells. Such
techniques can be used for early detection, characterization, and monitoring of disease as
well as drug development with the latter being of interest to this work.

A number of molecular imaging modalities exist, including optical, targeted ultrasound,
and nuclear medicine imaging. The former two modalities are beyond the scope of this work
as they rely on non-radioactive probes such as light and sound. Conversely, nuclear medicine
imaging employs radioactive agents that consist of molecules labeled with radioisotopes that
typically emit photons, either directly or indirectly. These so-called radiotracers can be
delivered by way of injection and distribute throughout the body according to the natural
uptake of the carrier molecule.

Due to their high penetrative power, photons emitted by the tracer can easily leave
the body to then be observed by an external imaging instrument. The generated image
reflects the local concentration of the radiotracer within the body. Because this concentration
depends on cell and organ function, nuclear medicine imaging is considered a functional
modality and should not be conflated with structural or anatomical modalities, such as
standard computed tomography (CT) and magnetic resonance imaging (MRI).

Nuclear medicine imaging is playing a growing role in preclinical studies. The imaging
modalities that have received the greatest attention are positron emission tomography (PET)
and single-photon emission computed tomography (SPECT). Both of these modalities were
originally developed for human use and are now well-established clinical tools in nuclear
medicine. Clinical familiarity has been the main rationale for extending PET and SPECT
to preclinical applications.

The preclinical adaptation of PET and SPECT comes with two main design challenges.
First, the spatial resolution must be improved significantly to distinguish individual organs
on a smaller scale. This is typically achieved by scaling down PET and SPECT imagers. The
miniaturization of these systems can also provide a more practical and cost-effective means to
conduct small-animal research. Second, these miniaturized systems must exhibit improved
sensitivity as small animals require lower doses of radiation than humans. Addressing these
two challenges has been on-going area of research.

2.3.2 Small-Animal PET

PET is a functional imaging modality that employs an agent radiolabeled with positron
emitters. Table 2.4 lists popular PET radionuclides. PET primarily employs isotopes of
light elements, such as carbon, nitrogen, oxygen, and fluorine. Because these elements
are the main constituents of organic molecules, PET radionuclides can be incorporated into
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Table 2.4: Common positron-emitting ra-
dionuclides for PET.

Isotope Half-life Production Source

76Br 16.2 hr cyclotron, reactor

11C 20.4 min cyclotron

64Cu 12.7 hr cyclotron, reactor

18F 110 min cyclotron

68Ga 67.6 min 68Ge/68Ga generator

124I 4.18 day cyclotron, reactor

13N 9.97 min cyclotron

15O 2.04 min cyclotron

biomolecules without disturbing their biological activity1. The downside is that many of these
positron emitters have short half-lives, imposing strict time requirements on the delivery,
administration, and in vivo evaluation of the radiopharmaceutical.

Figure 2.5 illustrates the physical process of positron emission. Once emitted from the
nucleus, the positron travels distances up to several millimeters before undergoing an annihi-
lation reaction with an electron in the tissue. The annihilation of the positron and electron
results in the simultaneous emission of two gamma rays. From the conservation of energy,
each annihilation photon carries an energy of 511 keV - independent of the radionuclide.
This energy is equivalent to the rest mass of the positron or electron. From the conservation
of momentum, the two annihilation photons propagate outward from the site of annihilation
in opposite directions.

PET imaging exploits both the simultaneous and collinear nature of the double photon
emission. A conventional PET imager employs a single or multiple closed rings of gamma-
ray detectors (typically scintillators) with the subject to be imaged in the center. With this
setup, only photons registered by two opposing detectors within a specified time window
(around 2 to 20 ns) are declared coincidence events. For each event, the site of annihilation
should be located along the line joining the two detectors, the so-called line-of-response. The

1Fluorine is a bioisoteric substitute for hydrogen.
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Figure 2.5: The left illustrates the physical processes of positron emission. The right shows
a schematic of a PET imaging system, featuring a closed ring of gamma-ray detectors [76].

total number of coincidence events observed by the detector pair is roughly proportional
to the total concentration of the radionuclide along the line-of-response. Based on this
relation, the radionuclide concentration can be reconstructed from the coincidence events.
Early in the history of PET, image reconstruction was performed using simple filtered back-
projection. Modern PET now employs iterative reconstruction techniques that can correct
for attenuation [77].

PET imagers can achieve sensitivities and resolutions that are well-suited to small-animal
applications. Because PET does not rely on a physical collimator, sensitivities as high as 10−1

have been reported [78]. The image resolution is fundamentally limited by physical factors,
namely positron range and photon non-collinearity, rather than by design. Despite these
physical limitations, sub-millimeter resolutions have been demonstrated with small-animal
PET systems [79, 80].

2.3.3 Small-Animal SPECT

Similarly to PET, SPECT is a functional imaging modality based in nuclear medicine. The
distinction lies in the choice of imaging probe as well as instrumentation. SPECT depends on
tracers labeled with radioisotopes that directly emit single gamma rays via radioactive decay.
Because these photons have unique energies, SPECT has the advantage of simultaneously
imaging multiple probes labeled with different radioisotopes. Table 2.5 summarizes the most
commonly-used SPECT radionuclides.

SPECT is often performed using a so-called gamma camera, which typically consists of
a scintillation crystal optically coupled to an array of photomultiplier tubes. The camera
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Table 2.5: Common gamma-ray-emitting radionuclides for SPECT.

Isotope Half-life γ-Ray Energy [keV] Branching Ratio [%] Production Source

67Ga 3.26 day 93.3 39.2 cyclotron

123I 13.3 hr 159 83.0 cyclotron

131I 8.02 day 364 81.8 cyclotron, reactor

111In 2.80 day 171 90.0 cyclotron
245 94.0

99mTc 6.01 hr 141 89.0 99Mo/99mTc generator

209Tl 2.20 min 117 84.3 cyclotron

is mounted on a gantry to enable rotation around the subject to be imaged so that multi-
ple projections can be collected at different viewing angles. A tomographic reconstruction
algorithm can then applied to convert the projections into a 3-D gamma-ray image [81, 82].

Due to the isotropic nature of gamma-ray emissions, SPECT systems often employ a
collimator to restrict the direction of photons emitted from the body. The most popular
collimator for clinical use is the parallel-hole collimator due to its large field-of-view, while
the pinhole (or multi-pinhole) design is gaining popularity in small-animal studies due to
its high spatial resolution. Past works have demonstrated sub-millimeter resolutions with
pinhole systems [83, 84]. Section 3.4.1 discusses the pinhole and parallel-hole designs in more
detail.

2.3.4 Limitations of PET and SPECT in Alpha-Particle Emitter
Studies

The application of the molecular imaging paradigm to evaluating alpha-particle-based ra-
diopharmaceuticals in small animals would be a boon to the rapid and efficient development
of TAT. While conventional small-animal molecular imaging techniques, such as PET and
SPECT, have been employed to great effect in the past, there are several considerations that
confound the application of these existing modalities to the preclinical evaluation of TAT.

Because alpha-particle emitters are inherently neutron-rich, positron decay is not likely to
result in their subsequent decay chain. Indeed, the decay series of 211At, 225Ac, and 213Bi do
not include positron emission. Thus, PET scanners cannot be used to image these radionu-
clides without significantly modifying the radiopharmaceutical to accommodate a positron
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emitter. Consquently, several PET isotopes have been investigated as chemical surrogates
for TAT radionuclides. In the case of 225Ac, one of the more promising positron-emitting
analogs that has been proposed is 134Ce. Advantages of 134Ce include similar chemical prop-
erties and a half-life of 75.9 hours, which enables the radiopharmaceutical to be tracked
over several days [85]. PET imaging of 134Ce and other positron-emitting surrogates can be
employed to assess the efficacy of alpha-particle-based agents in small animals. However,
this method cannot provide information about the daughter redistribution, which has been
the Achilles heel in developing 225Ac-based therapies.

In principle, SPECT systems can directly image alpha-particle emitters if photon emis-
sions accompany their decay. The decay scheme of 211At yields 77- to 92-keV X rays from
the daughter 211Po. For all practical purposes, these X-ray emissions can be used to directly
assess the biodistribution of 211At due to the short half-life of 211Po (0.516 seconds). Fur-
thermore, the decay scheme of 225Ac includes gamma-ray emissions from the daughters 221Fr
and 213Bi at 218 keV and 440 keV, respectively. The ability to image these lines would be
of great use in evaluating the daughter redistribution of 225Ac-based radiopharmaceuticals.

In practice, SPECT imagers have a limited photon energy range at which they are ef-
fectively operational. At energies above about 300 keV, they experience a degradation of
response as unwanted photon penetration through the collimator becomes more probable.
Furthermore, even at energies below 300 keV, conventional SPECT suffers from poor imaging
sensitivity, on the order of 10−4 for a small-animal system, due to a collimator-driven trade-
off between sensitivity and resolution [86]. This tradeoff is not ideal for preclinical studies,
which involve imaging low doses of radiation on a small scale. In the case of TAT, studies
would require particularly low amounts of activity to be administered (less than 20 kBq)
due to the high efficacy of alpha particles.
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Chapter 3

Principles of Gamma-Ray Imaging

Chapter 3 introduces fundamental principles in gamma-ray imaging, namely those most rel-
evant to coded aperture and Compton imaging. These two modalities are the focus of this
work, and collectively, they are capable of imaging a broad range of gamma-ray sources,
which can serve applications in fields such as nuclear safeguards and medicine. Sections
3.1 and 3.2 discuss gamma-ray sources and interaction mechanisms, respectively. This dis-
cussion provides a foundation for Section 3.3, which gives a high-level view of gamma-ray
detection in the context of germanium semiconductor detectors with a double-sided strip
configuration. An introduction to gamma-ray imaging naturally follows in Section 3.4. This
section discusses the simplest and most conventional of imaging methods, namely pinhole and
parallel-hole imaging, as a launchpad to more advanced techniques. Furthermore, a distinc-
tion between far- and near-field imaging is made here with the latter being of interest to this
work. Finally, Sections 3.5 and 3.6 introduce the concepts of coded aperture and Compton
imaging, respectively, and provide analytical analyses of their imaging performances.

3.1 Gamma-ray Sources

3.1.1 Origin

The radiations of primary concern to this work are gamma rays, and thus a discussion
about the mechanisms by which they are created is essential. Following a variety of nuclear
reactions, including many radioactive decay processes, a product nucleus is formed in an
excited state. Within a short period of time (on the order of picoseconds or less), the excited
nucleus transitions to lower-lying nuclear levels via gamma-ray emission. The gamma ray
itself is a photon or “packet” of electromagnetic energy.

The energy of the gamma ray is equal to the difference in energy between the two nuclear
states involved in the transition. These nuclear states have well-defined energies, and thus
gamma-ray energies are specific and unique to the radioisotopes that emit them. Because
of this, gamma rays are analogous to fingerprints in that they can be used for isotopic
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identification. Their energies range roughly from 0.1 to 10 MeV, depending on the nuclear
reaction from which they originate. Gamma rays based on alpha-particle or beta-particle
decay generally have energies below a few MeV, whereas those based on capture reactions
can have energies as high as 10 MeV [87, 88].

There is often confusion surrounding the difference between gamma rays and other forms
of electromagnetic radiation, namely X rays. Apart from the fact that X rays typically have
lower energies (usually less than 100 keV), the key distinction between gamma rays and
X rays lies in their origin. X rays are produced either from the transition of electrons in
excited atomic shells or from the acceleration of charged particles. The former are known
as characteristic X rays and have energies that are unique to the atoms (or elements) that
emit them; not the isotopes themselves. The latter are known as bremsstrahlung and have
a continuous energy spectrum.

3.1.2 Gamma-Ray Background

All gamma-ray detectors record some degree of background radiation, which if not accounted
for, can ultimately degrade the quality of the gamma-ray image. Familiarity with the various
sources of gamma-ray background is critical in discriminating the detector signal associated
with the source of interest. Compared to neutrons, gamma-ray background is more varied
and often more difficult to characterize. Specifically, gamma-ray background is a combina-
tion of primordial, cosmogenic, and man-made sources, with the former being the largest
contributor.

3.1.2.1 Primordial Background

Primordial background primarily comes from the decay of 238U, 232Th, and 40K. In the case
of 238U and 232Th, no significant gamma rays arise from their direct decay, but prominent
emissions do result from the subsequent decay of their progeny as shown in Tables 3.1-3.2.
Moreover, the direct decay of 40K, with a half-life of 1.28× 109 years, results in the emission
of a 1.46-MeV gamma ray with a branching ratio of 11%.

3.1.2.2 Man-made Background

In addition to natural sources of radiation, there can be components of gamma-ray back-
ground due to human activity. Man-made radioisotopes are primarily a result of nuclear
weapons testing and nuclear reactor accidents. These isotopes include 134Cs, with a half-life
of 2.06 years, and 137Cs, with a half-life of 30.1 years. Both cesium isotopes have strong
gamma-ray signatures as outlined in Table 3.3. In fact, the relative gamma-ray abundance
of 134Cs and 137Cs in the atmosphere can be used to distinguish a nuclear reactor accident
from nuclear weapons testing. While releases from nuclear reactors include both cesium
isotopes, weapons testing produces virtually no 134Cs. For this reason, and due to its shorter
half-life, 134Cs is a good marker for more recent reactor accidents.
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Table 3.1: Prominent gamma-ray energies in the 238U decay
series. Daughters ranked by decay order. Photon energies
ranked from highest to lowest branching ratio for each isotope.

Isotope Half-life Energy [keV] Branching Ratio [%]

238U 4.47×109 yr – –

234Th 24.1 day 63.3 4.85
92.4 2.81
92.8 2.77

234mPa 1.17 min 1001 0.837
766 0.294

234U 2.46×105 yr – –

230Th 7.54×104 yr – –

226Ra 1.60×103 yr 186 3.60

222Rn 3.82 day – –
218Po 3.10 min – –
214Pb 26.8 min 352 37.6

295 19.3
242 7.43

214Bi 19.9 min 609 46.1
1764 15.4
1120 15.1

214Po 164 µs – –

210Pb 22.3 yr 46.5 4.25

210Bi 5.01 day – –

210Po 138 day – –

206Pb stable – –
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Table 3.2: Prominent gamma-ray energies in the 232Th decay se-
ries. Daughters ranked by decay order. Photon energies ranked
from highest to lowest branching ratio for each isotope.

Isotope Half-life Energy [keV] Branching Ratio [%]

232Th 1.41×1010 yr – –

228Ra 5.75 yr – –

228Ac 6.15 hr 911 25.8
969 15.8
338 11.3

228Th 1.91 yr 84.4 1.22

224Ra 3.66 day 241 4.10

220Rn 55.6 s – –

216Po 0.145 s – –

212Pb 10.6 hr 239 43.3
300 3.28

212Bi 60.6 min 727 6.58

212Po 299 ns – –

208Tl 3.05 min 2615 99.0
583 84.6
511 22.6
861 12.4

208Pb stable – –
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Table 3.3: Prominent gamma-ray signatures of 134Cs and
137Cs. Photon energies ranked from highest to lowest
branching ratio for each isotope.

Isotope Half-life Energy [keV] Branching Ratio [%]

134Cs 2.06 yr 605 97.6
796 85.5
569 15.4
802 8.69
563 8.35
1365 3.01

137Cs 30.1 yr 662 85.1

3.2 Gamma-ray Interactions

Gamma-ray detection, and ultimately gamma-ray imaging, fundamentally depends on the
manner in which gamma rays interact within the detector medium. Thus, knowledge of their
interaction mechanisms is critical in understanding the design and operation of gamma-ray
imagers. Unlike charged particles, gamma rays are neutral and do not continuously lose
energy as they traverse through matter. Instead, they travel some distance, along a straight
path, before interacting with an atom. In just a single interaction, the gamma ray can either
be fully absorbed by the absorbing medium and disappear or scatter at an angle.

There are three interaction processes that play a significant role in gamma-ray detection:
photoelectric absorption, Compton scattering, and pair production. All three mechanisms
lead to the partial or complete transfer of gamma-ray energy to electron energy. Moreover,
these processes are probabilisitic, depending strongly on the gamma-ray energy and both the
electron density and atomic number of the absorbing medium. Figure 3.1 shows the energy
dependence of the various interaction processes in germanium, a popular detection medium.
Photoelectric absorption predominates for low-energy gamma rays (less than 150 keV in Ge),
pair production predominates for high-energy gamma rays (greater than 8 MeV in Ge), and
Compton scattering is most probable at energies between these two extremes. The following
section discusses each interaction mechanism in more detail.
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Figure 3.1: Mass attenuation coefficients (in units of cm2/g) in germanium for photoelectric
absorption, Compton scattering, and pair production. These interaction processes are de-
tailed in Section 3.2.1. A definition of the mass attenuation coefficient is provided in Section
3.2.2.

3.2.1 Interaction Mechanisms

3.2.1.1 Photoelectric Absorption

Starting with the photoelectric effect, a gamma-ray, with energy that exceeds the binding
energy of an inner shell electron in the atom, disappears by transferring all of its energy to
the inner shell electron. This so-called photoelectron is subsequently ejected from the atom
and carries off a kinetic energy that is equivalent to the photon energy Eγ minus its binding
energy Eb. The photoelectron behaves similarly to a beta particle in its passage through
matter, transferring its energy via ionization, excitation, bremsstrahlung production, and/or
Cherenkov radiation.

As previously shown in Figure 3.1, photoelectric absorption is favored among low-energy
gamma rays. Moreover, because this process involves the interaction between a photon and
electron, the magnitude of the photoelectric effect is enhanced greatly for materials with a
high electron density; this parameter is proportional to the atomic number Z. Thus, as a
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rough approximation:

µpe ∝
Zn

E3
γ

(3.1)

where µpe is the probability of photoelectric absorption (per unit path length). The exponent
n can vary from 3 for low-energy gamma rays to 5 for those with high energy.

Photoelectric absorption is the only interaction whereby all of the photon energy is trans-
ferred to the electron. In the context of detection, the photon (incident or scattered) must
eventually undergo photoelectric absorption in the detector medium for the detector to re-
cover information about the incident photon energy. Knowledge of the incident photon
energy is required for both coded aperture and Compton imaging.

3.2.1.2 Compton Scattering

In a Compton scattering interaction, the gamma ray elastically collides with a loosely bound
outer shell electron (assumed initially at rest). In the collision, both momentum and energy
are conserved, and the incident photon transfers a portion of its energy to the outer shell
electron; this electron is subsequently known as the recoil electron. As a result, the incident
photon is deflected from its initial path. The relation between the incident photon energy
Eγ, the scattered photon energy E ′γ, and the scattering angle θ is given by:

E ′γ =
Eγ

1 + Eγ
mec2

(1− cos θ)
(3.2)

where mec
2 is the rest mass of the electron and equivalent to 0.511 MeV. The kinetic energy

of the recoil electron Ee− is therefore:

Ee− = Eγ − E ′γ . (3.3)

All scattering angles θ are possible, so in theory, the energy transferred to the electron
can range anywhere from zero to a large fraction of the photon energy. If θ is extremely
small with cos θ ≈ 1, the scattered photon proceeds in the forward direction with nearly the
same energy as the incident gamma-ray; and thus, the energy transferred to the electron
is approximately zero. On the other extreme, for θ = π with cos θ ≈ −1, the photon
backscatters in the direction of origin. This extreme results in the maximum energy being
transferred to electron:

E ′γ

∣∣∣
θ=π

=
Eγ

1 + 2Eγ
mec2

(3.4)
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Ee−
∣∣∣
θ=π

= Eγ −
Eγ

1 + 2Eγ
mec2

. (3.5)

Similar to photoelectric absorption, the probability µcs of Compton scattering (per unit
path length) is enhanced greatly for high-Z materials. Specifically, µcs increases linearly with
Z. The energy dependence of the Compton effect is given by the Klein-Nishina formula [89].
This formula is too complex to discuss here, but simply put, µcs decreases monotonically
with increasing photon energy. A rough approximation of µcs can be stated as follows:

µcs ∝
Z

Eγ
. (3.6)

It’s important to highlight a key difference between the photoelectric and Compton processes.
The photoelectric effect is an absorption process in which the photon is fully absorbed and
disappears. In a Compton scattering interaction, the incident photon is replaced by a scat-
tered photon of lower energy. In the context of detection, an incident photon of sufficiently
high energy often undergoes multiple Compton scatterings in the detector medium. More-
over, if the scattered photon does not escape the detector, the photon will eventually have
low enough energy to be fully absorbed in the detector medium via the photoelectric effect.
In the context of this work, for Compton imaging to be possible, the incident photon must
induce both Compton scattering and photoelectric absorption in the detector.

3.2.1.3 Pair Production

If a gamma-ray, with an energy that exceeds 1.02 MeV, passes near the nucleus of an atom,
the photon can annihilate in the strong electric field. The result is the formation of an
electron-positron pair. Because the sum total of the electron and positron rest masses
amounts to 1.02 MeV, this is the minimum energy required to produce the pair. Any
excess photon energy above the 1.02-MeV threshold goes into the kinetic energy shared by
the electron and positron. The electron-positron pair tends to travel in the forward direction
with the positron ultimately slowing down and annihilating into two 511-keV annihilation
photons.

While neither coded aperture nor Compton imaging depend on pair production, such an
interaction can act as a loss mechanism in Compton imaging. For energies at a few MeV,
pair production begins to compete with Compton scattering, thereby reducing the number
of events that can be used for Compton imaging. However, this work is interested in photon
energies that fall below the 1.02-MeV threshold; and thus, losses due to pair production are
negligible.
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3.2.2 Attenuation

The attenuation of gamma rays through a medium is an important concept in gamma-
ray imaging, particularly for methods based on mechanical collimation. The principle of
attenuation not only drives the choice of detector medium, but also influences the collimator
design. Thus, a brief discussion of this principle follows.

As a monoenergetic beam of gamma rays passes through matter, photons are removed
from the beam by either absorption or scattering with the beam intensity decreasing in an
exponential manner. The probability per unit path length µ that a photon is removed from
the beam is given by:

µtot = µpe + µcs + µpp (3.7)

where µtot is called the linear attenuation coefficient in units of cm−1. Because µtot varies
with absorber density ρ, it is often more convenient to use the mass attenuation coefficient
defined as [µtot/ρ] in units of [cm2/g].

If a narrow beam of monoenergetic photons with an intensity I0 passes through an ab-
sorber of thickness t, the intensity I of the emergent beam is given by:

I = I0 e
−(µtotρ )(ρ)(t) . (3.8)

The above can be rearranged as the transmission fraction [I/I0], defined as the probability
of a photon at a given energy being fully transmitted (i.e. without interacting) through
the absorber. Conversely, the attenuation fraction [1− I/I0] represents the probability of a
photon being lost in the medium due to either absorption or scattering.

Figures 3.2 and 3.3 illustrate the exponential decay of the transmission probability with
respect to absorber thickness at different photon energies in germanium and tungsten, re-
spectively1. Note the transmission probability increases with increasing photon energy; and
thus, the attenuation probability decreases with increasing energy. This can be attributed
to the negative correlation between the attenuation coefficient µtot and photon energy Eγ as
previously demonstrated in Equations 3.1 and 3.6.

As gamma-ray detection requires the incident photon to interact in the detector medium,
a medium with a sufficient thickness should be chosen to attenuate photons in the energy
range of interest. Furthermore, in collimator-based imaging, the thickness (and atomic
density) of the collimator material are important design considerations as the collimator
serves to fully absorb photons in a given direction.

1Germanium is a popular detection medium, and tungsten is a popular collimator material.
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Figure 3.2: Transmission probability through germanium (a popular detection medium) at
different photon energies.

Figure 3.3: Transmission probability through tungsten (a popular collimator material) at
different photon energies.
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3.3 Gamma-ray Detection

Gamma-ray imaging at the most fundamental level depends on the detection of gamma
rays. Detection can be simply defined as the mere indication of the photon presence via its
interaction in a detector medium. In the context of this work, detection encompasses the
extraction of several parameters including the energy and position of interaction. While the
process of recovering this information varies with detector, all gamma-ray detectors must
carry out two distinct functions. First, the instrument must act as a conversion medium in
which gamma rays have a high probability of interacting to yield fast electrons; and second,
the detector must facilitate the ionization, migration, and collection of these secondary
particles.

Because gamma rays are uncharged, the photons themselves are “invisible” to the detec-
tor. The presence of a photon can only be revealed indirectly via the movement of a free
electron created by photoelectric absorption, Compton scattering or pair production. This
charged particle goes on to induce multiple ionization events along its track, subsequently
producing additional charge carriers. In an applied electric field, the collective migration
of these so-called information carriers generates an electric pulse that contains information
about the original gamma-ray interaction.

The accuracy and precision of the information carried by the pulse is fundamentally lim-
ited by the statistics of the charge carriers. The only way to reduce statistical fluctuations is
to increase the number of information carriers per pulse. The use of semiconductor materials
can facilitate the production of a large number of carriers, and consequently, semiconductor
detectors have superior energy resolution. In fact, germanium semiconductors are considered
the gold standard in gamma-ray spectroscopy with a nominal energy resolution of 0.2% at
662 keV. The energy resolution plays an important role in gamma-ray imaging, particularly
in Compton imaging as discussed in Section 3.6. For this reason, germanium detectors are
the focus of this work. The basic concepts behind these detectors are introduced in the
following section.

3.3.1 Germanium Semiconductor Detectors

3.3.1.1 Ionization

Germanium semiconductors, like all crystalline materials, consist of allowed energy bands
in which electrons exist. Electrons occupy either the valence band where they are bound to
specific lattice sites or the conduction band where they are free to migrate throughout the
crystal. The two bands are separated by a bandgap, the size of which determines how easily
the valence electrons can migrate to the conduction band.

If a valence electron gains sufficient energy to overcome the bandgap, the bound electron
will be liberated to the conduction band. Subsequently, a “hole” will be created in its place.
The hole itself is a vacancy in the valence band and has properties that resemble a “positive
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electron”. The combination of the liberated electron and hole is referred to as an electron-
hole pair. This pair is the fundamental information carrier in semiconductor detectors.

When a gamma-ray interacts in a semiconductor, the photon liberates a valence electron.
The now fast electron passes through the semiconductor and continuously loses its energy by
producing additional electron-hole pairs. The number of pairs produced is governed by the
average energy required to produce an information carrier. In solids, this energy threshold
is closely related to the width of the bandgap.

Because semiconductors by definition have small bandgaps (0.7-eV in Ge), they require
relatively little energy to create a single electron-hole pair. For example, compared to about
30 eV in gases and 100 eV in scintillators, germanium only requires 2.96 eV (on average) to
produce an information carrier. Thus, for a given incident gamma ray, a large number of
information carriers, proportional to the deposited photon energy, can be produced.

The small bandgap of germanium also facilitates the thermal generation of charge carriers
at room temperature. To avoid thermally-induced leakage current, germanium detectors
must be cooled down to liquid nitrogen temperatures.

3.3.1.2 Charge Migration and Collection

For semiconductors to operate as detectors, they must facilitate the movement of charge
carriers. In the case of planar germanium detectors, this is achieved by fabricating p+ and
n+ blocking electrodes on opposite sides of an ultra-pure germanium crystal. The p+ and n+

electrodes create a p-n junction across which conduction electrons near the interface diffuse
from the n+ side to the p+ side where they combine with holes. In the diffusion process,
the electron leaves behind a positive ion on the n+ side and forms a negative ion on the p+

side. The net effect is a build-up of negative space charge on the p+ side and positive space
charge on the n+ side.

The accumulation of positive and negative space charge, on opposing sides of the junction,
creates an electric field that prevents further charge diffusion. Because the majority carriers
(free electrons for the n+ side and holes for the p+ side) have been depleted around the
interface, this zone is known as the depletion region and has attractive properties for gamma-
ray detection. The electric field that exists forces any electron created in the region to migrate
to the n+ electrode, and similarly any hole to drift to the p+ electrode. The motion of the
electrons and holes induces a current that persists until the charge carriers are fully collected
at their respective contacts.

To increase the likelihood of a photon creating an electron-hole pair in the depletion
zone, this region can be extended by applying a reverse-bias. Furthermore, greater depletion
depths can be achieved by reducing the impurity concentration in the bulk crystal. Using
advanced purification techniques, germanium crystals with impurity concentrations as low as
1010 atoms/cm3 can be achieved, hence the name high-purity germanium (HPGe) detectors.
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3.3.1.3 Signal Formation

The movement of charge carriers in a semiconductor detector induces charge on nearby
electrodes, giving rise to a signal. The signal begins to form immediately at the start of
charge carrier motion. Once the charge carriers have been fully collected at the electrodes,
the charge induction process ends with the time-dependent signal being fully formed.

The shape of the signal is determined by the relationship between the induced current on
a given electrode and the instantaneous position of the charge carrier within the detector.
Shockley [90] and Ramo [91] developed a sophisticated and convenient method for calculating
the induced charge on any electrode using the concept of weighting field. Not to be mistaken
for the electric field, which defines charge drift, the weighting field determines how charge
couples to an electrode.

The Shockley-Ramo theorem states that the instantaneous current i induced on a given
electrode is equivalent to:

i = q~v · ~E0 (3.9)

where q is the charge of the carrier, ~v is its instantaneous velocity, and ~E0 is the weighting
field. While the charge carrier velocity ~v depends on the charge mobility and electric field
strength, the weighting field ~E0 depends on the electrode geometry and the positioning of
electrodes with respect to one another. The above principle can also be stated as:

Q = q∆ψ0 (3.10)

where Q is the charge induced on a given electrode and ψ0 is the weighting potential. The
weighting potential, as a function of position, describes how strongly a charge at a specific
location couples to a given electrode. Mathematically, the weighting potential can be solved
by the Laplace transform under the following assumptions: the electrode of interest is at
unit potential (1V), all other electrodes are grounded (0V), and space charge in the detector
volume is negligible. If the time-dependency of the carrier position is factored into the
equation, then the time profile of the induced charge, or the induced current, can be solved
to determine the shape of the output signal [88, 92].

The current induced on a given electrode is often integrated on a charge-sensitive pream-
plifier, which generates a voltage pulse. The shape of this pulse carries important information
about the gamma-ray interaction. For germanium semiconductors, the characteristic signal
features a sharp rising edge, determined by the charge collection process in the detector,
with an amplitude proportional to the deposited photon energy.

3.3.2 Double-Sided Strip Detectors

Gamma-ray imaging often requires knowledge of both the energies and positions of all pho-
ton interactions induced by the same incident gamma-ray. To recover this information, an
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advanced detector design is needed. The approach used in this work is to subdivide the
detector electrodes into independent segmented strips and position them in an orthogonal
orientation on opposite sides of a bulk semiconductor crystal. Such a detector is known as
a double-sided strip detector (DSSD), a schematic of which is shown in Figure 3.4.

The potential difference between the p+ and n+ electrodes on opposite faces produces
an electric field perpendicular to the strip planes. This field causes the electrons and holes
created within the volume to drift along the field lines in opposite directions. The strips to
which the electrons drift collectively constitute the detector anode and those to which the
holes drift constitute the cathode.

If the strip widths are small compared to the detector thickness, the weighting potentials
show a rapid rise in close proximity to the electrodes. In other words, charge motion near
the electrode surface contributes most strongly to the induced signal. This is known as the
small-pixel effect. Given this effect, the motion of holes contributes primarily to the signal
induced on the cathode, and the motion of electrons contributes primarily to that induced
on the anode. This means that the collection of electrons and that of holes are detected
separately, and each produces an output signal with an amplitude that corresponds to the
deposited photon energy.

Figure 3.4: Simple schematic of a DSSD [93].

3.3.2.1 Determination of (x, y) Interaction Position

Figure 3.5 illustrates the process of determining the (x, y) position of a gamma-ray interaction
in a double-sided strip detector. This example arbitrarily assigns the x-direction along the
length of the anode (or electron-collecting) strips and the y-direction along the length of the
cathode (or hole-collecting) strips. The (x, y) interaction position is obtained by matching
the x and y trigger electrodes based on their trigger time and pulse amplitudes.

In practice, the process of strip matching can be simplified into two steps. First, trigger
electrodes are correlated by time coincidence. For strips that trigger within a given time
window, their signals are assumed to be from the same interaction or series of interactions
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Figure 3.5: DSSD in which an incident gamma ray with an energy of 662 keV undergoes a
series of two interactions. This results in the triggering of four strips. Left, the electric field
causes electrons and holes to be collected on x (anode) and y (cathode) strips, respectively.
Right, (x, y) position determination by matching the trigger strips based on energy deposition
[94].

induced by a given incident gamma ray. The coincidence window should be selected based
on the maximum charge collection time in the detector.

Second, for a given group of time-correlated strips, the x and y strips are matched by
pulse amplitude or energy deposition. The intersection of the electrode pair determines the
(x, y) interaction position with an accuracy determined by the strip pitch (i.e the distance
between the centers of two adjacent strips). Furthermore, the number of strip pairs in the
same coincidence window corresponds to the the total number of interactions induced by the
incident gamma ray.

Going back to the example in Figure 3.5, an incident gamma ray with an energy of
662 keV induces a series of two interactions within the detector volume. The net effect is the
triggering of four strips. In the first interaction, the incident photon interacts via Compton
scattering with a partial energy deposition of 300 keV. In the second interaction, the scattered
photon deposits an additional 362 keV via photoelectric absorption. The two interactions
collectively constitute a so-called doubles event with two associated energy depositions and
positions of interaction.

3.3.2.2 (x, y) Position Interpolation

The strip matching method discussed in the previous section limits the (x, y) positional
accuracy to the strip pitch. In theory, segmented detectors can achieve a finer position
resolution via interpolation techniques. One such method is to analyze the transient signals
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induced on the two neighboring electrodes bordering the collecting electrode.
The amplitude of the transient signal falls exponentially with charge carrier distance from

the electrode border. By relating the pulse amplitude difference between the two neighboring
strips, the interaction position can be interpolated between their borders. The amplitude
difference Rs can be quantified as follows:

Rs =
(As−1 − As+1)

(As−1 + As+1)
(3.11)

where As−1 and As+1 are the amplitudes of the transient signals induced on the neighboring
electrodes. Finally, the interpolated (x, y) position can be obtained by:

x = xs + kx ·Rs (3.12)

y = ys + ky ·Rs (3.13)

where xs and ys are the coordinates of the collecting electrode, and kx and ky are propor-
tionality factors determined experimentally [95].

3.3.2.3 Depth (z) of Interaction Determination

The depth (z) of a gamma-ray interaction, along the thickness of the detector, can be
determined by the difference in the arrival time of the electrons at the anode and holes at
the cathode. Their collection times vary due to differences in drift distance. For example, if
an incident gamma ray interacts near the cathode, the holes travel a relatively short distance
before collection. Conversely, the electrons must travel the full extent of the detector volume,
resulting in a longer collection time. Figure 3.6 illustrates the distinct time profiles of the
cathode and anode output signals at different depths of interaction.

The arrival time of the charge carriers is reflected in the leading edge of the signal, and
can be represented by the T50 rise time; defined as the time at which the signal reaches 50%
of its final amplitude. Under the assumption that electrons and holes have constant drift
velocities in the detector volume, a linear relationship between their arrival time difference
∆T50 and depth z of interaction can be approximated by:

z = z0 + kz ·∆T50 (3.14)

where z0 is a constant depth near the center of the detector and kz is a proportionality
factor. The proportionality factor used in this work was determined experimentally by a
depth scanning measurement [96].
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(a) Near Cathode (b) Near Anode

Figure 3.6: The induced electron and hole signals (digitized) for a gamma-ray interaction
that took place near the (a) cathode and (b) anode in one of the HPGe DSSDs of the Dual-
Modality Imager. The timing difference ∆T50 is used to determine the depth z of interaction.
Note the pulse tails represent the decay of the fully-collected charge down to baseline.

3.4 Gamma-ray Imaging Basics

Gamma-ray imaging is the process of mapping the intensity of gamma-ray radiation over
space. The image space can be defined in either two dimensions by an angular (θ, φ) coor-
dinate system or three dimensions by a Cartesian (x, y, z) coordinate system. Furthermore,
the image space is discretized into either pixels or voxels that are assigned an arbitrary color.
The pixel or voxel color is selected based on the gamma-ray intensity in that region. The
colored pixels collectively form the gamma-ray image, which appears as a heat map of the
photon spatial distribution.

Gamma-ray imaging can be realized with different approaches, which for all practical
purposes can be divided into one of two categories: collimator- or kinematics-based imaging.
Both methods preferentially select gamma rays based on their incoming direction. The
constraints on directionality are imposed so that photons incident on a detector can be
easily traced back to their source of origin. Collimator-based imaging alone encompasses a
variety of techniques, including pinhole, parallel-hole, and coded aperture imaging. All of
the above rely on elements of highly-attenuating material to physically select which gamma
rays are observed by the detector. Kinematics-based instruments, most relevantly Compton
cameras, are distinguished by the absence of a collimator. Instead of restricting photons
before detection, kinematics-based imagers impose constraints after detection.
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3.4.1 Conventional Imaging Methods

3.4.1.1 Pinhole Imaging

The simplest gamma-ray imaging method is based on pinhole collimation. The pinhole
imager consists of a position-sensitive detector in front of which a collimator is situated.
The collimator itself consists of a highly-attenuating sheet through which a single aperture
or hole has been drilled.

Consider a point source in the field-of-view of a pinhole imager. The point source can be
assumed isotropic such that gamma rays are emitted with equal intensity in all directions
(4π). Because photons travel in straight lines, only gamma rays emitted in one direction can
pass through the aperture to be registered by the detector. All remaining photons, incident
on the collimator, are absorbed by the material. Figure 3.7 illustrates this concept. The
result is a one-to-one correspondence between the source location and the position of photon
interaction in the detector.

Now consider a distributed source, or collection of point sources, in a two dimensional
space. Each point along the source should correspond to a distinct detector pixel. This
means that the counts recorded by the detector should materialize into an inverted and
rescaled projection of the source. Figure 3.8 illustrates this concept. Note this projection
does not represent the source distribution in the image space. An additional step, known as
image reconstruction, is required to map the projection back to the image space. Methods
of image reconstruction are outlined in Section 3.4.3.

Figure 3.7: A point source in the field-of-view of a detector (a) without and (a) with a pinhole
collimator present. Black and red dashed arrows represent gamma rays observed and not
observed by the detector, respectively. Note that in (a) the positions of interaction in the
detector are not unique to the source location, whereas in (b) a one-to-one correspondence
between the source and detector is established.
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Figure 3.8: An (x, y) distributed source in the field-of-view of a pinhole imager, featur-
ing a position-sensitive detector and a pinhole collimator with an aperture width of wpin.
Black dashed arrows represent gamma rays admitted through the collimator. The forward
projection appears inverted and magnified (due to a < b) on the detector plane.

The rescaling of the projected source depends on (1) the normal distance a between
the source and collimator planes and (2) the normal distance b between the collimator and
detector planes. Using simple geometry (and neglecting inversion), the size ratio of the
projected source hproj to the original horig can be determined by:

mpin =
hproj
horig

=
b

a
(3.15)
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where mpin is the magnification factor of the pinhole. The source appears magnified for a < b
and minified for a > b. Moreover, the source appears true-to-size for a = b.

The magnification factor mpin strongly impacts both the field-of-view and image reso-
lution. The field-of-view FoV can be defined as the extent of the image space seen by the
imager:

FoV =
ld
mpin

(3.16)

where ld is the length of the detector. Note there is a negative correlation between the
field-of-view and magnification factor; the FoV shrinks in closer proximity to the imager.

Figure 3.9 illustrates the influence of the collimator and detector designs on image res-
olution. The collimator design dictates the geometric resolution δrgeo, pin, while the detec-
tor design governs the intrinsic resolution δrint, pin. By summing δrgeo, pin and δrint, pin in
quadrature, the resolution δrpin of the pinhole imager can be determined by:

δrpin ≈
√
δr2geo, pin + δr2int, pin . (3.17)

Using simple geometry, the geometric resolution δrgeo, pin in full-width at half-maximum
(FWHM) can be defined as:

δrgeo, pin ≈ wpin +
(a
b

)
(wpin) = wpin +

wpin
mpin

(3.18)

where wpin is the pinhole diameter. Equation 3.18 assumes the nominal wpin and effective
pinhole diameters are equivalent, i.e. no unwanted photon penetration through the collima-
tor. The intrinsic resolution δrint, pin can be defined as:

δrint, pin ≈ (2a) tan

(
δθ

2

)
≈ (a) (δθ) (3.19)

in FWHM. Here δθ is the angular resolution of the pinhole imager defined as:

tan

(
δθ

2

)
=
wd
2b
→ δθ ≈ wd

b
(3.20)

where wd is the lateral position resolution of the detector in FWHM, and for all practical
purposes, can be approximated as the width of a detector pixel. Incorporating Equation
3.20 into Equation 3.19, the intrinsic resolution δrint, pin becomes:

δrint, pin ≈
(a
b

)
(wd) =

wd
mpin

. (3.21)
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Figure 3.9: Determination of the geometric δrgeo, pin and intrinsic δrint, pin resolutions of a
pinhole imager, featuring a position-sensitive detector with a pixel width of wd and a pinhole
collimator with an aperture width of wpin.

Finally, incorporating Equations 3.18 and 3.21 into Equation 3.17, the resolution δrpin of
the pinhole imager becomes:

δrpin ≈

√[
wpin +

wpin
mpin

]2
+

(
wd
mpin

)2

(3.22)

in FWHM. Note image resolution improves significantly with increasing magnification mpin.
Furthermore, resolution gains can be realized by reducing the widths of the pinhole wpin and
detector pixels wd.

The pinhole, however, cannot be made infinitesimally small as wpin limits the geomet-
ric sensitivity. This parameter can be defined as the fraction of photons emitted by the
source that pass through the aperture. For an aperture of circular geometry, the geometric
sensitivity εgeo, pin can be approximated by:

εgeo, pin ≈
w2
pin

16a2
cos3 θ (3.23)

where θ is the angle between the incident photon direction and the normal to the aperture.
Equation 3.23 assumes the nominal wd and effective pinhole diameters are equivalent. In
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reality, this assumption fails at high photon energies (above a few hundred keV) as unwanted
photon penetration through the collimator material becomes more probable.

From Equations 3.22 and 3.23, there is a collimator-driven tradeoff between resolution
and sensitivity. By decreasing the pinhole width wpin, the geometric resolution δrgeo, pin
improves but the geometric sensitivity εgeo, pin diminishes. Eliminating this tradeoff is the
primary motivation behind the coded aperture design discussed later in Section 3.5.

The best approach for improving the pinhole sensitivity is decreasing the source-to-
aperture distance a. A reduction in a is also advantageous from a resolution standpoint
due to a subsequently larger magnification factor. Of course, in turn, the field-of-view suf-
fers. For this reason, pinhole imagers are most effective at imaging small sources in close
proximity to the aperture.

3.4.1.2 Parallel-Hole Imaging

A limitation of pinhole imagers is the restricted field-of-view. For situations that necessitate
a larger image space, a parallel-hole collimator is the better choice. The collimator consists
of an array of small tubes, typically of hexagonal or circular shape, fabricated from a heavy
absorber. The tubes are situated directly on top of a position-sensitive detector, forming the
imager.

Figure 3.10 illustrates the concept of parallel-hole imaging. Only photons traveling in a
line perpendicular to the collimator can be registered by the detector. Similarly to a pinhole
imager, the result is a one-to-one correspondence between the source and detector. However,
in this case, the projection is an upright, true-to-size image of the source.

Because the projection is not magnified (or minified), the field-of-view FoV of the
parallel-hole imager can be defined as the length ld of detector: FoV = ld. The absence
of magnification provides a FoV advantage over pinhole imagers, but also degrades the geo-
metric resolution δrgeo, par. Figure 3.11 illustrates the influence of the parallel-hole design on
the image resolution. Using simple geometry, the geometric resolution δrgeo, par in FWHM
can be defined as:

δrgeo, par ≈ wpar +

(
a

lpar

)
(wpar) (3.24)

where wpar is the width of tube opening and lpar is the tube length. Equation 3.24 assumes
the nominal lpar and effective tube lengths are equivalent and states that resolution gains can
be realized by fabricating longer and more narrow tubes. The intrinsic δrint, par resolution
of the detector can be defined as:

δrint, par ≈ (a) (δθ) ≈
(

a

lpar

)
(wd) (3.25)

in FWHM. Equations 3.24 and 3.25 are equivalent to Equations 3.18 and 3.21 for a pinhole
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Figure 3.10: An (x, y) distributed source in the field-of-view of a parallel-hole imager, featur-
ing a position-sensitive detector and a collimator with a tube length lpar and opening width
wpar. Black dashed arrows represent gamma rays admitted through the tubes. The forward
projection appears as a direct image of the source.

collimator, except here δrgeo, par and δrint, par depend on a fixed tube length lpar as opposed
to the collimator-to-detector distance b. From a practical standpoint, there is less flexibility
with parallel-hole imagers in terms of improving resolution, because fabricating longer tubes
poses more difficulties than simply adjusting the distance b.

Similarly to pinhole systems, parallel-hole imagers suffer from a collimator-driven tradeoff
between resolution and sensitivity. The geometric sensitivity of a parallel-hole collimator can
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Figure 3.11: Determination of the geometric δrgeo, par and intrinsic δrint, par resolutions of
a parallel-hole imager, featuring a position-sensitive detector with a pixel width wd and a
parallel-hole collimator with a tube length lpar and opening width wpar.

be defined as:

εgeo, par ≈ K2

(
wpar
lpar

)2
[

w2
par

(wpar + t)2

]
(3.26)

where t is the septal thickness and K is a constant that depends on the tube shape. Equation
3.26 assumes the nominal lpar and effective tube lengths are equivalent. In reality, the
effective tube length is slightly less than lpar due to septal penetration, i.e. the ability of
gamma rays to cross over from one tube to another to be registered by the detector. Septal
penetration degrades the image quality. Such effects can be reduced by increasing the septal
thickness t. However, thicker walls obstruct a larger area of the detector surface, thereby
worsening the sensitivity. The better option is to construct thinner walls from a material
with a sufficiently large attenuation coefficient µ.

It is interesting to note that the geometric sensitivity of a parallel-hole collimator does
not depend on the source-to-collimator distance a. In other words, the geometric sensitivity
remains constant in the field-of-view. Figure 3.12 illustrates this concept via the inverse
relationship between the sensitivity of a single tube and exposed detector area. While the
sensitivity of a single tube decreases proportionally with [1/a2], the exposed detector area,
or number of tubes passing photons, increases with a2. Thus, the impact of a on sensitivity
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Figure 3.12: Determination of the geometric sensitivity of a parallel-hole imager, featuring a
position-sensitive detector, a collimator with a tube length lpar and opening width wpar, and
a source at a distance a from the collimator. Black and red dashed arrows represent gamma
rays admitted and not admitted through the tubes, respectively. The geometric sensitivity
of a single hole decreases as [1/a2], while the area of the detector exposed increases as a2.
Adapted from [97].

cancels out [97].

3.4.2 Far-Field and Near-Field Imaging

Gamma-ray imaging can be categorized as either far- or near-field imaging. The distinction
lies in the source-to-detector geometry. Consider a point source in the field-of-view of a
detector. In the far field, the source-to-detector distance is sufficiently large such that the
incident gamma-ray flux exhibits no divergence with respect to the size of the detector. In
other words, the photons reach the detector along essentially parallel paths. Given this
phenomenon, the detector can be considered a point with no solid angle effects. This means
the far-field response depends only on the source direction, not the distance. As the point
source is brought closer to the detector into the near-field regime, beam divergence and solid
angle effects become significant such that both the source direction and distance impact the
response.

The line that distinguishes the far field from the near field can be defined as the distance
at which the divergence θdiv of the incident photon beam is less than the angular resolution
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δθ of the imager:

θdiv < δθ . (3.27)

For an on-axis point source, the beam divergence θdiv can be defined as

θdiv = 2 tan−1
(
ld
2z

)
(3.28)

where ld is the length of the detector and z is the source-to-detector distance. From the
above definitions, the far-field approximation can be stated as follows:

z >
ld

2 tan
(
δθ
2

) . (3.29)

Additional interpretations of the far- and near-field regimes as they pertain to coded aperture
and Compton imaging can be found in Sections 3.5 and 3.6, respectively.

3.4.3 Image Reconstruction

The process of generating a set of detector data from a gamma-ray distribution is called
solving the forward problem or forward projection. The projection, or collection of counts
recorded by the detector, is not an accurate depiction of the source distribution, because
the projection exists in the detector space as opposed to the image space in which the true
source exists. The objective of image reconstruction is to map the projection in the detector
space back to the image space, thereby reconstructing the source distribution. This is known
as solving the inverse problem.

3.4.3.1 Formulation of the Inverse Problem

The forward problem seeks to map the source distribution Λ in the image space to the
detector space. The detector measurement D can be defined as:

D = A · Λ . (3.30)

Here D can be represented as an I×1 matrix in real space: D ∈ RI , where a single element is
i and a single measurement in that element is di. The source distribution Λ can be expressed
as a J × 1 matrix in real space: Λ ∈ RJ , where a single element is j and the gamma-ray
intensity in that element is λj. The so-called system response A maps the source distribution
in the image space to the detector space: Rj → Ri.

Because the source distribution Λ is an unknown, the inverse problem in principal pro-
vides the desired solution. At first glance, the inversion of the forward problem seems to be
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a reasonable method:

Λ̂ = A−1 ·D (3.31)

where Λ̂ is the estimated or reconstructed source distribution. Unfortunately, in practice, the
system response cannot be inverted because A is ill-posed and/or too large. Furthermore,
inversion can enhance noise and result in negative values, which physically are impossible.
The following presents alternative methods, by no means all, for solving the inverse problem
given these constraints.

3.4.3.2 Back-projection and Filtered Back-projection

Back-projection is often the first step in image reconstruction. Mathematically, back-projection
can be defined as the transpose of the forward problem:

B = AT ·D ≈ Λ̂ . (3.32)

The back-projection operator AT smears the projection data back to the image space along
the direction in which the data was measured. The back-projected image B is blurred due
to the finite detector resolution, collimator resolution, and attenuation factors. If multiple
views are considered, the change in perspective results in additional blurring, which often
appears as a [1/r] point spread function.

To reduce the blurring effect, a spatial frequency filter can be applied to the detector data
before the back-projection step. This process is known as filtered back-projection (FBP) and
is one of the simplest methods of image reconstruction [98]. A geometric filter suppresses
components of low frequency and amplifies those of high frequency, thereby sharpening the
image. However, this filter alone can enhance noise at higher frequencies. The addition
of a high-frequency filter (e.g. Shepp-Logan) is required for noise suppression. Moreover,
FBP can produce negative artifacts, resulting in a non-physical representation of the source
distribution.

3.4.3.3 Iterative Reconstruction Based on Maximum-Likelihood
Expectation-Maximization

Analytical reconstruction algorithms such as filtered back-projection are based on a single
reconstruction. Iterative algorithms, on the other hand, use multiple iterations in which
the current reconstruction converges to a better one; and consequently, the computational
demands are higher. If computational power is a non-issue, iterative methods are appealing
as they allow for accurate modeling of the physical system. Furthermore, such methods
can account for Poisson noise. A number of iterative reconstruction algorithms have been
proposed [99, 100], and in gamma-ray imaging, the most popular by far are those based
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on Maximum-Likelihood Expectation-Maximization (ML-EM). The reason is that ML-EM
inherently accounts for the stochastic nature of the detector data.

The following is a derivation of the ML-EM algorithm. The detector observations D
can be discretized into pixels, where di represents the counts observed in detector pixel
i = 1, 2, ..., I. The unknown source distribution Λ can be discretized into image voxels,
where λj represents the unknown source emissions in image voxel j = 1, 2, ..., J .

Poisson statistics governs the measured detector data D as follows:

P (D = di|µi) = exp [−µi]
(µi)

di

di!
(3.33)

where µi is the expectation of di and can be defined as:

µi =
J∑
j′

(aij′) (λj′) (3.34)

where λj is to be estimated from the detector observations D. The system response aij is
the probability that an emission from image voxel j is registered by detector pixel i.

Because the Poisson variables di are independent, the likelihood of Λ can be expressed
as:

L (Λ) =
I∏
i

exp [−µi]
(µi)

di

di!
. (3.35)

Furthermore, the log-likelihood L∗ is:

L∗ = log (L (Λ)) =
I∑
i

[(di) log (µi)− µi − log (di!)] . (3.36)

Inserting Equation 3.34 gives:

L∗ = log (L (Λ)) =
I∑
i

[
di log

(
J∑
j′

(aij′) (λj′)

)
−

J∑
j′

(aij′) (λj′)− log (di!)

]
. (3.37)
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Differentiating L∗ with respect to λj yields:

∂L∗

∂λj
=

I∑
i

 (di) (aij)
J∑
j′

(aij′) (λj′)

− aij

 . (3.38)

The objective now is to find an iterative (convergent) algorithm that assures maximum
likelihood of λj and provides a positivity constraint on all components of λj. To start, the
algorithm can take the form [101]:

λk+1
j = λkj + ∆k

j

∂L∗

∂λj

(
λkj
)

. (3.39)

On each iteration k, each component λj moves in a direction that increases L∗ by a factor
∆k
j . Inserting the derivative from Equation 3.38 yields:

λk+1
j = λkj + ∆k

j

I∑
i

 (di) (aij)
J∑
j′

(aij′)
(
λkj′
) − aij

→ (3.40)

λk+1
j = λkj + ∆k

j

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λkj′
) −∆k

j

I∑
i

aij . (3.41)

The negative term in the above expression can cause negative artifacts: λj < 0. To prevent
this, ∆k

j must be chosen such that the negative term cancels out:

λk+1
j = λkj + ∆k

j

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λkj′
) −∆k

j

I∑
i

aij (3.42)

λk+1
j = ∆k

j

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λkj′
) (3.43)

0 = λkj −∆k
j

I∑
i

aij . (3.44)
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Thus, ∆k
j is chosen to be:

∆k
j =

λkj
I∑
i

aij

. (3.45)

This leads to the well-known ML-EM algorithm as presented by Shepp and Vardi [102]:

λ̂k+1
j =

λ̂kj
I∑
i

aij

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
) (3.46)

where λ̂kj is the reconstructed source intensity in image voxel j as calculated after k iterations.
This multiplicative update algorithm starts with an initial guess λ0j satisfying λ0j > 0 and
can be broken down into two steps: (1) expectation and (2) maximization. The expectation
step:

J∑
j′

(aij′)
(
λ̂kj′
)

(3.47)

determines the expected projection from the current estimate of the source distribution. The
maximization step:

λ̂kj

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
) (3.48)

determines the relative difference between the expected and measured projections and applies
a correction to the estimate of the source distribution at each iteration k.

The advantage of ML-EM over filtered back-projection is that positivity is preserved;
that is, if the initial estimate Λ̂k=0 is positive, and all elements in A and D are positive,
then all subsequent iterations k remain non-negative. Moreover, as the number of iterations
increases, image contrast improves. However, if k is too large, noise amplification can result.
In practice, the optimal value of k is determined experimentally such that a good balance
exists between the image contrast and noise.
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3.5 Coded Aperture Imaging

Coded apertures were first introduced by Ables [8] and Dicke [9] as a means to decouple
the dependence of resolution on sensitivity. This dependency is a major shortcoming of the
conventional pinhole and parallel-hole designs. The main idea behind the coded aperture
is to increase photon acceptance by opening many small pinholes as opposed to widening
a single one. The pinholes are optimally arranged to form the coded aperture or mask.
The mask in front of a position-sensitive detector collectively constitutes the coded aperture
imager.

Figure 3.13 illustrates the concept of coded aperture imaging. Consider a point source
in the field-of-view of a coded aperture device. Photons incident on the mask are either
absorbed by ‘opaque’ elements or admitted through ‘transparent’ elements to be registered
by the detector. With multiple transparent or open elements, multiple projections of the
point source are cast on the detector. In fact, the overall projection appears as the mask
pattern (or fraction of one). The pattern is shifted on the detector plane by an amount
commensurate with the angular displacement of the source.

Furthermore, given an extended source or a collection of point sources, projections via
different openings can overlap and the detector image resembles several overlapping mask
patterns. This process is known as multiplexing. The objective of multiplexing is to increase
the signal level with respect to the underlying noise, thereby improving the image quality.

Figure 3.13: Schematic of a coded aperture imager, featuring a position-sensitive detector,
mask, and point source in the far field. Opaque (closed) elements are represented in black
and transparent (open) elements in white.
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3.5.1 Cross-Correlation

The following describes a conventional method for reconstructing two-dimensional sources in
coded aperture imaging. Assuming a two-dimensional detector plane with uniform binning
and sensitivity, the detector measurement D can be determined by convolution:

D = A ∗ Λ (3.49)

where ∗ is the convolution operator, A is the mask pattern, often represented as a binary
array of ones and zeros, and Λ is the two-dimensional source distribution.

The source distribution can be estimated using the well-known cross-correlation method:

Λ̂ = AT ∗D = AT ∗ (A ∗ Λ) =
(
AT ∗ A

)
∗ Λ (3.50)

assuming background noise is negligible [103, 104]. The above expression is analogous to
back-projection. If the autocorrelation function

[
AT ∗ A

]
is a delta function:

Λ̂ = Λ (3.51)

and the image is perfectly reconstructed. However, the autocorrelation is never a delta
function. In practice, the mask pattern A is optimized to have an autocorrelation that
consists of a single peak and flat sidelobes at a level related to the mask open fraction (i.e.
ratio of the open to total mask area). To push the sidelobes closer to zero, a decoding matrix
G can be applied in the following manner:

Λ̂ = G ∗D = G ∗ (A ∗ Λ) = (G ∗ A) ∗ Λ . (3.52)

The decoding matrix G is selected such that [G ∗ A] is as close as possible to a delta function.
Normally G is a binary array similar to A and selected based on the aperture design [28,
103, 105].

3.5.2 Mask-Detector Arrangements

In coded aperture imaging, the field-of-view can be divided into two distinct regions: (1)
fully-coded field-of-view (FCFV) in which all detected photons are modulated by the mask,
and (2) partially-coded field-of-view (PCFV) in which only a fraction of the detected photons
is coded. Ideally, the image space should be restricted to the FCFV as partial coding can
lead to a sub-optimal image reconstruction.

The sizes of the FCFV and PCFV depend on the mask-detector arrangement. There are
three practical arrangements as illustrated in Figure 3.14. The following is a discussion of
the three cases and assumes a point source located in the far field. A similar argument can
be applied to the near field if magnifications effects are considered.
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Figure 3.14: Three mask-detector arrangements: (a) the detector and mask have the same
size, (b) the detector is larger than the mask, and (c) the mask is larger than the detector.
In arrangement (c), the detector can only capture a fraction of the mask pattern (indicated
by the red box). A far-field point source is assumed in all cases.

The simplest geometric arrangement is the (a) box camera with a detector and mask of
equal dimensions. This configuration suffers from a field-of-view that is entirely partially-
coded, except for the on-axis direction. A possible solution is to (b) increase the dimensions
of the detector. Oftentimes, however, fabrication constraints and cost limit the detector
size. A more practical arrangement (c) employs a larger mask with a more reasonably-sized
detector. Figure 3.15 illustrates how both arrangement (b) and (c) widen the FCFV. Note
arrangement (c) only permits a fraction of the mask pattern to be projected across the full
detector in the FCFV. For such cases, the mask pattern needs to be optimized such that
all sections of the mask seen by the detector are unique to prevent ambiguities in the image
reconstruction [24].
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(a) Larger Detector (b) Smaller Detector

Figure 3.15: Illustration of the FCFV and PCFV for geometric arrangements where the
detector is (a) larger and (b) smaller than the mask. In arrangement (a), shielding is assumed
to cover the solid angle of the detector not occupied by the mask.

3.5.3 Field-of-View, Resolution, and Geometric Sensitivity

The source-mask and mask-detector arrangements play an important role in determining
both the field-of-view FoV and resolution δrca of a coded aperture. These two parameters
are strictly related to one another and governed by the magnification coefficient m:

m =
hproj
horig

= 1 +
b

a
(3.53)

as illustrated in Figure 3.16. Here m is defined as the ratio of the projection of an individual
mask element to the mask element itself, and as with previous usage, a is the normal dis-
tance between the source and mask planes, and b is the normal distance between the mask
and detector planes. Note m is not equivalent to the magnification mpin of a pinhole. As
previously defined by Equation 3.53, the magnification coefficient mpin represents the ratio
of the source projection to the original. The relationship between m and mpin can be stated
as follows: m = mpin + 1.

According to Equation 3.53, as the distance between the source and mask increases,
the magnification factor m approaches one: m → 1. The distance at which there are no
discernible magnification effects, such that the mask projection appears true-to-size, can be
considered the far field. In the near field, where magnification effects exist, there is a tradeoff
between field-of-view and resolution as demonstrated below.

Assuming the size ld of the detector is less than or equal to the size lm of the mask, the
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Figure 3.16: Determination of the coded aperture magnification factor m.

extent of the field-of-view FoV can be defined as:

FoV =
(m) (lm)− ld

m− 1
(3.54)

as illustrated in Figure 3.17. Here FoV is considered to be the FCFV in which all detected
photons are modulated by the mask. According to the above relation, the FoV widens by
increasing the size lm of the mask and/or decreasing the size ld of the detector. If these
dimensions are fixed, the best strategy for widening the FoV is to reduce the magnification
factor m.

The resolution δrca of a coded aperture imager depends on the magnification factor m
as well as both the detector and mask designs. A general definition of δrca can be stated as
follows:

δrca ≈
√
δr2geo, ca + δr2int, ca (3.55)

where δrgeo, ca is dictated by the aperture design and δrint, ca is governed by the detector
design. The geometric resolution δrgeo, ca of the coded aperture in FWHM can be defined
similarly to that of a pinhole:

δrgeo, ca ≈ wm +
(a
b

)
(wm) =

(m) (wm)

m− 1
(3.56)
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Figure 3.17: Determination of the coded aperture field-of-view for the case: ld < lm.

where wm is the width of an individual mask element of square geometry. Because m and
mpin are not the same, the interpretation of δrgeo, ca with respect to magnification varies
slightly from δrgeo, pin of a pinhole in Equation 3.18. The intrinsic resolution δrint, ca can be
defined as:

δrint, ca ≈
(a
b

)
(wd) =

wd
m− 1

(3.57)

in FWHM. The above is equivalent to δrint, pin in Equation 3.21, except here an adjustment
has been made to account for the new definition of the magnification factor m.

Incorporating Equations 3.56 and 3.57 into Equation 3.55, the resolution δrca of the coded
aperture imager becomes:

δrca ≈
(

1

m− 1

)√
[(m) (wm)]2 + w2

d (3.58)

where δrca represents the lateral (x, y) resolution in FWHM. Because the magnification
factor m must always be greater than or equal to one: m ≥ 1, the above relation states that
resolution improves as m increases. This can be realized by increasing the mask-to-detector
distance b and/or decreasing the source-to-mask distance a, but these adjustments come at
the expense of field-of-view FoV . In situations that necessitate a wide FoV , a better strategy
for improving resolution is to reduce the sizes wd and wm of the detector and mask pixels,
respectively. That said, a smaller wm more strictly limits the mask thickness if collimation
effects are to be avoided [106].

Unlike in the cases of pinhole and parallel-hole collimators, reducing the size wm of
the mask openings does not negatively impact the geometric sensitivity εgeo, ca of a coded
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aperture2. If εgeo, ca is defined as the fraction of photons emitted by the source that pass
through the aperture, then:

εgeo, ca ≈
(Ad) (ρ)

4πa2
cos3 θ (3.59)

where ρ is the open fraction of the mask, θ is the angle between the incident photon direction
and the normal to the detector, and Ad is the surface area of the detector visible to the source.
While increasing the open fraction can improve sensitivity, a larger ρ does not necessarily
improve the image signal-to-noise ratio as demonstrated in the following section.

3.5.4 Signal-to-Noise Ratio

The performance of any gamma-ray imager depends on its ability to faithfully reconstruct
a source in terms of its intensity and spatial distribution. For detection tasks, the quality
of an image can be evaluated by the signal-to-noise ratio (SNR). The SNR determines the
minimum source strength that can be detected above background noise.

The main motivation behind the coded aperture design is to improve the SNR beyond that
of a conventional pinhole camera, while maintaining the resolution of a single pinhole. Adding
infinitely more open elements does not necessarily enhance the SNR of a coded aperture.
Potential improvements depend on several factors including the source distribution, mask
pattern, and reconstruction strategy.

Fenimore [107] derived the most widely-recognized expression of the SNR based on Pois-
son statistics. Accorsi et al. [106] slightly modified this derivation to account for mask
penetration:

SNRj ≈
√

(n) (It)
√

(ρ) (1− ρ) (1− µT ) (ψj)√
(1− µT ) [ρ+ (1− 2ρ) (ψj)] + µT

(3.60)

where SNRj is defined on an image pixel-by-pixel basis. Here n is the total number of mask
elements, ρ is the open fraction, µT is the transmission probability of the opaque elements,
It is the total source intensity, and ψj is the ratio of the source intensity in image pixel j to
It. The sum of all ψj can be normalized to one. The textbook treatment of the SNR [107]
includes a detector noise term E due to electronic noise, leakage current, etc. Equation 3.60
drops E as most modern detection systems have negligible noise. It should also be noted here
that the above was derived for a uniformly redundant array (URA) and assumes uniform
sensitivity across a two-dimensional image plane. Because of these assumptions, Equation
3.60 does not necessarily apply to all imaging scenarios. That said, this definition provides
a good foundation for understanding the general performance of a coded aperture.

2This assumes the open fraction ρ remains constant.
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Figure 3.18: Optimal open fraction ρ as a function of the relative intensity ψ with a trans-
mission probability µT = 0.01. Adapted from Accorsi [106].

Setting to zero the derivative of SNRj with respect to ρ yields the optimal open fraction
ρj, opt:

ρj, opt ≈
µT + (ψj) (1− 2µT )−

√
[µT + (ψj) (1− 2µT )]

2 − (1− µT ) (2ψj − 1) [(ψj) (1− µT ) + µT ]

(1− µT ) (2ψj − 1)
.

(3.61)

Figure 3.18 illustrates the relationship between ρj, opt and ψj. For large ψj, the optimal open
fraction is greater than 0.5. In fact, given a point source with ψj ≈ 1, the ideal mask pattern
is an anti-pinhole with a single opaque element. For small ψj, the optimal open fraction is
less than 0.5.

The SNR of a pinhole can be crudely approximated from Equation 3.60 by the following
adjustment:

ρpin =
1

n
(3.62)

which represents a single open element. A simple comparison between the SNRca of a coded
aperture and the SNRpin of a pinhole can now be made:

SNRca

SNRpin

≈
√
ρca (1− ρca)

√
ρpin + (1− 2ρpin) (ψj)√

ρpin (1− ρpin)
√
ρca + (1− 2ρca) (ψj)

(3.63)



CHAPTER 3. PRINCIPLES OF GAMMA-RAY IMAGING 62

Figure 3.19: SNRca/SNRpin as a function of the coded aperture open fraction ρCA for various
ψj. The coded aperture and pinhole masks are assumed to have equivalent dimensions:
nca = npin = 64 × 64. The circular markers indicate the maximum gains in SNRca with
respect to ρCA for a given ψj.

assuming mask penetration is negligible: µT, ca = µT, pin = 0 and the coded aperture and
pinhole collimator have equivalent dimensions: nca = npin. The ratio [SNRca/SNRpin]
represents the performance advantage of a coded aperture over a pinhole, where

SNRca

SNRpin

> 1 (3.64)

indicates superior performance by the coded aperture.
Figure 3.19 illustrates the performance advantage of a coded aperture as a function of its

open fraction ρca for various ψj. As ψj increases, the gains in coded aperture performance
become more significant. Fenimore [107] concluded that the largest gains are achieved with
a 50% open fraction: ρca = 0.5. This conclusion assumed a detector with high background
noise. In most imaging scenarios, however, detector noise is negligible. Furthermore, the
fraction of the total source intensity in each image pixel j is oftentimes much less than one:
ψj << 1. Under these conditions, to observe a smaller ψj, a coded aperture with an open
fraction of less than 50% is favored.
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3.6 Compton Imaging

Collimator-based imaging is not effective at energies above a few hundred keV, because un-
wanted photon penetration through the collimator becomes more probable. Furthermore,
Compton scattering is the dominant interaction mechanism in this energy range (up to sev-
eral MeV). Scattering is detrimental to the image reconstruction given one of two scenarios.
First, the scattered photon can escape the detector, resulting in partial energy deposition. If
an energy discrimination window has been established, photon escape acts as a mechanism
of sensitivity loss. Second, the scattered photon can induce a series of interactions that even-
tually leads to photoelectric absorption in the detector. In this case, energy discrimination
can not be used to reject the event. If the imager has no capability of tracking the photon
interaction history, the event is oftentimes mispositioned between the interaction positions,
which ultimately degrades the image resolution.

Compton imaging circumvents the above limitations by providing a collimator-less ap-
proach that takes advantage of Compton scattering kinematics. This approach generally
requires the incident gamma ray to interact by two mechanisms: (1) Compton scattering
followed by (2) photoelectric absorption. Depending on the incident energy, the photon can
undergo a series of scattering interactions before final absorption. This series of interac-
tions is called a Compton event. To increase the likelihood of such events, multiple layers
of position-sensitive detectors can be employed. With this setup, one detector can act as a
scatterer in which the incident gamma ray undergoes Compton scattering, and a separate
detector can act as an absorber in which the scattered photon is fully absorbed via the
photoelectric effect.

By measuring the energy depositions and positions of the first two interactions in a
given event, a so-called Compton cone can be back-projected into the image space using
Compton kinematics. The surface of this cone contains all possible positions from which the
incident photon could have originated. The overlap of several back-projected cones provides
an estimate of the source distribution.

Figure 3.20 provides a schematic of a back-projected Compton cone. The cone has a
vertex at the first interaction site. The symmetry axis is defined by the first r1 and second r2
interaction positions. The distance r12 between r1 and r2 is called the lever arm: r12 = r2−r1.
Based on the Compton scattering formula in Equation 3.2, the opening angle θ of the cone
can be defined as:

cos θ = 1 +mec
2

(
1

Eγ
− 1

E ′γ

)
. (3.65)

In practice, the incident gamma-ray Eγ is known. The energy E ′γ of the scattered gamma-ray
cannot be directly measured, because spectroscopic detectors are only sensitive to the energy
transferred to electrons. Instead, E ′γ is determined by

E ′γ = Eγ − E1 (3.66)
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Figure 3.20: Schematic of a back-projected Compton cone produced from a triples event
(i.e. two scatterings followed by absorption) in a Compton imager. The imager features
two position-sensitive detectors. The symmetry axis of the Compton cone is defined by the
first r1 and second r2 interaction positions. The opening angle θ is defined by the energy
deposition E1 at the first interaction site and the incident photon energy Eγ.

where E1 is the energy imparted to the Compton-scattered electron (i.e. energy deposited
within the detector) at the first interaction site.

It should be noted here that the process of back-projecting Compton cones varies slightly
between the far and near field. Figure 3.21 illustrates the distinction between the two
regimes. In the far-field, the distance between the source and detector far exceeds the
detector dimensions such that the detector can be considered a point. In other words, if
you move the vertex of the cone within the detector volume, the estimate of the incident
photon direction remains unchanged. Thus, the image space can be characterized as a two-
dimensional celestial sphere where the cone arcs are projected as rings. As the rings overlap,
the source direction in flux units (photons cm−2 s−1 keV−1) can be determined. In the
near-field regime, the variations in the cone vertices are no longer negligible. The cones are
back-projected in a three-dimensional space where the cone surfaces overlap. This provides
an estimate of both the source direction and distance in density units (photons cm−3 s−1

keV−1).
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Figure 3.21: Compton back-projection depends on whether a source is the near or far field.
Illustrated are three back-projected Compton cones, with different scattering axes φ, in the
(a) far versus (b) near field. In the far field, cones are back-projected on a celestial sphere.
In the near field, cones are back-projected in a 3-D Cartesian space. The bolded outlines
represent the cone regions that intersect the image space, and the black star represents the
source location.

3.6.1 Gamma-ray Tracking

Gamma-ray tracking is an integral processing step in Compton imaging. This step deter-
mines the exact or most likely interaction sequence for a given event. Generally speaking,
interactions cannot be sequenced by time of occurrence due to the finite time resolution of
the detector.

In some cases, relativistic kinematics can be used to determine the exact sequencing.
According to the kinematics relation in Equation 3.65, the following condition must be
satisfied for energy and momentum to be conserved:

−1 ≤ cos θ ≤ 1 .

For events in which the incident photon energy Eγ is less than 256 keV, the above constraint
is satisfied only if the preceding interaction has a smaller energy deposition than that of the
subsequent interaction.

For events in which Eγ is greater than 256 keV, the sequencing is less straightforward.
In such cases, kinematics can only provide constraint if the event satisfies the following
two criteria: (1) two interactions only and (2) one of the two interactions has an energy
deposition that exceeds the maximum limit for Compton scattering. Equation 3.5 defines
the maximum limit as Emax = Ee− (θ = π), and Figure 3.22 shows Emax as a function of the
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Figure 3.22: The maximum energy that can be deposited in a Compton scattering interaction
for a given incident photon energy.

incident photon energy Eγ. To better explain, consider a two-interaction event in which the
interactions are labeled A and B. The interaction sequence might either be AB or BA. If
the energy deposition of interaction A exceeds Emax, then B must necessarily be the first
interaction via Compton scattering and A must necessarily be the second interaction via
photoelectric absorption. For all other scenarios in which this limit is not exceeded or there
are three or more interactions, the sequencing is ambiguous and statistical arguments must
be made. The statistical arguments employed in this work are discussed in Section 4.2.1.

3.6.2 Angular Resolution

Although the back-projection of a Compton event should ideally produce a sharp cone, in
reality the Compton cone is not well-defined due to Doppler broadening and uncertainties in
the measured energy depositions and positions of interaction. These uncertainties propagate
to the incertitude in the cone opening angle, thereby resulting in a blurring effect. This
effect gives the cone a small thickness, which effectively represents the angular resolution of
the Compton imager.

The following is a derivation of the Compton angular resolution using error propagation
as laid out by Mihailescu et al. [108]. The opening angle θ of the Compton cone can be
expressed as:

cos θ = 1 +
1

K0

− 1

Kd

. (3.67)
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From Equation 3.65:

K0 =
Eγ
mec2

(3.68)

Kd =
(Eγ − E1)

mec2
(3.69)

where E1 is the energy deposited at the first interaction site. The uncertainty δθ in the
opening angle can be broken down into two main error components:

δθ =
√
δ2θE + δ2θr (3.70)

where δθE considers the uncertainty in the energy depositions and δθr accounts for the
uncertainty in the interaction positions. The first error component δθE can be defined as:

δ2 cos θE =
1

K4
0

δ2K0 +
1

K4
d

δ2Kd . (3.71)

Note that δK0 and δKd are not the same. While both δK0 and δKd account for the finite
energy resolution of the detector, δKd also accounts for the uncertainty in E1 due to Doppler
broadening [109, 110].

The second error component δθr can be expressed as:

δ2 cos θr = (sin θδθr)
2 (3.72)

where δθr accounts for the finite position resolution of the detector. The uncertainty δφ in
the scattering direction can be transferred to δθr as follows:

δ2θr = δ2φ ≈ sin2 δφ =
2δ2r

r212
(3.73)

as illustrated in Figure 3.23. Here r12 is lever arm or distance between the first and second
interaction sites. The above definition employs a small-angle approximation: δφ ≈ sin δφ and
assumes identical position resolutions in all three physical coordinates: δx = δy = δz = δr.

Plugging Equation 3.73 into Equation 3.72 gives:

δ2 cos θr = 2
(
1− cos2 θ

) 2δ2r

r212
. (3.74)

Finally, by incorporating the two error components in Equations 3.71 and 3.74 into Equation
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Figure 3.23: Depiction of the first two interaction positions, r1 and r2, and the associated
uncertainty δφ in the scattering direction. δφ contributes to the overall angular uncertainty
of the Compton cone. Adapted from [108].

3.70, the overall angular uncertainty in cosine becomes:

δ cos θ =

√
1

K4
0

δ2K0 +
1

K4
d

δ2Kd + 2 (1− cos2θ) δ
2r

r212
(3.75)

where the angular resolution δθ is determined by the inverse cosine of the above expression.
While δθ can be improved by employing detectors with superior energy and position reso-
lutions, the angular resolution is fundamentally limited by Doppler broadening, the severity
of which can be partially controlled by the choice of detector material [111].
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Chapter 4

Methods of Dual-Modality Imaging

Chapter 4 describes various methods critical in the development and implementation of
the Dual-Modality Imager, a cart-based platform that provides both coded aperture and
Compton imaging capabilities. This platform was not designed for a specific application,
but rather envisioned for more general-purpose imaging scenarios. This work employs the
Dual-Modality Imager to merely demonstrate the feasibility of applying coded aperture and
Compton imaging to near-field applications; thereby informing the next generation of more
specialized imagers.

The remainder of Chapter 4 is structured as follows. Section 4.1 describes the hardware
components of the Dual-Modality Imager and includes a detailed discussion of the coded
aperture design and pattern optimization. Section 4.2 summarizes strategies for event re-
construction, an integral processing step in both coded aperture and Compton imaging.
Sections 4.3 and 4.4 outline methods of coded aperture and Compton image reconstruction,
respectively. Finally, Section 4.5 demonstrates the performance of the Dual-Modality Imager
at both the detection and imaging level.

4.1 The Dual-Modality Imager

4.1.1 System Overview

The Dual-Modality Imager is a cart-based gamma-ray imaging prototype that functions as
both a coded aperture and Compton imager. The cart houses two 3-D position-sensitive
HPGe DSSDs manufactured by Lawrence Berkeley National Laboratory (LBNL). The two
detectors are housed in the same cryostat and separated by a distance of 10 mm to maximize
the solid angle between them. Each detector consists of a planar HPGe crystal with an active
volume of 74×74×15 mm3 surrounded by 2-mm wide guard rings to reduce leakage current.
The opposite faces of each detector have 37×37 orthogonal strip electrodes with a strip pitch
of 2 mm. This electrode configuration gives an intrinsic granularity of 1369 pixels of 2-mm
width.
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(a) (b)

Figure 4.1: (a) The Dual-Modality Imager in its entirety. (b) A close-up of the detector-mask
arrangement.

The strips are wire-bonded to a custom readout board, which is connected to a flex
circuit that feeds the signals through the exterior of the cryostat. From there the signals
are distributed on four motherboards, two for each detector, with each housing 37 compact
charge-sensitive preamplifiers. This amounts to 148 channels in total. The preamplifier
signals from each channel are sent to a readout module that digitizes and filters the raw
waveforms to extract information about the pulse shape and amplitude. The readout module
itself consists of 19 individual 8-channel digitization units with FPGAs that are commercially
available from Struck Innovative Systems (SIS) with a model number SIS3302. The digitizers
are housed in a VME crate consisting of a SIS3150 VME-to-USB2.0 interface to transfer data
to a host computer.

Figure 4.1a shows the fully-assembled cart, which includes a variety of other equipment
critical to the operation of the system:

• 30L liquid nitrogen dewar to cool the detectors,

• temperature sensor,

• NIM bin that contains both a preamplifier power supply and a dual-channel high-
voltage power supply to bias the detectors (operated at 800 V),
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• uninterruptible power supply (UPS) in the event of a power outage, and

• desktop computer to communicate with the system (via a Graphical User Interface)
and acquire and analyze the data.

The last critical component of the cart is the coded aperture, the design of which is
discussed in Section 4.1.2. The mask is fastened to a stand situated at an adjustable distance
in front of the front detector with the centers of the mask and detector planes aligned. Figure
4.1b shows a close-up of the mask-detector arrangement. The coded aperture combined with
the front detector constitutes the coded aperture imager, while the front and back detectors
collectively form the Compton camera.

The current geometric arrangement illustrated in Figure 4.2 does not allow the simulta-
neous use of both modalities without a cost to imaging performance. This is particularly
true in the near field. Because the Compton modality is characterized by a finite angular res-
olution, decreasing the distance between the imager and source will significantly improve the
image spatial resolution. However, with the coded aperture in place, the minimum standoff
distance is limited to the distance between the mask and front detector. Furthermore, the
mask allows fewer photons to reach the detector, thereby reducing the Compton imaging
sensitivity. For these reasons, the two modalities are operated separately with the mask
removed in the Compton mode.

Figure 4.2: A schematic of the Dual-Modality Imager, illustrating the coded aperture and
Compton geometries.
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Figure 4.3: A schematic of a coded aperture and Compton imager that enables simultaneous
use of both modalities without a cost to imaging performance. Black arrows represent the
possible rotation of the imager around the source. This system could be of use to small-
animal imaging applications.

In designing a more specialized imager for time-sensitive applications that require simul-
taneous use, a third detector can be introduced on the opposite side of the mask. In this
configuration, the Compton camera would be formed by the original two detectors and the
coded aperture imager would formed by the mask and newly-added third detector as illus-
trated in Figure 4.3. This allows the source to be positioned in between the two modalities
in a configuration that is well-suited to both.

4.1.2 Coded Aperture Design

The Dual-Modality Imager was originally conceived as a single-modality Compton imager,
consisting of just two detectors [112]. Thus, the design of the coded aperture was heavily
influenced by (a) the pre-existing system as well as (b) the conditions under which the new
system was to be operated. Regarding (b), the coded aperture was envisioned for general-
purpose imaging scenarios across a range of magnifications in the near- to far-field. This
work, however, solely focuses on the near-field application of the coded aperture. Keeping
both (a) and (b) in mind, the following discussion presents major design considerations in
developing the coded aperture.

Table 4.1 summarizes the design features of the coded aperture. The mask is of square
geometry consisting of 64× 64 square elements with a 50% open fraction. The open fraction
was selected based on the study by Fenimore [107]1. Each individual element has a 2×2 mm2

1In hindsight a smaller open fraction should have been chosen based on the discussion in Section 3.5.4.
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Table 4.1: Design specifications of the coded
aperture employed by the Dual-Modality Im-
ager.

Material tungsten
Thickness 2.4 mm
Array type random
Array size 64× 64 elements
Element face shape square
Element face size 2× 2 mm2

Element side profile trapezoidal
Open fraction 50%

face to match the detector pixels and limit collimation effects. The mask area in its entirety
is roughly four times the area of the detector. By employing a mask with larger dimensions
than the detector, the field-of-view widens, which in turn enables more extended sources to
be imaged.

Another important design consideration is the material and thickness of the opaque
elements. The objective is the complete attenuation of photons in the energy range of
interest, as the transmission of unwanted photons leads to image degradation. This objective
is achieved by employing a material of high atomic number and sufficient thickness. The
mask is fabricated out of 2.4-mm-thick tungsten, which ensures roughly 90% attenuation at
250 keV.

While increasing the thickness would improve the absorption efficiency at higher energies,
a thicker mask is not always ideal due to weight constraints and collimation effects. The
latter effect arises from photons that enter through an open element at an oblique angle of
incidence to then be stopped by a neighboring closed element. The impact on the detector
measurement is twofold: (1) lower sensitivity with fewer photons being registered by the
detector, and (2) lower coding contrast given that there is a modulation in the intensity of
the mask projection. The severity of (2) is heightened in the near field where photons from
a single point source hit the imager at varying angles of incidence, and the ultimate impact
of (2) is a sub-optimal image reconstruction in terms of both image contrast and resolution.

To mitigate collimation effects, the mask has diverging elements as opposed to parallel-
facing ones. Specifically, the elements have trapezoidal profiles that diverge in the image
space and converge in the detector space at a distance of 210 mm (Figure 4.4d). When
flipped, the coded aperture naturally transforms into a converging mask with elements that
now converge in the image space and diverge in the detector space (Figure 4.4b). The optimal
mode of operation depends on the application as illustrated in Figure 4.4. The diverging
mask is useful for imaging sources located at the extremities of the field-of-view, while the
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Figure 4.4: Illustration of (1) an on-axis point source being imaged by (a) a parallel-facing
versus (b) converging coded aperture and (2) an off-axis point source being imaged by (c)
a parallel-facing versus (d) diverging coded aperture in the near field. Red arrows repre-
sent photons that enter through an open element and travel partially through a neighboring
closed element. This results in a modulation in the intensity of the mask projection, thereby
degrading the coding contrast. In imaging scenarios (1) and (2), the sensitivity and cod-
ing contrast improve by employing the (b) converging and (d) diverging coded apertures,
respectively.

converging mask is ideal for imaging sources located at the center of the field-of-view.
To demonstrate this, the following evaluates the sensitivity profiles of the mask in the

diverging and converging modes as well as that of a similarly-designed mask with parallel-
facing elements. The sensitivities were determined analytically by:

sj, ca =
I∑
i

aij (4.1)

where sj, ca is the sensitivity of the coded aperture imager at image voxel j, and aij is the
system response at detector pixel i and image voxel j. The system response aij was generated
at 122 keV using a ray-tracing method outlined in Section 4.3.3. Here sj, ca represents the
absolute sensitivity defined as the fraction of total emitted photons that are registered by
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(a) m = 1.5 (a+ b = 270 mm) (b) m = 2 (a+ b = 180 mm)

Figure 4.5: Sensitivity profiles across the horizontal axis of an image plane at a fixed mask-to-
detector distance of b = 90 mm. The profiles were analytically generated at a magnification
of (a) m = 1.5 and (b) m = 2 for a mask with diverging, converging, and parallel-facing
elements. The blue region represents the extent of the FCFV, and the red region represents
the PCFV. Note the amplitude of the sensitivity profile at m = 1.5 is less than that at
m = 2. This should be expected as the normal distance a between the image and mask
planes is greater at m = 1.5.

the detector.
The sensitivity sj, ca was computed across the horizontal axis of an image plane at two

magnifications: m = 1.5 and m = 2 at a fixed mask-to-detector distance of 90 mm. This
distance is consistent with that which we employ for coded aperture imaging later on. Figure
4.5 shows the sensitivity profiles of the diverging, converging, and parallel-facing masks at
the different magnifications in both the partially-coded field-of-view (PCFV) and fully-coded
field-of-view (FCFV). In the PCFV, unmodulated photons were assumed to be absorbed by
an external shield; and thus, these photons do not contribute to the detector measurement.

In comparing the three masks in the field-of-view, a larger sensitivity would indicate
less collimation effects. With this in mind, the converging mask most effectively mitigates
collimation effects near the center of the FCFV, while the diverging mask is most effective
at the edges of the FCFV and all throughout the PCFV. Furthermore, the parallel-facing
mask exhibits middle-of-the-road performance across the extent of the field-of-view. This is
true at both magnifications. Of particular interest to this work is imaging centrally-located
sources in the near field; thus, only the converging mask is used.
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4.1.3 Coded Aperture Pattern Optimization

The mask pattern strongly impacts the attainable quality of the image. In designing the
optimum pattern, the objective is the maximization (or minimization) of a specific quality
metric Q. While Q can be a function of many performance characteristics, oftentimes this
metric is a representation of the SNR. The maximization of the SNR is partially realized by
having an optimal balance between the number of transparent and opaque mask elements.
Equally important is the arrangement of the mask elements. In other words, all sections of
the mask that can be projected onto the detector must be unique to avoid ambiguities in
the image reconstruction. Mathematically, a section is deemed unique if the sidelobes of its
periodic correlation are flat.

The most commonly-used aperture patterns are uniformly redundant arrays (URAs)
and modified uniformly redundant arrays (MURAs) due to their perfectly flat sidelobes
[24, 105, 113, 114]. However, the correlation properties of these patterns are only ideal at a
fixed magnification m. Oftentimes, URAs and MURAs are designed for the far field where
the source projects a true-to-size pattern: m = 1.

In the near field, the pattern appears magnified. The degree of magnification depends on
the source distance as shown by Equation 3.53. For a source distributed along multiple depth
planes, the detector sees mask projections with varying degrees of magnification. For URAs
and MURAs, the different magnifications can lead to ambiguities in the image reconstruction.
Furthermore, URAs and MURAs only exist for a limited number of open fractions and array
sizes, with the latter restricting the choice of detector [115, 116]. To avoid these restrictions,
this work uses a combinatorial search technique, known as the Great Deluge Algorithm, to
generate a random array that is optimized across a range of magnifications [117].

4.1.3.1 Derivation of Quality Function

To generate a random array, the following two-step optimization strategy was applied: (1)
derive a quality function Q that reflects the SNR and (2) perform a minimization of Q. The
following outlines these two steps.

Starting with step (1), let the mask be represented by a square matrix of ones (trans-
parent elements) and zeros (opaque elements). This matrix is subdivided into equally-sized
submatrices that are separated consecutively by one bin as illustrated in Figure 4.6. Each
submatrix effectively represents a section of the mask projected onto the detector at a given
image voxel. The shift of the submatrix is determined by the lateral position of the image
voxel. Furthermore, the size of the submatrix is determined by the distance of the image
voxel as this distance impacts the magnification of the mask projection.

Assuming the detector and mask have equivalent bin sizes, the total number of bins in
each submatrix ns can be determined as follows: ns = nd/m

2, where nd is the total number
of detector bins and m, as with previous usage, is the magnification factor. Here the size
of the detector nd is roughly 1/4 the size of the mask nm. Thus, the size of each submatrix
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should be:

ns =
nm
4m2

. (4.2)

A correlation matrix F is then produced at a certain magnification. Each row in F
represents the periodic correlation of a given submatrix across the mask array. Each element
fuv is computed by: fuv = 〈U, V 〉/ns where 〈U, V 〉 is the inner product of the Uth and Vth

submatrices, and u and v are both indices that vectorize the shifts in x and y. F should be
a square matrix of size N × N where N represents the total number of submatrices in the
mask array.

Furthermore, F can be expanded to accommodate the correlation across multiple mag-
nifications. The correlation was performed across m = 1 and m = 2 in order to prevent the
possibility of a submatrix at m = 2 resembling a portion of a submatrix at m = 1. In this
case, F now consists of four correlation matrices:

F =



F11 =

〈Um=1, Vm=1〉 . . .
...

. . .

 F12 =

〈Um=1, Vm=2〉 . . .
...

. . .



F21 =

〈Um=2, Vm=1〉 . . .
...

. . .

 F22 =

〈Um=2, Vm=2〉 . . .
...

. . .




(4.3)

where F11 represents the correlation matrix at m = 1 only, and F22 represents the correlation
matrix at m = 2 only. Note F11 is inherently four times smaller than F22. Thus, F11 is
oversampled by repeating each element an appropriate number of times to match the size
of F22. The correlation matrices F12 and F21 are equivalent and represent the correlation
between m = 1 and m = 2. For this correlation to be feasible, the submatrices at m = 2 are
oversampled to match the size of the submatrices at m = 1.

For the mask to have uniform sensitivity across the extent of the field-of-view, the diago-
nal elements of F (or F11 and F22) should be equal to the mask open fraction ρ. Furthermore,
for the mask to be perfectly unique, the off-diagonal elements should be equal to ρ2. Thus,
the ideal correlation matrix would take the form:

Fideal =


ρ ρ2 ρ2 ρ2 ρ2

ρ2 ρ ρ2 ρ2 ρ2

ρ2 ρ2 ρ ρ2 ρ2

ρ2 ρ2 ρ2 ρ ρ2

ρ2 ρ2 ρ2 ρ2 ρ

 . (4.4)
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Figure 4.6: Illustration of subdividing a 16 × 16 aperture array into submatrices with sizes
that correspond to a magnification of (a) m = 1 and (b) m = 2 for a detector whose area is
1
4

that of the mask. The black and white squares represent zeros and ones, respectively. The
red and blue boxes outline the first two submatrices at the zero and first shifts, respectively.
The green box outlines the last submatrix in the array. This mask array is not employed by
the Dual-Modality Imager; it is being used as a simple illustration.

Based on Fideal, the quality function Q can be defined as:

Q =
1

N

N∑
u, v (u=v)

(fuv − ρ)4 +
1

N2 −N

N∑
u, v (u6=v)

(
fuv − ρ2

)4
(4.5)

where the first sum represents the deviation of the diagonal elements from ρ and the second
sum represents the deviation of the off-diagonal elements from ρ2.

4.1.3.2 Minimization of Quality Function

Because the quality function in Equation 4.5 represents a deviation from ideal conditions,
step (2) is to minimize Q. Minimization of Q is equivalent to maximizing the SNR. To per-
form the minimization, the Great Deluge Algorithm proposed by Dueck [118] was employed.
This combinatorial search strategy starts with a random array of a specified open fraction;
here an open fraction of 50% was selected. For each iteration, an element in the array is cho-
sen at random and tentatively toggled from one to zero (or vice versa). The quality metric
Q is then computed. As this is a minimization problem, the modification is only accepted
if the resulting Q is below a given “water-level”. By gradually lowering this threshold, the
problem converges. Here the algorithm converged to around the same Q value after about
1000 iterations (irrespective of the seed).
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4.1.4 Performance Comparison of Coded Aperture Patterns

This section provides an analytical performance comparison of the random array employed
by the Dual-Modality Imager and a standard MURA. Figure 4.7a displays the 64 × 64
random array, and Figure 4.7b displays a similarly-sized 2×2 mosaicked MURA whose basic
pattern measures 31 × 31 elements. The MURA was generated using the method provided
by Gottesman and Fenimore [113].

The performance of the two arrays was evaluated in terms of their correlation properties.
Using the method outlined in the previous section, the following correlation matrices were
generated: F11, F22, F33, F44, where the subscripts indicate the correlation at m = 1, 2, 3
and 4, respectively. Note each of these correlation matrices were generated at a single
magnification only, as opposed to across multiple magnifications as shown by Equation 4.3.
A randomly-selected row was extracted from each correlation matrix. Remember the row
represents the periodic correlation of a certain submatrix across the entire array, and the
submatrix is determined by the location of a certain image voxel. Figure 4.8 shows the
periodic correlations at the four different magnifications for the random array and MURA.
The correlations are represented as a two-dimensional map in the x and y dimensions.

(a) (b)

Figure 4.7: (a) 64 × 64 random array (in the converging configuration) employed by the
Dual-Modality Imager. (b) 2 × 2 mosaicked MURA with a 31 × 31 basic pattern. Both
(a) and (b) have a 50% open fraction. The black and white squares represent opaque and
transparent elements, respectively.
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(a)

(b)

Figure 4.8: (a) Periodic correlation of a randomly-selected submatrix across the (a) random
array and (b) MURA shown in Figure 4.7. The correlation was performed for submatrices
of various sizes that correspond to different magnifications: m = 1, 2, 3 and 4.
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Table 4.2: The mean µP , standard deviation σP , and kurtosis Kurt[P ] of the sidelobes of
the random array and MURA at different magnifications m as illustrated in Figure 4.8.

Random Array MURA

m µP σP Kurt[P ] µP σP Kurt[P ]

1 0.251 0.00752 3.01 0.250 0.000520 1.00
2 0.252 0.0155 2.96 0.236 0.0202 15.9
3 0.250 0.0297 2.94 0.250 0.0329 10.5
4 0.243 0.0381 2.86 0.265 0.0499 4.69

A perfect correlation should yield a single peak with an amplitude of ρ and flat sidelobes
at a level of ρ2 based on the discussion in the previous section. Additional spikes in the
sidelobes indicate potential ambiguities in the image reconstruction. The standard deviation
and kurtosis of the sidelobes can be used as measures of their flatness. The standard deviation
describes the variability of a distribution around the mean, while the kurtosis describes the
outliers of the distribution. In other words, a low kurtosis indicates several modest deviations
from the mean, and a high kurtosis indicates a few extreme outliers. Mathematically, the
kurtosis of the sidelobes Kurt[P ] can be defined as:

Kurt[P ] =

N∑
v (u6=v)

(pv − µP )4

(N − 1)σ4
P

(4.6)

where P is a row in the correlation matrix, excluding the diagonal element (i.e. at u = v).
A single element in P is pv and represents the sidelobe level at a certain x and y shift. µP
and σP are the mean and standard deviation of P , respectively.

Table 4.2 provides the standard deviation and kurtosis values of the sidelobes of the
random array and MURA displayed in Figure 4.8. To have a better understanding of kurtosis
values, a standard Gaussian distribution has a kurtosis of 3. Thus, a kurtosis much greater
than 3 indicates spikes lying far outside the standard deviation of the mean. In the context of
mask performance, we can confidently say that both a high standard deviation and kurtosis
lead to ambiguities in the image reconstruction. However, we do not know definitively which
of these two metrics is more detrimental to the reconstruction.

Keeping this in mind, at m = 1, the MURA has sidelobes with both a smaller standard
deviation and kurtosis. This indicates that the MURA has superior imaging performance in
the absence of magnification. In the near field, however, magnification effects always exist.
Even the slightest deviation from m = 1 creates variance in the MURA sidelobes for reasons
discussed in [119]. At m > 2, the random array shows superior performance with sidelobes
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that have both a smaller standard deviation and kurtosis.
For both the random array and MURA, the standard deviation of the sidelobes increases

with greater magnification. This should be expected as these arrays were not designed to
operate at such high magnifications. Specifically, the MURA was optimized at m = 1, and
the random array was optimized across m = 1 and m = 2. Thus, in this work, the random
array is usually employed for m < 2 to avoid ambiguities in the image reconstruction.

4.2 Event Reconstruction

Event reconstruction is the process of reconstructing the interaction history of gamma rays
in a single or multiple detectors. The objective is to determine the series of all interactions
induced by the same incident photon, as well as the energy deposition and position associated
with each interaction. This set of interactions is referred to as a gamma-ray event.

With DSSDs, event reconstruction starts by extracting information from the trigger
strips. Important parameters include the trigger time and pulse amplitude, both of which are
calculated by the FPGAs on the SIS3302 modules. The FPGAs apply a fast and slow trape-
zoidal filter to the digitized signals [120]. The fast filter generates a trigger, while the slow
filter shapes the signal to determine the ADC amplitude. This information, along with the
associated raw waveform, is transferred to the desktop computer for additional processing,
including an energy calibration and computation of the T50 rise time.

Following feature extraction, the trigger strips are grouped into events using the matching
technique discussed in Section 3.3.2.1. Here the strips are correlated by a coincidence window
of 250 ns, reflecting the maximum charge drift time in the detectors. For each time-correlated
group, anode and cathode strips from the same detector are matched by an energy window
determined by the energy resolution of the detectors. Any group that contains unmatchable
strips is ignored; otherwise, the collection of strip pairs is accepted as an event.

The number of strip pairs in an event corresponds to the number of interactions. Thus,
events are classified as single-interaction, double-interaction, triple-interaction, etc. Single-
interaction events occur within a single detector only, while those of multiple interactions
can take place within one or both detectors.

For each event, the energy deposition and position of each interaction must be determined.
The energy deposition of an interaction is simply the energy shared by the strip pair. The
sum total of the energy depositions within an event is presumed to be the incident photon
energy. The intersection of the strip pair provides the (x, y) interaction position. The depth
z of interaction is determined by the ∆T50 timing as previously discussed in Section 3.3.2.3.

4.2.1 Gamma-Ray Tracking Algorithm

Gamma-ray tracking is an additional processing step in event reconstruction. The objective
is to sort interactions within the same event by occurrence. Here this step is performed offline
after all of the data has been collected. In coded aperture imaging, gamma-ray tracking can
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be skipped if only single-interaction events are considered. In Compton imaging, this step
is unavoidable as the back-projection of a Compton cone depends on a properly-sequenced,
multiple-interaction event. For this reason, great effort has been made in developing a reliable
tracking algorithm.

As previously discussed in Section 3.6.1, interactions cannot be sequenced by time of
occurrence due to the finite time resolution of the detectors. In some cases, relativistic
kinematics can prohibit certain sequences; however, frequently the kinematics is ambiguous
and statistical arguments must be made. By considering the underlying physics of gamma-
ray interactions in matter, the relative probability of each sequence can be determined.

For simplicity, the tracking algorithm employed in this work considers double-interaction
events only and assumes that the first interaction must necessarily occur via Compton scat-
tering and the second via photoelectric absorption. That said, the algorithm can easily be
extended to account for events of higher multiplicity. Based on the energy depositions E1

and E2 at the first and second interactions sites, respectively, the probability Ptot of a given
sequence is defined as the product of three terms:

Ptot = Pkn · Ppe · Pattn (4.7)

where, as defined below, each term represents the likelihood of a different interaction process
within the detector.

The first term Pkn considers the differential cross section of the first interaction as given by
the Klein-Nishina formula. The differential cross section [∂σcs/∂Ω] measures the probability
that a photon of incident energy Eγ scatters at an angle θ and is given by:

∂2σcs
∂2Ω

=
1

2
r2e

(
E ′γ
Eγ

)2 [(
Eγ
E ′γ

)
+

(
E ′γ
Eγ

)
−
(
1− µ2

)]
(4.8)

as derived by Berestetskii et al. [121], where the constant re is the classical electron radius
and µ = cosθ. Here the incident photon energy Eγ is assumed to be the sum of the two
deposited energies: Eγ = E1 + E2 and the scattered photon energy E ′γ to be equivalent to
the energy deposited at the second interaction site: E ′γ = E2. Furthermore, the scattering
angle θ is related to E ′γ by the kinematic relation in Equation 3.2.

Note the differential cross section provided above is in units of cm2/steradian. To make
Pkn a dimensionless quantity, Equation 4.8 is divided by the Compton scattering cross section
σcs:

Pkn =
1

σcs|Eγ

[
∂2σcs
∂2Ω

]
. (4.9)
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Here σcs (in units of cm2) is evaluated at Eγ and can be defined as:

σcs|Eγ = 2π

∫ 1

−1
dµ

[
∂2σcs
∂2Ω

]
(4.10)

= 2π

∫ Eγ

Eγ

1+2Eγ/mec2

dE ′γ

∣∣∣∣ dµdE ′γ
∣∣∣∣ [∂2σcs∂2Ω

]
= 2π

∫ Eγ

Eγ

1+2Eγ/mec2

dE ′γ

[
mec

2(
E ′γ
)2
] [

∂2σcs
∂2Ω

]
(4.11)

where mec
2, as with previous usage, is the rest mass of an electron. The above integral can

be performed by either integrating over all angles θ or changing the variable of integration
to the scattered photon energy E ′γ. The latter integration turns out to be easier and yields:

σcs|Eγ =
2πr2e
α

[
α (α + 2)

2 (1 + α)2
+

8

α
+

(α2 − 4α− 8)

α2
ln (1 + α)

]
(4.12)

where

α =
2Eγ
mec2

. (4.13)

The second term Ppe considers the photoelectric absorption cross section σpe of the second
interaction:

Ppe =
σpe|E′γ
σtot|E′γ

=
µpe|E′γ
µtot|E′γ

(4.14)

where σpe (in units of cm2) is normalized by the total photon interaction cross section σtot
(in units of cm2). The cross sections σpe and σtot can be substituted for the photoelectric
absorption µpe and total µtot linear attenuation coefficients (in units of cm−1), respectively.
Both µpe and µtot are evaluated at the scattered photon energy E ′γ (or E2) in germanium
and are extracted from the NIST database [122].

The third term Pattn considers the exponential attenuation probability between the first
and second interaction sites:

Pattn = e
−
(
µtot|E′γ

)
(t12) (4.15)

where t12 is the distance traveled by the scattered photon in the detector medium. Note t12 is
not necessarily the same as the lever arm r12. Because this work employs two detectors with
a 10-mm separation distance, the scattered photon may travel partially through air before
reaching the second interaction site. The distance traveled through air is neglected in the
calculation of t12.
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Finally, the likelihood Ptot of an interaction sequence can be computed as the product
of Pkn, Ppe, and Pattn as shown by Equation 4.7. For a double-interaction event, Ptot is
calculated for each of the two possible sequences. Only the most probable sequence is used
in the image reconstruction.

4.3 Coded Aperture Image Reconstruction

4.3.1 Event Selection

Coded aperture imaging requires an incident photon transmitted through the mask to inter-
act at least once within the detector. For applications in which the source is well-defined,
stricter requirements can be imposed to reduce background noise. In this work, the incident
photon energy is known, which leads to the following event selection criteria:

1. only single-interaction events are considered,

2. the energy deposition must fall within a specified region-of-interest (ROI) near the
known incident energy, and

3. the depth of interaction must be less than 6 mm from the detector surface facing the
image space.

The purpose of the first criterion is twofold. First, single-interaction events do not require
gamma-ray tracking; and thus the possibility of a sequencing error is avoided. Second, the
coded aperture modality is used for low-energy photons, the majority of which interact
once via photoelectric absorption. While some low-energy photons can undergo multiple
interactions, such events can be ignored without a significant loss to imaging sensitivity.
The second criterion is enforced to mitigate event misclassification, and ultimately image
noise. By requiring full energy deposition within the detector, events prompted by wanted
and unwanted photons can be discriminated2. Finally, the third criterion reduces image
blurring by accounting for the finite detector volume in which photons can interact at multiple
depths. Selecting events within a limited range in depth prevents photons with oblique
angles of incidence from introducing spatial errors beyond the lateral position resolution of
the detector; the next section discusses this in more detail. It should be noted here that all
three criteria lead to event loss. The impact on imaging sensitivity is evaluated in Section
4.5.1.2.

2Event misclassification is still possible. For example, if escape from the detector is imminent, an unwanted
photon with an incident energy above the ROI can undergo one scattering interaction with an energy
deposition that falls within the ROI. Background subtraction should be performed to suppress these so-
called down-scattered events, but is not applied in this work.
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4.3.2 Event Binning

In coded aperture imaging, events are binned by interaction position such that the detector
data materializes into a distinct pattern. Up until now, there has been an implicit assumption
that photons are registered on a two-dimensional detector plane at a certain mask-to-detector
distance b. Under this assumption, the binning process is relatively straightforward. Events
are divided into (x, y) bins with a size determined by the lateral position resolution of the
detector; this work uses 2 mm2 bins.

In practice, the detector has a finite volume in which photons interact at multiple dis-
tances. Ignoring the depth of interaction in the binning process can lead to image blurring.
This is demonstrated later on in Section 4.5.2. The degree of blurring is directly correlated
to the photon angle of incidence with an increased effect as sources move further off-axis.
Furthermore, the type of blurring depends on the source-to-detector distance. In the far-field
where photons reach the detector in parallel, off-axis sources appear radially blurred. In the
near-field where photons hit the detector at varying angles of incidence, on-axis sources look
symmetrically blurred, while those off-axis appear asymmetrically blurred.

To mitigate this blurring effect, events should be binned by depth of interaction as well.
The bin thickness should not be made infinitely small as this leads to a computationally
expensive image reconstruction and does not necessarily enhance the image quality. This
work applies the following strategy to determine the optimal bin thickness.

First, the maximum angle θmax at which a photon can be incident on the detector is
calculated. This angle is determined by the boundaries of the field-of-view as illustrated in
Figure 4.9a. Assuming a detector and mask with fixed dimensions, θmax varies inversely with
the mask-to-detector distance b:

θmax = tan

(
lm − ld

2b

)
(4.16)

where, as with previous usage, lm and ld are the dimensions of the mask and detector,
respectively.

As the incident photon travels at θmax through the bulk of the detector, the lateral shift
in its position becomes more prominent. The minimum depth at which this shift exceeds
the lateral resolution wd of the detector determines the optimal bin thickness tbin:

tbin =
wd

tan (θmax)
(4.17)

as illustrated in Figure 4.9b.
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(a) (b)

Figure 4.9: (a) Determination of the maximum angle of photon incidence θmax and (b)
determination of the optimal bin thickness given θmax.

Figure 4.10: Detector measurement of a 57Co disc source of 2-mm diameter in the coded
aperture mode. The source was centrally positioned at a distance of 90 mm from the mask
with the mask positioned at a distance of 90 mm from the detector (magnification factor
m = 2). Only single-interaction events with an energy around 122 keV and a depth-of-
interaction of less than 5 mm from the detector surface were selected. These events were
grouped into 2 × 2 × 5−mm3 bins. Note bins around the edges of the detector and bin
columns near the center of the detector do not contain any events. These regions represent
dead detector strips.
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In the case of the Dual-Modality Imager, the optimal bin thickness ranges from 3 mm to
6 mm for mask-to-detector distances: 50 ≤ b ≤ 90 mm, respectively. Because the detector
has a 15-mm-thick volume, multiple layers of detector data in depth should be considered
if event loss is to be avoided. In such cases, the system response A should be expanded
to account for each detector layer. However, to avoid a computationally-expensive image
reconstruction, this work computes A at the center of the surface layer only and only selects
events within this layer. This can be performed without a large loss to sensitivity as the
majority of low-energy photons interact near the detector surface. Figure 4.10 provides an
illustration of the binned detector data at the surface layer.

4.3.3 Ray Tracing to Generate System Response

The system response A is the basic mathematical model for a linear image process. In the
context of gamma-ray imaging, A maps the gamma-ray distribution Λ in the image space to
the detector space:

A · Λ = D →


aij . . .
...

. . .

 ·


λj
...

 =


di
...



Image Voxels j

D
et
ec
to
r
P
ix
el
s
i

where Λ is a J × 1 matrix in which a single image voxel is j and the mean number of photon
emissions in that voxel is λj, and D is an I × 1 matrix in which a single detector pixel is i
and the total number of events in that pixel is di. The system response A is a 2-D matrix
in which the columns correspond to image voxels in a 3-D space, and the rows correspond
to detector pixels in a 2-D space3. Each element aij in A represents the probability that a
photon emitted at image voxel j is registered by detector pixel i.

For a coded aperture device, the probability aij can be defined as:

aij = εd︸︷︷︸
Efficiency Term

 w2
dcosθ

4π
∣∣∣−→U i −

−→
V j
∣∣∣2 + 2w2

dcosθ


︸ ︷︷ ︸

Solid Angle Term

e−µL︸︷︷︸
Attenuation Term

. (4.18)

3If multiple layers of detector data in depth were to be considered, the columns would correspond to detector
voxels in a 3-D space.
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The above probability can be broken down into three main terms. The first term εd represents
the efficiency of the detector pixel as determined experimentally. The second term accounts
for the detector solid angle. The solid angle calculation depends on the width wd of the
detector pixel, the angle θ between the incident photon direction and the normal to the

detector, and the distance
∣∣∣−→U i −

−→
V j
∣∣∣ between the center V j of image voxel j and the center

U i of detector pixel i. Note the quantity [2w2
dcosθ] in the denominator accounts for sources

that are exceptionally close to the detector, where the

[
1/
∣∣∣−→U i −

−→
V j
∣∣∣2] approximation does

not hold. Computationally speaking, the solid angle calculation is straightforward and quick.
Finally, the third term accounts for photon attenuation through the mask and depends on
the linear attenuation coefficient µtot of the mask material and the length L traveled by the
photon in the mask material. The attenuation coefficent µtot varies with photon energy and
is extracted from the NIST database [122]. The calculation of the attenuation length L is
complex and computationally-expensive, because a ray-tracing analysis is required.

Figure 4.11: Ray tracing through a tungsten mask with elements that converge at a point
F = (0, 0, f) in the detector space (diverging configuration). The point V j in the image
space is located at a z-distance of a from the mask front plane or (a+ t) from the mask back
plane. The point U i in the detector space is located at a z-distance of b from the mask front
plane or (b− t) from the mask back plane.
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The objective of ray tracing is to determine the attenuation length L traveled through the
mask material by a photon emitted in a given direction. Figure 4.11 illustrates the geometry
of the ray-tracing analysis applied to the mask in the diverging configuration. Here the origin
in the x- and y-directions is defined at the center of the mask and the origin in z- direction
at the back plane of the mask (nearest the detector). For each voxel j in the image space,
four rays are drawn from its center to four equidistant points on a given detector pixel i.
Each of the four rays has an associated attenuation length L. This work uses the average of
the four attenuation lengths in the calculation of aij to improve the accuracy of the system
response.

For a given ray connecting a point V j on image voxel j and a point U i on detector pixel
i, the unit vector of this ray is defined by:

r̂ =

−→
U i −

−→
V j∣∣∣−→U i −
−→
V j
∣∣∣ (4.19)

where
−→
V j and

−→
U i are vectors from the origin to the points Vj and Ui, respectively, and take

the form:

−→
V j = V j

x î+ V j
y ĵ − (a+ t)k̂ (4.20)

−→
U i = U i

xî+ U i
y ĵ + (b− t)k̂ (4.21)

−→
U i −

−→
V j =

(
U i
x − V j

x

)
î+
(
U i
y − U j

y

)
ĵ + (a+ b) k̂ (4.22)

where î, ĵ, and k̂ are unit vectors in the x−, y−, and z-directions, respectively. The ray
itself is defined by:

−→
Γ (α) =

−→
V j + (α) (r̂) (4.23)

where the ray
−→
Γ (α) is a function of α. Here α is an affine parameter ranging from (−∞,∞).

The intersection of the ray through the mask is a line segment between α−t and α0. The

vector
−→
Γ (α−t) describes where the ray intersections at z = −t, and the vector

−→
Γ (α0)

describes where the ray intersections at z = 0. Here t denotes the thickness of the mask; in
this work, t = 2.4 mm.

The parameter α−T is determined by the following dot product:

−→
Γ (α−t) · k̂ = −T → (4.24)[−→

V j + (α−t) (r̂)
]
· k̂ = −T → (4.25)
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− (a+ t) +
α−t∣∣∣−→U i −
−→
V j
∣∣∣ (a+ b) = −T → (4.26)

α−t =
a
∣∣∣−→U i −

−→
V j
∣∣∣

a+ b
. (4.27)

Similarly, the parameter α0 is determined by:

−→
Γ (α0) · k̂ = 0→ (4.28)[−→

V j + (α0) (r̂)
]
· k̂ = 0→ (4.29)

− (a+ t) +
α0∣∣∣−→U i −
−→
V j
∣∣∣ (a+ b) = 0→ (4.30)

α0 =
(a+ t)

∣∣∣−→U i −
−→
V j
∣∣∣

a+ b
. (4.31)

For a given point on the ray
−→
Γ (α) where α−t ≤ α ≤ α0, we want to determine whether

the point lies in tungsten or a hole. To do this, we must first define the walls of the mask
elements. The wall structure is determined via the projection of a pre-determined two-
dimensional mask function M (x, y) from the point of convergence F to a particular mask
plane, where M (x, y) is defined as:

M (x, y) =

{
0 if a point (x, y) is in a hole

1 if a point (x, y) is in tungsten
. (4.32)

For convenience, we project the mask function M (x, y) on the back plane of the mask (facing

the detector). The (x, y) point at which we evaluate M (x, y) is located on the line
−→
Ψ (α, β),

which connects the focal point F with a point on the ray
−→
Γ (α):

−→
Ψ (α, β) =

−→
F + β

(−→
Γ (α)−

−→
F
)

(4.33)

where
−→
F is a vector from the origin to the point of convergence F :

−→
F = 0̂i+ 0ĵ + fk̂ . (4.34)

In this example, the point F lies in the detector space at a distance z = f , where f = 210 mm
in this work. This indicates that the mask is in the diverging configuration. In the converging
configuration, the point F is moved to the image space at a distance z = −(f + t).
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The line
−→
Ψ (α, β) is a function of both α and β, where β is an affine parameter that

ranges from 0 ≤ β ≤ 1. If β = 0, then the point Ψ is located at the point of convergence

F . Furthermore, if β = 1, then Ψ is located on the ray
−→
Γ (α). For simplicity,

−→
Ψ (α, β) is

always evaluated at β0:

−→
Ψ (α, β0) =

−→
F + β0

(−→
Γ (α)−

−→
F
)

(4.35)

where β0 defines the point at which the line
−→
Ψ (α, β) intersects the mask back plane at z = 0.

If this intersection takes place in tungsten, then the point on the ray
−→
Γ (α) lies in tungsten.

Similarly, if the intersection occurs in a hole, then the point on the ray lies in a hole. We
compute the parameter β0 by the following dot product:[−→

Ψ (α, β0)
]
· k̂ = 0→ (4.36)[−→

F + β0

(−→
Γ (α)−

−→
F
)]
· k̂ = 0 . (4.37)

Note the parameter β0 is a function of α when we assert the above condition.

Once we compute
−→
Ψ (α, β0), we evaluate the mask function M (x, y) at this point:

M
(−→

Ψ (α, β0)
)

to determine whether the point on the ray
−→
Γ (α) lies in tungsten or in a

hole. We solve for
−→
Ψ (α, β0) ranging from α−t < α < α0 with a step-size ∆α of 0.2 mm and

compute M (x, y) at each point Ψ. The sum of all M
(−→

Ψ (α, β0)
)

from α−t ≤ α ≤ α0 gives

the length L traveled in tungsten by the ray
−→
Γ (α):

L =

α0∑
α−t

M
(−→

Ψ (α, β0)
)

∆α . (4.38)

Note M (x, y) is dimensionless, whereas ∆α has dimensions of length.
The calculation of the attenuation length L is the most computationally-expensive step

in building the system response. Because this work requires a multitude of system responses,
each for a specific imaging scenario, we need a fast algorithm. To reduce the computational
time, this work removes the calculation of L from the algorithm. Instead, the attenuation
lengths are extracted from a look-up table4.

The look-up table contains values of L for all possible locations and directions that the

ray
−→
Γ (α) could be incident on the mask back plane. The table takes the form of a two-

dimensional matrix in which each row corresponds to the incident (x, y) location of
−→
Γ (α)

and each column corresponds to the incident (θ, φ) direction of
−→
Γ (α). Each element in the

matrix is an attenuation length L and is computed using the method outlined above. In

4This work uses two separate look-up tables, one for the diverging mask and one for the converging mask.
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building the system response, only the incident (x, y) location and (θ, φ) direction of the

ray
−→
Γ (α) on the mask back plane is computed. The attenuation length L at these two

parameters is then extracted from the look-up table.

4.3.4 ML-EM with Penalty Functions for Binned Data

The cross-correlation method presented in Section 3.5.1 is the most conventional method of
coded aperture image reconstruction. This analytical approach has the advantage of being
computationally efficient and yields a perfect image reconstruction if the mask array has ideal
correlation properties and background noise is negligible. In reality, several factors cause
a deviation from ideal conditions. These include collimation effects and varying degrees
of magnification associated with the finite thickness of the source. Furthermore, cross-
correlation is only applicable to 2-D source distributions, whereas the imaging problem in
this work involves 3-D distributions. In addition to putting strict limitations on the imaging
problem, this method ignores the Poisson nature of the detection process, which can result
in noise amplification.

An alternative method employed by this work is iterative image reconstruction based
on Maximum-Likelihood Expectation-Maximization (ML-EM) [123, 124]. ML-EM is a more
forgiving approach because the algorithm is built on a probabilistic model of photon emis-
sions. The unknown source distribution Λ, which can be represented in 3-D, is determined
from the detector data D and system response A as follows:

λ̂k+1
j =

λ̂kj
sj, ca

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
) (4.39)

where λ̂kj is the estimated source strength in voxel j as calculated after k iterations and di
is the sum of events in detector pixel i. The system response aij is the probability that a
photon emitted from image voxel j is registered by detector pixel i and is determined by
the ray tracing method outlined in Section 4.3.3. The sensitivity sj, ca of the coded aperture

is defined by sj, ca =
I∑
i

aij so that sj, ca is the probability that an emission from voxel j is

detected in any of the detector pixels.
Equation 4.39 represents the textbook treatment of ML-EM [102] as derived in Section

3.4.3.3. This version of ML-EM is based on the maximization of the log-likelihood L∗ as
defined by Equation 3.36 and oftentimes provides an ill-posed problem. To have a well-posed
problem, we introduce penalty functions τ (λj) to adjust the reconstruction based on prior
knowledge of the source distribution. Rather than maximize the log-likelihood L∗, we want
to maximize (L∗ + τ), where positive τ is a desirable property of the source and negative τ
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is a penalty. Thus, the penalized ML-EM must satisfy:

∂

∂λj
(L∗ + τ) = 0 . (4.40)

Recalling the derivation of ML-EM in Section 3.4.3.3, we begin with the L∗ term:

∂L∗

∂λj
=

I∑
i

 (di) (aij)
J∑
j′
aij′λj′

− aij

 . (4.41)

We define the sensitivity sj, ca of an image voxel j by:

sj, ca =
J∑
j

aij ≥ 0 (4.42)

so that:

∂L∗

∂λj
=

I∑
i

 (di) (aij)
J∑
j′
aij′λj′

− sj, ca . (4.43)

Let’s now consider the penalty function term τ . We define:

τj =
∂τ

∂λj
(4.44)

and decompose τj into two terms:

τ+j =
1

2
[|τj|+ τj] ≥ 0 (4.45)

τ−j =
1

2
[|τj| − τj] ≥ 0 (4.46)

so that:

τj = τ+j − τ−j . (4.47)
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Now we combine L∗ and τ :

∂

∂λj
(L∗ + τ) =

I∑
i

 (di) (aij)
J∑
j′
aij′λj′

+ τ+j − sj, ca − τ−j . (4.48)

Similarly to Equation 3.39, the iterative algorithm takes the form:

λk+1
j = λkj + ∆k

j

∂

∂λj
(L∗ + τ) . (4.49)

To maintain positivity, we choose ∆k
j to be:

∆k
j =

λkj

sj, ca + τ
−(k)
j

. (4.50)

Finally, the combination of Equations 4.49 and 4.50 yields the penalized-formulation of the
ML-EM algorithm:

λ̂k+1
j =

λ̂kj

sj, ca + τ
−(k)
j


I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
) + τ

+(k)
j

 . (4.51)

Note the penalty function τ has yet to be defined; thus far, we have only stated τ to be a
function of λj. The following discussion defines two penalty functions that have incorporated
into the ML-EM algorithm employed by this work: (1) Tikhonov regularization (TIK) and
(2) total variation (TV).

A common problem in ML-EM is noise amplification in image voxels with small sensitiv-
ities. If there is no penalty, ML-EM gives:

λ̂k+1
j =

λ̂kj
sj, ca

I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
) (4.52)

which can blow-up the intensity λ̂k+1
j for small sj, ca. To prevent this, the following penalty
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function τTIK can be applied:

τTIK = −ε2
J∑
j′

(
s2max,ca
sj′,ca

)(
λ̂j′
)

(4.53)

so that:

τ+j,T IK = 0 (4.54)

τ−j,T IK =
(ε2)

(
s2max,ca

)
sj, ca

. (4.55)

By incorporating τTIK into Equation 4.51, the ML-EM algorithm takes the form:

λ̂k+1
j =

(
λ̂kj

)
(sj, ca)

s2j, ca + (ε2)
(
s2max,ca

)


I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
)
 (4.56)

where ε adjust the impact of the regularization. This first penalty function suppresses
undue noise amplification in voxels with small sensitivities and leads to the well-known
Tikhonov regularization. In the notation presented here, the Tikhonov regularization is
proportional to ε : 0 < ε � 1 and suppresses noise amplification in voxels with sensitivities
sj, ca < (ε) (smax,ca). Values in the range 0.01 ≤ ε ≤ 0.1 were tested and employed throughout
this work.

The second penalty function τTV is the well-known total variation penalty, which is
designed to suppress voxel-scale variations between neighboring voxels and should only be
applied in imaging scenarios where the activity distribution has known uniformity. This

penalty function can be defined as summation of the differences
∣∣∣λ̂m − λ̂n∣∣∣ for all pairs of

neighboring image voxels:

τTV = −η
2

∑
m,n

(Nmn) (sca,max)

Cm

∣∣∣λ̂m − λ̂n∣∣∣ (4.57)

where:

Nm,n ≡

{
1 if m and n are neighboring voxels

0 if m and n are not neighboring voxels
(4.58)

Cm ≡
∑
n

Nmn = number of neighbors of voxel m (4.59)
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where the Cm term normalizes the effects of many neighbors. For this analysis, each image
voxel m was assumed to be surrounded by Cm = 26 neighboring voxels. The parameter
η : 0 < η � 1 adjusts the impact of total variation on the reconstruction and nudges the
solution towards uniformity. Values in the range 0.01 ≤ η ≤ 0.03 were tested and employed
throughout this work. Note the factor 1/2 in the above summation prevents double counting.

Now we want to take the derivative of τTV :

τj,TV ≡
∂τ

∂λj
= −η

2

∑
m,n

(Nmn) (sca,max)

Cm

∂

∂λj

∣∣∣λ̂m − λ̂n∣∣∣ (4.60)

and we observe that:

∂λm
∂λn

= δmn (4.61)∣∣∣λ̂m − λ̂n∣∣∣ =

√(
λ̂m − λ̂n

)2
(4.62)

so that:

∂

∂λj

∣∣∣λ̂m − λ̂n∣∣∣ =

(
λ̂m − λ̂n

)
√(

λ̂m − λ̂n
)2 (δmj − δnj) (4.63)

= sign
(
λ̂m − λ̂n

)
(δjm − δjn) . (4.64)

Note the above definition is symmetric in m and n. The penalty function τj,TV now takes
the form:

τj,TV ≡
∂τ

∂λj
= −η

2

∑
m,n

(Nmn) (sca,max)

Cm
sign

(
λ̂m − λ̂n

)
(δjm − δjn) . (4.65)

In the above summation, either image voxel m or n must equal image voxel j due to the
delta functions. The summation evaluated over n for m = j is equivalent to the summation
over m for n = j. Thus, the two summations over m and n can be combined into a single
summation:

τj,TV = −(η2) (sca,max)

Cj

∑
n

(Njn) sign
(
λ̂j − λ̂n

)
(4.66)

=
(η2) (sca,max)

Cj

∑
n

(Njn) sign
(
λ̂n − λ̂j

)
. (4.67)
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For simplicity, let’s rewrite the above as:

τj,TV =
(
η2
)

(sca,max) (Ξj) (4.68)

Ξj ≡
1

Cj

∑
n

(Njn) sign
(
λ̂n − λ̂j

)
(4.69)

where −1 ≤ Ξj ≤ 1. If Ξj is positive, then one should increase λ̂j to decrease TV; likewise,

if Ξj is negative, one should decrease λ̂j to decrease TV:

Ξj > 0→ increase λ̂j

Ξj < 0→ decrease λ̂j .

When implementing iterative ML-EM, the vector Ξj must be evaluated for each iteration:

Ξkj =
1

Cj

∑
n

(Njn) sign
(
λ̂kn − λ̂kj

)
. (4.70)

The functions Ξ±j can be written as:

Ξ
(k)+
j =

1

2

[∣∣Ξkj ∣∣+ Ξkj
]

Ξ
(k)−
j =

1

2

[∣∣Ξkj ∣∣− Ξkj
]

and separate out the positive and negative parts of Ξj.
Finally, by incorporating Ξ±j into Equation 4.56, the ML-EM algorithm takes the form:

λ̂k+1
j =

(
λ̂kj

)
(sj, ca)

s2j, ca + (ε2)
(
s2max,ca

)
+ (η2) (smax,ca) (sj, ca)

(
Ξ
−(k)
j

)×


I∑
i

(di) (aij)
J∑
j′

(aij′)
(
λ̂kj′
) +

(
η2
)

(smax,ca)
(
Ξ
+(k)
j

) . (4.71)

All coded aperture image reconstructions presented in this work are generated using the
above formulation [101].
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4.3.5 Image Reconstruction with Multiple Perspectives

As a coded-aperture device, the detector can theoretically provide information for 3-D image
reconstruction in the near field from just a single viewing angle. The magnification associated
with the relative distance of the mask and source provides information about the source
distance. However, the depth resolution can improve significantly by acquiring data from
different viewing angles. This can also be said for the Compton camera.

Given the limited mobility of the Dual-Modality Imager, the imager cannot be rotated
around the source to acquire multiple perspectives. As an alternative, the source is rotated
around a well-defined axis and data is acquired for a fixed amount of time at each viewing
angle θ. The impact on the reconstruction algorithm is straightforward. New data channels
are added to the detector matrix D for each perspective as follows:

D =



D (θ0)
D (θ1)

...

D (θn)


. (4.72)

Furthermore, the system matrix A must be expanded to account for the detector data from
the additional perspectives. To do this, we first define a new source image space J (θ) for
each angle θ by a simple rotation operation:

J (θ) = J (θ0) ·

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 (4.73)

where J (θ) is a matrix of (x, y, z) voxel positions and essentially represents a rearrangement
of the initial image space J (θ0) at angle θ = 0◦. Note the above operation performs a
counter-clockwise rotation of J (θ0) around a fixed y-axis. Next, for each J (θ), we compute
a corresponding system response A (θ) using the ray-tracing method outlined in Section
4.3.3. We can now expand the system matrix A as follows:

A =



A (θ0)
A (θ1)

...

A (θn)


. (4.74)
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Note that while both the detector data D and system response A must be expanded to
accommodate multiple perspectives, the dimensions of the gamma-ray distribution Λ remain
unchanged. The imaging problem now takes the form:

A (θ0)
A (θ1)

...

A (θn)


·
[
Λ
]

=



D (θ0)
D (θ1)

...

D (θn)


. (4.75)

The above method can be applied to the Compton modality as well.

4.4 Compton Image Reconstruction

4.4.1 Event Selection

Compton imaging can be realized by a multitude of interaction scenarios, including triple
interactions, double Compton scatterings with the scattered photon escaping, etc. However,
this work only accepts a small fraction of these as Compton events. Assuming the incident
photon energy is known, Compton events are selected based on the following criteria:

1. only double-interaction events are considered,

2. the sum of the energy depositions must fall within a specified ROI near the known
incident energy,

3. only interactions with an opening angle θ in the range −0.4 < cosθ < 1 are accepted,

4. the distance between the two interactions (i.e. the lever arm) must be greater than
14 mm, and

5. back-projection criterion (discussed later in Section 4.4.2.4).

The first two criteria are intended to restrict the analysis to Compton-photoelectric events
only. The second two criteria arise from the imaging properties of the events. Perfect
Compton kinematics dictate that the incident photon must originate from a 3-D cone in
space. However, uncertainties in the energy depositions and positions of interaction blur
this cone. In practice, the uncertainties in energy render the blurring in back-scattered
photons (−1 < cosθ < −0.4) virtually worthless for image reconstruction. Likewise, events
with short lever arms (< 14 mm) produce large uncertainty in the cone axis; which, in
turn, blurs the back-projected cone. Criteria 3 and 4 are imposed to eliminate such low-
resolution events from the analysis; and thus, there is a trade-off between image resolution
and sensitivity. This tradeoff is demonstrated in Section 4.5.3.
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4.4.2 Analytical Model for Compton Cone Back-projection

The back-projection of Compton cones provides an initial estimate of the source distribution
and serves as input for list-mode ML-EM. The objective of Compton back-projection is
to determine the weights of image voxels intersected by Compton cones. Each weight wij
effectively represents the probability that a photon emitted at image voxel j resulted in
Compton event i. To estimate these weights, Gunter et al. [125] derives an analytical model
that predicts the expected rate of Compton events from the rate of emissions from a single
image voxel. The derivation of the model can be broken down into three main steps which
determine:

1. photon emission rate from a single image voxel,

2. photon density distribution in the detector given step (1), and

3. rate of Compton events given step (2).

The rate in step 3 divided by the rate of photon emissions defines the Compton system
response wij that is used in ML-EM. The following provides a high-level discussion of each
step. The meanings of mathematical symbols presented in this section are mostly consistent
with the usage in Gunter et al. [125] and may differ from previous usage in this work.

4.4.2.1 Photon Emission Rate from an Image Voxel

The distribution of photon emissions can be described as:

A (~x, E) =
[emissions]

[sec] [keV] [m3]

where A (~x, E) is the activity density at ~x from the emission line at energy E. In general,
A (~x, E) is a continuous function of ~x and E, but in imaging applications, A (~x, E) is often
discretized into a large number of voxels with each voxel containing a constant amount of
activity:

A (~x, E) = A (E) · Ω
(
~x− ~C

)
(4.76)

where A (E) is the activity within the voxel, Ω (~x) is the voxel spatial distribution, and

capital ~C is the voxel center. Conveniently, the voxel distribution can be defined by a
Gaussian function:

Ω (~x) =

(
6

π

) 3
2

exp

[
−6 |~x|2

L2

]
(4.77)
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where L is the voxel width. A Gaussian, as opposed to a cubic, voxel function is selected
because the function is rotationally symmetric and simplifies calculations later on.

4.4.2.2 Photon Density Distribution in the Detector

The photon phase-space density Φ can be defined as:

Φ (~x, ~p) =
[# photons][
keV3

]
[m3]

where ~x describes the position of the photon emission and ~p represents the photon momen-
tum. Because Compton scattering is crucial in this analysis, Φ is decomposed based on the
number of scattering interactions:

Φn (~x, ~p) = photon density following n scatters

Φ (~x, ~p) =
∞∑
n=0

Φn (~x, ~p) (4.78)

where Φ0 corresponds to the photon density entering the detector and Φn corresponds to
the photon density following the nth scatter within the detector. The utility of this decom-
position is threefold: (1) Φ0 is easily computed for a Gaussian voxel source, (2) Φn+1 is
easily computed from Φn in terms of known differential cross-sections, and (3) the rate of
interactions in a given region is easily computed from Φ within that region.

In general, the photon density Φ0 incident on a detector can originate from either near-
or far-field sources. Far-field sources are essentially independent of the detector position, i.e.
there are no parallax effects if the detector system moves. These sources are not of concern
in this analysis. Near-field sources arise from isotropic emissions as described by A (~x, E)
in Equation 4.76, and the subsequent photon density Φ0 can be approximated as:

Φ0 (~x, ~p) =

∫ ∫ ∫
d3~z

∫
dE A (~z, E)

Att (~x, ~z, E)

4πc |~x− ~z|2
δ3
(
~p− E (~x− ~z)

|~x− ~z|

)
(4.79)

where the variable of integration ~z represents the position of photon emission, ~x describes
the position of the flux being measured, lowercase c is the speed of light, and the attenuation
function Att is a dimensionless term defined by a line integral of the attenuation coefficient
µ:

Att (~x, ~z, E) ≡ exp

− |~x− ~z| 1∫
0

dκ µ (κ ~x+ (1− κ) ~z, E)

 (4.80)
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where the variable of integration κ is an affine parameter of the line segment. The photon
phase-space density Φn+1 that arises from the scattering of photons in the photon density
Φn can be defined as:

Φn+1 (~x, ~p) =

∫ ∫ ∫
d3~z

∫ ∫ ∫
d3~k Φn

(
~z, ~k

)
×

Att (~x, ~z, |~p|) µ
(
~z,
∣∣∣~k∣∣∣)

|~x− ~z|2
fcs

(∣∣∣~k∣∣∣) Pkn

(∣∣∣~k∣∣∣ , |~p|)
|~p|2

×

δ

|~p| − me

∣∣∣~k∣∣∣
me +

∣∣∣~k∣∣∣− ~k·~p
|~p|

 δ2
(
~p

|~p|
,

(~x− ~z)

|~x− ~z|

)
(4.81)

where me is the electron mass, Pkn is the Klein-Nishina weighting function previously defined
by Equation 4.9, and fcs is fraction of Compton interactions defined by:

fcs ≡
σcs (E)

σtot (E)

where σcs and σtot are the Compton scattering and total interaction cross sections, respec-
tively.

4.4.2.3 Compton Event Rate in the Detector

This work considers a Compton event to be the simultaneous detection of two interactions,
labeled here as D1 and D2. The first interaction D1 is the initial Compton scattering of
the incident photon having momentum k1 at location x1 in the detector. The measured
position of D1 is r1 (±λ1), and the measured energy deposition is E1 (±ε1). The scattered
photon subsequently propagates with momentum k2 to location x2 and interacts via photo-
electric absorption. The measured position of this second interaction D2 is r2 (±λ2), and the
measured energy deposition is E2 (±ε2).

To determine the rate of such events, we start by computing the rate of photoelectric
absorptions D2 that result from all single-scattered photons:

Rate (D2) = Eff (~r2, E2)

∫ ∫ ∫
d3~x2

∫ ∫ ∫
d3~k2 Φ1

(
~x2, ~k2

)
×

µ
(
~x2,

∣∣∣~k2∣∣∣) fpe

(∣∣∣~k2∣∣∣) c Dx (~x2|~r2, λ2) DE

(∣∣∣~k2∣∣∣ |E2, ε2

)
(4.82)

where the variables of integration ~x and ~k represent the actual interaction position and mo-
mentum deposited in the detector, respectively. The variables r and E represent the reported
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position and energy deposition of interaction D, respectively. The term fpe represents the
fraction of photoelectric absorptions defined by:

fpe ≡
σpe (E)

σtot (E)

where σpe is the photoelectric absorption cross section. The single-scattered photon density
Φ1 arises from Φ0 and is determined by Equation 4.81:

Φ1
(
~x2, ~k2

)
=

∫ ∫ ∫
d3~x1

∫ ∫ ∫
d3~k1 Φ0

(
~x1, ~k1

)
×

Att
(
~x2, ~x1,

∣∣∣~k2∣∣∣) µ
(
~x1,

∣∣∣~k1∣∣∣)
|~x2 − ~x1|2

fcs

(∣∣∣~k1∣∣∣) Pkn

(∣∣∣~k1∣∣∣ , ∣∣∣~k2∣∣∣)∣∣∣~k2∣∣∣2 ×

δ

∣∣∣~k2∣∣∣− me

∣∣∣~k1∣∣∣
me +

∣∣∣~k1∣∣∣− ~k1·~k2
|~k2|

 δ2

 ~k2∣∣∣~k2∣∣∣ ,
(~x2 − ~x1)
|~x2 − ~x1|

 . (4.83)

Here the first delta function describes the kinematics of Compton scattering. The second
delta function enforces equivalency between the direction of the scattered photon momentum
and the direction from the first to second interaction.

Note the rate formula in Equation 4.82 imposes a generalization for the description of
the Compton imager. This formula considers detectors that report the interaction position
as (ri, λi) and deposition energy as (Ei, εi), where λi is the spatial resolution of interaction
ri and εi is the energy resolution at energy Ei. The spatial region is described by function
Dx and the energy interval by function DE, where:

Dx (~x|~r, λ) = exp

[
−|~x− ~r|

2

2λ2

]

DE (k|E, ε) = exp

[
−(k − E)2

2ε2

]
.

In reality, the detection system does not report all interactions. We can account for this by
employing an efficiency function Eff (~r, E) that satisfies 0 < Eff (~r, E) < 1.

Equation 4.82 considers scattered photons from all regions in the detector. We are
interested in restricting this rate to only those interactions that are consistent with the
detection of the first interaction D1. Such restrictions are accomplished by integrating the
appropriate detector functions (i.e. Eff, Dx, DE) for the D1 interaction; thereby limiting the
ranges of x1 and k1. Consequently, the rate of coincident events (D1, D2) is given by:
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Rate (D1, D2) = Eff (~r1, E1) Eff (~r2, E2)

∫ ∫ ∫
d3~x1

∫ ∫ ∫
d3~k1 Φ0

(
~x1, ~k1

)
c ×∫ ∫ ∫

d3~x2

∫ ∫ ∫
d3~k2 µ

(
~x1,

∣∣∣~k1∣∣∣) fcs

(∣∣∣~k1∣∣∣) µ
(
~x2,

∣∣∣~k2∣∣∣) fpe

(∣∣∣~k2∣∣∣)×
Att

(
~x2, ~x1,

∣∣∣~k2∣∣∣)
|~x2 − ~x1|2

Pkn

(∣∣∣~k1∣∣∣ , ∣∣∣~k2∣∣∣)∣∣∣~k2∣∣∣2 ×

δ

∣∣∣~k2∣∣∣− me

∣∣∣~k1∣∣∣
me +

∣∣∣~k1∣∣∣− ~k1·~k2
|~k2|

 δ2

 ~k2∣∣∣~k2∣∣∣ ,
(~x2 − ~x1)
|~x2 − ~x1|

×
Dx (~x2|~r2, λ2) DE

(∣∣∣~k2∣∣∣ |E2, ε2

)
Dx (~x1|~r1, λ1) DE

(∣∣∣~k1∣∣∣− ∣∣∣~k2∣∣∣ |E1, ε1

)
.

(4.84)

This 12-dimensional integral is the fundamental definition of the Compton event rate, but
to be useful, several simplifications are made. The delta functions inherently remove three
dimensions of integration. Furthermore, several terms can be assumed constant and removed
from the integrals. These include the interaction fractions fcs and fpe, the attenuation
coefficient µ, the attenuation function Att, the Klein-Nishina weighting function Pkn, and
the efficiency functions Eff:

fcs1 ≡ fcs (E1 + E2)

fpe2 ≡ fpe (E2)

µ1 ≡ µ (~r1, E1 + E2)

µ2 ≡ µ (~r2, E2)

Attext ≡ Att (~c, ~r1, E1 + E2)

Attint ≡ Att (~r1, ~r2, E2)

P 12
kn = Pkn (E1 + E2, E2)

Eff1 ≡ Eff (~r1, E1)

Eff2 ≡ Eff (~r2, E2)

where Attext and Attint represent the attenuation functions for the incident and scattered
photons, respectively. The remaining simplifications applied to Equation 4.84 are outlined
in Gunter et al. [125] and lead to the following rate equation:
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Rate (D1, D2) =
[
L3AEγ

]︸ ︷︷ ︸
1

[Eff1 Eff2 Attint Attext]︸ ︷︷ ︸
2

[
2π λ21 λ

2
2

r2s r
2
12

]
︸ ︷︷ ︸

3

[
µ1 λ1 µ2 λ2 fcs1 fpe2 P

12
kn

]︸ ︷︷ ︸
4

exp

[
−(Eγ − E1 − E2)

2

2 (ε21 + ε22)

]
︸ ︷︷ ︸

5

CC
(
~α · ~β, µ; Σi

)
︸ ︷︷ ︸

6

. (4.85)

Here the first term
[
L3AEγ

]
represents the emissions per second within an image voxel,

where AEγ is the activity from the emission line at energy Eγ. The second term consists
of dimensionless coefficients that reduce the fraction of emissions. The third term is also
dimensionless and characterizes the solid angles associated with the detector volumes and
depends on the spatial resolutions λ1 and λ2 of the interactions and the distances rs and r12,
where rs is the distance between the center of the image voxel and first position of interaction
and r12 is the lever arm or distance between the two positions of interaction. The fourth
term is a dimensionless interaction term that primarily depends on the energy depositions
E1 and E2 and characterizes the probabilities of the two interactions within the detector and
the probability of Compton scatter. Note only the first term

[
L3AEγ

]
provides dimensions

in the above rate equation, which has units in counts per second.
The last two terms are the most crucial to this analysis. The fifth term suppresses the

rate for energies (E1 + E2) far from the spectral line at Eγ. The sixth term, referred to as
the Compton cone function CC, suppresses the rate for image voxels that are not located on
the Compton cone. The CC function can be defined as:

CC
(
~α · ~β, µ; Σi

)
≡ 1

(2π Σ2
1) (2π Σ2

2)

∫ ∫
S2

d2~Ω1

∫ ∫
S2

d2~Ω2 Θ
(
~Ω1 · ~β

)
Θ
(
~Ω2 · ~α

)

exp

[
− 1

2Σ2
1

[
1−

(
~Ω1 · ~β

)2]
− 1

2Σ2
2

[
1−

(
~Ω2 · ~α

)2]]
exp

−
[(
~Ω1 · ~Ω2

)
− µ

]2
2Σ2

3


(4.86)

where the variables of integration Ω1 and Ω2 correspond to the directions of the incident and
scattered photons, respectively, and the operator Θ represents a heavyside step function.
The vector β denotes the direction from the center C of the image voxel to the detector:

β ≡ ~r1 − ~C

rs
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and the vector α points from the first position r1 to the second position r2 of interaction:

α ≡ ~r2 − ~r1
r12

denoting the direction of the scattered photon. The CC function determines the imaging
properties of the Compton camera and has the most significance in this analysis. The
details of this calculation are complicated and beyond the scope of this work. In practice,
the following analytical approximation can be employed:

CC
(
ν, µ; Σi

)
≈ Σ3√

Σ2
3 + (1− ν2) Σ2

1 +
(
1− µ2

)
Σ2

2

×

exp

[
−

(√
1− ν2 − χ

)2
∆2

2
[
Σ2

3 + (1− ν2) Σ2
1 +

(
1− µ2

)
Σ2

2

]] (4.87)

where:

ν = ~α · ~β

µ = max

(
−1, 1− (me) (E1)

(E1 + E2)E2

)

σ ≡ sign
(
µ
√

1− ν2 − ν
√

1− µ2
)

γ ≡ max
(
ε,
(
µ
)

(ν) +
√

1− µ2
√

1− ν2
)

[ε ≈ 0.0001]

∆ ≡ σ
√

1− γ2

χ ≡ (ν) (∆)

γ

Σ1 =
L√
12rs
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Σ2 =

√
λ21 + λ22
r12

Σ3 =
ε1ε2 (ε21 + ε22)

3
2 me

[ε21E2 + ε22 (Eγ − E1)]
2

where Σ1 describes the uncertainty due to the finite size of the image voxel, Σ2 the uncertainty
in the measured positions of interaction, and Σ3 the uncertainty in the energy depositions.
In combination, these three terms describe the angular resolution of the Compton imager.
The uncertainty Σ3 should vary depending on the energy deposition, but in this work, this
uncertainty is defined by a constant. This simplification provides reasonable results. Possible
improvements may be realized by accounting for the energy dependency of Σ3. Note the
underlined coefficient µ represents the cosine of the cone opening angle, not the attenuation
coefficient µ.

Finally, we compute the back-projected weight wij by normalizing Equation 4.85 by the
activity term

[
L3AEγ

]
:

wij ≡
Rate (D1, D2)

L3AEγ
(4.88)

so that wij is a dimensionless probability that serves as the system response of the Compton
imager.

4.4.2.4 Compton Back-projection Criterion

Oftentimes we desire an image space that closely surrounds the source of interest to enable
a computationally-efficient and tractable reconstruction. In Compton imaging, imposing
such tight restrictions can result in edge effects. These effects are related to Compton cones,
mostly those that have been sequenced incorrectly, that just barely graze the edges of the im-
age space. These edges, which tend to have lower sensitivities than the center image voxels,
can blow up during the iterative reconstruction process due to the sensitivity normalization
in the ML-EM algorithm. This noise amplification can be suppressed via Tikhonov regu-
larization as described in Section 4.3.4. However, to completely eliminate the noisy corners
requires heavy regularization, which in turn degrades the rest of the image. For this reason,
this work selectively removes undesirable cones prior to the iterative reconstruction step.

Only Compton cones whose total probability density functions exceed a given threshold
T are considered:

ti =
J∑
j

wij
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ti ≥ T → keep Compton event i

ti < T → eliminate Compton event i (4.89)

where ti is the summation of back-projected weights over all image voxels j for a given
Compton event i. This summation reflects the number of image voxels intersected by the
cone. Thus, if a cone grazes the outskirts of the image space, the associated ti should be
small. That said, ti is not indicative of which image voxels are intersected. For example, if
a cone with a small opening angle intersects the center of the image space, the associated ti
might not exceed T . These desirable events are thrown-away using the above criterion, but
nonetheless represent a small fraction of those eliminated from the reconstruction.

The threshold T is selected on a case-by-case basis as the optimal T varies depending on
the size of the image space and attributes related to the source of interest. Because of this
variability, this work does not account for event loss due to the back-projection criterion in
calculating the imaging sensitivity of the Compton camera (as reported in Section 4.5.1.2).
For each imaging problem, a histogram of all ti for Compton events i = 1, 2, ..., I is generated
as illustrated in Figure 4.12. The start of the histogram generally features a sharp edge. This
edge represents back-projected cones with a significantly small ti. The threshold T is selected
at the point where the histogram edge transitions into a valley.

Figure 4.12: Histogram of the summed weights ti =
J∑
j

wij for all Compton events i =

1, 2, ..., I. The Compton data were acquired from an 225Ac point-like source at the 440-keV
emission line of the daughter 213Bi. The red dashed line is located at the threshold T .
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(a) (b)

Figure 4.13: 2-D Compton back-projections of an 225Ac point-like source produced from (a)
events that fall below the threshold: ti < T and (b) events that exceed the threshold: ti ≥ T .
Both images were produced from the data displayed in Figure 4.12.

Using the same Compton data as displayed in Figure 4.12, back-projected images were
produced from (a) events that fall below the threshold: ti < T and (b) events that exceed
the threshold: ti ≥ T . Figure 4.13 displays 2-D slices of the back-projections. Note the
intensity scales of these images are not equivalent to the values of ti displayed in Figure 4.12.
The back-projected intensity tj represents the summation of back-projected weights over all
events i = 1, 2, ...I in a given image voxel j:

tj =
I∑
i

wij .

Back-projection (a) illustrates the impact of undesirable cones directed towards the edges
of the reconstruction space. There is a significant concentration of intensity at the corners.
Back-projection (b) illustrates the impact of eliminating undesirable cones that graze the
edges of the image space. Now the source intensity is concentrated at the center.

It’s important to note that the back-projection criterion in Equation 4.89 inherently
introduces bias into the image reconstruction. For example, if the threshold T is set too
high, then the intensity can appear overly concentrated in the center region. More work
needs to be done in developing a standardized and unbiased approach to eliminating edge
effects. This should include improvements to the gamma-ray tracking algorithm so that more
Compton cones are sequenced correctly and directed inside of the image space.
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4.4.3 ML-EM with Penalty Functions for List-mode Data

Unlike coded aperture imaging, where the detector data can easily be binned by position
of interaction, Compton imaging produces cones that are defined by multiple parameters,
including the measured energy depositions and positions of two interactions and the un-
certainties associated with each energy and position. The large Compton parameter space,
relative to the number of collected data elements, makes binning the data extremely challeng-
ing. For this reason, Compton events are fed as list-mode data into the image reconstruction
[126]. Similar to Equation 4.71 derived in Section 4.3.4, the following list-mode formulation
of the ML-EM algorithm is applied in this work:

λ̂k+1
j =

(
λ̂kj

)
(sj, ci)

s2j, ci + (ε2)
(
s2max,ci

)
+ (η2) (smax,ci) (sj, ci)

(
Ξ
−(k)
j

)×


I∑
i

wij
J∑
j′

(wij′)
(
λ̂kj′
) +

(
η2
)

(smax,ci)
(
Ξ
+(k)
j

) . (4.90)

Here wij serves as the system response and represents the expected probability of a Compton
event i from an emission originating in image voxel j. The matrix elements wij are calculated
from the analytical model derived in Section 4.4.2.

It is important to note that Equation 4.90 is equivalent to Equation 4.71 with the con-
dition that each observation consists of a single event (di = 1) and “unobserved” events
(di = 0) are ignored. The advantage of this formulation is that wij need not be evaluated
for unobserved combinations of interactions. The problem is that the sensitivity term sj, ci
for the Compton imager requires a sum of wij over all possible events i, including those with
di = 0. And unfortunately, the role of sj, ci is crucial in list-mode ML-EM because sj, ci
accounts for unobserved events and provides overall normalization. Conceptually, sj, ci is
just the probability that an arbitrary emission from image voxel j is observed somewhere in
the detector system. Based on this observation, the sensitivity can be evaluated without the
explicit calculation of all possible wij.

Assume a point source located at a position (x, y, z) where the origin lies at the center
of the front face of a detector. We can then approximate the Compton sensitivity sj, ci by
the following integral over the detector surface:

sj, ci (x, y, z) ≈ 1

4π

∫
dα

∫
dβ

z[
(x− α)2 + (y − β)2 + z2

] 3
2

. (4.91)

The above accounts for sources that are exceptionally close to the detector, where the 1/R2
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Figure 4.14: An illustration of a planar detector surface over which an integration is per-
formed to determine the Compton sensitivity sj, ci.

approximation does not hold. In reality, the Compton sensitivity also varies with the incident
photon energy. Equation 4.91 neglects this dependency, but serves as a good approximation.
The true sensitivity should simply scale by a constant factor related to the incident energy.

Figure 4.14 provides an illustration of the detector surface over which we integrate. We
define the surface from −L1

2
< x < L1

2
and −L2

2
< y < L2

2
, where L1 and L2 are the

dimensions of a planar detector. In this work, L1 = L2 = 37 mm. The sensitivity sj, ci now
becomes:

sj, ci (x, y, z) ≈ z

4π

L1
2∫

−L1
2

dα

L2
2∫

−L2
2

dβ
1[

(x− α)2 + (y − β)2 + z2
] 3

2

. (4.92)

This integral can be evaluated in closed analytical form and expressed as a sum over four
terms:

sj, ci (x, y, z) ≈ 1

4π

2∑
m=1

2∑
n=1

arcsin [(Um) (Vn)] (−1)m+n (4.93)

where

Um =
um√
u2m + z2

, −1 < Um < 1
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(a) Single Viewing Angle (b) Eight Viewing Angles

Figure 4.15: Compton sensitivity maps generated for (a) a single viewing angle and (b) eight
(45◦) viewing angles using Equation 4.93. Each map is displayed in 2-D along the x- and
z-directions. In (a), the x-axis at z = 0 corresponds the detector surface and the z-axis
corresponds to the distance away from the surface.

Vn =
vn√
v2n + z2

, −1 < Vn < 1

where

u1 = x+
L1

2
v1 = y +

L2

2

u2 = x− L1

2
v2 = y − L2

2
.

Using the above solution, the sensitivities sj, ci for both one and eight (45◦) viewing angles
were computed. The latter is simply the sum of sensitivities over all angles. Figure 4.15
displays the sensitivity maps in 2-D along the x- and z-directions. For map (a) of a single
viewing angle, the x-axis at z = 0 corresponds to the detector surface and the z-axis cor-
responds to the distance away from the surface. Note the sensitivity precipitously drops as
the z-distance increases. Map (b) is employed in scenarios where the source is rotated in 45◦

increments. The low sensitivities in the corners of (b) arise from non-physical image voxels
that lie outside of the original image space when the image space is oriented at 45◦, 135◦,
225◦ or 315◦. Performing the image reconstruction in these corners can cause artifacts.
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4.5 Imaging Performance

4.5.1 Detector Performance

Imaging performance is strongly controlled at the detector level by parameters such as spec-
troscopic response and position resolution, with the former encompassing both energy reso-
lution and imaging sensitivity. This section only evaluates the spectroscopic response of the
Dual-Modality Imager as the position resolution has already been heavily investigated by
Chivers [96]. From this previous work, the DSSDs demonstrated a depth resolution as good
as 0.5 mm in FWHM. For all practical purposes, the lateral position resolution of DSSDs can
be approximated in FWHM as the strip pitch; this work approximates the lateral position
resolution to be 2 mm in FWHM. In reality, the distribution of events within a strip has a
standard deviation of pitch/

√
12. In theory, DSSDs can achieve a finer position resolution

by using interpolation methods [108]. Such methods were previously explored by Lazar [95],
but are not employed in this work.

4.5.1.1 Energy Resolution

In the context of this work, the importance of energy resolution is twofold. First, both coded
aperture and Compton imaging require knowledge of the incident gamma-ray energy. This
requirement is realized by selecting only those events that fall within a specified region-of-
interest (ROI) around the known incident energy. The size of the ROI is dictated by the
energy resolution of the detectors. With improved energy resolution, the ROI can be reduced,
and events prompted by wanted and unwanted photons can be better discriminated; thereby
mitigating image noise. Second, in Compton imaging, the uncertainty in the first energy
deposition, of which the finite energy resolution of the detectors is a partial contributor5,
propagates to the uncertainty in the opening angle of the Compton cone and blurs the
image. To mitigate this blurring effect, as well as enable better event discrimination, this
work employs detectors based on HPGe - the gold-standard in terms of energy resolution.

In the case of the Dual-Modality Imager, the determination of energy resolution is not
straightforward due to its multi-channel design. The imager has 148 individual channels
in total with each channel having a distinct energy resolution. The overall energy resolu-
tion of the system includes contributions from each individual channel as well as factors
related to the event reconstruction process. The following analyzes the energy resolution
at different gamma-ray energies for several classes of detector data: unreconstructed data,
single-interaction events, and double-interaction events. Here unreconstructed data repre-
sents the detector data before the event reconstruction process and is used to determine the
energy resolution of the individual channels.

Figure 4.16 shows an unreconstructed energy spectrum produced after a 5-minute multi-
source (241Am, 133Ba, 57Co, 137Cs, and 60Co) measurement. This spectrum incorporates the
unreconstructed data from all 148 channels and represents the maximum intrinsic sensitivity

5Doppler broadening also contributes to the uncertainty in the energy deposition.
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of the system. By considering the unreconstructed data from a single channel only, the energy
resolution of that channel can be defined as the FWHM of a Gaussian-fitted photopeak:

FWHM |Eγ = 2.36 σ|Eγ (4.94)

where σ is the standard deviation of the photopeak evaluated at a specific gamma-ray energy
Eγ. Figure 4.17 shows an example of fitting a 1-D Gaussian to a photopeak at 662 keV from
the unreconstructed data of an individual channel. This fitting process was performed for
each channel at multiple gamma-ray energies and the associated FWHMs were extracted.
Figure 4.18 shows the FWHM at 662 keV versus channel number. Note the few outliers with
FWHMs greater than 3.5 keV; these correspond to edge detector strips. Furthermore, Table
4.3 displays both the average and best energy resolutions of the individual channels for each
detector at multiple energies. At 662 keV, the average falls at about 2.62 keV (0.396%) and
2.34 keV (0.354%) for the front and back detectors, respectively.

Figure 4.16: Unreconstructed energy spectrum produced after a 5-minute multi-source mea-
surement with the Dual-Modality Imager. This spectrum incorporates data from all 148
detector channels.
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Figure 4.17: A photopeak at 662 keV from the unreconstructed data of an individual chan-
nel. A 1-D Gaussian model was fit to the photopeak to provide an estimate of the energy
resolution in FWHM. The spectral data was taken from the same measurement displayed in
Figure 4.16.

Figure 4.18: Energy resolution of the individual channels of the Dual-Modality Imager.
Resolution values are recorded in terms of the FWHM (in keV) at 662 keV. The error bars
reflect the uncertainty in the Gaussian model used to fit the peaks. The spectral data was
taken from the same measurement displayed in Figure 4.16.
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Table 4.3: Best and average energy resolutions of the individual channels for the front and
back detectors of Dual-Modality Imager. Resolution values are recorded in terms of the
FWHM (in keV). The error reflects the uncertainty in the 1-D Gaussian model used to fit
the peaks. The spectral data was taken from the same measurement displayed in Figure
4.16.

Isotope Energy (keV) Front Detector Back Detector

Average Best Average Best

241Am 60 1.81 ± 0.0595 1.62 ± 0.0370 1.79 ± 0.116 1.59 ± 0.0837
(3.01%) (2.71%) (2.99%) (2.65%)

133Ba 81 1.98 ± 0.0816 1.79 ± 0.0582 1.96 ± 0.111 1.68 ± 0.0977
(2.44%) (2.21%) (2.41%) (2.07%)

57Co 122 1.89 ± 0.0954 1.68 ± 0.0487 1.86 ± 0.118 1.55 ± 0.176
(1.55%) (1.38%) (1.52%) (1.27%)

133Ba 356 2.08 ± 0.127 1.74 ± 0.120 1.95 ± 0.107 1.60 ± 0.0949
(0.584%) (0.490%) (0.549%) (0.449%)

137Cs 662 2.62 ± 0.231 1.89 ± 0.0888 2.34 ± 0.197 1.69 ± 0.0833
(0.396%) (0.285%) (0.354%) (0.256%)

60Co 1173 3.37 ± 0.545 1.49 ± 0.0951 2.91 ± 0.371 1.78 ± 0.0986
(0.287%) (0.127%) (0.248%) (0.152%)

60Co 1332 3.75 ± 0.608 1.85 ± 0.160 2.81 ± 0.286 1.61 ± 0.0988
(0.281%) (0.139%) (0.211%) (0.121%)

The energy resolutions of the individual channels do not accurately portray the overall
energy resolution of the system, because they do not account for effects related to the event
reconstruction process. A better indicator is the energy resolution as determined by recon-
structed events as these events are the ultimate inputs for image reconstruction. Figure 4.19
shows an energy spectrum from both single- and double-interaction events from the same
same multi-source measurement displayed in Figure 4.16. Note the ratio of single- to double-
interaction events grows smaller with increasing photon energy. This should be expected as
high-energy photons are more likely to induce scattering events.

Table 4.4 displays the energy resolution as determined by single and double-interaction
events. Compared to single-interaction events, those of double-interaction have degraded
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Figure 4.19: Energy spectrum from both single- and double-interaction events produced
after a 5-minute multi-source measurement with the Dual-Modality Imager.

energy resolution due to the added uncertainty associated with the second energy deposition.
While this additional uncertainty can worsen the ability of the imager to distinguish gamma-
ray energies, it does not necessarily impact the angular resolution of the Compton imager. If
the incident photon energy is known, then Equation 3.75 states that only the uncertainty in
the first energy deposition will propagate to the angular uncertainty in the Compton cone.
For this reason, single-interaction events are a better measure of the energy uncertainty that
contributes to the Compton angular resolution.

4.5.1.2 Imaging Sensitivity

Imaging sensitivity is an important performance measure that impacts the time required
to image sources of a given strength. Having a high sensitivity is particularly critical to
applications that involve weak sources and/or strict time requirements. Unlike in Sections
4.1.2, 4.3.4, and 4.4.3 where the sensitivity is defined as the fraction of total photons emitted
that are registered by the detector, here the sensitivity is defined as the fraction of total
photons emitted within the solid angle (subtended by the front surface area of the front
detector) that result in events used in the image reconstruction. This is a more convenient
definition of sensitivity as this definition is valid regardless of the source-to-detector distance.

To determine the imaging sensitivity of the Dual-Modality Imager, both simulated and
experimental data were acquired from gamma-ray sources of various energies. On the simu-
lation side, the two HPGe detectors were modeled in Geant4. The coded aperture mask was
not included in this model. One million photons were simulated at a standoff distance of
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Table 4.4: Energy resolution of the Dual-Modality Imager for both single- and double-
interaction events. Resolution values are recorded in terms of the FWHM (in keV). The
error reflects the uncertainty in the Gaussian model used to fit the peaks. The spectral data
was taken from the same measurement displayed in Figure 4.16.

Isotope Energy (keV) Single Events Double Events

241Am 60 1.85 ± 0.0370 –
(3.08 %)

133Ba 81 1.98 ± 0.0377 –
(2.44 %)

57Co 122 1.83 ± 0.0385 –
(1.50 %)

133Ba 356 2.08 ± 0.0283 2.75 ± 0.0519
(0.583 %) (0.772 %)

137Cs 662 2.38 ± 0.0309 3.24 ± 0.0726
(0.359 %) (0.490 %)

60Co 1173 3.53 ± 0.0998 4.13 ± 0.155
(0.301 %) (0.352 %)

60Co 1333 3.90 ± 0.0109 4.56 ± 0.193
(0.293 %) (0.342 %)

40 mm in the center of the field-of-view of the imager. Photons were simulated at energies
ranging from 10 keV to 1.5 MeV. Using the event selection processes outlined in Sections
4.3.1 and 4.4.1, the total number of coded aperture and Compton events were tallied. The
former was divided by a factor of two to account for the 50% open fraction of the mask. The
total number of events were then divided by the number of simulated photons in the solid
angle of the imager. The result is the imaging sensitivity of the system.

Figure 4.20 shows the imaging sensitivities of the coded aperture and Compton imagers
with respect to photon energy as determined by Geant4. According to simulations, the
maximum coded aperture sensitivity that can be achieved is about 0.430 at 20 keV, and the
maximum Compton sensitivity that can be achieved is about 0.0188 at 200 keV. Of course,
in reality, these values should be lower due to losses related to the dead time of the data
acquisition system and the event reconstruction process. Regarding the latter, charge loss
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Figure 4.20: Imaging sensitivities of the coded aperture (in blue) and Compton (in orange)
imagers with respect to photon energy as determined by simulation. Here imaging sensitivity
is defined as the fraction of photons in the solid angle that result in events used in the image
reconstruction. Vertical dashed lines indicate the photon energy at which the maximum
sensitivity is reached. The maximum coded aperture sensitivity that can be achieved is
0.430 at 20 keV, and the maximum Compton sensitivity that can be achieved is 0.0188 at
200 keV.

can result from interactions that take place in between strips or on dead strips. Furthermore,
if multiple interactions occur within a volume smaller than the detector granularity, those
interactions cannot be recovered.

For the coded aperture imager, the imaging sensitivity exhibits a downward trend with
increasing energy. This should be expected as single-interaction events become less likely6.
The Compton imager, on the other hand, sees a slight increase in sensitivity up to about
200 keV due to the increased likelihood of scattering. Beyond about 200 keV, the Comp-
ton sensitivity gradually decreases as events of higher multiplicity than two become more
common7. Furthermore, above about 310 keV, the Compton camera exhibits superior per-
formance in sensitivity compared to the coded aperture imager. Of course this threshold will
vary depending on the rigor of the event selection process.

6In this work, only single-interaction events are considered for coded aperture imaging for reasons discussed
in Section 4.3.1.

7In this work, only double-interaction events are considered for Compton imaging for reasons discussed in
Section 4.4.1.
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Figure 4.21: Multiple stages of photon selection in the (a) coded aperture and (b) Comp-
ton image reconstruction processes as determined by simulation and experimentation. In
case (a), a 97 kBq 57Co disk source was positioned at a standoff distance of 180 mm and
evaluated at 122 keV. In case (b), a 260 kBq 137Cs disk source was positioned at a standoff
distance of 120 mm and evaluated at 662 keV. At the ‘Total Detected’ stage, environmental
background was subtracted. At the ‘Total in Photopeak’ stage, both environmental and
Compton background were subtracted.

The imaging sensitivity of the Dual-Modality Imager was also determined via experi-
mentation using gamma-ray sources with well-defined activities and locations. In the coded
aperture mode, a 97 kBq 57Co disk source was positioned in the center of the field-of-view
at source-to-detector distance of 180 mm (magnification factor m = 2) and was evaluated
at 122 keV. Furthermore, in the Compton mode with the mask removed, a 260 kBq 137Cs
disk source was positioned in the center of the field-of-view at source-to-detector distance of
120 mm and was evaluated at 662 keV.

Figure 4.21 shows the fraction of photons in the solid angle that were collected at ma-
jor stages in the (a) coded aperture and (b) Compton image reconstruction processes as
determined by simulation and experimentation. The ‘Total Detected’ stage represents the
fraction of photons emitted within the solid angle that are incident on the detector. At this
stage, environmental background was subtracted from the experimental data. The ‘Total in
Photopeak’ stage represents the fraction of photons emitted within the solid angle that are
in the photopeak of interest. At this stage, both environmental and Compton background
were subtracted from the experimental data. The ‘Singles in Photopeak’ and ‘Doubles in
Photopeak’ stages represent the fraction of photons emitted within the solid angle that result
in single- and double-interaction events in the photopeak, respectively. Finally, the ‘Selected
for Reconstruction’ stage represents the fraction of photons emitted within the solid angle
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that are selected for image reconstruction based on the coded aperture and Compton event
selection criteria in Sections 4.4.1 and 4.4.1, respectively. Note criterion 5 for Compton event
selection is excluded from this calculation.

In directly comparing the simulated and experimental sensitivities, the latter are signif-
icantly lower. At the ‘Total Detected’ stage, the experimental sensitivity of the Compton
camera is about 9% lower. This should be expected given the dead time of the data acqui-
sition system. Dead time, for the most part, is only significant in the Compton mode for
the following reason. The Compton camera generally observes higher count rates due to the
absence of an intervening collimator and closer proximity.

It should be noted here that the Dual-Modality Imager has a maximum count rate limit
due to a bottleneck in the data acquisition system. This limit varies depending on the
radioisotope due to the dependence of signal multiplicity on photon energy. With increased
energy, photons induce more scattering events within the detector, and subsequently, fewer
counts can be registered. This limit was measured to be around 7000 cps for 57Co and
4000 cps for 137Cs and is often surpassed in the Compton mode. To reduce the count rate,
we can increase the source-to-detector distance (at a cost of resolution) and/or add layers of
attenuating material between the source and imager.

The gap between the experimental and simulated sensitivities widens at the ‘Total in
Photopeak’ stage. The coded aperture and Compton imagers have experimental sensitivities
that are now 46% and 66% lower, respectively. This deviation is related to information
loss during the event reconstruction process. Going forward, to mitigate information loss,
the granularity of the detectors should be reduced and more advanced signal processing
techniques should be applied [95].

The remainder of this section provides an interpretation of the experimental results in
Figure 4.21, highlighting the reasons for sensitivity loss at each stage in the image recon-
struction process. Table 4.5 summarizes these reasons.

At the ‘Total Detected’ stage, the coded aperture loses 46% of photons at 122 keV. This
loss is unavoidable due to the 50% open fraction of the mask. The Compton camera exhibits
a 50% loss at 662 keV, which can be partially explained by photon penetration through the
detector. For 30-mm-thick HPGe, there is a 32% transmission probability at 662 keV. The
dead time of the acquisition system also plays a role.

At the ‘Total in Photopeak’ stage, the coded aperture and Compton modalities show
60% and 90% added losses, respectively. In both cases, these losses are best explained
by limitations in the event reconstruction process. Another explanation is partial energy
deposition followed by escape from the detector.

At the ‘Singles in Photopeak’ and ‘Doubles in Photopeak’ stages, the sensitivity is reduced
further by imposing a criterion that limits events based on interaction type. In the case of the
coded aperture imager, only single-interaction events in the photopeak are considered. The
impact is a 25% added loss at 122 keV. The sensitivity of the Compton camera is far more
impacted by the interaction-type criterion, which in this case, requires a double-interaction
event in the photopeak. At high photon energies, a multitude of interaction scenarios can
take place, and by neglecting all possible events, there is a 91% added loss at 662 keV.



CHAPTER 4. METHODS OF DUAL-MODALITY IMAGING 123

Table 4.5: Sensitivities and associated losses at multiple stages in the coded aperture and
Compton image reconstruction processes as determined by experimentation and illustrated in
Figure 4.21. At the ‘Total Detected’ stage, environmental background was subtracted. At the
‘Total in Photopeak’ stage, both environmental and Compton background were subtracted.

Coded Aperture Reconstruction at 122 keV

Stage Sensitivity Added Loss Reason for Loss

Total Detected 0.544 45.6% mask open fraction (ρ = 0.5)

Total in 0.220 59.6% signal processing, partial energy deposition
Photopeak followed by escape

Singles / Doubles 0.166 24.5% photon scatter
in Photopeak

Selected for 0.109 34.3% criterion 3 (Section 4.3.1)
Reconstruction

Compton Reconstruction at 662 keV

Stage Sensitivity Added Loss Reason for Loss

Total Detected 0.498 50.2% photon escape, detector dead time

Total in 0.0523 89.5% signal processing, partial energy deposition
Photopeak followed by escape

Singles / Doubles 0.00456 91.2% photoelectric absorption,
in Photopeak multiple photon scatter

Selected for 0.00127 72.1% criterion 3 & 4 (Section 4.4.1)
Reconstruction
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The final restrictions imposed on sensitivity are enforced to improve image quality. To be
selected for coded aperture reconstruction at the ‘Selected for Reconstruction’ stage, single-
interaction events in the photopeak must occur within the top 6-mm layer of the detector.
With this requirement, there is a 34% added loss in events at 122 keV. To be selected for
Compton image reconstruction, double-interaction events in the photopeak must have a lever
arm greater than 14 mm and an opening angle in the range −0.4 < cosθ < 1. These criteria
result in an additional 72% loss of events at 662 keV. Given all of the above restrictions,
the Dual-Modality Imager exhibits sensitivities on the order of 10−1 at 122 keV and 10−3 at
662 keV in the coded aperture and Compton modes, respectively.

4.5.2 Coded Aperture Imaging Performance

As previously discussed in Section 3.5.3, the resolution of a coded aperture imager is governed
by both the detector and aperture designs and depends strongly on magnification. Given
a fixed imager design, the resolution improves by increasing the magnification factor m as
defined in Equation 3.53. This objective can be realized by decreasing the source-to-mask
distance a and/or increasing the mask-to-detector distance b. To demonstrate this, a 57Co
disc source with a 2-mm diameter was imaged at two magnifications: m = 1.5 and m = 2. In
both cases, the source was positioned near the center of the field-of-view at a mask-to-detector
distance of b = 90 mm. Using the event selection criteria in Section 4.3.1, back-projected
images were generated from Equation 4.71 with the number of iterations set to k = 1.

Figure 4.22 shows the back-projections of the source at m = 1.5 and m = 2 as well as
their respective linear cross-sections (parallel to the x-axis). The cross sections were taken at
the highest intensity image voxel and were fitted with a 1-D Gaussian model. The FWHM
of the Gaussian gives an estimate of the resolution and was found to be 6.89 mm at m = 1.5
and 4.60 mm at m = 2. Note these values do not account for the extent of the source.
To better estimate the resolution, the diameter L of the source can be deconvolved in the
following manner:

δrca ≈ 2.36
√
σ2
gauss − [(K) (L)]2 . (4.95)

The above correction represents a 1-D deconvolution, where σgauss is the standard deviation
of the 1-D Gaussian fit and K is a constant that depends on the source shape, e.g. K =√

3/6 for a disc and K =
√

5/10 for a sphere. Applying the 1-D deconvolution in the case
of the 2-mm disc source, the resolution is about 6.77 mm at m = 1.5 and 4.40 mm at
m = 2. According to Equation 3.58, the resolution theoretically should be about 7.21 mm
at m = 1.5 and 4.47 mm at m = 2; these values are consistent with those determined via
experimentation.

In reality, the event selection process impacts the resolution of a coded aperture imager
as well. As previously discussed in Section 4.3.2, spatial errors can be introduced by photons
that hit the detector at oblique angles of incidence and interact at distances sufficiently far
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(a) m = 1.5

(b) m = 2

Figure 4.22: Back-projections a 57Co disk source at a magnification of (a) m = 1.5 and
(b) m = 2 in the coded aperture mode. The left shows a 2-D (x, y) slice of the back-
projected image. The red box outlines the linear cross section (parallel to the x-axis) at the
highest intensity image voxel. The right shows the same linear cross-section fitted with a
1-D Gaussian model. The FWHM of the Gaussian was found to be 6.9 mm at m = 1.5 and
4.6 mm at m = 2.
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from the detector surface. To combat this, this work only select events that take place within
a finite depth from the surface. This depth threshold varies based on the mask-to-detector
distance b, and in the case of the Dual-Modality Imager, ranges from 3 mm to 6 mm for
50 ≤ b ≤ 90 mm.

To demonstrate the impact of depth-of-interaction on resolution, a 57Co disc source was
imaged both on- and off-axis. For both measurements, the source was positioned at a mask-
to-detector distance of b = 90 mm and a magnification of m = 2. Back-projected images
were then generated using detector responses that (1) considered the depth-of-interaction
and (2) did not. In case (1), only single-interaction events within 6 mm from the detector
surface were considered, and in case (2), all single-interaction events within the detector
volume were considered. In both cases, only single-interaction events that fell within the
specified ROI were selected.

Figure 4.23 shows the linear cross-sections of the back-projections with and without the
depth-of-interaction criterion. A 1-D Gaussian model was fit to each distribution to provide
an estimate of the resolution in FWHM. In the cases of both the on- and off-axis sources, the
width of the distribution narrows by accounting for the depth-of-interaction. This indicates
improved resolution. For the on-axis source, the improvement is subtle. The FWHMs are
4.60 mm and 4.61 mm with and without the depth-of-interaction criterion, respectively. For
the off-axis source, the improvement is more significant, because photons are hitting the
detector at more oblique angles of incidence. The FWHMs are 4.74 mm and 5.40 mm with
and without the criterion, respectively.

In theory, by accounting for the depth-of-interaction, the back-projections of the on- and
off-axis sources should have equivalent resolutions. However, here the off-axis source shows
slightly more blurring with a FWHM of 4.74 mm compared to 4.60 mm for the on-axis
source. This should be expected given that the detector has a finite resolution in depth.
Because off-axis sources have more oblique angles of incidence, the depth resolution of the
detector has a larger impact in such cases.

4.5.3 Compton Imaging Performance

The lateral resolution δrci of a Compton imager in FWHM can be defined as:

δrci ≈ (2z) tan

(
δθ

2

)
(4.96)

where z can be approximated as the normal distance between the source and the detector
surface that faces the source and δθ is the angular resolution. In Compton imaging, as
previously discussed in Section 3.6.2, the angular resolution is determined by uncertainties
in the energy depositions and positions of interaction. The former uncertainty is governed
by Doppler broadening and the finite energy resolution of the detectors, while the latter
uncertainty is governed by the finite position resolution of the detectors.
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(a) On-Axis (b) Off-Axis

Figure 4.23: Linear cross-sections of back-projections of a 57Co disk source positioned (a)
on-axis and (b) off-axis at a lateral x-distance of about 55 mm from the center of the FOV.
Both (a) and (b) were positioned at a fixed mask-to-detector distance of b = 90 mm and a
magnification of m = 2. The back-projections were generated from detector responses that
(1) considered the depth-of-interaction (in blue) and (2) did not (in orange).

The most straightforward approach in determining the Compton angular resolution is to
measure the FWHM of the angular resolution metric (ARM) distribution. The ARM metric
can be defined as the angular separation between the Compton cone and known source
location. ARM distributions were generated from Geant4 simulations. The two HPGe
detectors were modeled to have a geometry and resolution (in position and energy) that
matched those of the Dual-Modality Imager. One million photons were simulated from an on-
axis point source located at a distance of 40 mm from the surface of the front detector. This
simulation was performed at six different photon energies: Eγ = 122, 218, 440, 662, 1001,
and 1408 keV.

Figure 4.24 shows the ARM distributions at the various photon energies. For each energy,
multiple ARM distributions were generated based on different event selection criteria: (1)
all double-interaction events, (2) only double-interaction events with a scattering angle θ
in the range −0.4 < cosθ < 1, (3) only double-interaction events with a lever arm greater
than 14 mm, and (4) only double-interaction events that meet both criteria 2 and 3. A 1-D
Lorentzian model was fit to each distribution to provide an estimate of the angular resolution
in FWHM. Note as the selection criteria becomes more strict, the width of the distribution
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(a) (b)

(c) (d)

(e) (f)

Figure 4.24: ARM distributions as determined by simulation. 1 million photons were simu-
lated at (a) 122 keV, (b) 218 keV, (c) 440 keV, (d) 662 keV, (e) 1001 keV, and (f) 1408 keV
for an on-axis point source at a distance of 40 mm from the surface of the front detector.
The ARM distributions were generated for different event selection criteria: (1) all double-
interaction events (in blue), (2) double-interaction events with a scattering angle θ in the
range −0.4 < cosθ < 1 (in orange), (3) double-interaction events with a lever arm greater
than 14 mm (in green), and (4) double-interaction events that meet both criteria 2 and 3
(in red).
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Table 4.6: Tradeoff between angular resolution (in FWHM) and imaging sensitivity (ε) at
various photon energies given different event selection criteria. The angular resolution and
sensitivities were determined from the the ARM distributions in Figure 4.24.

All Doubles Scattering Angle Lever Arm Both
Events Criterion Only Criterion Only Criteria

E [keV] FWHM ε FWHM ε FWHM ε FWHM ε

122 31.0◦ 0.131 27.5◦ 0.0996 13.8◦ 0.00661 13.1◦ 0.00607
218 19.8◦ 0.128 16.8◦ 0.0891 9.48◦ 0.0228 8.81◦ 0.0188
440 14.2◦ 0.0473 11.7◦ 0.0291 7.52◦ 0.0124 6.69◦ 0.00865
662 12.2◦ 0.0262 9.86◦ 0.0147 7.32◦ 0.00771 6.17◦ 0.00493
1001 11.6◦ 0.0153 9.42◦ 0.00801 6.52◦ 0.00471 5.84◦ 0.00265
1408 10.9◦ 0.00991 8.92◦ 0.00486 6.01◦ 0.00312 4.78◦ 0.00168

narrows. This indicates improved angular resolution. However, with more restrictions in
place, there is also a loss in sensitivity as shown by the smaller peak amplitude.

Table 4.6 summarizes the tradeoff between angular resolution and imaging sensitivity
at the various photon energies. The angular resolution was determined from the FWHM
of the ARM distributions in Figure 4.24. The imaging sensitivity was computed as the
fraction of simulated photons within the solid angle of the Compton camera that meet
the given event selection criterion. If all event selection criteria are imposed, the angular
resolutions that can be achieved are FWHM = 13.1◦, 8.81◦, 6.69◦, 6.17◦, 5.84◦, and 4.78◦ at
Eγ = 122, 218, 440, 662, 1001, and 1408 keV, respectively. The improvement in resolution
with increased energy should be expected. At higher energies, both Doppler broadening and
energy resolution have a smaller impact, and photons produce longer lever arms due to a
greater penetrative power. All of the above contribute to a more accurate Compton cone
[108].

To validate the simulations, ARM distributions were generated via experimentation.
Compton events were acquired from 137Cs (662 keV) and 152Eu (1408 keV) disc sources.
Each source was positioned at a distance of 200 mm from the surface of the front detector
of the Dual-Modality Imager. The standoff distance was selected to be large so that the
source appeared point-like to the imager. Figure 4.25 shows the ARM distributions for each
source. These distributions were generated from double-interaction events that met both
the scattering angle and lever arm criteria laid out in Section 4.4.1. The FWHMs of the
137Cs and 152Eu ARM distributions were measured to be 5.72◦ and 4.95◦, respectively; these
values are consistent with those determined via simulation.

According to Equation 4.96, angular errors are magnified by the source-to-detector dis-
tance z. For this reason, we want to position the source as close as possible to the detector;
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(a) (b)

Figure 4.25: ARM distributions for (a) 137Cs (662-keV) and (b) 152Eu (1408-keV) disk sources
at a distance of 200 mm from the surface of the front detector of the Dual-Modality Imager.
The distributions were generated from Compton events that met criteria 1-4 laid out in
Section 4.4.1. A 1-D Lorentzian model was fit to each distribution to provide an estimate of
the angular resolution in FWHM. The FWHMs of the 137Cs and 152Eu ARM distributions
were measured to be FWHM = 5.72◦, and 4.95◦, respectively.

this is also advantageous from a sensitivity standpoint. The minimum standoff distance in
the Compton mode (with the source positioned directly on top of the detector cryostat) is
z = 20 mm. At this distance, the Compton camera should achieve a lateral resolution of
about 2.0 mm in FWHM at 662 keV.
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Chapter 5

Results of Dual-Modality Imaging

Chapter 5 demonstrates the broad imaging capabilities of the Dual-Modality Imager in the
near field. Section 5.1 discusses the use of coded aperture and Compton imaging in the
context of nuclear safeguards, namely for the visualization of uranium holdup, and provides
3-D images of highly-enriched uranium (HEU), 57Co, and 137Cs sources with varying shapes.
Section 5.2 proposes the use of coded aperture and Compton imaging in the preclinical
evaluation of 225Ac-based radiopharmaceuticals for TAT and presents image reconstructions
and quantification estimates of 225Ac agents in tumor-bearing mice.

5.1 Nuclear Safeguards

Safeguarding special nuclear materials (SNM) in processing facilities through materials ac-
counting and control is essential to the health and safety of the workers and public as well as
in the prevention of SNM diversion. One of the more insidious problems of material account-
ing is holdup or hidden deposits of nuclear materials within process equipment. Holdup of
highly enriched uranium (HEU) - a core component of nuclear power generation and nuclear
weapons - evokes considerable concern as only a small difficult-to-detect mass of HEU is
necessary to create a catastrophic event.

There are three naturally occurring isotopes of uranium: 234U, 235U, and 238U. The com-
position of natural uranium by mass is 0.0054% 234U, 0.7% 235U, and 99.3% 238U. Enriched
uranium refers to uranium whose 235U content has been increased above that found in natural
uranium, e.g. via gaseous diffusion or centrifugation. For a nuclear weapon, uranium must
be enriched to approximately 93% 235U. This is known as weapons grade uranium (WGU).
It may also be referred to as HEU, which is uranium enriched to more than 20% 235U.

The key signature of uranium is gamma rays. Uranium-235 emits a 186-keV gamma ray
with a branching ratio of 57.2%. Furthermore, a 1001-keV emission arises from 234mPa, the
granddaughter of 238U, with a branching ratio of 0.834%. Given these emissions, gamma-ray
spectroscopy is often employed to estimate holdup activities. One of the most conventional
spectroscopic methods is based on the Generalized Geometry Holdup (GGH) model [127].
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This model simplifies deposit shapes as being either a point, a line (e.g. in a pipe) or an area
source to provide quantitative estimates. However, the shapes and sizes of holdup deposits
can vary significantly, and the bias introduced by the GGH model can lead to material loss.

Gamma-ray imaging can be applied to solve this problem by offering the exciting possibil-
ity of both visualizing and quantifying uranium holdup. This work proposes coded aperture
and Compton imaging as complementary modalities with the former suited to the 186-keV
emission line of 235U and the latter suited to the 1001-keV of 238U. In the following sections,
the Dual-Modality Imager is employed to image HEU and radioisotopes with similar gamma-
ray signatures to 235U and 238U. These sources have varying shapes to mimic the diversity of
HEU deposits in processing facilities. Other studies have performed similar measurements
using a dual-modality approach [25, 128]. The key distinction is that the Dual-Modality
Imager is operated in the near field. Operating in this regime enables both maximum sensi-
tivity and spatial resolution and the possibility of 3-D imaging. All of the above can enable
more accurate quantification with fewer assumptions, e.g. about self-attenuation.

It should be noted here that all of the coded aperture images presented in this section
were produced from eight different perspectives via rotation of the source. The Compton
images, however, were generated from a single viewing angle. In the Compton mode, for
the sources to have been rotated and observed at multiple angles, a larger standoff distance
would have been required; and subsequently, the overall image resolution would have suffered.
Furthermore, all of the images were visualized using a visualization application known as
ParaView [129] and are displayed as either cross-sections or volume renderings in which the
opacity of each image voxel scales proportionally with its intensity. The coordinate systems
of the images are independent of that of the imager.

5.1.1 Highly Enriched Uranium Pellets

An HEU source was imaged in both the coded aperture and Compton modes. The source
consisted of twelve uranium dioxide pellets, each with a 235U enrichment of 43% and a net
weight of 12.3 g. The pellets were stacked in a hard-walled plastic pigtail molded into a
C-shape. Figure 5.1a shows a coronal CT image of the source. Note the asymmetry of the
pellet distribution.

The count rate was measured along the length of the source to serve as the ground truth
of its activity distribution. This measurement was performed by employing a makeshift
lead-brick collimator with a 5-mm-wide slit. The collimator was positioned in front of the
detectors with the coded aperture removed. The pigtail was extended into a straight line and
positioned on top of the collimator wall furthest away from the detectors. The source was
then slid across the collimator opening in 5-mm increments. For each incremental section
of the pigtail exposed to the detector, the count rate was acquired at the 186-keV emission
line of 235U. Figure 5.1b displays the count rate profile of the source, which, for all practical
purposes, exhibits a uniform activity distribution.

Figure 5.2a shows the setup of the HEU source in the coded aperture mode. The source
was centrally positioned on top of a rotating mount. The rotation axis was located at a



CHAPTER 5. RESULTS OF DUAL-MODALITY IMAGING 133

(a) (b)

Figure 5.1: (a) Coronal CT image of the HEU source. Note the asymmetry of the pellet
distribution. (b) Count rate profile of the HEU source (in an extended position) at the
186-keV emission line of 235U.

(a) Coded Aperture Setup (b) Compton Setup

Figure 5.2: Experimental setup of the HEU source in the (a) coded aperture mode at a
source-to-detector distance of 205 mm with a mask-to-detector distance of 90 mm and (b)
Compton mode at a source-to-detector distance of 30 mm. In setup (a), coded aperture
data was acquired at 8 viewing angles in 45◦ increments. In setup (b), Compton data was
acquired at a single viewing angle.
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distance of 115 mm from the mask with the mask positioned at a distance of 90 mm from
the detector (magnification factor m = 1.8). In this configuration, the resolution of the coded
aperture imager theoretically should be about δrca ≈ 5.2 mm in FWHM. The mount was
rotated in 45◦ increments, and at each viewing angle, coded aperture data was acquired for
20 minutes at the 186-keV emission line of 235U. It should be noted here that self-attenuation
can be significant with HEU sources, particularly at 186 keV, and the attenuation will vary
with each rotation. For all of the sources presented in this work, however, we do not correct
for self-attenuation or any other attenuation factors outside of the imager.

Figure 5.2b shows the setup of the HEU source in the Compton mode. The center of the
source was positioned at a standoff distance of 30 mm from the surface of the front detector.
In this configuration, the resolution of the Compton imager theoretically should be about
δrci ≈ 3.1 mm in FWHM at 1001 keV. A 5-mm-thick lead slab was situated in between the
detector and source to reduce the gross count rate below the maximum allowable limit. With
the source in a fixed position, Compton data was acquired for 3.5 days. A long measurement
time was needed to provide sufficient statistics to image the 1001-keV emission line.

Using ML-EM with TV and Tikhonov regularization as described in Sections 4.3.4 and
4.4.3, the HEU source was reconstructed in 3-D from the coded aperture and Compton
data at the 186-keV emission line of 235U and 1001-keV emission line of 238U, respectively.
The coded aperture and Compton images were generated from eight and one viewing angles,
respectively, each after 100 iterations. Figure 5.3 shows the volume renderings. Furthermore,
Figure 5.4 shows (x, y) coronal slices of the coded aperture and Compton images, each fused
with the coronal CT image of the source. The CT image was acquired separately from the
gamma-ray images with the orientation of the source differing between measurements; thus,
the image co-registration is not precise.

Both the coded aperture and Compton images in Figure 5.4 closely align with the CT
image and show a uniform intensity distribution as would be expected given the ground truth
in Figure 5.1. That said, the uniformity is biased based on the total variation parameter
η in the ML-EM algorithm. Also note that the coded aperture and Compton images show
slightly different distributions despite the same source being imaged. This variation can be
best explained by the distinct resolution profiles of the two modalities.
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(a) 3-D Coded Aperture (b) 3-D Compton

Figure 5.3: Volume renderings of the (a) coded aperture image of the HEU pigtail at the 186-
keV emission line of 235U after 100 iterations with ε = 0.05 and η = 0.03 and (b) Compton
image of the HEU pigtail at the 1001-keV emission line of 238U after 100 iterations with
ε = 0.1 and η = 0.02. Image (a) was generated from eight viewing angles, and image (b) was
generated from a single viewing angle. For better visibility, both images (a) and (b) were
‘zoomed-in’ and low intensity voxels were suppressed.

(a) 2-D Coded Aperture + CT (b) 2-D Compton + CT

Figure 5.4: Coronal (x, y) slices of the (a) coded aperture and (b) Compton images of the
HEU pigtail, each fused with a CT coronal image. For better visibility, both images (a) and
(b) were ‘zoomed-in’.

5.1.2 Cobalt-57 Flexible Line Source

Acquiring and working with HEU in practice can be challenging due to proliferation concerns.
In testing the coded aperture and Compton modalities, good substitutes for the 186-keV
and 1001-keV emission lines are the 122-keV and 662-keV emission lines of 57Co and 137Cs,
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respectively. These radioisotopes are readily accessible and available in a variety of shapes,
sizes, and activities.

A 850 kBq 57Co flexible line source was imaged in the coded aperture mode. Figure
5.5a shows the experimental setup. The source had a uniform active length and diameter of
500 mm and 0.8 mm, respectively, and was shaped in a spiral fashion around a polyethylene
rod with a diameter of 25 mm. The rod was centrally positioned on top of a rotating
mount. The rotation axis was located at a distance of 115 mm from the mask with the mask
positioned at a distance of 90 mm from the detector (magnification factor m = 1.8). In
this configuration, the resolution of the coded aperture imager theoretically should be about
δrca ≈ 5.2 mm in FWHM. The mount was rotated in 45◦ increments, and at each viewing
angle, coded aperture data was acquired for 15 minutes.

Using ML-EM with TV and Tikhonov regularization, the 57Co source was reconstructed
in 3-D from the eight projection angles at the 122-keV emission line after 100 iterations.
Figures 5.5b and c show the front and top views of the volume rendering, respectively. This
image demonstrates the ability of the coded aperture to image sources distributed extensively
in a volume as opposed to those that are distributed more or less within a single plane.

(a) Coded Aperture
Setup

(b) 3-D Front View (c) 3-D Top View

Figure 5.5: (a) Experimental setup of the 57Co flexible line source in the coded aperture
mode. (b) Front and (c) top views of the volume rendering of the coded aperture image.
The image was generated from eight viewing angles at the 122-keV emission line after 100 it-
erations with ε = 0.05 and η = 0.02. For better visibility, images (b) and (c) were ‘zoomed-in’
and low intensity voxels were suppressed.

5.1.3 Cesium-137 Rigid Line Source

A 270 kBq 137Cs rigid line source was imaged in the Compton mode. Figure 5.6a shows the
experimental setup. The line source had a uniform active length and diameter of 40 mm and
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1 mm, respectively, and was positioned in a diagonal fashion at a distance of 40 mm from
the surface of the front detector. In this configuration, the resolution of the Compton imager
theoretically should be about δrci ≈ 4.3 mm in FWHM at 662 keV. A 20-mm-thick Ecomass
brick was situated in between the source and imager to reduce the count rate. With the
source in a fixed position, Compton data was acquired for 55 minutes.

The 137Cs source was reconstructed in 3-D from the single projection at the 662-keV
emission line after 100 iterations using two different formulations of the ML-EM algorithm:
(1) ML-EM with Tikhonov regularization only and (2) ML-EM with both TV and Tikhonov
regularization. Figure 5.6b shows a coronal (x, y) slice of the image using method (1), and
Figure 5.6c shows the same slice using method (2). Images (b) and (c) are on the same
relative intensity scale with respect to the highest intensity voxel in image (b).

Both the (b) ML-EM + Tikhonov and (c) ML-EM + TV + Tikhonov images show a
similarly-sized line source with an extent of about 41 mm; this is consistent with the 40-mm
active length. Furthermore, the difference in the sum total of intensity between the two
images is small, on the order of 1%. The key distinction is that the (b) ML-EM + TV +
Tikhonov image better reflects the uniformity of the line source as the TV penalty function
by design suppresses variation; but this comes at the expense of resolution.

(a) Compton Setup (b) ML-EM + Tikhonov (c) ML-EM + TV + Tikhonov

Figure 5.6: (a) Experimental setup of the 137Cs rigid line source in the Compton mode.
Coronal (x, y) slices of the Compton image using (b) ML-EM with Tikhonov regularization
only with ε = 0.1 and η = 0 and (c) ML-EM with TV and Tikhonov regularization with
ε = 0.1 and η = 0.02. Each image was generated in 3-D from one viewing angle at the 662-
keV emission line after 100 iterations. Images (b) and (c) are on the same relative intensity
scale with respect to the highest intensity voxel in image (b), and both were ‘zoomed-in’ for
better visibility. The difference in the sum total of intensity between the two images is on
the order of 1%.
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5.1.4 Discussion

The results presented in this section demonstrate the feasibility of using coded aperture
and Compton imaging for visualizing holdup accumulations, but more importantly, show
the broad imaging capabilities of the Dual-Modality Imager. The imaging system resolved
morphological features of gamma-ray sources of various shapes, including C-shaped, spiral,
and line, and energies in the range of 122 keV to 1 MeV in the near field.

Three-dimensional coded aperture and Compton images of an HEU source were produced
via the 186-keV emission line of 235U and 1001-keV emission line of 238U, respectively. These
images are of growing interest to nuclear safeguards. The ability to observe both the 186-
keV and 1001-keV emission lines can be of great use in visualizing and quantifying holdup
at processing facilities. That said, the images in this section give no indication of the source
activity as they were shown on a relative intensity scale. More work needs to be done on
developing a comprehensive approach for quantifying activities and estimating the associated
uncertainties.

Currently, one of the more challenging aspects of holdup quantification is correcting for
self-attenuation and attenuation through process equipment. Previous studies have provided
preliminary quantification estimates of holdup via coded aperture and Compton imaging in
the far field [25, 128]. However, in correcting for self-attenuation, these works rely on as-
sumptions about the source thickness. Here, if quantification were pursued, such assumptions
would not be necessary as near-field operation enables visualization of the source thickness.

Going forward, a specialized imager should be built with greater mobility to be practical
for safeguards applications. While the current system is mobile via a cart-based platform,
handheld operation is ideal as it enables up-close imaging of less accessible sites within a
nuclear facility. The bulkiness of the system can be dramatically reduced by replacing the
HPGe detectors with ones that do not require cooling. Detectors based on CZT are a good
option, because they operate at room temperature and provide both high sensitivity and
suitable energy resolution.

5.2 Targeted Alpha-Particle Therapy

Targeted delivery of alpha-particle-emitting radioisotopes has great potential as a cancer
therapy. The short range and high linear energy transfer (LET) of alpha particles enables
highly-selective and effective killing of tumors while sparing normal tissues [37, 130, 131]. In
theory, the efficacy of the delivered dose can be enhanced further by employing radioisotopes
with decay progeny that also emit alpha particles. One of the more attractive so-called
nanogenerators that has been proposed is 225Ac [52, 51, 69, 70, 132, 133]. As mentioned
previously in Section 2.2, 225Ac is a relatively long-lived radiometal with a half-life t1/2
of 10 days and decays via a sequence of six short-lived daughters to stable 209Bi. The
predominant decay pathway of 225Ac yields four alpha particles with contributions from the
daughters 221Fr (t1/2 = 4.90 min), 213Bi (t1/2 = 45.6 min), and 213Po (t1/2 = 4.2 µs).
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Despite great promise, the development of 225Ac-based therapies has been hampered,
because there has been no effective means to study the daughter redistribution [134, 135].
Alpha-particle-emitting daughters, once formed, can possibly break free from the chelator of
the radiopharmaceutical due to a high recoil energy and different chemical properties. If the
daughters are generated and retained inside the cancerous cells after internationalization,
they can greatly contribute to the cytotoxic effect. Otherwise, free daughters, produced
either on the surface of the target cell or during circulation of the radiopharmaceutical, can
diffuse or be transported to various healthy organs; thereby resulting in unwanted toxicity.
In the case of 225Ac, the redistribution of its longer-lived daughters, namely 221Fr and 213Bi,
evokes the most concern.

Conveniently, 221Fr emits a 218-keV gamma ray with a branching ratio of 11.6%, and
213Bi emits a 440-keV gamma ray with a branching ratio of 26.1%. The ability to image
the daughters via these emissions would be a boon for the development of TAT. In nuclear
medicine, the imaging modalities that have received the greatest attention are PET and
SPECT [76, 136]. While PET and SPECT have been employed to great effect in the past,
there are several considerations that confound their employment in the preclinical evaluation
of the daughter redistribution, which has been the Achilles heel in developing 225Ac-based
radiopharmaceuticals.

PET scanners require positron emission, which does not appear in the 225Ac decay scheme.
To directly image 225Ac agents using PET, the radiopharmaceutical must be modified to
accommodate a positron-emitting isotope. Consequently, a variety of positron emitters have
been investigated as chemical surrogates for 225Ac, including 68Ga, 89Zr, and 134Ce. Cerium-
134 is one of the more promising surrogates due to its similar chemical properties and half-life
of 75.9 hours, which enables the radiopharmaceutical to be tracked over several days [85].
While PET surrogates can provide valuable insight on the biodistribution of 225Ac agents,
they do not provide information about the daughter redistribution.

In principle, SPECT scanners can directly image radionuclides if photon emissions ac-
company their decay. Indeed, the 225Ac decay scheme includes gamma-ray emissions from
221Fr at 218-keV and 213Bi at 440-keV. SPECT traditionally employs either a pinhole or
parallel-hole collimator, both of which are known to achieve high spatial resolution on a sub-
millimeter scale [137, 138]. However, collimator-based imagers have a limited photon energy
range at which they are effectively operational. At energies above about 300 keV, SPECT
systems experience a degradation of response due to the increased likelihood of unwanted
photon transmission through the collimator. This eliminates the potential of effectively
utilizing the 440-keV emission line of 213Bi.

Furthermore, even at energies below 300 keV, conventional SPECT systems have poor
imaging sensitivity, on the order of 10−4 for small-animal applications, due to a collimator-
driven trade-off between sensitivity and resolution. This tradeoff is not ideal for preclini-
cal studies, which involve imaging low doses of radiation on a small scale. In the case of
alpha-particle-based radiopharmaceuticals, studies would require particularly low amounts
of activity to be injected due to the high efficacy of alpha particles; on the order of 20 kBq
in small mice with only a fraction of that reaching the tumor site.
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To overcome the limitations of existing small-animal molecular imagers, this work pro-
poses coded aperture and Compton imaging as complementary modalities with the former
suited to the 218-keV emission line of 221Fr and the latter suited to the 440-keV emission line
of 213Bi. For energies below a few hundred keV, coded aperture imagers are advantageous
as they provide the maximum possible sensitivity among collimator-based systems without
a cost to resolution. For energies above a few hundred keV, Compton cameras are appealing
as they rely on the dominant interaction process at these energies, namely Compton scat-
tering, and they do not require a collimator that would otherwise decrease the instrument
sensitivity [139]. By incorporating the coded aperture and Compton modalities with a PET
scanner, which can provide an estimate of the 225Ac biodistribution via positron-emitting
surrogates, a full picture of the daughter redistribution can be painted.

There are several critical design considerations in applying both the coded aperture and
Compton imaging concepts to small-animal applications. Because these applications involve
weak and small-scale radiation distributions, they require an imager that exhibits both high
resolution and sensitivity. To maximize both of these parameters, the distance between the
small animal and imager should be minimized. Under such near-field conditions, coded aper-
tures are subject to more severe collimation and magnification effects due to the diverging
nature of the incident gamma rays [27, 28, 29]. Section 4.1.2 discusses how these effects are
addressed via the coded aperture design employed in this work.

For Compton cameras, one of the more critical design considerations is the detector
granularity [108]. This characteristic can be defined as the ability of the imager to dis-
criminate multiple interactions induced by the same incident gamma ray. In other words,
a finer granularity corresponds to a smaller volume in which two interactions can be dis-
criminated; thereby increasing the fraction of detected events that are correctly identified.
Furthermore, the energy and position resolution of the detectors must be considered as these
two parameters strongly impact the attainable image resolution [140].

The remainder of this section demonstrates the feasibility of imaging the 225Ac daughters
in small animals using coded aperture and Compton techniques. To start, coded aperture and
Compton images of 221Fr and 213Bi, respectively, in an 225Ac-filled phantom are presented.
These images provide quantification factors, which are applied to the subsequent images of
the daughters in tumor-bearing mice injected with 225Ac-Macropa-PEG8(7)-YS5 and 225Ac-
DOTA-YS5 agents. Ex-vivo biodistribution analyses of the mice are also provided to validate
the coded aperture and Compton images. A discussion of the results follows.

It should be noted here that all of the coded aperture images presented in this section
were produced from events that took place within the full volume of the detector. Due to
the low activities of the 225Ac agents, criteria 3 in Section 4.3.1 was disregarded to increase
sensitivity. To mitigate image blurring, the system response should have been expanded to
account for the multiple depths-of-interaction in the detector. However, here the system
response was calculated at a single depth-of-interaction of 2 mm from the surface of the
detector, around which the majority of events took place. A more expansive system response
would have required more computational power than was available.
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5.2.1 Phantom Filled with Actinium-225

This section presents coded aperture and Compton images of 221Fr and 213Bi, respectively,
in an 225Ac-filled phantom. These images serve as the ground truth for the performance of
the Dual-Modality Imager and provide quantification factors for the subsequent small-animal
images. Figure 5.7a shows the phantom, which has a cylindrical body with an inner diameter
and height of 40 and 82 mm, respectively. The body houses three micro-hollow spheres of
various sizes. The inner diameters of the spheres are 4.6 mm, 6.6 mm, and 8.3 mm, and the
corresponding volumes are 50 µL, 150 µL, and 300 µL, respectively.

Figure 5.7b shows the configuration of the spheres inside the phantom. The sphere centers
are positioned in a triangular fashion on the same (x, z) transverse plane. The centers of the
large and medium spheres are separated by a distance of 25.4 mm. The center of the small
sphere is located at a distance of 18.0 mm from the centers of both the large and medium
spheres.

The phantom body was filled completely with water. The spheres were each filled fully
with the same mixture of water and 225Ac. The activity concentration was 0.44 kBq/µL at
the time of preparation. Given this concentration, the smallest sphere contained 22 kBq, the
medium sphere contained 67 kBq, and the largest sphere contained 133 kBq.

Figure 5.7c shows the experimental setup of the phantom in the coded aperture mode at
2 days post-preparation. By the time of this measurement, the activities inside the spheres
had decayed to 19 kBq, 58 kBq, and 117 kBq in order of the smallest to largest sphere. The
phantom was centrally positioned on top of a rotating mount. The rotation axis was located
at a distance of 95 mm from the mask with the mask positioned at a distance of 50 mm from
the detector. In this configuration, the resolution of the coded aperture imager theoretically
should be about δrca ≈ 6.9 mm in FWHM. The mount was rotated in 45◦ increments. At
each viewing angle, 3.1× 104 events were acquired on average at the 218-keV emission line
of the daughter 221Fr after 30 minutes. The total imaging time amounted to 4 hours.

Figure 5.7d shows the experimental setup of the phantom in the Compton mode at
14 days post-preparation. By the time of this measurement, the activities inside the spheres
had decayed to 8 kBq, 25 kBq, and 51 kBq in order of the smallest to largest sphere. The
phantom was centrally positioned on top of a rotating mount. For maximum resolution and
sensitivity, the mount was positioned as close as possible to the detector with the rotation axis
located at a distance of 55 mm from the surface of the first detector. In this configuration, the
resolution of the Compton imager theoretically should be about δrci ≈ 6.4 mm in FWHM at
440 keV. The mount was rotated in 45◦ increments. At each viewing angle, 8.4× 103 events
were acquired on average at the 440-keV emission line of the daughter 213Bi after 30 minutes.
The total imaging time amounted to 4 hours.

Using ML-EM with TV and Tikhonov regularization as described in Sections 4.3.4 and
4.4.3, the phantom was reconstructed in 3-D from the coded aperture and Compton data
at the 218-keV emission line of 221Fr and 440-keV emission line of 213Bi, respectively. Both
the coded aperture and Compton images were generated from eight viewing angles after
250 iterations. Figure 5.8 shows the central (x, z) transverse slices of the phantom images.
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(a) Phantom (b) Microspheres

(c) Coded Aperture Setup (d) Compton Setup

Figure 5.7: (a) The phantom body filled with water. The phantom houses (b) three micro-
hollow spheres with inner diameters of 4.6 mm, 6.6 mm, and 8.3 mm and each filled with
an equal concentration of 225Ac. The sphere centers are positioned and their centers are
positioned in a triangular fashion on the same (x, z) transverse plane. (c) Experimental
setup of the phantom in the coded aperture mode at a source-to-detector distance of 145 mm
with a mask-to-detector distance of 50 mm and (d) Compton mode at a source-to-detector
distance of 55 mm.
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(a) Coded Aperture (b) Compton

Figure 5.8: (a) Coded aperture and (b) Compton images of the 225Ac-filled phantom (Figure
5.7) displayed as 2-D transverse (x, z) slices; images (a) and (b) were ‘zoomed-in’ for better
visibility. The coded aperture image was generated from a total of 2.5 × 105 events at the
218-keV emission line of 221Fr after 250 iterations with ε = 0.05 and η = 0.03, and the
Compton image was generated from a total of 6.7× 104 events at the 440-keV emission line
of 213Bi after 250 iterations with ε = 0.01 and η = 0.02. Both images were produced from
eight viewing angles. Note the intensity scales of the two images differ, because the Compton
measurement took place 12 days after the coded aperture measurement.

Up until now, all of the images presented in this work were on relative intensity scales.
Here the images are in units of activity per volume (kBq/µL). To convert the image intensity
to a quantifiable value, respective quantification factors Q were derived from the coded
aperture and Compton images of the phantom:

Q =
I

A · T ·
(

1
R2

)
· e−(µH2O)(t)

(5.1)

where I is the sum total of intensity in the three reconstructed microspheres as determined by
the ML-EM algorithm, A is the known activity of the phantom at the time of measurement,
T is the imaging time, R is the normal distance between the center of the phantom and
surface of the first detector, and the exponential e−(µH2O)(t) corrects for photon attenuation
in water. The attenuation distance t is assumed to be the radius of the phantom body,
and the water linear attenuation coefficient µH2O is evaluated at 218 keV for the coded
aperture modality and 440 keV for the Compton modality. The coded aperture and Compton
quantification factors Q are assumed constant and applied to subsequent images of 221Fr and
213Bi, respectively. By simply plugging the constant Q into a rearranged Equation 5.1, the
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activity A, now considered an unknown, can be determined.
Table 5.1 summarizes the activities and diameters of the three reconstructed microspheres

in Figure 5.8. In the coded aperture images, the sum totals of activity in each reconstructed
sphere are 19 kBq, 56 kBq, and 119 kBq in order of the smallest to largest sphere, respec-
tively. These values are consistent with the actual activities at the time of measurement.
Furthermore, the extents of the reconstructed spheres at the central linear cross-section are
7.2 mm, 7.9 mm, and 8.1 mm in FWHM in order of the smallest to largest sphere, respec-
tively.

In the Compton images, the sum totals of activity in each reconstructed sphere are 9 kBq,
25 kBq, and 50 kBq in order of the smallest to largest sphere, respectively. These values are
consistent with the actual activities at the time of measurement. Furthermore, the extents
of the reconstructed spheres at the central linear cross-section are 6.8 mm, 7.6 mm, and
7.9 mm in FWHM in order of the smallest to largest sphere, respectively.

The images in Figure 5.8 are representative of results that are attainable with the current
imaging system. In reality, the three microspheres have an equal activity concentration, but
different sizes. Given an ideal system, the reconstructed spheres would display equal intensity
with the appropriate sizes for each sphere. Because of the limited spatial resolution of the
Dual-Modality Imager, the three reconstructed spheres appear to be roughly the same size.
Nonetheless, the images produces three spheres with the correct total activity, but distributed
over the larger volumes. Consequently, the smaller two spheres appear less intense, rather
than smaller, in the images. Better spatial resolution would solve this problem.

Table 5.1: Activities and diameters (in FWHM) of the reconstructed microspheres in
Figure 5.8 versus the ground truth values. Note the activities derived from the coded
aperture and Compton images differ, because the Compton measurement took place
12 days after the coded aperture measurement.

Coded Aperture Compton

True Dia. Recon. Dia. True Act. Recon. Act. Recon. Dia. True Act. Recon. Act.
[mm] [mm] [kBq] [kBq] [mm] [kBq] [kBq]

4.6 7.2 19 19 6.8 8 9
6.6 7.9 58 56 7.6 25 25
8.3 8.1 117 119 7.9 51 50

5.2.2 Tumor-Bearing Mice Injected with Actinium-225 Agents

Five- to six-week-old male athymic mice were implanted subcutaneously with 5× 106 22Rv1
prostate cancer cells into the right flank at the Molecular Imaging Laboratory at the Univer-
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sity of California San Francisco (UCSF). Approximately 3− 5 weeks after tumor implanta-
tion, the mice were injected with either 225Ac-Macropa-PEG8(7)-YS5 or 225Ac-DOTA-YS5
via the tail vein and sacrificed at different time intervals to evaluate the tumor-targeting
specificity. The synthesis and biodistribution results for each of these 225Ac agents have
been reported in conference proceedings [141, 142] and will be published separately. Fur-
thermore, these radioimmunotherapy agents are similar to previously reported 89Zr-labeled
PET radiopharmaceuticals that target the antigen CD46, which is highly expressed on the
surface of prostate and other cancers [143].

This work received two of the mice, hereinafter labeled as A and B, from the UCSF
study. Mice A and B were injected with 20 kBq of 225Ac-Macropa-PEG8(7)-YS5 and 225Ac-
DOTA-YS5, respectively. Following injection, mice A and B were euthanized at 2 and 4 days,
respectively. The mice were each housed in a 50 mL falcon tube and stored in a freezer at 20◦F
when not in use. Each mouse was imaged in both the coded aperture and Compton modes
to determine the feasibility of using these modalities to assess the daughter redistribution of
225Ac-based radiopharmaceuticals in small animals. Furthermore, the coded aperture and
Compton images are correlated to an ex-vivo biodistribution analysis. The following sections
discuss the experiments and results in more detail.

5.2.2.1 Tumor-Bearing Mouse A Injected with 225Ac-Macropa-PEG8(7)-YS5

Figure 5.9a shows the experimental setup of mouse A in the coded aperture mode at 2 days
post-injection. The falcon tube containing the mouse was centrally positioned on top of a
rotating mount in an upright orientation. The rotation axis was located at a distance of
95 mm from the mask with the mask positioned at a distance of 50 mm from the detector.
In this configuration, the resolution of the coded aperture imager theoretically should be
about δrca ≈ 6.9 mm in FWHM. The mount was rotated in 45◦ increments. At each
rotation, 4.2 × 103 events were acquired on average at the 218-keV emission line of 221Fr
after 60 minutes. The total imaging time amounted to 8 hours.

Figure 5.9b shows mouse A in the Compton mode at 4 days post-injection. To maximize
resolution and sensitivity, the falcon tube was positioned as close as possible to the detector
in an upright orientation. The central axis of the tube was located at a distance of 35 mm
from the surface of the first detector. In this configuration, the resolution of the Compton
imager theoretically should be about δrci ≈ 4.1 mm in FWHM at 662 keV. The falcon tube
was rotated by hand in 45◦ increments. At each rotation, 4.1 × 103 events were acquired
on average at the 440-keV emission line of 213Bi after 75 minutes. The total imaging time
amounted to 10 hours.

Using ML-EM with TV and Tikhonov regularization, mouse A was reconstructed in 3-D
from the coded aperture and Compton data at the 218-keV emission line of 221Fr and 440-
keV emission line of 213Bi, respectively. Both the coded aperture and Compton images were
generated from eight viewing angles after 250 iterations. Figures 5.10b-c show the maximum
intensity projections of the coded aperture and Compton images, each fused with a CT
maximum intensity projection (MIP) [144]. Furthermore, Figures 5.10e-f show (x, y) coronal
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(a) Coded Aperture Setup (b) Compton Setup

Figure 5.9: Experimental setup of mouse A in the (a) coded aperture mode at a source-to-
detector distance of 145 mm with a mask-to-detector distance of 50 mm and (b) Compton
mode at a source-to-detector distance of 35 mm.

slices of the coded aperture and Compton images, each fused with a coronal CT image.
The CT scan was performed separately from the dual-modality measurements; and thus
the co-registration is not precise. The quantification factor Q, determined by the phantom
measurements in Section 5.2.1, was applied to each image so that the intensity scale is in
units of percent injected dose per cubic centimeter (%ID/cc). Additionally, the intensity
scales are decay corrected to the day of injection.

Following the dual-modality measurements, an ex-vivo biodistribution analysis was per-
formed to validate the images. Major organs (including the liver, heart, kidney, lungs, spleen,
pancreas, muscle, bone, and subcutaneous tumor) were harvested, weighed, and counted by
a Hidex Automated Gamma Counter [145]. Table 5.2 displays the activity estimates of 221Fr
and 213Bi in the various organs as determined by the biodistribution and coded aperture and
Compton images. These activities are decay corrected to the day of injection.

According to the biodistribution of mouse A, the tumor exhibits the highest uptake of
the daughters with a total accumulation of about 1152 Bq of 221Fr and 1064 Bq of 213Bi.
This is consistent with the coded aperture and Compton images (in Figure 5.10), which
show total accumulations of about 1219 Bq of 221Fr and 1035 Bq of 213Bi, respectively.
While the quantification estimates extracted from the biodistribution and images are in
close agreement, more work needs to be done to determine the associated uncertainties.
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Figure 5.10: Coded aperture and Compton images of tumor-bearing mouse A injected with
20 kBq of 225Ac-Macropa-PEG8(7)-YS5 and sacrificed at 2 days post-injection. (a) CT MIP
of mouse A fused with the (b) coded aperture and (c) Compton MIPs. (d) CT coronal slice
of mouse A fused with coronal slices of the (e) coded aperture and (f) Compton images.
The coded aperture images was generated from a total of 3.4 × 104 events at the 218-keV
emission line of 221Fr after 250 iterations with ε = 0.05 and η = 0.03, and the Compton
images was generated from a total of 3.3× 104 events at the 440-keV emission line of 213Bi
after 250 iterations with ε = 0.01 and η = 0.01. All images were produced from eight viewing
angles. The intensity scales are decay corrected to the day of injection.
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The biodistribution also shows significant uptake in the liver, heart, and lungs. In com-
bination, these three organs show total activity accumulations of about 1209 Bq of 221Fr and
1140 Bq of 213Bi. This is consistent with the coded aperture and Compton images, which
show accumulations of about 1298 Bq of 221Fr and 1220 Bq of 213Bi, respectively, in the
central region of the mouse.

Note the coded aperture and Compton images show no clear distinction between the
central organs. This can be partially explained by the limited resolution of the imaging
modalities; and thus going forward improvements in resolution should be a priority. Another
possible explanation could be related to the upright position of the mouse during the imaging
process. In this orientation, the mouse carcass compressed vertically due to gravity, possibly
resulting in an amalgamation of organs.

Table 5.2: Mouse A injected with 20 kBq of 225Ac-Macropa-PEG8(7)-YS5 and sacrificed
at 2 days post-injection. Activity estimates in major organs as determined by the ex-vivo
biodistribution and coded aperture and Compton images. The biodistribution data are
displayed as both percent injected dose per gram (%IG/g) and activity in units of Becquerel
(Bq). The image data are displayed as activity (Bq). The central organs encompass the
liver, heart, and lungs. All reported values are decay corrected to the day of injection.

Ex-vivo Biodistribution Coded Aperture Compton

Organ Weight 221Fr 213Bi 221Fr 213Bi 221Fr 213Bi
[g] [%ID/g] [%ID/g] [Bq] [Bq] [Bq] [Bq]

Tumor 0.300 19.2 17.8 1152 1064 1219 1035

Liver 0.597 6.58 5.91 786 706 – –

Heart 0.252 4.89 4.74 246 239 – –

Lungs 0.174 5.06 5.59 176 195 – –

Kidneys 0.327 2.93 3.21 192 210 – –

Central – – – 1208 1140 1298 1220
Organs

5.2.2.2 Tumor-Bearing Mouse B Injected with 225Ac-DOTA-YS5

Figure 5.11 shows the experimental setup of mouse B in the coded aperture and Compton modes.
The geometric arrangements were identical to those described for mouse A. Here the coded aperture
measurement took place at 4 days post-injection, and data were acquired for 120 minutes at each
45◦ viewing angle. The total imaging time amounted to 16 hours, and 3.9×103 events were acquired
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on average at the 218-keV emission line of 221Fr at each rotation. The Compton measurement took
place at 6 days post-injection, and data were acquired for 70 minutes at each 45◦ viewing angle.
The total imaging time amounted to 9.3 hours, and 1.6 × 103 events were acquired on average at
the 440-keV emission line of 213Bi at each rotation.

Despite mice A and B being administered the same amount of activity, the count rate observed
in the latter was about a factor of two lower. This should be expected. Mouse B was sacrificed two
days later than mouse A; thereby excreting more of the radiopharmaceutical. To have sufficient
statistics for coded aperture imaging, mouse B required double the imaging time of mouse A.

Figures 5.12b-c show the maximum intensity projections of the coded aperture and Compton
images, each fused with a CT maximum intensity projection. Furthermore, Figures 5.12e-f show
(x, y) coronal slices of the coded aperture and Compton images, each fused with a coronal CT
image. The intensity scales are decay corrected to the day of injection.

Following the dual-modality measurements, an ex-vivo biodistribution analysis was performed.
Table 5.3 displays the activity estimates of 221Fr and 213Bi in the various organs as determined by
the biodistribution and coded aperture and Compton images. These activities are decay corrected
to the day of injection.

According to the biodistribution of mouse B, the tumor exhibits the highest uptake of the
daughters with a total accumulation of about 217 Bq of 221Fr and 198 Bq of 213Bi. This is consistent
with the coded aperture and Compton images (in Figure 5.12), which show total accumulations of
about 299 Bq of 221Fr and 242 Bq of 213Bi, respectively.

(a) Coded Aperture Setup (b) Compton Setup

Figure 5.11: Experimental setup of mouse B in the (a) coded aperture mode at a source-to-
detector distance of 145 mm with a mask-to-detector distance of 50 mm and (b) Compton
mode at a source-to-detector distance of 35 mm.
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Figure 5.12: Coded aperture and Compton images of tumor-bearing mouse B injected with
20 kBq of 225Ac-DOTA-YS5 and sacrificed at 4 days post-injection. (a) CT MIP of mouse
B fused with the (b) coded aperture and (c) Compton MIPs. (d) CT coronal slice of mouse
B fused with coronal slices of the (e) coded aperture and (f) Compton images. The coded
aperture images was generated from a total of 3.1×104 events at the 218-keV emission line of
221Fr after 250 iterations with ε = 0.05 and η = 0.03, and the Compton images was generated
from a total of 1.2×104 events at the 440-keV emission line of 213Bi after 250 iterations with
ε = 0.01 and η = 0.01. All images were produced from eight viewing angles. The intensity
scales are decay corrected to the day of injection.



CHAPTER 5. RESULTS OF DUAL-MODALITY IMAGING 151

The biodistribution also shows significant uptake in the liver, heart, and lungs. In combination,
these three organs show total activity accumulations of about 437 Bq of 221Fr and 434 Bq of
213Bi. The images show significant uptake in the central organs as well. The coded aperture and
Compton images show accumulations of about 610 Bq of 221Fr and 575 Bq of 213Bi, respectively.
Here the biodistribution shows significantly lower activities than the images. This discrepancy can
be partially explained by a suboptimal biodistribution analysis. Upon dissection, several organs
were found to be damaged and may not have been fully harvested.

Table 5.3: Mouse B injected with 20 kBq of 225Ac-DOTA-YS5 and sacrificed at 4 days post-
injection. Activity estimates in major organs as determined by the ex-vivo biodistribution
and coded aperture and Compton images. The biodistribution data are displayed as both
percent injected dose per gram (%IG/g) and activity in units of Becquerel (Bq). The image
data are displayed as activity (Bq). The central organs encompass the liver, heart, and lungs.
All reported values are decay corrected to the day of injection.

Ex-vivo Biodistribution Coded Aperture Compton

Organ Weight 221Fr 213Bi 221Fr 213Bi 221Fr 213Bi
[g] [%ID/g] [%ID/g] [Bq] [Bq] [Bq] [Bq]

Tumor 0.186 5.84 5.33 217 198 299 242

Liver 0.731 1.64 1.63 240 238 – –

Heart 0.153 2.46 2.33 75 71 – –

Lungs 0.199 3.06 3.14 122 125 – –

Kidneys 0.423 1.32 1.11 111 94 – –

Central – – – 437 434 610 575
Organs

5.2.3 Discussion

The ability to image the daughters of 225Ac, namely 221Fr and 213Bi, in small animals would
expedite the development of 225Ac-based radiopharmaceuticals, which have been demonstrated
as a promising cancer treatment [51, 69, 70]. This is the first time these daughters have been
imaged in mice via gamma-ray emissions using coded aperture and Compton techniques. That
said, a previous study by Darpan et al. imaged 225Ac agents in live mice via Cherenkov emissions
using Cerenkov luminescence imaging (CLI) [146]. This technique, however, has several limitations.
Firstly, the origins of Cherenkov emissions from 225Ac remain uncertain, and thus the daughter
redistribution of 221Fr and 213Bi cannot be evaluated. Gamma-ray emissions, on the other hand,
are unique to the radioisotopes that emit them. This enables discrimination between the various
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daughters. Secondly, Cherenkov radiation, unlike gamma rays, has low penetration depth in tissue.
This challenges the ability of CLI to produce both three-dimensional and quantitative images.
Quantification is particularly critical in small-animal studies in which the dose delivered to various
organs must be determined. This work provides the first quantification estimates of 221Fr and 213Bi
in mice via coded aperture and Compton imaging. And lastly, the CLI study tested mice with
an injected activity of 1900 kBq, which is nearly 100 times greater than the tested activity in this
work, i.e. 20 kBq. The latter activity is on the order of what would be required at the preclinical
stage.

Other works have already proposed a Compton camera for the preclinical evaluation of the
225Ac daughters [147, 148]; however, none have demonstrated the feasibility of this modality via
experimentation. The most recent study by Caravaca et al. [148] simulates the responses of both
Compton and proximity imagers based on CZT. As would be expected, the simulated results show
the ability of the Compton camera to image 213Bi via its 440-keV gamma-ray emission in a mouse
phantom injected with 20 kBq of 225Ac. Furthermore, Caravaca et al. demonstrates the ability of
the proximity modality to image 221Fr via its 218-keV gamma-ray emission in a point-like phantom.
This simulation, however, is overly optimistic as the point-like phantom was positioned at a 1-mm
standoff distance. In small-animal imaging, a more realistic distance is on the order of the extent
of the animal body, and at such distances, proximity imaging cannot provide reasonable resolution.

Previous works have proposed and employed coded apertures for small-animal imaging [149,
150], but as far as we know, this work is the first to recommend a coded aperture for imaging 221Fr
in small animals via the 218-keV emission line. Other analogous collimator-based systems have
been employed to image 221Fr [151, 152]. These studies show preliminary images of 225Ac-filled
phantoms, but none have demonstrated sufficient sensitivity to image activities as low as 20 kBq.

A study by Wang et al. [143] presents both a biodistribution analysis and PET image of a
[89Zr]DFO-YS5 agent in a mouse implanted with the same 22Rv1 prostate cancer cells as the mice
presented here. The 89Zr agent is similar to the 225Ac-Macropa-PEG8(7)-YS5 and 225Ac-DOTA-
YS5 agents injected in mice A and B, respectively. 89Zr is oftentimes employed as a PET surrogate
due to its long half-life (78.4 hours) and availability, but other positron emitters, namely 134Ce,
better match the unique chemistry of 225Ac [85]. Nevertheless, the results in Wang et al. provide
an estimate of the 225Ac biodistribution, which can serve as a foundation for assessing the daughter
redistribution.

The biodistribution analysis of the [89Zr]DFO-YS5 agent shows a tumor uptake of 14.5 ±
3.2 %ID/g at 4 days post-injection and less than 5 %ID/g in all other organs. In this work,
the biodistribution of mouse A shows 19.2 %ID/g of 221Fr and 17.8 %ID/g of 213Bi in the tumor
at 2 days post-injection and less than 7 %ID/g of both isotopes in all other organs. The biodis-
tribution of mouse B shows significantly lower uptake. The tumor has 5.84 %ID/g of 221Fr and
5.33 %ID/g of 213Bi at 4 days post-injection, and all other organs have less than 3 %ID/g of both
isotopes. The lower uptake could be related to a number of factors, including biological variations
and a suboptimal tumor dissection. In regards to the latter, if the harvested tumor also included
adjacent skin or muscle, then the uptake would appear less. This is a likely cause given that organs
were found damaged upon dissection.

Similarly to the biodistribution analyses, the PET image of 89Zr (Figure 3a in Wang et al.)
and the coded aperture and Compton images of 221Fr and 213Bi, respectively, show the highest
uptake in the tumor and noticeable uptake in the central organs. The PET image of 89Zr has an
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intensity scale that ranges up to 20 %ID/cc, whereas the coded aperture and Compton images
have intensity scales with maximums between 2 %ID/cc and 11 %ID/cc. The intensity variations
between the PET image of 89Zr and the gamma-ray images of 221Fr and 213Bi might be indicative
of the daughters redistributing, but for now, such claims cannot be made. The discrepencies might
also be a result of biological variations associated with using different mice and radioimmunotherapy
agents. A more concrete explanation is the distinct resolution profiles of the imaging modalities.
The coded aperture and Compton imagers have resolutions that are a factor of 5 and 3 times worse
than PET, respectively, and thus the intensities of the coded aperture and Compton images spread
over more voxels. Going forward, the resolutions of the two modalities will need to match that of
PET so that the daughter redistribution can be properly assessed.

The consistency between the gamma-ray images and biodistribution analyses of the 225Ac
daughters contributes to the credibility of this work. For mouse A, the coded aperture and Comp-
ton images show the highest uptake in the tumor with total activity accumulations of about 1219
Bq of 221Fr and 1035 Bq of 213Bi, respectively. The biodistribution also shows the highest uptake
in the tumor with total accumulations of 1152 Bq of 221Fr and 1064 Bq of 213Bi. For mouse B, the
gamma-ray images and biodistribution, once again, show the highest uptake in the tumor. The
coded aperture and Compton images show total activity accumulations of about 299 Bq of 221Fr
and 242 Bq of 213Bi, respectively, and the biodistribution shows 217 Bq of 221Fr and 198 Bq of
213Bi. In the cases of both mice, the quantification estimates from the images and biodistribution
analyses are in close agreement. However, more work needs to be done to determine the associated
uncertainties.

Going forward, a more specialized imager should be built to enhance image resolution. While
the small-animal images presented in this paper are promising, the current system could not dis-
criminate the central organs, e.g. liver, heart, and lungs, given the 6.9 mm and 4.1 mm resolutions
in FWHM of the coded aperture and Compton modalities, respectively. The image resolution can
be improved by reducing the strip pitch of the detectors and size of the mask elements. For ex-
ample, by using a 0.5-mm strip pitch with mask elements to match, the coded aperture resolution
would improve by about 75% at the current magnification of 1.5, and the Compton resolution would
improve by about 40% at a photon energy of 440 keV and source-to-detector distance of 35 mm.
Additional improvements to the coded aperture resolution can be realized by increasing the mag-
nification factor. If a magnification of 3 were realized, then the coded aperture resolution would
improve by an additional 50%. The Compton resolution can be further improved by decreasing
the source-to-detector distance. If a distance of 20 mm were realized, then the Compton resolution
would improve by an additional 40%. These calculations are provided in Appendix A.

While the current system has a sensitivity advantage over existing medical imagers, improve-
ments to imaging sensitivity should also be a priority, so that organs with relatively low uptake
(e.g. kidneys) can be resolved. The sensitivity can be enhanced by increasing both the efficiency
and solid angle coverage of the detectors. The latter can be achieved by introducing multiple panels
of coded aperture and Compton imagers around the small animal. If two panels of each modality
were employed, then the sensitivity of both modalities would increase by a factor of 2. Further
sensitivity improvements can be realized by mitigating information loss in the event reconstruction
process1. This can be achieved by reducing the granularity of the detectors via a smaller strip pitch

1The coded aperture and Compton modalities have imaging sensitivities that are about 46% and 66% lower,
respectively, than a simulated system with perfect event reconstruction and no dead time (Section 4.5.1.2).
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and employing more advanced signal processing techniques.
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Chapter 6

Conclusion

6.1 Summary

A broad range of fields, including astrophysics, emergency response and contamination remedia-
tion, nuclear security and safeguards, and nuclear medicine, require a means to detect, localize,
and characterize radiological materials. These ends can be achieved via gamma-ray imaging. Of
particular interest here is the application of gamma-ray imaging in situations that necessitate close
proximity to sources that emit a broad spectrum of energies ranging from about 100 keV to 1 MeV.
To enable effective operation in this energy range, this work transformed an existing Compton
camera into the Dual-Modality Imager by integrating a novel coded aperture design.

The coded aperture design was heavily influenced by the pre-existing Compton camera, as well
as the near field conditions under which the new system was to be operated. In general, designing
a coded aperture for the near field comes with several challenges due to the presence of collimation
and magnification effects, both of which can result in image artifacts. To mitigate collimation
effects, this work employed a mask with slanted septa that either diverge or converge in the image
space with the optimal mode of operation depending on the application. Furthermore, the mask
elements are arranged in a random pattern that was optimized across a range of magnifications.
An analytical performance comparison between the random array employed in this work and a
conventional MURA was provided. The results show superior performance by the random array in
the near field, where magnification effects exist.

A large portion of this work focused on developing methodologies for coded aperture and Comp-
ton image reconstruction. These methodologies encompass strategies for reconstructing and select-
ing detector events, modeling system responses, and developing image reconstruction algorithms.
Great attention was given in the development of a ray-tracing algorithm to calculate the coded
aperture system response. This algorithm was designed to be computationally-efficient and versa-
tile so that the system response could be computed quickly for a multitude of imaging scenarios.
Furthermore, for both coded aperture and Compton image reconstruction, efforts were made to
enhance the standard ML-EM algorithm. Penalty functions based on Tikhonov regularization
and total variation were incorporated into the iterative reconstruction algorithm, with the former
suppressing undue noise amplification and the latter suppressing variation.

To demonstrate the broad imaging capabilities of the Dual-Modality Imager, gamma-ray sources
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of relevance to both nuclear safeguards and nuclear medicine were imaged. These included HEU,
57Co, and 137Cs sources of various shapes to mimic uranium holdup scenarios, as well as 225Ac-
based radiopharmaceuticals in mice. All of above were imaged in the near field. This regime offers
several distinct advantages over the far field, including both higher sensitivity and spatial resolution
and the possibility of 3-D imaging. However, as mentioned earlier, near-field operation challenges
the performance of the system, particularly in the case of the coded aperture. Several works have
highlighted the difficulties in adapting the coded aperture concept to the near field [27, 28, 29],
and little success has been achieved in imaging volumetric sources via this technique. A study
by Mu et al. [29] from 2009 presents a promising 3-D coded aperture image of a pyramid-shaped
phantom filled with 99mTc. Since then, there have been few, if any, demonstrations of 3-D coded
aperture imaging in the near field. The images presented in this work, especially that of the 57Co
spiral, reinforce the idea that coded apertures have 3-D imaging capabilities. Furthermore, to our
knowledge, this work is the first demonstration of both 3-D coded aperture and Compton imaging
in the near field via a single detection system.

Arguably the most significant contribution of this dissertation is the application of the coded
aperture and Compton imaging concepts to the preclinical evaluation of the daughter redistribution
of 225Ac-based radiopharmaceuticals. Up until now, there has been no effective means to study the
daughter redistribution in small animals, which is an integral step towards clinical approval. This
work presented both coded aperture and Compton images of 221Fr and 213Bi, respectively. Activity
estimates were extracted from each image using a quantification factor derived from phantom
measurements and were validated by an ex-vivo biodistribution analysis. These results are the first
demonstration of visualizing and quantifying the 225Ac daughters in small animals via gamma-ray
imaging.

6.2 Future Outlook

The Dual-Modality Imager was not designed for a specific application, but rather envisioned for
more general-purpose imaging scenarios. This dissertation serves as a proof-of-concept for 3-D
coded aperture and Compton imaging in the near field. A more specialized imager needs to be
designed according to the application. For example, preclinical studies would benefit from a gamma-
ray imager that exhibits both high resolution (on a sub-millimeter scale) and sensitivity. While
this work produced promising small-animal images, the image resolution and sensitivity can be
improved upon greatly by the following design and procedural upgrades:

1. The DSSDs should be fabricated with a finer strip pitch.

2. Advanced signal processing methods which facilitate position interpolation between strips
should be pursued.

3. The coded aperture should be designed with smaller elements to match the strip pitch of the
updated DSSDs.

4. The coded aperture pattern should be optimized for higher magnification: m > 2

5. The coded aperture should have a smaller open fraction: ρ < 0.5.
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6. Multiple imager panels should be included for greater solid angle coverage.

7. Advanced signal processing methods which mitigate information loss in the event reconstruc-
tion process should be pursued.

8. The coded aperture and Compton modalities should be operated via separate detection sys-
tems.

The implementation of 1− 4 improves image resolution with 3− 4 focused on the coded aperture
resolution only, while 5 seeks to enhance the SNR of the coded aperture. Appendix A provides
a quantitative analysis of the image resolutions that can be achieved with these design changes.
Upgrades 6 − 7 serve to increase the imaging sensitivity of both modalities, which would enable
a reduction in measurement time. Fast timing would be essential if in-vivo imaging were pursued
but was less critical to this work given that ex-vivo mice were imaged. Finally, upgrade 8 allows
the coded aperture and Compton imagers to be operated simultaneously in a configuration that
optimizes the resolution and sensitivity of each modality.

Another area of improvement is on quantification. The majority of images were shown on a rel-
ative intensity scale; they gave no indication of the source activity. Furthermore, even the activities
derived from the small-animal images had no associated uncertainties. Developing a comprehensive
approach for quantifying activities and estimating the associated uncertainties should be a priority
moving forward.

The radiopharmaceutical studies in this work focused solely on 225Ac agents in small animals.
The proposed imaging concept, however, can be applied to any radionuclide that emits gamma rays
with energies below a few MeV. Furthermore, the scope of coded aperture and Compton imaging
in nuclear medicine is not limited to preclinical applications. These two modalities can be adapted
and scaled up to meet clinical demands.
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Appendix A

Image Resolution Analysis

The following analyzes the impact of various design parameters on the coded aperture and Compton
image resolutions.

The coded aperture image resolution δrca can be approximated as:

δrca ≈
(

1

m− 1

)√
[(m) (wm)]2 + w2

d (A.1)

in FWHM. Here m is the magnification factor, wm is the width of the mask pixels, and wd is
the lateral position resolution of the detector in FWHM. For all practical purposes, wd can be
approximated as the strip pitch of the DSSD. According to the above, the coded aperture resolution
can be improved by decreasing both wd and wm. The current system has wd = wm = 2 mm. By
employing a strip pitch of 0.5 mm with mask elements to match, the coded aperture resolution
would improve by about 75%:

δrca (wd = 2 mm, wm = 2 mm, m = 1.5) ≈ 6.9 mm (A.2)

δrca (wd = 0.5 mm, wm = 0.5 mm, m = 1.5) ≈ 1.7 mm (A.3)

at a fixed magnification of m = 1.5. This magnification was employed for the small animal mea-
surements in Section 5.2 and was determined as follows:

m = 1 +
b

a
= 1 +

50

95
= 1.5 (A.4)

where a is the mask-to-detector distance and b is the source-to-mask distance. Further improve-
ments to the coded aperture resolution can be realized by increasing the magnification factor m.
If m = 3 were realized, then the coded aperture resolution would improve by an additional 50%:

δrca (wd = 0.5 mm, wm = 0.5 mm, m = 1.5) ≈ 1.7 mm (A.5)

δrca (wd = 0.5 mm, wm = 0.5 mm, m = 3) ≈ 0.79 mm (A.6)

at a fixed wd = wm = 0.5 mm.
The Compton image resolution δrca can be approximated as:

δrci ≈ (2z) tan

(
δθ

2

)
(A.7)
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in FWHM. Here δθ is the angular resolution of the Compton imager and z is the source-to-detector
distance. The angular resolution δθ can be improved by reducing the strip pitch of the detectors.
Figure A.1 shows simulated ARM distributions for DSSDs with strip pitches of 2 mm and 0.5 mm
at a photon energy of 440 keV. Note the FWHM of the distribution narrows as the pitch decreases.
The FWHMs provide an estimate of δθ and were found to be 6.7◦ and 3.7◦ for 2 mm and 0.5 mm,
respectively. This yields a 40% improvement in the Compton image resolution:

δrci
(
δθ|Eγ=440 keV, wd=2 mm = 6.7◦, z = 35 mm

)
≈ 4.1 mm (A.8)

δrci
(
δθ|Eγ=440 keV, wd=0.5 mm = 3.7◦, z = 35 mm

)
≈ 2.3 mm (A.9)

at a fixed source-to-detector distance of z = 35 mm. This distance was employed for the small
animal measurements in Section 5.2. If z = 20 mm were realized, then the Compton resolution
would improve by an additional 40%:

δrci
(
δθ|Eγ=440 keV, wd=0.5 mm = 3.7◦, z = 35 mm

)
≈ 2.3 mm (A.10)

δrci
(
δθ|Eγ=440 keV, wd=0.5 mm = 3.7◦, z = 20 mm

)
≈ 1.3 mm (A.11)

at a fixed angular resolution of δθ = 3.7◦.

Figure A.1: ARM distributions at 440 keV for different strip pitches: (a) 0.5 mm (in blue)
and (b) 2 mm (in orange) from simulated (Geant4) Compton data.
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