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## ABSTRACT OF THE DISSERTATION

# From nano to micro: activity-driven self-organization of interphase chromatin 

by<br>Achal Mahajan<br>Doctor of Philosophy in Engineering Sciences (Engineering Physics)<br>University of California San Diego, 2021<br>Professor David Saintillan, Chair

The central theme of the dissertation is to understand physical principles underlying the dynamical self-organization of the genome in the cell across different length and time scales. The inherently multiscale and out-of equilibrium nature of chromatin dynamics and compaction in the strongly heterogeneous nucleus has been addressed in this work. The large-scale organization of chromatin - the functional form of DNA - is critical to transcription during which ATP-powered enzymes such as RNA polymerases must physically access specific genes within a tightly-packed, micron-scale nucleus. In differentiated cell nuclei, two major chromatin compartments - heterochromatin and euchromatin - are spatially segregated, with transcriptionally active euchromatin loosely packed while mostly silent genes are compacted into heterochromatin. Through the lens of an active
polymer model of chromosomes using Brownian dynamics simulations based on a boundary integral formulation, along with a kernel-independent fast multipole method, we investigate how large heterochromatic regions form and segregate through complex interactions with euchromatin. Our model consists of a system of long flexible bead-spring polymers representing chromosomes, which are confined to a spheroidal nucleus and composed of alternating segments of active euchromatin and silent heterochromatin immersed in a viscous solvent. Our simulations are applied to analyze the role of euchromatic activity on nuclear dynamics and pattern formation, and demonstrate that active stresses and resulting nucleoplasmic flows serve to enhance heterochromatin segregation and compaction by promoting interactions and subsequent crosslinking between distant genomic segments.

Moving to nano-scale organization, we also analyzed the dynamics of DNA loop extrusion in the presence of the active motor proteins known as structural maintenance of chromosomes (SMC) complexes, of which condensin and cohesin are two important examples. These complexes have been observed to translocate along chromatin in a forcedependent directed manner to form loops via a process known as "loop extrusion" using the energy obtained from the hydrolysis of ATP. In this work, we elucidated the role played by hydrodynamic interactions, the active response of the motors and chain mechanics in assisting loop extrusion under different parameter regimes. The model accounts for the structural features and dynamics of the motor proteins. Futhermore, studies with active polymer in an unconfined environment elucidated the role of activity and hydrodynamics in the self induced coil-stretch transition. This 'active coil-stretch transition' is reminiscent of the transition exhibited by passive flexible polymers in externally applied extensional flows, but is internally driven by dipolar activity in the present case. Discussions of the simulation findings are complemented with a simple kinetic model for an active trimer. Our modeling efforts complemented and informed some of the experimental observations
providing deeper insight into the mechanisms behind the genome organization.

## Chapter 1

## Introduction

The first sequence of human genome, completed in 2003 under the human genome project, uncovered the genetic building blocks of human genome, and opened up the doors for what some predicted would be the 'century of biology' [1]. Specifically, a DNA molecule consists of two polynucleotide strands (or chains) wounded in the shape of a double-helix. Each nucleotide sequence is made of a sugar and one of the four bases: adenine (A), thymine $(\mathrm{T})$, guanine $(\mathrm{G})$ and cytosine (C). The sugars are bound together by covalently bonds and form the DNA "backbone". In addition, the two strands are held together by hydrogen bonds between the bases on the different strands, resulting in a double-helical structure. At the heart of the entire sequence is the pair complementarity of each base: A with T and G with C . The complete sequence of base pairs determines the genetic information of each individual or species. It is called the genome. The corresponding sequence of letters is enormous. For instance, in the Escherichia coli bacterium, it contains $4.6 \times 10^{6}$ letters, and more than $3.3 \times 10^{9}$ in humans. Besides, specific DNA sequences, the genes, are encountered in the genome. Their number ranges from less than a hundred in simple bacteria to several tens of thousands in higher organisms. For example, approximately 4600 genes are found in E. coli and more than 30,000 in humans. The genes
encode macromolecules such as ribonucleic acids (RNA), or polypeptides which are chains of amino-acids more commonly known as proteins. [2]. Painstakingly cataloguing the basic constituents of our DNA ('genome sequencing') took ten years, over three billion dollars and was a highly collaborative endeavor. Since then, we have been able to reduce the cost so much that by 2020 it is possible to explore the 20,000 or so human genes for under $\$ 1000$, in a matter of hours to days. Imagine genes as sentences and genomes as entire books consisting of tens of thousands of chain of words. There have been estimates that between 100 million and as many as 2 billion human genomes could be sequenced by 2025 , representing four to five orders of magnitude growth. Aberrant epigenetic modifications of genome and consequent changes in DNA binding and expression may lead to many long term diseases including diabetes, hypertension, coronary heart disease and genetic disorders [3]. Biological systems such as the one described above are notoriously known for their complexity and quantitative understanding of it requires fundamental equations from first principles similar to Newton's laws of motion that holds true even for interplanetary motions. While it is true that all biological processes result from the superimposition of many processes abiding by the laws of physics, the resulting system can be of a daunting complexity. Added to that is that vast separation in length and time scales between the two limits of single-molecule biophysics at the resolution of few nanometers to micron scale whole-cell dynamics which has historically hindered formation of mechanistic connections between atomistic-scale processes and whole-cell functions.

Nonetheless, a strategy to increase our understanding of chromatin biology and still retain a reasonable amount of complexity is to resort to biophysical modeling and computational approaches using ideas from polymer physics and hydrodynamics. Even then, it is not possible in general to perform simulations at the atomic resolution and produce trajectories corresponding to time scales compatible with biological time scales (of the order
of seconds). Instead, coarse-grained approaches are preferred where emergent phenomena and structures occur on length and timescales many orders of magnitude larger than those pertaining to their constituent atoms. This simplification results in drastically decreasing the degrees of freedom and has been extremely successful in predicting the dynamical behavior of different biological systems. Polymer physics and statistical mechanics have proven to be successful in capturing genome phase separation where polymer simulations shows segregation of compartments in which regions of the same type attract each other. These simulations successfully reproduced the checkerboard pattern that were observed in a type of chromosome configuration capture (Hi-C) experiments [4-6]. From equlibrium polymers perspective, Spakowitz and co-workers have successfully integrated polymeric forces into their models to demonstrate the dynamic coupling between chromosomal loci [7], diffusion of DNA-binding proteins to target sites [8], and chromatin segregation due to epigenetic modifications [5]. The importance of hydrodynamic or solvent-mediated interactions, which are neglected in the Brownian dynamics studies above, have been shown in a number of intracellular processes. Specifically, Saintillan et. al. developed a computational model of active chromatin hydrodynamics that accounts for the role of ATP-driven processes [9]. The force exerted by the motor proteins which were modeled as force dipoles generated fluid flows in the nucleoplasm, which in turn drove local nematic alignment of the chain resulting in large-scale coherent motions. Similarly, Shelley and co-workers have shown that hydrodynamic interactions in membrane confinement of cells plays a crucial role in the positioning of the mitotic spindle via different force transduction mechanisms that produce distinct intracellular flow profiles. From those observations one can infer that these flows exert influence on the dynamics at the cellular and sub-cellular level $[10,11]$. Other microscopic phenomena where the flow is critical to whole-cell-scale function, as evidenced by the phenomenon of cytpolasmic streaming in cells first charac-
terized by Goldstein et. al. [12, 13].
A key aspect of all the above examples is the mechanical coupling between the bio-polymer (DNA/chromatin) and the surrounding solvent incroporating motor induced microscopic forces in describing the emergent behavior. This central idea is explored in all the problems presented in this thesis in the spirit of pointing out the systematic links between first principle physics (including physical laws such as conservation of mass, momentum and energy), and first principles biology (including the central dogma, natural selection, and homeostasis). This thesis is an effort to develop such an approach borrowing ideas from soft-matter, biological physics and hydrodynamics in the low-Reynolds-number regime to address a collection of problems related to chromatin dynamics across a wide range of size and time scales. The rest of this chapter outlines the foundational principles which will be recurrent themes throughout the work. We will start with a multiscale tour of the genome followed by foundational principles of Stokes flow and briefly review Brownian motion. In the next chapter, we will delve into the detailed hydrodynamic framework using polymer dynamics and the boundary integral formulation. We will also explore some of the existing biophysical models of chromatin.

### 1.1 Chromatin dynamics and organization

Eukaryotic genomes are organized via several ubiquitous architectural features as shown in figure 1.1. The basic organizational elements of the genome are the fibers, loops, domains, and compartments that chromatin forms, as well as chromosomes. These features organize genomes at multiple levels and length scales. The chromatin fiber is made up of units of 146 base pairs (bp) of DNA wrapped around octamer histone proteins to form a bead-on-a-string like structure known as nucleosomes. These polymers are folded inside nuclei five to six orders of magnitude smaller than their linear length, and many facets
of this folding correlate with or are causally related to transcription and other cellular functions.

The DNA double helix has a diameter of $\sim 2 \mathrm{~nm}$, and in human cells, its total length if stretched out would be $\sim 2 \mathrm{~m}$, but it is folded inside a nucleus $\sim 10 \mu \mathrm{~m}$ in diameter, roughly five orders of magnitude smaller [14]. Despite this tight folding, the genome needs to remain accessible to key biological processes, including DNA replication and gene expression. How genome architecture and biological processes intertwine has puzzled generations of biologists, and a more comprehensive picture of the key determinants of these interactions is just starting to be unraveled. The DNA double helix contains approximately three base pairs per nanometer of length and has a persistence length of $\sim 50 \mathrm{~nm}$, i.e., 150 bp , as estimated in in vitro experiments [15]. The first level of genome folding is achieved by nucleosomes, histone octamers which are short cylinders of 10 nm diameter and 5 nm in height. Despite the comparable persistence length at this scale, 147 bp of DNA wrap around each nucleosome, taking 1.7 turns. The electrostatic interaction between positively charged histones and negatively charged DNA forces the above compaction. Nucleosomes are spaced by 20-40 bp of linker DNA, such that a stretched array of nucleosomes appears as beads on a string in electron micrographs. Nucleosomes are dynamic and can be repositioned by ATP-dependent chromatin remodelers which have been captured by several equilibrium and nonequilibrium models [16-18]. Unfortunately, modeling at the length scale of individual nucleosomes to understand bulk or global dynamics can be computationally expensive. Therefore, a more coarse grained approach is required to make some progress. The further arrangement of nucleosomes into $\sim 30 \mathrm{~nm}$ higher chromatin fiber has come under a lot of controversy as this characteristic structure has not been confirmed in vivo [19-21]. Recent 3D high resolution electron microscopy (EM) data [22] revealed a more complex and irregular folding of the DNA, without 30-nm
fiber but with various diameters ranging from 5 nm to 24 nm .


Figure 1.1: Figure shows the organization of genomes at different scales. DNA is wrapped around octamer of core-histones, forming the chromatin fiber which folds into loops, often bringing upstream gene regulatory elements (yellow), such as enhancers, into proximity to promoters of genes (gold/blue) to control their transcription (black arrow). The fiber then folds into chromatin domains, referred to as TADs, which associate with each other to create chromatin compartments. The DNA of each chromosome occupies a distinct volume, or chromosome territory (multiple colors), within the cell nucleus, generating non-random patterns of chromosome and genes. In the DNA-free space, the nucleus also contains RNA and proteinaceous protein aggregates which form nuclear bodies (blue). Image borrowed from [23].

While EM and light microscopy have allowed insights into the structure of chromatin and chromosomes at small (nuclesome-level) and large (nuclear) scales, intermediate scales were made accessible by Hi-C. It provided information that intrachromosomal contact frequency matrices display squared blocks of higher frequency along the diagonal, reflecting regions within which contacts occur more frequently than with any other parts
of the genome, and where the average contact frequencies decay slower than genome-wide averages [24,25]. These domains are called topologically associated domains (TADs) with a median size of $\sim 200 \mathrm{~kb}$ in human cells. Another prominent feature uncovered by Hi-C are chromatin loops shown as peaks in the contact maps with enhanced frequency of interactions. A large fraction of TADs have such peaks at their corners and conversely, many loops are associated with TADs [26]. A simplest mechanism that can explain the contacts between distant sites is due to random collisions occurring from Brownian thermal fluctuations most of which will be short lived. However, if two colliding loci are bound by molecular motors that can form longer-lived interactions, these will stabilize contacts and create local peaks in the Hi-C maps. The TAD boundaries are also strongly enriched in specific proteins like CTCF and cohesin. The random collision model also fails to explain the strong correlation of TAD boundaries with converging CTCF sites, i.e., motifs oriented towards each other, while the three possible orientations of these motifs are strongly disfavored. A notable mechanism that has gained a lot attraction in recent years is the loop extrusion [26-31]. In this model, loop extruding factors (LEFs), which come under the family of structural maintenance of chromosome (SMC) complexes, bind to the chromatin (or DNA) fiber and actively pull out (extrude) the DNA until they unbind (or stall) or encounter the boundaries marked by CTCF bound sites or other cohesin complexes. The Langevin simulations considering a simple model of DNA as a linear polymer with active extrusion mechanism of the motor based on the experimentally obtained parameters were successful at explaining most of the experimental evidence as well as several experimental perturbations. While some models assume extrusion as an active ATP driven mechanism of SMC complexes as molecular motors [28,31], others propose extrusion without activity, powered by either transcriptionally induced supercoiling and thermal fluctuations [32,33]. An important experimental evidence in favor of the active extrusion model comes from
in vitro single-molecule imaging experiments showing that these specialised protein complexes can translocate on DNA [34-37] and bypass single nucleosomes and DNA-bound proteins, but not CTCF [38]. The dynamic nature of loops is also supported by singlemolecule tracking of cohesin and CTCF in vivo [39]. The TADs and the associated domains is highly conserved across different cell types and species and therefore must play a crucial role in several biological processes. In terms of gene expression, alterations of TADs can lead to abnormal expression patterns. For instance, disruption of a single TAD boundary in mice leads to polydactyly, a severe developmental malformation [40]. Similarly, the loss of CTCF at a TAD boundary in patient-derived cells was shown to cause hyperactviation of an oncogene's expression, resulting in cell proliferation [41]. TADs have also been shown to affect replication where TADs have been shown to perfectly coincide with replication domains. DNA polymerases initiate replication in parallel at multiple locis along the length of the chromosome, leading to replication domains [42].

EM images have also unraveled the presence of highly dense, transcriptionally silent heterochromatic regions near the nuclear envelope and surrounding the nucleoli, with less compact, highly active euchromatin at the center of the nucleus with some exceptions of retinal cells of nocturnal mammals, which display an inverted architecture [6,43]. The partition of the domains based on their activity appears as checkerboard pattern on the HiC maps [44]. This pattern based on eigen vector analysis suggests that the entire genome is partitioned in alternating regions of a few megabases belonging to compartments (A and B). Comparison with ChIP-Seq (chromatin immunoprecipitation and sequencing) data shows a strong correlation of A regions with transcriptionally active histone markers and decondensed chromatin, while B regions correlate with inactive histone marks and dense regions. The biochemical basis of heterochromatin condensation is understood to be linked to the methylation of histone tails and binding of heterochromatin protein 1
(HP1) to nucleosomes. Bound HP1 further oligomerizes and bridges nucleosomes from chromatin regions in close spatial proximity, resulting in the compaction and repression of silent genes [5, 45-49]. This compaction has also been hypothesized to involve liquidliquid phase separation by HP1 [50,51]. In recent studies, chromosomes were modeled as block heteropolymers divided into three compartments (A, B and C). The simulations recovered the inverted nuclear architecture as well as the compartment organization by assigning same attractive interactions between different types of monomers depending on the chromatin type [6]. Subsequent studies based on the same models [52, 53] showed that non-specific attractive interactions with the nuclear envelope result in preferential accumulation of heterochromatin in the nuclear periphery consistent with observations in conventional nuclei, confirming that binding to the nuclear lamina plays a key role in the spatial organization of heterochromatin.

Further in the hierarchy at the nuclear-scale chromatin organization are the chromatin territories. Microscopy has shown that interphase nuclei of many mammalian cells are partitioned into largely disjoint chromosome territories [54] whose radial positions display statistical preferences. This organization is not very intuitive from the polymer physics models where the territories would be expected to intermingle and fill out the entire nucleus. One plausible explanation would be the timescale needed for chromosomes to relax after mitosis. The relaxation time of polymers increases as the third power of their length in the presence of topological constraints. Thus, human chromosomes might simply not have enough time to mix, and this could reflect the individuality of interphase territories [55]. The out-of-equilibrium argument is also supported by the Hi-C study in mammalian chromosomes where genome-wide average contact frequency is inversely proportional to the genomic distance $\left(P_{c}(s) \propto s^{-1}\right)$ (between $\sim 500 \mathrm{~kb}$ and $\sim 5 \mathrm{~kb}$ ), in contrast to $\left(P_{c}(s) \propto s^{3 / 2}\right)$ scaling for equlibrium polymers [44]. A fractal globule model,
where the polymer remains unentangled in contrast to an equilibrium model, was proposed to explain this scaling [56]. As highlighted in the above sections, the dynamics of the chromatin organization occurs at small length scales and highly viscous environment. Now that we understand the system well, the next is to outline the set of equations that governs the dynamics of fluid flows inside the cell. Most of the models for the chromatin polymer have neglected hydrodynamic interactions (or fluid flows) so that the novelty of the present work is precisely to consider it.

### 1.2 Low Reynolds number hydrodynamics: Stokes flow

As the problems of interest involve extremely small length scales $L \sim \mathcal{O}(\mu m-n m)$ typically in a fluid of viscosity $\mu \sim \mathcal{O}(100-10000$ times of water $)$, the governing NavierStokes equations describing the motion of a fluid element can be further simplified to a set of linear equations in specified regimes characterized by the zero limit of two dimensionless numbers. This regime of creeping flow where the inertia of both the fluid and particles can be neglected is known as Stokes flow regime (also known as non-inertial or viscous flows) such that,

$$
\begin{equation*}
R e=\frac{\rho U L}{\mu} \rightarrow 0, \quad \text { Reynold's number }=\frac{\text { Inertial forces }}{\text { Viscous forces }}, \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
S t=\frac{\rho L^{2}}{T \mu} \rightarrow 0, \quad \text { Stokes number }=\frac{\text { time scale for viscous diffusion }}{\text { instrinsic time scale }} \tag{1.2}
\end{equation*}
$$

where $\rho$ and $\mu$ are the density and viscosity of the suspending fluid, $L$ and $U$ are the particle size and the characteristic velocity scale of the particle with respect to the fluid respectively. In the absence of an intrinsic time-scale differing from $L / U, R e \ll 1$ allows
neglect of the acceleration term as well. However, if this is not the case and the motion has an intrinsic time-scale $T$, then the time scale $\left(\rho L^{2} / \mu\right)$ for momentum transport by the viscous diffusion should be much smaller than the intrinsic time scale. But the length and velocity scale do not have to be small for the low Reynolds number approximation to hold true. For example, flow in glaciers due to their sheer size have large length scales $\sim \mathcal{O}(m)$, extremely slow motions $\sim \mathcal{O}$ (years), and high viscosity $\mu$, yet the dynamics of their flow still works well with creeping flow approximation.

### 1.2.1 Stokes equation

If both $R e$ and $S t$ are small, then we can neglect the inertial and acceleration terms in the Navier-Stokes equations, which gives the following set of equations,

$$
\begin{gather*}
\boldsymbol{\nabla} \cdot \boldsymbol{u}=\mathbf{0}, \quad \text { continuity equation, }  \tag{1.3}\\
\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}=-\boldsymbol{\nabla} p+\mu \boldsymbol{\nabla}^{2} \boldsymbol{u}=\mathbf{0}, \quad \text { momentum equation, } \tag{1.4}
\end{gather*}
$$

where $\boldsymbol{u}(\boldsymbol{x})$ and $p(\boldsymbol{x})$ are the velocity and pressure fields respectively. The first equation describes the conservation of mass for incompressible fluids and the second equation states the balance of forces in a non-accelerating fluid. We assume the constitutive equation for a Newtonian fluid which implies the symmetric stress tensor $\boldsymbol{\sigma}$ is given by,

$$
\begin{equation*}
\boldsymbol{\sigma}=-p \mathbf{I}+\mu\left[\boldsymbol{\nabla} \boldsymbol{u}+\boldsymbol{\nabla} \boldsymbol{u}^{T}\right] . \tag{1.5}
\end{equation*}
$$

Due to the linearity of the Stokes equations, it enjoys some additional perks which could be useful in present context [57]. Because of the linearity, a change in the magnitude of the forcing is linearly reflected in the fluid velocity. A direct mathematical consequence of the linearity of the Stokes equations is that the principle of superposition of solutions may be applied. The upside to this is that the individual solutions do not affect one another,
and are coupled only through boundary conditions. Linearity of the governing equations also implies that the motions are reversible in the driving force. This is meticulously illustrated in a short film by Taylor [58] where a colored drop is introduced into a viscous liquid contained in the annular region of two concentric cylinders. The colored drop partially mixes upon the rotation of the inner cylinder which on reversing the direction of rotation reforms its original spherical droplet shape with only a slight blurring due to molecular diffusion. Another important property is instantaneity. The absence of the time in the Stokes equations renders a quasi-static nature to the motion. There is no history dependence of the fluid motion captured by these equations which means, that the boundary motion is communicated to the entire fluid instantly. This is due to the harmonic properties of the Stokes equations which have instantaneous propagation of the information. Of course this is physically unrealistic and it should be kept under consideration that there is actually a finite propagation time for the information. Hence, motions caused by the particle are well-approximated by the Stokes equations out to distances $L<\mathcal{O}(\sqrt{\mu t / \rho})$. Another useful property is the ability to determine results for one Stokes flow field based upon the solution of another Stokes flow in the same geometry, also known as the reciprocal theorem. For an extensive discussion on the aforementioned topic, the readers are pointed to the book on suspension dynamics [57].

### 1.2.2 Resistance matrix

Now we wish to consider the motions caused by immersing a particle or collection of particles in a viscous fluid flow. The particle is subjected to a fluid stress field which results in the hydrodynamic force on the particle,

$$
\begin{equation*}
\mathbf{F}^{\mathrm{h}}=\int_{S} \boldsymbol{\sigma} \cdot \mathbf{n} \mathrm{~d} S \tag{1.6}
\end{equation*}
$$

A simple interpretation of the total hydrodynamic force is that it is a sum of differential forces $\boldsymbol{\sigma} \cdot \mathbf{n d} S$ on the particle surface where $\mathbf{n}$ is the outward normal from the particle surface, and $\boldsymbol{\sigma} \cdot \mathbf{n}$ is called the traction force on the surface of the particle. We next consider the torque on the particle resulting from the fluid traction on the surface written as,

$$
\begin{equation*}
\mathbf{T}^{\mathrm{h}}=\int_{S} \mathbf{x} \times(\boldsymbol{\sigma} \cdot \mathbf{n}) \mathrm{d} S \tag{1.7}
\end{equation*}
$$

We can also point out that it is a first moment of the traction distribution. For intertialess motion, it is valuable to note that the resultant force and torque on the particle must go to zero, so that $\mathbf{F}^{\mathrm{h}}+\mathbf{F}^{e}=\mathbf{0}$ and $\mathbf{T}^{\mathrm{h}}+\mathbf{T}^{e}=\mathbf{0}$ where $\mathbf{F}^{e}$ and $\mathbf{T}^{e}$ is the sum of all external forces and torques respectively acting on the system. The linearity of the Stokes equations implies that there exists a relationship between the particle dynamical variables (force and force moment) and kinetic variables (velocity and velocity gradient) which is linear with respect to the motion.


Figure 1.2: Particle translating at $\mathbf{U}$ and rotating at $\boldsymbol{\omega}$ in a stationary viscous flow.

We can illustrate this using an example of rigid particle translating at a velocity
$\mathbf{U}$ in a fluid at rest at large distance from the particle such that $\boldsymbol{u}=\mathbf{U}$ at the surface as shown in figure 1.2. Now the hydrodynamic drag $\left(\mathbf{F}^{\mathrm{h}}\right)$ force depends linearly on stress $\boldsymbol{\sigma}$ as given in equation 1.6 which itself is linear $\mathbf{U}$. Hence the force $\mathbf{F}^{\text {h }}$ depends linearly on $\mathbf{U}$. The scaling of viscous drag $F^{\mathrm{h}} \sim-(\mu U / L) L^{2}=-\mu U L$ implies that the linearity can be expressed in a more general relation in the following manner,

$$
\begin{equation*}
\mathbf{F}^{\mathrm{h}}=-\boldsymbol{\mathcal { R }}^{\mathrm{FU}} \cdot \boldsymbol{u} \tag{1.8}
\end{equation*}
$$

where $\boldsymbol{\mathcal { R }}^{\mathrm{FU}}$ is the resistance tensor which couples velocity to force. Just as the force is related to translation, there is a hydrodynamic function relating rotation to torque,

$$
\begin{equation*}
\mathbf{T}^{\mathrm{h}}=-\boldsymbol{\mathcal { R }}^{\mathrm{T} \omega} \cdot \boldsymbol{\omega} \tag{1.9}
\end{equation*}
$$

Putting the above results together, we consider a rigid particle that is translating at a velocity $\boldsymbol{u}$ and rotating with an angular velocity $\boldsymbol{\omega}$ through a stationary fluid. The general linear relationship between the velocities and the hydrodynamic force and torque can be written as,

$$
\binom{\mathbf{F}^{\mathrm{h}}}{\mathbf{T}^{\mathrm{h}}}=\left(\begin{array}{cc}
\boldsymbol{R}^{\mathrm{FU}} & \mathcal{R}^{\mathrm{F} \omega}  \tag{1.10}\\
\boldsymbol{\mathcal { R }}^{\mathrm{TU}} & \mathcal{R}^{\mathrm{T} \omega}
\end{array}\right) \cdot\binom{\boldsymbol{u}}{\omega}=\boldsymbol{\mathcal { R }} \cdot\binom{\boldsymbol{u}}{\boldsymbol{\omega}}
$$

where the resistance matrices $\boldsymbol{\mathcal { R }}^{\mathrm{FU}}, \boldsymbol{\mathcal { R }}^{\mathrm{F} \omega}, \boldsymbol{\mathcal { R }}^{\mathrm{TU}}$, and $\boldsymbol{\mathcal { R }}^{\mathrm{T} \omega}$ are determined by the geometry of the particle and are proportional to the fluid viscosity $\mu . \mathcal{R}$ is a $6 N \times 6 N$ matrix termed the resistance tensor where $N$ is the number of particles present in the system ( $N=1$ in the present example). This relationship is useful when the translational and rotational velocities of the particle are specified and the force and torque have to be determined (the resistance problem). However, it is more common to have the opposite case in which the force and/or torque is specified where the relationship can be inverted to yield

$$
\begin{equation*}
\binom{u}{\omega}=-\mathcal{M} \cdot\binom{\mathbf{F}^{\mathrm{h}}}{\mathbf{T}^{\mathrm{h}}}, \tag{1.11}
\end{equation*}
$$

where $\boldsymbol{\mathcal { M }}=\boldsymbol{\mathcal { R }}^{-1}$ referred to as mobility matrix. We can obtain a simple expression for a sphere of radius $a$ translating with velocity $\boldsymbol{u}$, the hydrodynamic force on the particle is $\mathbf{F}^{\mathrm{h}}=-6 \pi \mu a \boldsymbol{u}$ where the resistance matrix is expressed as $\boldsymbol{\mathcal { R }}^{\mathrm{FU}}=6 \pi \mu a \mathbf{I}$, whereas the hydrodynamic torque on the same particle rotating with angular velocity $\boldsymbol{\omega}$ can be shown as $\mathbf{T}^{\mathrm{h}}=-8 \pi \mu a^{3} \boldsymbol{\omega}$, and $\boldsymbol{\mathcal { R }}^{\mathrm{T} \omega}=8 \pi \mu a^{3} \mathbf{I}$. One important aspect is that unlike $\boldsymbol{\mathcal { R }}^{\mathrm{FU}}$ which scales linearly with the body size, $\boldsymbol{\mathcal { R }}^{\mathrm{T} \omega}$ depends on its cube.

### 1.2.3 Fundamental singularities and integral formulation

In Stokes regime, it is useful to express the flow field created by a particle motion in terms of driving external force $\left(\mathbf{F}^{e}\right)$ from resistance matrix formulation in the above section such that,

$$
\begin{equation*}
\boldsymbol{u}=\left(\frac{\mathbf{I}}{r}+\frac{\boldsymbol{x} \boldsymbol{x}}{r^{3}}\right) \cdot \frac{\mathbf{F}^{e}}{8 \pi \mu} \tag{1.12}
\end{equation*}
$$

The derivation of the above expression can be found in classical textbooks [57,59]. This velocity field retains only the most slowly decaying portion $\left(r^{-1}\right)$ in the limit $a \rightarrow 0$ for a point size particle. We can also obtain $\boldsymbol{u}$ in a rather simple fashion by the device of shrinking the sphere. The idea is that if we are very far from the sphere, this is the dominant effect. Equivalently, we can show that this result is the flow induced by a "point force" of magnitude $F^{e}$, which is formally the solution to the problem,

$$
\begin{equation*}
-\boldsymbol{\nabla} p+\mu \boldsymbol{\nabla}^{2} \boldsymbol{u}=-\mathbf{F}^{e} \delta(\boldsymbol{x}), \quad \boldsymbol{\nabla} \cdot \boldsymbol{u}=0 \tag{1.13}
\end{equation*}
$$

where $\delta(\boldsymbol{x})$ is the Dirac delta function. This velocity may be interpreted as the "impulse response" of these equations where the solution has been referred to as the Stokeslet written as

$$
\begin{equation*}
\boldsymbol{u}=\mathbf{G} \cdot \frac{\mathbf{F}^{e}}{8 \pi \mu} \tag{1.14}
\end{equation*}
$$

in terms of the Oseen-Burgers tensor given by

$$
\begin{equation*}
\mathbf{G}=\left(\frac{\mathbf{I}}{r}+\frac{\boldsymbol{x} \boldsymbol{x}}{r^{3}}\right) \tag{1.15}
\end{equation*}
$$

In more mathematical terms, $\mathbf{G}$ is the Green's function for the Stokes equations; because of the linearity of the Stokes equations, the Green's function may be used to construct the solution for a distribution of forces as can be seen in the upcoming discussions, but before that we can also construct a similar formulation for the torque rotating in a quiescent fluid with velocity $\boldsymbol{\omega}$. The flow field generated by this sphere is given by

$$
\begin{equation*}
\boldsymbol{u}=\frac{\mathbf{T}^{e}}{8 \pi \mu} \times \frac{\boldsymbol{x}}{r^{3}} . \tag{1.16}
\end{equation*}
$$

We obtain the fundamental solution for a point torque from the above expression, often called as rotlet. This idea of a Green's function is very useful because the flow solution for a distribution of forces may be obtained as a superposition of the flow fields generated independently by each of the forces. Now consider a rigid with a surface $S$ particle immersed in a flow and exerting a surface traction on the surrounding fluid. The flow resulting from the surface traction can be written in integral form such that

$$
\begin{equation*}
u_{j}\left(\boldsymbol{x}_{0}\right)=-\frac{1}{8 \pi \mu} \int_{S} G_{j i}\left(\boldsymbol{x}_{0}, \boldsymbol{x}\right) f_{i}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})+\frac{1}{8 \pi} \int_{S} u_{i}(\boldsymbol{x}) T_{i j k}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) n_{k} \mathrm{~d} S(\boldsymbol{x}), \tag{1.17}
\end{equation*}
$$

where $f_{i}(\boldsymbol{x})$ is the traction on $S$ and $\mathbf{T}$ is the associated stress tensor $T_{i j k}(\boldsymbol{x})=-3 x_{i} x_{j} x_{k} / r^{5}$. The first integral on the right hand side is called the single layer potential which describes the contribution by forces distributed on the surface of the particle. The second term is called the double layer potential and describes the contribution for deformable particles such as a drop. The usefulness of the integral representation can be corroborated from the reduction in dimensionality of the problem by one where the field variables can be computed by solving problems on two dimensional surfaces rather than three dimensional volume problem. In the next chapter 2, we will focus primarily on the ways to solve these
integral equations along with benchmarking and error analysis of the numerical methods for the problem of interest.

### 1.2.4 Brownian motion

At small length scales, as elaborated by the English botanist Robert Brown, a particle will undergo irregular, jittery motion when suspended in a solvent. Einstein reasoned on this observation that if tiny but visible particles were suspended in a liquid, the invisible atoms in the liquid would bombard the suspended particles and cause them to jiggle. He later explained the motion in detail, accurately predicting the irregular, random motion of the particles where the trajectories were uncorrelated and with no mean transport. These fluctuations incited by the fluid molecules enters in the form of thermal bath providing $0.5 k_{B} T$ of energy for each degree of freedom. Keeping track of individual water molecules can prove to be computationally expensive as there are $6.02 \times$ $10^{23}$ water molecules in a mole of water or more famously known as Avogadro's number. On the contrary, one can also resort to a continuum approach where a collection of water molecules moving irregularly with thermal entropic energy are treated as a single entity (or continuum) and exert a net force on the macroscopic particle. Einstein, Smoluchowski and Sutherland independently derived a relation between molecular movement and diffusion in a liquid relating the diffusivity of the particle and frictional resistance of the molecules,

$$
\begin{equation*}
\mathbf{D}=k_{B} T \mathcal{M} \tag{1.18}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant and $T$ is the absolute temperature of the suspending fluid bath. In modern language, equation (1.18) simply expresses the fluctuationdissipation theorem. On the other hand, Stokes provided a hydrodynamic relation relating the frictional resistance and the properties of the particle and the medium in which it is suspended. Combining the two gives the well celebrated Stokes-Einstein-Sutherland
relation that relates the diffusivity $\mathbf{D}$ of a spherical particle to it's size $a$ suspended in a fluid medium of viscosity $\mu$,

$$
\begin{equation*}
\mathbf{D}=\frac{k_{B} T}{6 \pi \mu a} \mathbf{I} \tag{1.19}
\end{equation*}
$$

where the diffusion tensor is isotropic for a spherical particle to account for its symmetry. Mathematically, the Brownian force $\mathbf{F}_{i}^{b r}(t)$ are represented as follows

$$
\begin{equation*}
\left\langle\mathbf{F}^{b r}(t)\right\rangle=\mathbf{0}, \quad\left\langle\mathbf{F}^{b r}(t) \mathbf{F}^{b r}\left(t^{\prime}\right)\right\rangle=2 k_{B} T \boldsymbol{\mathcal { M }} \delta\left(t-t^{\prime}\right), \tag{1.20}
\end{equation*}
$$

where $\boldsymbol{\mathcal { M }}$ denotes the grand mobility tensor that captures viscous resistance on the chain as well as long-ranged hydrodynamic interactions. 〈..〉 represents the ensemble average. The random fluctuations bombarded on a particle over a multiple ensembles will average out to zero, and the second moment correlates the variance of the fluctuations with the mobility. In the coming chapters, we will see the expression for mobility adapted for suitable problems and different strategies employed to calculate the Brownian displacements of a particle numerically.

### 1.3 Overview of the current thesis

The central theme of the dissertation is to understand physical principles underlying the dynamical self-organization of the genome in the cell across different length and time scales using theoretical and computational approaches. Specifically, we have explored the complex interplay between chain mechanics, hydrodynamic interactions and active response of the biological motors in the underlying physical mechanism leading to non-trivial dynamics in genome compartmentalization during cell differentiation that scales over a few microns and loop extrusion process that occurs on a nanometer scale. The non-equilibrium nature of the system in a highly heterogeneous environment (nucleus) poses a formidable mathematical and computational challenge which has been systematically addressed in
the present work. The current modeling effort complemented and informed some of the experimental observations which are useful to gain insight behind the physical mechanisms. The problem solving approach typically involves biophysical modeling, Brownian dynamics simulations, sophisticated computational and analytical techniques from active matter and fluid mechanics. The simulations presented in the upcoming chapters are highly optimized and have been performed on super computers to elucidate aforementioned problems of biological and physical significance. Through this work, we aim to provide physical explanation behind some of the peculiar observations that have been reported in the experiments and also possibly discover novel features which will assist the future experiments to a useful direction that can have broader applications in epigenetic functions across organisms and species.

Chapter 2 revolves around the biophysical modeling approaches in the context to DNA and chromosomes specifically at the interphase stage of the cell cycle. In this chapter, we develop much of theoretical and computational framework in a systematic manner for reader with little to no biology background. We outline the polymer modeling principles used in context to chromatin biology both for equilibrium and non-equilibrium processes. Finally, we also summarize the importance of the numerical modeling tool by highlighting the performance and scaling of the underlying computational algorithm.

Chapter 3 deals with the conformational dynamics of active flexible bead-rod polymer chains subjected to active force dipoles that drive fluid disturbances in the suspending solvent via numerical simulations. In this chapter, we explore the active coil-stretch which is internally driven by dipolar activity and make a comparison with the classical case exhibited by passive flexible polymers in externally applied extensional flows. We also present a simple kinetic model for an active timer based on the Fokker-Planck formulation to understand the stretching transition.

Chapter 4 is centered on activity induced segregation and compactness of the heterochromatin at a resolution of few microns or the size of the nucleus. Here, we use computational modeling based on a coarse-grained Langevin description of the whole nucleus to illuminate the biophysical principles and mechanisms underlying this complex spatial organization. We specifically analyze the role of euchromatic activity on nuclear dynamics and pattern formation, and demonstrate that active stresses and resulting nucleoplasmic flows serve to enhance heterochromatin segregation and compaction by promoting interactions and subsequent crosslinking between distant genomic segments.

Moving on to the length scales of a few nucleosomes at the nanometer resolution, chapter 5 focuses on the active dynamics of DNA loop extrusion. We present a microscopic bottom-up model for the dynamics of active loop extrusion that accounts for the structural features and dynamics of the motor proteins. Combining modeling and Brownian dynamics simulations, we demonstrate the roles played by hydrodynamic interactions, the active response of the motors and chain mechanics in assisting loop extrusion under different parameter regimes.

Concluding remarks and future work is discussed in depth in chapter 6.

## Chapter 2

## Biophysical modeling of DNA and <br> chromatin

### 2.1 Introduction

Numerous biological polymers are characterized by myriad complex dynamical processes, and are driven out-of-equlibrium by continuous supply of energy in the form of ATP. Different types of molecular machines (like proteins) and ribosomes undergo structural and conformation changes which provide functional support to numerous processes inside the cell. This gives rise to plethora of dynamical processes and movements, including transport within the cell and the body, such as self-organization and spontaneous motion, with intriguing collective phenomena emerging by migration and locomotion also on scales much larger than individual cells. This assigns a very special status to the nature of living-and active-matter systems with characteristic features that separate it from passive systems like non-thermal fluctuations, broken detailed balance, and violation of the dissipationfluctuation relation. This highly non-equilibrium makes it challenging for the development of theoretical/analytical ideas. Biological polymers and other filamentous structures are
an integral part of biological systems, and their conformational and dynamical properties are substantially affected by the active processes to a yet unresolved extent. This chapter primarily discusses various aspects of biophysical modeling and computational tools relevant for studying the class of active biopolymers, specifically DNA and chromatin, in a pedagogical manner. The discussion is divided in three main aspects. First, we will focus on modeling of biopolymers with special focus on chromatin (or DNA) as a soft polymer. Then we will move on to discuss hydrodynamics of polymers in viscous flow where we will outline the underlying governing physical principles and discuss associated numerical methods. Discussions from this chapter will help us to develop physical intuitions of several phenomena which will facilitate discussion in the upcoming chapters. There is a rich history of polymer literature that deals with dynamics of biopolymers. However,there are a very few pedagogical notes or books that develop the theory of mechanics and their interesting behaviors in a self-contained way. We start by a brief review of polymer models and highlight the differences between models used historically in the context of studying chromatin dynamics and organization. We then derive the governing equations used in the present study, and briefly discuss the associated terms in the equations.

### 2.2 Polymer models for the mechanisms of chromatin organization

Theoretical and computational approaches provide a support to experiments to dissect and improve our understanding of three dimensional structure of chromosomes and their organization. To make sense of increasingly large and complex mechanisms as explained in the earlier sections, first-principle models have been developed that try to explain the variety of chromatin patterns at different length scales in a coherent and mechanistic
framework. The genome is modeled as a polymer fiber, and its folding is guided by principles of polymer physics [60]. From the dynamics point of view, various computational chromatin-polymer models have been developed, and they quite accurately recapitulate many features of genome organization, pointing to polymer-polymer self-interactions as a major organizer of the genome [61]. The human chromosome consists of millions of base pairs bounded together by covalent bonds with a backbone of sugar-phosphate. This makes the DNA a perfect model that fits the description of a polymer, as a molecule built from many similar elements (called monomers) bonded together. This universality means that many concepts and results from polymer theory $[62,63]$ can be applied to understand the structure and dynamics of DNA and chromatin in cells.

An important property to model the dynamics of a polymer depends on it's flexibility, also represented mathematically as persistence length $\left(\ell_{p}\right)$. For a polymer of contour length $L$, on short length scales $\ell_{p} / L \ll 1$, it behaves as a rigid rod, while on larger $\left(\ell_{p} / L \gg 1\right)$ scales it can bend in arbitrary directions due to thermal fluctuations. As a consequence of this, polymers can have an infinite number of three dimensional orientations, or conformations. This is where some of the concepts of polymer theory can be used to predict statistical quantities, such as mean distance between the two ends of a polymer or the frequency with which two monomers contact each other. These quantities obey certain scaling laws, which is highly dependent on the numbers of monomers $N$ for a discrete version of the polymer, or the contour length of the chain in the case of a continuum approach. There are myriad number of approaches that can be used depending on the regime of $\ell_{p} / L$, and discussing each one of them is outside the scope of this study. Therefore, for linear chromatin fiber with persistence length 30 nm [64,65], we will restrict ourselves to the case of loosely packed polymers with zero bending rigidity or resistance ( $\ell_{p} / L \ll 1$ ) for the case of floppy polymers. In the simplest model, the ideal chain, bonds between
monomers have arbitrary orientation. At equilibrium, in the absence of external forces, the root mean squared end-to-end distance increases as $\sqrt{s}$ or $\sqrt{N}$ while contact frequency decay as $s^{-3 / 2}$. The more realistic chain model accounts for the fact that a polymer cannot self-intersect or self avoiding polymer. This will lead to expansion of the polymer accounting for excluded volume interactions and higher exponent (3/5) for end-to-end distance. In confined volumes such as the nucleus, however, this swelling can be counterbalanced by the presence of other chains (and other segments of the same chain). In that case, the scaling laws become similar to the ideal chain up to a distance where monomers behave as if they were no longer part of the same chain, at which point they level off. Equlibrium polymer models can also predicts the properties of polymer motions. For instance, the Rouse model describes the motion of a single monomer influenced by the presence of other monomers connected with each other by a linear spring. The mean-square displacement of a monomer grows as the square root of time over short timescales $\left(\left\langle r^{2}(t)\right\rangle \propto t^{1 / 2}\right)$, unlike a free particle, for which the MSD is proportional to time $\left(\left\langle r^{2}(t)\right\rangle \propto t\right)[62,66]$.

There are primarily two major coarse-grained polymer model approaches to understand chromatin folding, one is the data-driven approach and the other is the bottom-up approach. In the data-driven approach, the chromatin interactions fitted or iterated from 5 C or Hi-C matrices are used to reconstruct the spatial arrangement of the chromosome in 3D. These are also known as inverse (or fitting-based) models [67]. In this approach, the chromatin is modeled as a chain of interacting monomers connected by entropic constraints $[4,68]$. The interaction parameters are then fitted using an iterative procedure generating a population of 3D conformations. As the genomic data sets are large, these approaches are useful, and often successfully reproduce Hi-C interactions maps but they often reveals little about the physical mechanisms behind the observed structures. On the contrary, the bottom-up approaches offers a systematic way to understand the mechanism
behind an observation which can be developed further to offer a unified approach that could consistently work for different cell types and species. A common approach is to write a simple model equation describing the bio-mechanics of the system, and then systematically improve it further until the model is able to predict the experimental observations. Some of the model parameters can also be obtained from the experimental data, and further insight is obtained from the output data. Even though the accuracy of the bottom-up approaches may not be as good as that of a fitting-based model with many parameter, they offer important understanding of molecular mechanisms. In this thesis, we will focus on models derived from polymer physics and Langevin simulations [62,69]. The principle is as follows: the monomers of chromatin move according to Newton's second law, which states that the force exerted on a body is equal to its mass multiplied by its acceleration. This equation can be solved numerically to march in time to understand the dynamics of the system. After assigning an initial configuration, rest depends on the forces that each monomer experiences. This could be challenging as each monomer will experience forces like Coulomb charge interactions, van der Waals interactions etc. from the surrounding monomers. Such atomic level molecular dynamics simulations have been applied to proteins, as well as DNA and DNA-protein interactions [70]. However, calculating these forces at a resolution of individual atoms/proteins is computationally expensive.

To simulate large systems at the resolution of single chromosome territory or nucleus, one needs to resort to coarse-grained approaches. Instead of explicitly treating each water molecule, we can introduce a continuum approach and hydrodynamic theory for the interaction of the polymer with the surrounding fluid solvent using Brownian dynamics simulations. Furthermore, collections of proteins/nucleosomes are treated as a single unit, and the force exerted on them is written in the force balance equation. Consider a Brownian particle of mass $M$, the instantaneous general Langevin equation of motion
write:

$$
\begin{equation*}
M \frac{\mathrm{~d}^{2} \mathbf{r}_{i}}{\mathrm{~d} t^{2}}=-\nabla U(\mathbf{r})-\zeta \frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}+\zeta \boldsymbol{\kappa} \cdot \mathbf{r}+\mathbf{F}^{b r} \tag{2.1}
\end{equation*}
$$

where $\mathbf{r}$ is the position of the particle, $\zeta$ is the specific friction coefficient, $U$ is the sum of all the particle interaction potentials (e.g. mechanical, active, excluded volume etc.), and $\mathbf{F}^{b r}$ captures Brownian displacements and is calculated to satisfy the fluctuation-dissipation theorem. This term provides a stochastic nature to the equation, and is originated from independent thermal collisions with the fluid molecules as described in Chap 1. For a uniform velocity gradient with zero velcoity at the origin, $\boldsymbol{u}(\mathbf{r})=\boldsymbol{\kappa} \cdot \mathbf{r}$, where $\boldsymbol{\kappa}$ is the transpose of the velocity gradient tensor; i.e. $\boldsymbol{\kappa}=(\nabla \boldsymbol{u})^{T}$. Brownian dynamics is a limit case of Langevin dynamics framework. In this case, inertial effects are neglected with no average acceleration on the Brownian particle, and eventually results in a balance of the external forces to the viscous hydrodynamic drag [69]

$$
\begin{equation*}
\mathbf{0}=-\boldsymbol{\nabla} U(\mathbf{r})-\zeta \frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}+\zeta \boldsymbol{\kappa} \cdot \mathbf{r}+\mathbf{F}^{b r}(t) \tag{2.2}
\end{equation*}
$$

Defining $\zeta=6 \pi \eta r_{h}$ as the friction coefficient and $D_{b}=k_{B} T / \zeta$ as the diffusion coefficient of the particle, the instantaneous velocity of the Brownian particle is written as follows:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\boldsymbol{\kappa} \cdot \mathbf{r}+\frac{1}{\zeta}\left(-\nabla U(\mathbf{r})+\mathbf{F}^{b r}(t)\right) \tag{2.3}
\end{equation*}
$$

For the present study, interactions could include a potential to keep beads connected in a chain, and a potential preventing beads from overlapping in space. Another important component could come from the interaction of the polymer with other molecular motor proteins/enzymes which continuously inject energy into the system. Other important terms would include the interactions of one bead with the other via the solvent, and is captured by adding hydrodynamic interactions. As this is an important constituent in the present thesis, we will explore it in great depth in the following sections. All these interaction
potentials are extremely difficult to obtain from underlying physical principles or molecular mechanisms, and mostly rely on modeling insights from structural and functional information. While a chain of beads might look like a crude model for chromatin, it has been remarkably successful in explaining many of the observations such as Hi-C. Brownian dynamics simulations have also been used to study other kinds of soft matter systems [71], as for example, the rheological behavior of polymers [72], the dynamics of proteins and DNA [73-75] etc. Here, we will summarize some of the important polymer models, most of which do not account for hydrodynamic interactions, developed for understanding genome folding.

### 2.2.1 The fractal globule model

The first model to predict the $(-1)$ power law decay of contact probability with genomic distance in the Hi-C experiments [44]. The fractal globule (FG) model, also known as the "crumpled globule" model, was introduced as a model for the 3D structure of DNA by Grosberg et. al. [76]. In this model, the chromatin folds into a hierarchical and unentangled structure by crumpling into small globules. Smaller globules then further crumple into larger globules. Apart from the -1 power-law decay in contact probability, another feature that makes it a good candidate is the unknotted behavior of the polymer which is essential for fast folding and hence transcription [77]. The fractal nature also explains the formation of territorial domains of individual chromosomes compared to well mixed state of equilibrium globule. The FG model also remains stable on the same time scale as that of the cell's lifespan while being in a non-equilibrium state of polymer folding. Finally, it was also observed that the diffusion of proteins in FG is comparatively faster compared to equilibrium globule, which facilitates the search for interacting loci of DNA binding proteins [78]. However, there are other observations which the FG model could
not explain.


Figure 2.1: Conformations of the fractal (a) and equilibrium (b) globules. The presence of territorial domains in fractal globule strongly contrasts with the mixing observed in the equilibrium globule. Territorial organization of the fractal globule $(c)$ is evident when two chains of 1,000 monomers (red, blue) each are outlined. The equilibrium globule (d), in contrast, has two chains mixed together in space. Compartmentalization means that parts of the chromatin stay near other parts with the same color. Figure borrowed from [77].

For instance, Hi-C experiments suggest the compartmentalization of the chromatin [44]. The homogeneous FG occupy the entire space without forming localised clusters and thus it does not show promoted segregation between compartments. Also, the decay in contact probability is not consistent across different species and tissues and does not always follow -1 power law $[79,80]$.

### 2.2.2 Strings and binders switch model

In this model, a combination of bead-chain polymer with generalized binders was used [81]. A single bead representing chromatin-binding protein complexes that can form bridging binders can generate chromatin interactions with the right scaling as a function of genomic separation and provide an understanding of the observation that there are different levels of compaction in different chromatin regions. The model is composed of a self-avoiding polymer chain with binding sites, to simulate the chromatin, and free beads (binders) of concentration $c$ can attach to the binding sites [81-84]. Generally, the potential in such a model is written as,

$$
\begin{equation*}
U=U_{\text {backbone }}+U_{\mathrm{ev}}+U_{\mathrm{B}-\mathrm{S}}, \tag{2.4}
\end{equation*}
$$

in which $U_{\text {ev }}$ is a repulsive interaction between a pair of beads and $U_{\mathrm{B}-\mathrm{S}}$ describes attractive interactions between binders and binding sites. The performance of the SBS model was examined with polymers and binders with different properties. At the same time, bead-chain model with diffusion bridges were also developed [85], and simulations of large chromosome regions at a resolution of $1-3 \mathrm{kbp}$ of DNA per bead were performed. Protein complexes that can form molecular bridges between multiple regions of DNA or chromatin have a tendency to cluster together, even in the absence of interactions between complexes. It is possible to predict Hi-C maps by using experimental data to infer the positions of the binding sites. Also, the factors were assumed to be generic chromatin binders, and data such as those from chromatin immunoprecipitation and sequencing (ChIP-seq) for different histone modifications are used to identify broad regions of binding. The model was able to predict the locations of a majority of chromatin domain boundaries. It also provided predictions on the protein clusters that arise in the simulations which look similar to some of the phase-separated membraneless organelles that are shown to be a key mechanism for formation of many nuclear structures [86]. When there are multiple bind-
ing sites, more complex patterns such as loops and rosettes appear along with formation of TADs [87]. Even though the bridging mechanism can readily explain compartment formation, however, it cannot generate loops with motif direction basis.

### 2.2.3 Loop extrusion model

Models based on loops have a relatively long history starting [88], and chromatin loops are an essential component of chromosome compaction and organization.


Figure 2.2: (a) Loop-extruding protein complexes, such as condensin and cohesin (yellow dumbbells), stochastically bind to chromatin/DNA (gray) and extrude chromatin loops until stochastically unbinding from chromatin. Here, a loop extruder is 'two-sided', so that it reels in chromatin both upstream and downstream of the extruder. (b) During prophase and prometaphase, a chromatin fiber (left and center) is progressively compacted by loop-extruding condensins into a dense brush of reinforced chromatin loops, forming a mitotic chromosome (right). (c) During interphase, loop-extruding cohesins can form topologically associating domains (TADs) by extruding loops until encountering a CTCF protein (red) oriented in the correct direction (i.e., an arrow pointing toward cohesin). (d) In bacteria, structural maintenance of chromosomes (SMC) complexes are loaded by ParB protein at parS sites near the origin of replication (blue). Extrusion proceeds across the circular chromosome, progressively juxtaposing the chromosomal arms. Figure taken from [88].

Loop extrusion is a motor-driven process by which a protein complex gradually
grows and enlarges chromatin/DNA loops by reeling in the chromatin fiber or DNA. This unsual motor activity is primarily ascribed to a widely conserved class of protein complexes known as structural maintenance of chromosomes (SMC) complexes, which include cohesin and condensin. Active loop extrusion by condensin was modeled such that the loopextruding complexes could bind to and unbind from chromatin stochastically, and they contained two motor sub-units that could translocate in opposite directions, thus extruding the intervening DNA as a loop; extrusion continues until encountering another condensin or unbinding from DNA $[27,88]$. Subsequent theory and simulations were able to show that a linearly ordered 'brush' of consecutive polymer loops could reproduce Hi-C maps for metaphase chromosomes [89]. Furthermore, it also showed that an array of consecutive loops can emerge from the collective activity of many loop extruders that dynamically exchange with the solvent in steady state [90]. Finally, 3D simulations showed that loop extrusion leads to compact morphologies and spatial resolution of sister chromatids [91]. While extrusion can explain looping, it does not provide a mechanism for compartment formation. In particular, the fact that compartment patterns remain but loop-mediated TADs are lost from Hi-C maps when cohesin is removed suggests that these features arise from different mechanisms [92,93]. More details on the loop extrusion model can be seen in chapter 5.

### 2.3 Hydrodynamics of flexible active biopolymers

Biological polymers and other filamentous structures are involved in a myriad of complex dynamical processes essential for the functioning of the cell. In many cases, these polymers are subject to out-of-equilibrium microscopic stresses driven by ATP-powered active processes [94], resulting in unexpected emergent properties such as self-organization and spontaneous motion. These biological polymers and molecular motors have also been
extracted and utilized in vitro, for instance in motility assays [95] or as building blocks for active materials with various self-emergent properties [96-98]. A wide variety of other theoretical and computational models for active polymers have been proposed in recent years [99], guided by some of the experimental systems discussed above. Some these models have focused on semiflexible polymer chains, actuated by random correlated velocities [100] or composed of connected active Brownian particles (ABPs) [101-103], either with or without hydrodynamic interactions. Other models have considered free-draining flexible Rouse chains, either composed of ABPs [104], subjected to correlated fluctuating forces [105] or dipoles [106], or to active isotropic extensive or contractile forces [107]; these latter models, however, all neglected hydrodynamic interactions. The dynamics of soft flexible polymers in a Stokesian fluid has been the object of numerous mathematical and computational tools including the present one. Examples include the classical immersed-boundary-method (IBM) [108, 109], bead-rod and bead-spring models [110,111], regularized Stokeslet formulation [112-114] and mesoscale methods such as dissipative particle dynamics or multi-particle collision dynamics [115]. A discussion and review of all such methods and formulation is beyond the scope of this thesis. Here we will outline the hydrodynamics of flexible polymers traditionally described by bead-rod/bead-spring models.

### 2.3.1 Bead-rod model

The most common coarse-grained models for polymers are the bead-rod chains, and were proposed to describe the structure of linear polymer chains. The spirit of these mesoscopic models is to coarse-grain out molecular details smaller than the finest length scale in the given model. Physically, the rod in a bead-rod chain corresponds to a Kuhn length $\ell_{k}$ (twice of persistence length). Mathematically, the rod acts as a constraint on
the system which ensures that adjacent beads in the chain are maintained at a constant separation length at all times. In practice, this constraint of maintaining the constant length of the polymer is handled using the method of Lagrange multipliers which results in an additional force in the form of tension in the chain. A simple coarse-grained model neglects any bending resistance or rotational constraints between adjacent rods known as the freely jointed bead-rod chain or Kramers chain [116]. In this case, beads do not represent central chain atoms, but a portion of the polymer chain. In short, a Kramers chain can be described as an ensemble of $N_{k}$ beads linked by $N_{k}-1$ rods of length $\ell$, where each bead is characterised by a drag coefficient $\zeta$. The general Langevin equation shown in equation (2.3) in the absence of hydrodynamic interactions can be reduced to,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\boldsymbol{\kappa} \cdot \mathbf{r}_{i}+\frac{\mathbf{F}_{i}^{c}}{\zeta}+\boldsymbol{\xi}_{i}(t), \quad i=1,2, \ldots \ldots, N_{k} \tag{2.5}
\end{equation*}
$$

where the second terms captures motion under the internal constraint forces $\mathbf{F}_{i}^{c}$ ensuring inextensibility and the last term captures Brownian displacements and satisfies the fluctuation-dissipation theorem:

$$
\begin{equation*}
\left\langle\boldsymbol{\xi}_{i}(t)\right\rangle=\mathbf{0}, \quad\left\langle\boldsymbol{\xi}_{i}(t) \boldsymbol{\xi}_{j}\left(t^{\prime}\right)\right\rangle=2 D_{b} \mathbf{I} \delta_{i j} \delta\left(t-t^{\prime}\right) . \tag{2.6}
\end{equation*}
$$

An important point to note is that we haven't considered the effects of other external forces that could affect the dynamics of the system. The effect of active forces will be discussed in the next section. The above set of equations have to be solved subject to constraints that the distance of separation between any two adjacent beads at any instant of time is fixed at $\ell$, or

$$
\begin{equation*}
\left(\mathbf{r}_{i+1}-\mathbf{r}_{i}\right) \cdot\left(\mathbf{r}_{i+1}-\mathbf{r}_{i}\right)-\ell^{2}=\phi^{2}, \quad i=1,2, \ldots \ldots N_{k}-1 \tag{2.7}
\end{equation*}
$$

where $\phi^{2}$ is a specified tolerance (typically $10^{-6}-10^{-8}$ ). Equation (2.7) results in $2 N_{k}-1$ equations for $N_{k}$ position variables $\mathbf{r}_{i}$ and $N_{k}-1$ tensions $T_{i}$. We will now discuss the
integration scheme and subsequently, the algorithm to solve it. Specifically, we express the constraint forces in terms of scalar tensions $T_{i}$, which are Lagrange multipliers:

$$
\begin{equation*}
\mathbf{F}_{i}^{c}=T_{i} \mathbf{n}_{i}-T_{i-1} \mathbf{n}_{i-1} \tag{2.8}
\end{equation*}
$$

The two ends of the polymer are force free, which reflects in the boundary conditions $T_{0}=T_{N}=0$. To solve for the tensions, we use the algorithm of Liu [117], which uses a semiimplicit predictor-corrector scheme to ensure that the length of each link is preserved at the end of every time step. The first step in the time-marching scheme is an unconstrained explicit Euler step for the bead positions, in which the constraint forces are omitted:

$$
\begin{equation*}
\tilde{\mathbf{r}}_{i}^{n+1}=\mathbf{r}_{i}^{n}+\Delta t\left[\boldsymbol{\kappa} \cdot \mathbf{r}_{i}^{n}+\boldsymbol{\xi}_{i}(t)\right] . \tag{2.9}
\end{equation*}
$$

The second step corrects the position $\tilde{\mathbf{r}}_{i}^{n+1}$ to account for the tensions, which are evaluated implicitly at time $t_{n+1}$ :

$$
\begin{equation*}
\mathbf{r}_{i}^{n+1}=\tilde{\mathbf{r}}_{i}^{n+1}+\zeta^{-1} \Delta t\left[T_{i}^{n+1} \mathbf{n}_{i}^{n}-T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right] \tag{2.10}
\end{equation*}
$$

Eq. (2.10) can be further recast in terms of the unit directors $\mathbf{n}_{i}=\left(\mathbf{r}_{i+1}-\mathbf{r}_{i}\right) / \ell$ between beads as

$$
\begin{equation*}
\mathbf{n}_{i}^{n+1}=\tilde{\mathbf{n}}_{i}^{n+1}+\frac{\Delta t}{\zeta \ell}\left[T_{i+1}^{n+1} \mathbf{n}_{i+1}^{n}-2 T_{i}^{n+1} \mathbf{n}_{i}^{n}+T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right] \tag{2.11}
\end{equation*}
$$

Applying the inextensibility constraint $\left|\mathbf{n}_{i}^{n+1}\right|^{2}=1$ then leads to an equation for the tensions:

$$
\begin{equation*}
\frac{2 \Delta t}{\zeta \ell}\left[T_{i+1}^{n+1} \mathbf{n}_{i+1}^{n}-2 T_{i}^{n+1} \mathbf{n}_{i}^{n}+T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right] \cdot \tilde{\mathbf{n}}_{i}^{n}=1-\left|\tilde{\mathbf{n}}_{i}^{n}\right|^{2}-\frac{\Delta t^{2}}{\zeta^{2} \ell^{2}}\left|T_{i+1}^{n+1} \mathbf{n}_{i+1}^{n}-2 T_{i}^{n+1} \mathbf{n}_{i}^{n}+T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right|^{2} \tag{2.12}
\end{equation*}
$$

The above set of non-linear equations can be solved by using Picard's method. The nonlinear terms in tensions appearing are assumed to be small in comparison to the linear terms. Therefore, the set of equations is rewritten in terms of a linear set of equations
and solved iteratively by evaluating the non-linear part from the previous iteration. This results in a tridiagonal system of equations for the $N_{k}-1$ tensions which can be solved until convergence. Besides Picard's method, an iterative Newton's method can provide faster convergence, but involves the calculation of a Jacobian matrix at every time step [110].

### 2.3.2 Bead-spring model

Owing to the fact that the DNA is an elastic filament, the bead-spring model is another candidate for modeling the dynamics of DNA. Let's consider the bead-spring chain model which constitutes of $N_{k}$ beads joined by $N_{k}-1$ freely rotating entropic springs. While the beads serve as interaction points with the solvent, the springs represent entropic effects due to the internal degrees of freedom. The governing equation retains the same structure as for the case of the bead-rod model, and is given by,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\boldsymbol{\kappa} \cdot \mathbf{r}_{i}+\frac{\mathbf{F}_{i}^{c}}{\zeta}+\boldsymbol{\xi}_{i}(t), \quad i=1,2, \ldots \ldots, N_{k} \tag{2.13}
\end{equation*}
$$

where $\boldsymbol{\xi}_{i}$ represents the Brownian fluctuations as shown above, $\mathbf{F}_{i}^{c}$ is the effective spring force. The effective spring force on a bead $i$ is given as,

$$
\mathbf{F}_{i}^{c}=\left\{\begin{array}{l}
\mathbf{F}_{i}^{s} \quad \text { if } \quad i=1  \tag{2.14}\\
\mathbf{F}_{i}^{s}-\mathbf{F}_{i-1}^{s} \quad \text { if } \quad 1<i<N \\
\mathbf{F}_{N-1}^{s} \quad \text { if } \quad i=N
\end{array}\right.
$$

where $\mathbf{F}_{i}^{s}$ is the spring force associated with spring $i$. Depending on the force law used for the springs, one can have different models for the spring. In this work, we have used primarily two different nonlinear spring force laws to model the springs, i.e. finitely extensible nonlinear elastic (FENE) force law and the worm-like chain (WLC) force law [73]. The force laws are given by,

$$
\begin{equation*}
\mathbf{F}_{i}^{s}=\frac{H_{c} \mathbf{Q}_{i}}{1-Q^{2} / Q_{0}^{2}}, \quad \text { FENE force law, } \tag{2.15}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{F}_{i}^{s}=\frac{k_{B} T}{\ell_{k}}\left[\frac{1}{2} \frac{1}{\left(1-\left(Q / Q_{0}\right)^{2}\right)}-\frac{1}{2}+\frac{2 Q}{Q_{0}}\right] \frac{\mathbf{Q}_{i}}{Q_{0}}, \quad \text { WLC force law } \tag{2.16}
\end{equation*}
$$

where $\mathbf{Q}_{i}=\mathbf{r}_{i+1}-\mathbf{r}_{i}$ is the connector vector of the $i t h$ spring, $H_{c}$ is the spring constant, $Q$ is the magnitude of $\mathbf{Q}_{i}$ and $Q_{0}$ is the maximum extensibility of each spring. Finally, note that all spring force laws follow Hookean spring force law (linear spring or $\propto \mathbf{Q}$ ) in the small deformation limit. Now, we will illustrate the algorithms for the bead-spring model for the case of FENE chains realizing that extensions to other non-linear bead-springs can be similarly accomplished as can be seen in chapter 5 for worm like chains. Since the spring forces can be written in terms of orientation vector of the spring, it will be convenient to write the differential equation describing the dynamics in terms of the connector vectors $\mathbf{Q}_{i}$ rather than the bead positions $\mathbf{r}_{i}$.

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{Q}_{i}}{\mathrm{~d} t}=\boldsymbol{\kappa} \cdot \mathbf{Q}_{i}+\zeta^{-1}\left(\mathbf{F}_{i+1}^{c}-\mathbf{F}_{i}^{c}\right)+\left(\boldsymbol{\xi}_{i+1}-\boldsymbol{\xi}_{i}\right), \quad i=1,2, \ldots \ldots, N_{k} \tag{2.17}
\end{equation*}
$$

Equation (2.17) can be integrated utilizing various techniques. The simplest procedure involves marching in time using explicit forward Euler integration scheme. The next improvement to this method is the Picard's method, in which the explicit solution procedure is iterated at every time step until the residual of the solution falls below a pre-specified tolerance. However, the explicit schemes could lead to aphysical bond lengths which can exceed the maximum permissible value $Q_{0}$. Care should be taken such that the length of the connector vector $\mathbf{Q}$ does exceed the maximum limit. One can use Newton's method to solve the set of nonlinear equations at every time step until convergence is achieved. Furthermore, the resulting set of linear equations at every iteration in the Newton's method within a time step can be either solved using a direct solver, or an iterative solver. Here, we will outline a semi-implicit predictor-corrector method to integrate the above set of equations [110]. Given a bead-spring configuration at the time $t, \mathbf{Q}_{i}^{n}$, the configuration after one time step is generated as follows,

- Predictor step: In this step, $\mathbf{Q}_{i}^{n}$ is explicitly updated to obtain $\mathbf{Q}_{i}^{*}$ as,

$$
\begin{equation*}
\mathbf{Q}_{i}^{*}=\mathbf{Q}_{i}^{n}+\left[\boldsymbol{\kappa} \cdot \mathbf{Q}_{i}^{n}+\zeta^{-1}\left(\mathbf{F}_{i+1}^{c, n}-\mathbf{F}_{i}^{c, n}\right)+\left(\boldsymbol{\xi}_{i+1}^{n}-\boldsymbol{\xi}_{i}^{n}\right)\right] \cdot \Delta t \tag{2.18}
\end{equation*}
$$

- Corrector step $I$ : Now we need to rewrite the spring potential forces in terms of the connector forces. In the this step, the spring forces for segments $i$ and $i-1$ are treated implicitly when solving for $\overline{\mathbf{Q}}_{i}$ such that

$$
\begin{equation*}
\overline{\mathbf{Q}}_{i}+2 \zeta^{-1} \overline{\mathbf{F}}_{i}^{s} \Delta t=\mathbf{Q}_{i}^{n}+\left[\frac{1}{2}\left(\boldsymbol{\kappa} \cdot \mathbf{Q}_{i}^{n}+\boldsymbol{\kappa} \cdot \mathbf{Q}_{i}^{*}\right)+\zeta^{-1}\left(\overline{\mathbf{F}}_{i-1}^{s}+\mathbf{F}_{i+1}^{s, n}\right)+\left(\boldsymbol{\xi}_{i+1}^{n}-\boldsymbol{\xi}_{i}^{n}\right)\right] \Delta t \tag{2.19}
\end{equation*}
$$

Rearrangement of equation generates a cubic equation for the magnitude of $\overline{\mathbf{Q}}_{i}$ such that,

$$
\begin{equation*}
\left|\overline{\mathbf{Q}}_{i}\right|^{3}-R\left|\overline{\mathbf{Q}}_{i}\right|^{2}-Q_{0}^{2}\left(1+\frac{1}{2} \Delta t\right)\left|\overline{\mathbf{Q}}_{i}\right|+Q_{0}^{2} R=0 \tag{2.20}
\end{equation*}
$$

where $R$ is the magnitude of the right-hand side vector of equation (2.19). This equation has one unique root between 0 and $Q_{0}$, and thus choosing this root ensures that $\left|\overline{\mathbf{Q}}_{i}\right|$ is less than $Q_{0}$

- Corrector step II: In the final corrector step, the spring forces between for segments $i$ and $i-1$ are treated implicitly, while the spring forces for segment is obtained from the previous corrector step

$$
\begin{equation*}
\mathbf{Q}_{i}^{n+1}+2 \zeta^{-1} \overline{\mathbf{F}}_{i}^{s, n+1} \Delta t=\mathbf{Q}_{i}^{n}+\left[\frac{1}{2}\left(\boldsymbol{\kappa} \cdot \mathbf{Q}_{i}^{n}+\boldsymbol{\kappa} \cdot \overline{\mathbf{Q}}_{i}\right)+\zeta^{-1}\left(\mathbf{F}_{i-1}^{s, n+1}+\mathbf{F}_{i+1}^{s}\right)+\left(\boldsymbol{\xi}_{i+1}^{n}-\boldsymbol{\xi}_{i}^{n}\right)\right] \Delta t \tag{2.21}
\end{equation*}
$$

The above equation also results in a cubic equation similar to (2.20), which can be solved to obtain a root for $\left|\mathbf{Q}_{i}\right|$ that lies between 0 and $Q_{0}$. Once every $\mathbf{Q}_{i}^{n+1}$ is known, the residual $\epsilon$ is calculated as the difference between the solutions $\overline{\mathbf{Q}}_{i}$ and $\overline{\mathbf{Q}}_{i}^{n+1}$

$$
\begin{equation*}
\epsilon=\sqrt{\sum_{i}^{N_{k}-1}\left(\mathbf{Q}_{i}^{n+1}-\overline{\mathbf{Q}}_{i}\right)^{2}} \tag{2.22}
\end{equation*}
$$

If the residual is greater than a specified tolerance $\left(10^{-6}\right), \mathbf{Q}_{i}^{n+1}$ is copied onto $\overline{\mathbf{Q}}_{i}$ and step 3 is repeated until convergence. The overarching premise of this method is that the $\overline{\mathbf{F}}_{i}^{s}$ for any spring in the chain, is either written explicitly or solved implicitly through the cubic equation. This also ensures that no Brownian step is rejected at any time during the entire simulations as were performed in other studies [118]. Finally, the scaling (or non-dimensionalization) of the Langevin equation has been looked at in detail in individual chapters.

### 2.3.3 Hydrodynamic interactions

In this section, we focus on the treatment of the hydrodynamic interactions between monomers of the chain. As a particle moves along its trajectory, it exerts a force on the solvent which changes the velocity field. The disturbance velocity changes the viscous drag force exerted on the other particles. These interactions are included in Brownian dynamics through the use of an interaction tensor $\mathbf{G}_{i j}$. In the presence of hydrodynamic interactions, the Langevin equation becomes,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\boldsymbol{\kappa} \cdot \mathbf{r}_{i}+\sum_{j=1}^{N_{k}} \mathbf{M}_{i j} \cdot \mathbf{F}_{j}^{c}(t)+\boldsymbol{\xi}_{i}(t) \tag{2.23}
\end{equation*}
$$

$\mathbf{M}_{i j}$ denotes the grand mobility tensor that captures viscous drag on the beads as well as long-ranged hydrodynamic interactions:

$$
\begin{equation*}
\mathbf{M}_{i j}=\frac{\mathbf{I}}{\zeta} \delta_{i j}+\mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right)\left(1-\delta_{i j}\right) \tag{2.24}
\end{equation*}
$$

where $\mathbf{G}$ is the Oseen tensor introduced in chapter 1 (equation 1.15). Furthermore, the fluctuation-dissipation theorem governing the statistics of Brownian displacements becomes:

$$
\begin{equation*}
\left\langle\boldsymbol{\xi}_{i}(t)\right\rangle=\mathbf{0}, \quad\left\langle\boldsymbol{\xi}_{i}(t) \boldsymbol{\xi}_{j}\left(t^{\prime}\right)\right\rangle=2 k_{B} T \mathbf{M}_{i j} \delta\left(t-t^{\prime}\right), \tag{2.25}
\end{equation*}
$$

In practice, $\boldsymbol{\xi}_{i}$ is calculated as

$$
\begin{equation*}
\boldsymbol{\xi}_{i}(t)=\sum_{j=1}^{N} \mathbf{B}_{i j} \cdot \mathbf{w}_{j}, \tag{2.26}
\end{equation*}
$$

where $\mathbf{w}_{j}$ is an uncorrelated Gaussian white noise with zero mean and unit variance, and the tensor $\mathbf{B}_{i j}$ is related to the grand mobility tensor as

$$
\begin{equation*}
\sum_{p=1}^{N} \mathbf{B}_{i p} \cdot \mathbf{B}_{j p}^{T}=2 k_{B} T \mathbf{M}_{i j} \tag{2.27}
\end{equation*}
$$

The standard technique for computing $\mathbf{B}_{i j}$ is to convert it into a lower triangular Cholesky factor of $\mathbf{M}_{i j}$, with an expensive cost of $O\left(N^{3}\right)$. A computationally cheaper approach is to use the iterative Lanczos method [119]. An additional complication arises from the calculation of tensions/spring forces when hydrodynamic interactions are included: indeed, Eq. (2.12), and Eq. (2.20) now involves a full matrix instead of a tridiagonal system, which we solve using LU decomposition. The interaction tensor in an unbound solvent is taken as the RPY tensor, which is non-positive-definite tensor when compared to Oseen tensor. This positive-definite form is important while evaluating Brownian fluctuations if particle separations are comparable to the particle radius. The RPY tensor modifies the small separation disturbance such that the diffusion tensor is always positive-definite.

### 2.3.4 Origin of sub-cellular activity

Cells and tissues provide extraordinarily complex examples for active matter far from thermodynamic equilibrium. Cells are inherently dynamic, and has long been the inspiration for studying how actively driven structures interact with the surrounding environment. Centrally involved in all the active processes are various molecular motor proteins that harness chemical energy derived from ATP hydrolysis to carry out directed mechanical function inside the cell. These motors have nanoscale dimensions, and are made of proteins and nucleic acids. Well studied examples of ATP-driven linear molecular
motors include myosins, kinesins, and dyneins responsible for cellular activities such as muscle contraction and active transport of most proteins and vesicles in the cytoplasm. In all three motor classes, ATP hydrolysis causes a small conformational change in a globular motor domain that is amplified and translated into movement with the aid of accessory structural motifs. Because the net force on the system containing nuclear components (or nucleus) is zero, the forces that act on the domains are equal in magnitude and opposite in direction (often referred to as dipoles), in order to conserve momentum. This creates a force dipole.

Contrary to cytoplasmic motors, the nuclear enzymes are functionally adapted to interact with chromatin (and DNA) (commonly referred to as nuclear enzymes), and play a significant role in genome organization and function inside the nucleus. They perform numerous site-specific functions such as transcription, replication and DNA repair, and are expected to significantly affect the local and global dynamics of chromosomes. In the present work, we have focused on both the dynamics and statistics of these specialized enzymes.


Figure 2.3: Figure illustrating the DNA replication process. Three nuclear enzymes RNA polymerase, Helicase and Topisomerase walks/slides along the DNA to perform mechanical function important during the during cell division for the DNA to make its copy. While doing the biomechanical function, the enzymes exert stresses on the chromatin fiber which goes into the solvent via the viscous hydrodynamic drag.

To understand how the active response of the motors contribute to the dynamics at different length and time scales, we will focus on the microscopic origin of an active process known as DNA replication [2]. This process involves three different nuclear enzymes working together to accomplish a process necessary for the transfer of the genetic information from one generation to the other. In the process, the parent DNA is copied to produce two identical DNA molecules and is essential process during the cell division because the two daughter cells must contain the same genetic material of the parent cell. It starts with helicase enzyme binding to the DNA and unzipping the double helix to divide it into two parent strands by breaking the bonds between them followed by action of polymerase which walks along the unzipped DNA to synthesize complementary sequences by matching bases into the original. During the entire process, topoisomerase consistently releases the tension created during the replication by opening up the DNA and unwinding it at the leading front. This entire sequence involves direct interaction of the motor with the chromatin fiber as they slide/walk along the chromatin and they tend to exert forces which go into the nucleoplasm via the viscous drag force and it can also affect the surrounding chromosomes (or nuclear components). We can motivate this active mechanism on a macroscopic level by arguing in terms of forces without the detailed microscopic description. This balance of forces can be simply described as dipoles which can be added as an additional term in the Langevin equation. Again, the collective mechanical response of the multiple motors in the presence of ATP can lead to emergent phenomena on a macroscopic scale, which is very typical of active matter problems and in doing so drives the system away from equilibrium.

While these active motions take place at the molecular scale, more recent work has shown that these motions can also lead to coherent behavior at micron scale (or nucleus size). The highlight of it is the work on chromatin dynamics by Zidovska et
al. [120], who used displacement correlation spectroscopy to quantify chromatin positional dynamics simultaneously across the entire nucleus in live cells by imaging of histones H2BGFP. These observations revealed that chromatin moves coherently within large regions of $3-5 \mu \mathrm{~m}$ in size and lasting over several seconds. These correlated motions were found to be ATP-dependent and independent of the cytoplasmic cytoskeleton. Perturbation of major nuclear ATPases such as DNA polymerase, RNA polymerase II and topoisomerase II caused local displacements to increase, but completely blocked coherence. Although very few experiments have directly addressed the role of active processes on chromosome dynamics, many polymer models have been introduced to hypothesize their dynamical consequences.

Zidovska et al. [121] then proposed a hydrodynamic theory of chromatin dynamics that coarse-grained the action of ATPases into two basic types of active events: vector events that describe force dipoles generated by nuclear enzymes such as polymerases and helicases, and scalar events corresponding to the local de/condensation of chromatin caused by chromatin remodelers. This mean-field continuum theory predicts that dipolar activity is responsible for large-scale coherent motions [120,121]. Alternative hydrodynamics-free approaches to modeling activity have also been developed, which use a 3D-conformational space of the chromatin fiber emerging from a quasi-equilibrium energy landscape [122]. Such an energy landscape was generated by Langevin dynamics at an effective temperature, implicitly capturing the chromatin activity. Another hydrodynamics-free model explored the spatiotemporal dynamics of interphase chromosomes describing chromatin as a heteropolymer informed by the HiC data of human chromosomes [123, 124], with chromatin activity also mimicked by an isotropic noise. Both of these models successfully recapitulated large-scale coherency of chromatin motions.

More recent work has shown that these motions can propagate via solvent-mediated
interactions. The highlight of it is the work by Saintillan, Shelley and Zidovska [9] built upon the concept of vector events to develop a computational model of active chromatin hydrodynamics that accounts for the role of ATP-driven processes. A long flexible polymer confined inside a spherical cavity and subjected to stochastic force dipoles was simulated. These force dipoles generated fluid flows in the nucleoplasm, which in turn drove local nematic alignment of the chain. This positive feedback occurred only for extensile dipoles and resulted in large-scale coherent motions by a mechanism similar to the generic bend instability of extensile active nematics [125-127]. These simulations assumed a homopolymer chain, thus no macroscopic self-organization was observed beyond the alignment induced by hydrodynamic interactions. These simulation studies reflected the importance of hydrodynamic interactions in driving large scale coherent structures. Building upon the numerical and theoretical ideas shown in this chapter, we can now probe some of the problems in context to genome organization in the upcoming chapters.

### 2.4 Conclusions

In this chapter, we have outlined the fundamentals that governs the dynamics and equlibrium properties of chromatin organization using framework of polymer physics. Although a general model linking all four levels of chromatin organization, from nucleosomes to the entire nucleus, is still lacking, the present work is an attempt to provide a holistic approach to a unifying framework. The tools summarized in this chapter formed the backbone of the upcoming topics related to chromatin dynamics and organization at different length scales ranging from bp at a resolution of few nucleosomes to chromatin territories and nucleus of the size of microns. This chapter will serve as a guiding tool for the nonbiologists to develop an intuition on bio-mechanical aspects of a complex and multi-scale problem of chromatin organization.

## Chapter 3

## Self-induced hydrodynamic coil-stretch transition of active polymers

### 3.1 Introduction

Biological polymers and other filamentous structures are involved in a myriad of complex dynamical processes essential for the functioning of the cell. Examples of such systems abound and include: the coordinated action of dynein motors along the microtubule bundle comprising eukariotic cilia and flagella, where active sliding forces exerted by the motors result in spontaneous beating and locomotion [139, 140]; the unidirectional transport of cargo by kinesin and dynein motors along tracks of microtubules in the cell cytoskeleton [141, 142]; the contraction of the actin cortex under the action of myosin motors during various processes such as cytokinesis [143] and platelet formation [144]; and the generation of cytoplasmic streaming flows by dynein motors marching along microtubules during oocyte development $[145,146]$. These biological polymers and molecular motors
have also been extracted and utilized in vitro, for instance in motility assays [95] or as building blocks for active materials with various self-emergent properties [96-98].

In this work, we analyze the conformational dynamics of an active flexible bead-rod linear polymer chain subjected to active force dipoles that drive fluid disturbances in the suspending solvent. The model is based on the past work of Saintillan et al. [9], but we provide here a more systematic characterization of the role of activity and hydrodynamic interactions on chain dynamics and conformations in unconfined dilute systems. Our numerical simulations demonstrate that extensile dipolar activity results in the spontaneous stretching of the chains above a critical level of activity by driving a coherent long-ranged extension-dominated flow that overcomes thermal fluctuations and unravels the polymer. This 'active coil-stretch transition' is reminiscent of the transition exhibited by passive flexible polymers in externally applied extensional flows [147], but is internally driven by dipolar activity in the present case.

### 3.2 Active polymer model

### 3.2.1 Langevin formulation

We study the dynamics and conformations of active flexible polymer chains in an unconfined environment. Figure 3.1 shows a graphical representation of the polymer model, which consists of a linear chain of $N$ beads of radius $a$ connected by $N-1$ freely jointed inextensible rods of length $\ell$ with no bending resistance or rotational constraints. The chain is subject to tension forces, thermal fluctuations and excluded volume interactions. In addition, we model activity in terms of force dipoles (pairs of equal and opposite forces) that are applied to the solvent and drive hydrodynamic disturbances as we explain in Sec. 3.2.2 $[9,121]$. We denote by $\mathbf{r}_{i}(t)$ the position of bead $i$, and by $\mathbf{n}_{i}(t)=\left|\mathbf{r}_{i+1}-\mathbf{r}_{i}\right| / \ell$
the unit vector pointing from bead $i$ to bead $i+1$. At low Reynolds number, the motion of the chain is overdamped and satisfies the Langevin equation [69]:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\mathbf{u}^{a}\left(\mathbf{r}_{i}, t\right)+\frac{1}{\zeta}\left[\mathbf{F}_{i}^{c}(t)+\mathbf{F}_{i}^{e}(t)\right]+\boldsymbol{\xi}_{i}(t) \tag{3.1}
\end{equation*}
$$

The first term on the right-hand side describes advection by the active fluid flow $\mathbf{u}^{a}$ induced by ATP-powered molecular motors, which we discuss in Sec. 3.2.2.


Figure 3.1: Coarse grained active polymer: The chain is modeled as a long freely-jointed chain of $N$ beads each with hydrodynamic radius $a$ and connected by rigid links of length $\ell$. Active dipoles (extensile or contractile) bind stochastically to individual links, with forces applied directly on the suspending fluid.

The second term captures motion under the internal constraint forces $\mathbf{F}_{i}^{c}$ ensuring inextensibility (see Sec. 3.2.3) and under excluded volume forces $\mathbf{F}_{i}^{e}$ acting on bead $i$, with hydrodynamic friction coefficient $\zeta=6 \pi \eta a$. Excluded volume interactions are captured by a soft repulsive potential:

$$
\begin{equation*}
\mathbf{F}_{i}^{e}=-\sum_{j \neq i} \nabla_{i} \Phi\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right), \quad \text { with } \quad \Phi(\mathbf{r})=\frac{\Phi_{0}}{r^{n}} \tag{3.2}
\end{equation*}
$$

with $n=3$. The parameter $\Phi_{0}$ is ad hoc and selected to ensure that the chain does not cross itself. Finally, the last term in Eq. (3.1) captures Brownian displacements and
satisfies the fluctuation-dissipation theorem:

$$
\begin{equation*}
\left\langle\boldsymbol{\xi}_{i}(t)\right\rangle=\mathbf{0}, \quad\left\langle\boldsymbol{\xi}_{i}(t) \boldsymbol{\xi}_{j}\left(t^{\prime}\right)\right\rangle=2 D_{b} \mathbf{I} \delta_{i j} \delta\left(t-t^{\prime}\right), \tag{3.3}
\end{equation*}
$$

where $D_{b}=k_{\mathrm{B}} T / \zeta$ is the Brownian diffusivity of an isolated bead. We note that the Langevin equation (3.1) models the polymer as a freely draining chain. Constraint and excluded volume forces are applied locally on each bead and do not drive any hydrodynamic interactions: the only flow in the solvent is assumed to be that induced by active dipoles. We note that this is an approximation that is convenient computationally. This description can be improved by accounting for hydrodynamic interactions between distant chain segments: we consider this more general case in Appendix A, where we find that hydrodynamic interactions tend to damp the effect of activity due to the enhanced viscous drag on the chain.

### 3.2.2 Active forces and hydrodynamic flow

A key feature of our model is the inclusion of active forces and flows, which model of the effects of the activity of ATP-powered motor proteins performing work along the polymer chain. The stresses exerted by these motors are coarse grained in the form of active dipolar force pairs that occur on the scale of one chain link and drive fluid disturbances (Fig. 3.1). As the motors bind and unbind stochastically along the chain, we assume that each link can be either active (dipole on) or inactive (dipole off), and the time in a given state is drawn from an exponential distribution with two distinct rates $k_{\text {on }}$ and $k_{\text {off }}$. These rates set the probability $p_{a}=k_{\text {on }} /\left(k_{\text {on }}+k_{\text {off }}\right)$ that any given link is active at a point in time. Note that $p_{a}$ can also be interpreted as the mean fraction of active links in the system. When a link is in the active state, two equal and opposite forces are applied to the viscous surrounding fluid at the positions of the two end beads:

$$
\begin{equation*}
\mathbf{F}_{i}^{a}=-F_{0} \mathbf{n}_{i}(t), \quad \mathbf{F}_{i+1}^{a}=F_{0} \mathbf{n}_{i}(t) \tag{3.4}
\end{equation*}
$$

where $F_{0}$ is the strength of the active force, assumed to be constant. This effectively describes a force dipole with magnitude $F_{0} \ell$, which can be either extensile $(\longleftrightarrow)$ or contractile $(\rightarrow \leftarrow)$ as shown in Fig. 3.1. In the present model, we assume that these two forces are applied directly to the solvent, where they drive an active hydrodynamic flow that can be obtained as

$$
\begin{equation*}
\mathbf{u}^{a}\left(\mathbf{r}_{i}\right)=\sum_{j=1}^{N} \mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right) \cdot \mathbf{F}_{j}^{a} \tag{3.5}
\end{equation*}
$$

where $\mathbf{G}$ denotes the Oseen tensor in free space:

$$
\begin{equation*}
\mathbf{G}\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)=\frac{1}{8 \pi \mu r_{i j}}\left[\mathbf{I}+\hat{\mathbf{r}}_{i j} \hat{\mathbf{r}}_{i j}\right], \tag{3.6}
\end{equation*}
$$

where $r_{i j}=\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|$ is the distance between beads $i$ and $j$, and $\hat{\mathbf{r}}_{i j}=\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) / r_{i j}$ is the unit vector pointing from bead $j$ to bead $i$.

### 3.2.3 Constraint forces and numerical algorithm

Chain inextensibility is imposed by means of the constraint forces $\mathbf{F}_{i}^{c}$ in Eq. (3.1), which are calculated to ensure that the length of each link remains constant and equal to $\ell$. Specifically, we express these constraint forces in terms of scalar tensions $T_{i}$, which are Lagrange multipliers:

$$
\begin{equation*}
\mathbf{F}_{i}^{c}=T_{i} \mathbf{n}_{i}-T_{i-1} \mathbf{n}_{i-1} \tag{3.7}
\end{equation*}
$$

The two ends of the polymer are force free, which reflects in the boundary conditions $T_{0}=T_{N}=0$. To solve for the tensions, we use the algorithm of Liu [117], which uses a semiimplicit predictor-corrector scheme to ensure that the length of each link is preserved at the end of every time step. The first step in the time-marching scheme is an unconstrained explicit Euler step for the bead positions, in which the constraint forces are omitted:

$$
\begin{equation*}
\tilde{\mathbf{r}}_{i}^{n+1}=\mathbf{r}_{i}^{n}+\Delta t\left[\mathbf{u}^{a}\left(\mathbf{r}_{i}^{n}\right)+\boldsymbol{\xi}_{i}^{n}+\zeta^{-1} \mathbf{F}_{i, n}^{e v}\right] . \tag{3.8}
\end{equation*}
$$

The second step corrects the position $\tilde{\mathbf{r}}_{i}^{n+1}$ to account for the tensions, which are evaluated implicitly at time $t_{n+1}$ :

$$
\begin{equation*}
\mathbf{r}_{i}^{n+1}=\tilde{\mathbf{r}}_{i}^{n+1}+\zeta^{-1} \Delta t\left[T_{i}^{n+1} \mathbf{n}_{i}^{n}-T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right] \tag{3.9}
\end{equation*}
$$

Eq. (3.9) can be further recast in terms of the unit directors between beads as

$$
\begin{equation*}
\mathbf{n}_{i}^{n+1}=\tilde{\mathbf{n}}_{i}^{n+1}+\frac{\Delta t}{\zeta \ell}\left[T_{i+1}^{n+1} \mathbf{n}_{i+1}^{n}-2 T_{i}^{n+1} \mathbf{n}_{i}^{n}+T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right] \tag{3.10}
\end{equation*}
$$

Applying the inextensibility constraint $\left|\mathbf{n}_{i}^{n+1}\right|^{2}=1$ then leads to an equation for the tensions:

$$
\begin{align*}
& \frac{2 \Delta t}{\zeta \ell}\left[T_{i+1}^{n+1} \mathbf{n}_{i+1}^{n}-2 T_{i}^{n+1} \mathbf{n}_{i}^{n}+T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right] \cdot \tilde{\mathbf{n}}_{i}^{n}=1-\left|\tilde{\mathbf{n}}_{i}^{n}\right|^{2} \\
& \quad-\frac{\Delta t^{2}}{\zeta^{2} \ell^{2}}\left|T_{i+1}^{n+1} \mathbf{n}_{i+1}^{n}-2 T_{i}^{n+1} \mathbf{n}_{i}^{n}+T_{i-1}^{n+1} \mathbf{n}_{i-1}^{n}\right|^{2} \tag{3.11}
\end{align*}
$$

This system of quadratic equations can be solved iteratively, where each iteration involves inverting a linear tridiagonal system corresponding to the left-hand side in Eq. (3.11). A small number of iterations (typically $\leq 10$ ) is sufficient to achieve convergence.

### 3.2.4 Scalings and parameters

In the following, we present results in dimensionless form, where all the variables are scaled using the following characteristic time, length and force scales:

$$
\begin{equation*}
t_{c}=\frac{\zeta \ell^{2}}{k_{\mathrm{B}} T}, \quad \ell_{c}=\ell, \quad F_{c}=\frac{k_{\mathrm{B}} T}{\ell} . \tag{3.12}
\end{equation*}
$$

With this choice, the dimensionless active dipole strength becomes

$$
\begin{equation*}
\sigma_{0}=\frac{F_{0} \ell}{k_{\mathrm{B}} T}, \tag{3.13}
\end{equation*}
$$

where $\sigma_{0}>0$ and $\sigma_{0}<0$ represent extensile and contractile systems, respectively. We also introduce an activity parameter $A$, defined as

$$
\begin{equation*}
A=p_{a} \sigma_{0}=\frac{k_{\mathrm{on}}}{k_{\mathrm{on}}+k_{\mathrm{off}}} \frac{F_{0} \ell}{k_{\mathrm{B}} T} \tag{3.14}
\end{equation*}
$$

which can be viewed an effective active dipole strength corrected for the stochasticity of molecular motors [9].

### 3.3 Results and discussion

### 3.3.1 Conformational dynamics and flow fields

We performed simulations of polymer chains composed of $N=3-150$ beads, for varying values of $p_{a}$ and $\sigma_{0}$.
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Figure 3.2: Snapshots from two simulations of (a) a contractile system $(A=-10)$ and (b) an extensile system $(A=10)$ with $N=100, k_{\text {on }}=100$ and $k_{\text {off }}=500$. The chains were initially prepared as random walks. Red segments show in the instantaneous positions of active force dipoles. The contractile chain swells but remains in an isotropic coiled state, whereas the extensile chain progressively unfolds to reach a fluctuating stretched conformation.

Figure 3.2 shows snapshots from simulations of two active chains, one contractile
and one extensile, with $N=100$ and $A= \pm 10$. Both systems were prepared as random walks at $t=0$. At short times, excluded volume forces cause both polymers to swell in all directions, while dipolar flows are being driven locally along the chains. In the contractile case, the chain continues to swell slightly as the flows induced by the active dipoles constantly rearrange neighboring links, with no net emergent alignment. At statistical steady-state, the contractile chain remains in an isotropic coiled state, with thermal fluctuations enhanced by the dipolar fluid flows. The case of extensile activity is markedly different. Here, neighboring links align in the dipolar flows, which have extensional symmetry, resulting in long chain segments opening up and stretching, until the chain fully unfolds into a stetched state where activity-induced flow alignments competes against thermal fluctuations, which favor the coiled state. Similar dynamics had previously been observed by Saintillan et al. [9]. The mean direction of alignment of the chain is arbitrary, but remains roughly constant over the course of the transient. At steady state, the axis of alignment very slowly diffuses as a result of Brownian motion, which also introduces stochasticity in the flow field by causing fluctuations of the dipole orientations.

These dynamics can be understood based on the flow fields induced by individual dipoles as depicted in Fig. 3.3(a,b). In the contractile case shown in (a), the flow is compressional along the axis of the dipole and extensional in the perpendicular plane, which tends to rotate neighboring chain links so that they align at $\approx 90^{\circ}$, thus forming kinks in the chain. Conversely, in the extensile case shown in (b), the flow is extensional along the axis of the dipole, which tends to rotate neighboring links so that they align with the dipole, thus unfolding and straightening the chain. This flow-induced alignment observed in extensile systems not only affect nearest neighbors but is long-ranged due to the slow decay as $1 / r^{2}$ of dipolar flows in the Stokes regime. Furthermore, the effect is self-amplifying: as several chain segments carrying dipoles align with each other, their flow
fields superimpose coherently to further enhance alignment.


Figure 3.3: (a,b) Flow fields induced by contractile (a) and extensile (b) dipoles, respectively, illustrating their effect on chain dynamics. The purple arrows show the direction of the active forces, whereas the black arrows show the direction of rotation of the neighboring links. (c,d) Time average flow fields induced by (a) a contractile system ( $A=-10$ ) and (b) an extensile system $(A=10)$ with $N=100, k_{\text {on }}=100$ and $k_{\text {off }}=500$. In the contractile case, the chain is coiled at the origin. In the extensile case, the coordinate system was rotated to align the principal axis of the chain with the $x$ direction.

This positive feedback loop ultimately results in the full stretching of the chain under its self-induced flow. Time-averaged flow around the two polymer chains of Fig. 3.2 are shown in Fig. 3.3(c,d). The flow in the contractile case in (c) displays extension and compression along various directions but shows not clear large-scale symmetry. On the other hand, dipolar alignment in the extensile case shown in (d) conspires to drive a self-sustained extensional flow on the scale of the polymer chain, which acts to stabilize the unfolded stretched conformation. The observed transition from an initial coiled state to a stretched configuration in extensile systems is reminiscent of the classic coil-stretch transition of flexible polymers in linear extensional flows [147], where the stretching is due to the viscous drag on the polymer by an externally applied flow. Here, the transition is instead an emergent phenomenon resulting from the spontaneous alignment of the chain under the extensile dipoles that it carries. We discuss this analogy in more detail further
below.

### 3.3.2 Steady-state statistical properties

We now discuss conformational properties at statistical steady-state, which we characterize in Fig. 3.4 shown various structural order parameters as functions of $\sigma_{0}$. Three sets of simulations are shown, two with $N=50$ and one with $N=100$. In the case of $N=50$, two different combinations of on/off rates were used: $\left(k_{\text {on }}, k_{\text {off }}\right)=(100,500)$ and $(10,50)$, which have the same value of $p_{a}$ and thus the same mean number of dipoles. All shown quantities were measured after reaching steady state and were averaged over time and over an ensemble of 5 different simulations. We first show in Fig. 3.4(a) the relative end-to-end distance defined as

$$
\begin{equation*}
R_{n}=\frac{\left|\mathbf{r}_{N}-\mathbf{r}_{1}\right|}{N-1} \tag{3.15}
\end{equation*}
$$

with maximum value of 1 corresponding to a perfectly straight polymer chain. For a perfect random walk (coiled configuration), the expected value is $R_{n}=\ell \sqrt{N_{k}}$ ( $\ell$ is the fixed step size and $N_{k}$ is the number of steps in a random walk). As shown in Fig. 3.4(a), the end-to-end distance is unaffected by activity in the contractile case ( $\sigma_{0}<0$ ), where it sligthly exceeds the random walk prediction due to excluded volume effects. In the extensile case, however, $R_{n}$ starts increasing above a critical positive value of $\sigma_{0}$, reaching $\approx 0.6$ for the longest chain when $\sigma_{0}=50$. Longer chains tend to stretch more for the same dipole strength, since they are decorated by more dipoles thus enhancing the self-unfolding effect described in Sec. 3.3.1. The two simulations with $N=50$ provide insight into the role of the on/off rates on the dynamics: the end-to-end distance, as well as the other order parameters we discuss below, is only weakly affected by the actual values of $k_{\text {on }} k_{\text {off }}$ at a given value of $p_{a}$. Stretching is slightly weaker in the case with the large rates (blue triangles), as there is more stochasticity in the dipoles in that case. The unfolding and
stretching of extensile chains under their self-induced flows can also be interpreted as an increase in orientational correlations along the chain, i.e., as an increase in the effective rigidity of the polymer.


Figure 3.4: Average steady-state values of (a) the scaled end-to-end distance $R_{n}$, (b) the effective persistence length $\ell_{p} / \ell$, (c) the relative shape anisotropic $\kappa$, and (d) the nematic scalar order parameter $\lambda_{Q}^{\max }$ as functions of $\sigma_{0}$ for chains of length $N=50$ and 100. In the case of $N=50$, two different combinations of on/off rates giving the same value of $p_{a}=1 / 6$ were used: $\left(k_{\text {on }}, k_{\text {off }}\right)=(100,500)$ (blue triangles) and $(10,50)$ (red squares). The simulation with $N=100$ uses $\left(k_{\text {on }}, k_{\text {off }}\right)=(100,500)$ (black circles).

We quantify this using the mean persistence length, which for a bead-rod chain can be defined as [148]

$$
\begin{equation*}
\frac{\ell_{p}}{\ell}=\frac{1}{2}\left(\frac{1+\xi}{1-\xi}\right), \quad \text { where } \quad \xi=\left\langle\mathbf{n}_{i} \cdot \mathbf{n}_{i+1}\right\rangle . \tag{3.16}
\end{equation*}
$$

As shown in Fig. 3.4(b), the persistence length shows similar trends as the end-to-end
distance: it is independent of activity in the contractile systems, but shoots up with activity in extensile systems above the transition to stretched conformations.

Another measure of the mean polymer conformation is provided by the radius of gyration tensor $\mathbf{R}_{G}$, defined as

$$
\begin{equation*}
\mathbf{R}_{G}=\frac{1}{N} \sum_{i=1}^{N}\left(\mathbf{r}_{i}-\mathbf{r}_{c m}\right)\left(\mathbf{r}_{i}-\mathbf{r}_{c m}\right) \tag{3.17}
\end{equation*}
$$

where $\mathbf{r}_{c m}$ is the instantaneous center-of-mass position. Its eigenvalues $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$, characterize the extent of the polymer mass distribution along its eigendirections, with a larger eigenvalue corresponding a net extension of the chain in the corresponding direction. These eigenvalues can be used to define a shape anisotropy parameter $\kappa$ as

$$
\begin{equation*}
\kappa=1-3 \frac{\alpha_{1} \alpha_{2}+\alpha_{1} \alpha_{3}+\alpha_{2} \alpha_{3}}{\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)^{2}} \tag{3.18}
\end{equation*}
$$

A straight linear polymer (e.g., $\alpha_{1}=1, \alpha_{2}=\alpha_{2}=0$ ) has an anisotropy of $\kappa=1$, whereas an isotropic or spherically symmetric configuration $\left(\alpha_{1}=\alpha_{2}=\alpha_{3}\right)$ has an anisotropy of $\kappa=0$. The dependence of $\kappa$ on activity is depicted in Fig. 3.4(c). In contractile systems, the mean value of $\kappa$ is independent of activity and relatively low at $\approx 0.3$ : this nonzero value is to the fact that instantaneous conformations on which we calculate $\kappa$ are not perfectly isotropic due to fluctuations, even though on average the system shows no preferred direction. In the presence of extensile activity, anisotropy increase as the chains extend along the principal direction of the gyration tensor, with $\kappa$ reaching nearly 1 for $N=100$ at $\sigma_{0}=50$.

Finally, we also characterize global nematic alignment of chain segments by plotting in Fig. 3.4(d) the scalar nematic order parameter $\lambda_{Q}^{\max }$, defined as the maximum eigenvalue of the mean nematic order tensor

$$
\begin{equation*}
\mathbf{Q}=\frac{1}{N-1} \sum_{i=1}^{N-1}\left(\mathbf{n}_{i} \mathbf{n}_{i}-\frac{\mathbf{I}}{3}\right) \tag{3.19}
\end{equation*}
$$

and we note that $\lambda_{Q}^{\max }$ is in a range of 0 to $2 / 3$. Once again, we observe similar trends as function of activity, with no discernible effect of $\sigma_{0}$ in contractile systems, but a sharp increase of the maximum eigenvalue above the coil-stretch transition, especially in the case of long chains $(N=100)$.

### 3.3.3 Coil-stretch transition: Phase diagram

We further characterize the dependence of the coil-stretch transition on system parameters in Fig. 3.5, where we consider extensile systems only. We systematically determine the location of the transition by considering the time evolution of the nematic scalar order parameter, which exhibits a positive growth only in simulations in which stretching occurs. The time evolution of $\lambda_{Q}^{\max }$ in one such case is plotted in Fig. 3.5(a), where a regime of linear growth is observed followed by a plateau.


Figure 3.5: (a) Time evolution of the nematic scalar order parameter $\lambda_{Q}^{\max }$ in a simulation with $N=100, p_{a}=0.167$, and $\sigma_{0}=60$. Inset shows the initial regime of linear growth, from which we define the growth rate $\beta$. (b) Dependence of growth rate $\beta$ on activity parameter $A$, showing the transition to stretching above a critical value. The red circle corresponds to the simulation shown in (a). (c) Phase diagram for coil-stretch transition in the $\left(\sigma_{0}, p_{a}\right)$ plane. The boundary between the two domains is well captured by a curve of constant $A$ (black curve). (d) Critical activity level for coil-stretch transition as a function of chain length $N$. The coil-stretch transition is only observed for chains of length $N \geq 4$.

A growth rate $\beta$ can be computed during the initial regime, which is roughly zero for configurations that stay coiled but becomes positive when stretching occurs. This is illustrated in Fig. 3.5(b), where we plot $\beta$ as a function of $\sigma_{0}$ for a fixed value of $p_{a}=0.167$. The trends are similar to those found in Fig. 3.4, with a clear transition to stretching occurring a critical dipole strength of $\sigma_{0} \approx 30$. Similar simulations were performed by varying both $\sigma_{0}$ and $p_{a}$, and the results are summarized in a phase diagram in Fig. 3.5(c) in the case $N=100$, where we highlight parameter regimes where coiled and stretched configurations are observed. Expectedly, we find that the transition to stretching occurs for large values of either $p_{a}$ (many dipoles) or $\sigma_{0}$ (stronger dipoles). We find that the transition is very well captured by a curve of constant $A=p_{a} \sigma_{0}$, with a critical value of $A_{c} \approx 4$ in the case shown in Fig. 3.5(c). The activity threshold $A_{c}$ is length dependent, and is found to decay with $N$ as shown in Fig. 3.5(d): indeed, a longer chain will carry more dipoles at fixed value of $p_{a}$. For intermediate chain lengths, we observe that $A_{c} \sim N^{-1}$, followed by apparent plateau for long chains. This suggests a transition governed by the parameter $A N$, which plays an analogous role as the Deborah number for the classic coilstretch transition of flexible polymers in extensional flows. Interestingly, we find that the transition to spontaneous stretching only occurs for $N \geq 4$, a result that we explore further using a theoretical model in Sec. 3.3.4.

### 3.3.4 Theory for an active trimer

As observed in Fig. 3.5(d), $N=4$ is the lower limit above which the polymer undergoes the coil stretch transition in our simulations. To understand this behavior, we further study the case of a trimer consisting of $N=3$ beads using a theoretical based on a Fokker-Planck formulation. Denoting by $\mathbf{q}$ the generalized angular coordinates describing the configuration of the chain, the Fokker-Planck equation for the probability density
function $\psi(\mathbf{q}, t)$ is given by [149-151]

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+\frac{\partial}{\partial q_{i}}\left[\Gamma_{i j}\left(\sum_{n=1}^{N} u_{k}^{a}\left(\mathbf{r}_{n}\right) \frac{\partial r_{n, k}}{\partial q_{j}} \psi-\frac{k_{\mathrm{B}} T}{\zeta} \sqrt{h} \frac{\partial}{\partial q_{j}}\left(\frac{\psi}{\sqrt{h}}\right)\right)\right]=0 \tag{3.20}
\end{equation*}
$$

where index $n$ refers to be bead number, and all other indices denote components of the various vector and tensor quantities, for which the Einstein summation convention applies. In Eq. (3.20), $\boldsymbol{\Gamma}=\mathbf{H}^{-1}$ and $h=\operatorname{det}(\mathbf{H})$ are defined in terms of the tensor

$$
\begin{equation*}
H_{i j}=\sum_{n=1}^{N} \frac{\partial \mathbf{r}_{n}}{\partial q_{i}} \cdot \frac{\partial \mathbf{r}_{n}}{\partial q_{j}} \tag{3.21}
\end{equation*}
$$



Figure 3.6: Schematic of an active trimer, where the internal coordinate of interest is the bond angle $\theta=\pi-\cos ^{-1}\left(\mathbf{n}_{1} \cdot \mathbf{n}_{2}\right)$.

In the case of interest where there is no external flow, the mean position and orientation of the chain simply undergo Brownian diffusion, and the only internal coordinate with a non-trivial probability distribution function is the angle $\theta=\pi-\cos ^{-1}\left(\mathbf{n}_{1} \cdot \mathbf{n}_{2}\right)$ as depicted in Fig. 3.6. Eq. (3.20) can simplified in this case. Setting the orientational flux to zero at steady state yields the simple differential equation

$$
\begin{equation*}
\ell^{2} \dot{\theta}^{a} \psi-\frac{k_{B} T}{\zeta} \sqrt{h} \frac{\mathrm{~d}}{\mathrm{~d} \theta}\left(\frac{\psi}{\sqrt{h}}\right)=0 \tag{3.22}
\end{equation*}
$$

where $\dot{\theta}^{a}$ is the deterministic angular velocity resulting from the flow induced the active
dipoles, and $h=\ell^{4}\left(4-\cos ^{2} \theta\right)$. Here, the probability density function is normalized as

$$
\begin{equation*}
\int_{0}^{\pi} \psi(\theta) \sin \theta \mathrm{d} \theta=1 \tag{3.23}
\end{equation*}
$$

where the factor of $\sin \theta$ comes from the solid angle in three dimensions.
For simplicity, we assume that both links are subject to permanent dipoles $\left(p_{a}=1\right)$. The angular velocity in that case can be calculated as

$$
\begin{equation*}
\dot{\theta}^{a}=\frac{1}{\sin \theta}\left(\dot{\mathbf{n}}_{1} \cdot \mathbf{n}_{2}+\mathbf{n}_{1} \cdot \dot{\mathbf{n}}_{2}\right)=\frac{2}{\sin \theta} \mathbf{n}_{1} \cdot \dot{\mathbf{n}}_{2} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{\mathbf{n}}_{2}=\frac{1}{\ell}\left(\mathbf{I}-\mathbf{n}_{2} \mathbf{n}_{2}\right) \cdot \mathbf{u}^{a}\left(\mathbf{r}_{3}\right) . \tag{3.25}
\end{equation*}
$$

Upon substituting the expression for the active flow velocity at the location of bead 3,

$$
\begin{equation*}
\mathbf{u}^{a}\left(\mathbf{r}_{3}\right)=\left[\mathbf{G}\left(\mathbf{r}_{3} ; \mathbf{r}_{2}\right)-\mathbf{G}\left(\mathbf{r}_{3} ; \mathbf{r}_{1}\right)\right] \cdot F_{0} \mathbf{n}_{1} \tag{3.26}
\end{equation*}
$$

with $\mathbf{G}$ the Oseen tensor defined in Eq. (3.6), we obtain after simplifications

$$
\begin{equation*}
\dot{\theta}^{a}=\frac{F_{0}}{4 \pi \mu \ell^{2}} \sin \theta\left[1-\frac{3}{2 \sqrt{2(1-\cos \theta)}}\right] . \tag{3.27}
\end{equation*}
$$

Inserting this expression into the flux balance Eq. (3.22) then yields the governing equation for $\psi(\theta)$,

$$
\begin{equation*}
\frac{3}{2}\left(\frac{a}{\ell}\right) \sigma_{0} \sin \theta\left[1-\frac{3}{2 \sqrt{2(1-\cos \theta)}}\right] \psi=\sqrt{4-\cos ^{2} \theta} \frac{\mathrm{~d}}{\mathrm{~d} \theta}\left(\frac{\psi}{\sqrt{4-\cos ^{2} \theta}}\right) \tag{3.28}
\end{equation*}
$$

which is written is dimensionless form and involves both the dipole strength $\sigma_{0}$ and ratio $a / \ell$ of the bead hydrodynamic radius to the bond length.

In the passive case $\left(\sigma_{0}=0\right)$, Eq. (3.28) is readily integrated as

$$
\begin{equation*}
\psi_{p}(\theta)=\psi_{0} \sqrt{4-\cos ^{2} \theta} \quad\left(\sigma_{0}=0\right) \tag{3.29}
\end{equation*}
$$

which is the classic solution for a rigid trimer [149], which peaks at and is symmetric about $\theta=\pi / 2$; see Fig. 3.7. The prefactor is obtained from the normalization condition


Figure 3.7: Probability density function $\psi(\theta) \sin \theta$ of the bond angle $\theta$ for a trimer with different levels of activity and for $a / \ell=0.1$ (the factor of $\sin \theta$ arises from the solid angle in Eq. (3.23)). The plot compares the analytical solution of Eq. (3.30) (solid lines) with results from Langevin simulations (symbols).

Eq. (3.23) as $\psi_{0}=(2 \pi / 3+\sqrt{3})^{-1}$. When activity is present $\left(\sigma_{0} \neq 0\right)$, the solution of Eq. (3.28) for the distribution function becomes

$$
\begin{equation*}
\psi_{a}(\theta)=\psi_{p}(\theta) \exp \left[-\frac{3 a \sigma_{0}}{2 \ell}\left(\cos \theta+\frac{3}{2} \sqrt{2(1-\cos \theta)}\right)\right] \tag{3.30}
\end{equation*}
$$

with a new normalization constant $\psi_{0}$ that now depends on $(a / \ell) \sigma_{0}$ and must be determined numerically. We find that dipolar activity modifies the equilibrium distribution $\psi_{p}(\theta)$ through a Boltzmann factor of the form $\propto \exp \left(-U(\theta) / k_{\mathrm{B}} T\right)$ where

$$
\begin{equation*}
\frac{U(\theta)}{k_{\mathrm{B}} T}=\frac{3 a \sigma_{0}}{2 \ell}\left(\cos \theta+\frac{3}{2} \sqrt{2(1-\cos \theta)}\right) \tag{3.31}
\end{equation*}
$$

can be interpreted as an effective potential energy for self-alignment of the chain under its own active flow.

Figure 3.7(a) shows $\psi(\theta) \sin \theta$ as a function of $\theta$ for different values of $\sigma_{0}$, and compares the analytical solution of Eq. (3.30) with results from Langevin simulations. Good agreement is found between the two. As anticipated based on Fig. 3.5(d), we find that the behavior of the trimer is quite unlike that of longer chains: extensile trimers $\left(\sigma_{0}>0\right)$ tend to remain in a folded configuration with $\theta \approx 0$, whereas contractile trimers
tend to stayed kinked with $\theta \approx \pi / 2$. The propensity for the extensile trimer to remain folded can be understood by considering the potential energy in Fig. 3.7(b): in extensile cases with $\sigma_{0}>0$, the potential energy displays two minima at $\theta=0$ and $\pi$, which both correspond to configurations with aligned dipoles. However, the minimum at $\theta=0$ is significantly deeper, since the two dipoles are closer to one another and therefore interact more strongly in the folded state than in the unfolded state. This explains why the folded configuration is preferred in this case as seen in Fig. 3.7(a). This folded state, however, becomes much less likely in longer chains, as the links also experience tension forces from the other parts of the chain. Excluded volume interactions also decrease the likelihood of folded conformations.

### 3.4 Conclusions

We have performed Langevin simulations of model active polymers consisting of freely-jointed bead-rod chains decorated by stochastic force dipoles that drive long-ranged flows in the viscous suspending solvent. Depending on the type of dipole, significantly different dynamics were observed: fluid flows driven by contractile dipoles tend to create transient kinks in the chain, resulting in coiled conformations with enhanced fluctuations; on the other hand, the flow driven by extensile dipoles tends to align neighboring chains segments, leading to a spontaneous unfolding and stretching of the chain above a critical level of activity. The dynamics in the extensile case are reminiscent of the coil-stretch transition of passive polymer chains in extensional flows [147, 150]. However, the active coil-stretch transition uncovered here is spontaneous and does not require any external flow or forcing. Upon unfolding and stretching of the polymer, the aligned dipoles along the chain drive a macroscopic fluid flow with extensional symmetry that resists relaxation under thermal fluctuations and sustains the stretched conformation along an arbitrary
axis selected by random fluctuations. As demonstrated by our analysis, the transition to stretching occurs above a critical value of $N p_{a} \sigma_{0}$, which denotes the product of the mean number of dipoles $N p_{a}$ along the chain with the dimensionless dipole strength $\sigma_{0}$. While most of our simulations neglected hydrodynamic interactions (other than those directly resulting from dipolar activity), we anticipate that a full characterization of the transition in the presence of hydrodynamic interactions may uncover yet richer behavior, such as conformation hysteresis near the transition point, which is known to occur in the case of the passive coil-stretch transition $[152,153]$.

The active polymer model used in this work was motivated by interphase chromatin, which is a flexible polymer known to be subject to ATP-powered enzymes such as RNA polymerase [120]. A detailed microscopic model for the local active stresses generated by these enzymes is still lacking, yet we expect to be able to coarse-grain them as dipoles [121], and past work has suggested that fluid-mediated interactions between these dipoles may be responsible for the coherent motions observed inside the cell nucleus during interphase [9]. Chromatin and its associated enzymes, however, cannot be extracted in vitro without major disruption to their structure and function, so that this system is hardly a good candidate for experimental validation of our model. Other synthetic systems, however, would be very well suited for that purpose. One example could consist of a flexible chain composed of bimetallic autophoretic rods [154], which can be designed to drive either extensile or contractile flows [155]. Such a chain of extensile rods should display the active coil-stretch transition, which could be externally controlled by addition or removal of chemical fuel such as hydrogen peroxide to the solution. This suggests novel designs for smart polymeric materials whose effective rheological, optical or thermal properties could be tuned reversibly by triggering the active coil-stretch transition on the microscale.
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## Chapter 4

## Activity in the nucleus enhances segregation and compaction of heterochromatin

### 4.1 Introduction

Chromatin is the functional form of DNA in cells, and its structure, organization and dynamics control all aspects of DNA biology. The spatiotemporal organization of chromatin in the nucleus plays an essential role in nuclear processes such as gene transcription and genome replication, yet the fundamental biophysical principles and mechanisms underpinning its complex self-organization remain elusive. During interphase in differentiated cells, the genome undergoes large-scale compartmentalization into active and repressed states, thereby altering the availability of genes to transcription factors as a key mechanism for epigenetic gene regulation. Two major compartments of chromatin, heterochromatin and euchromatin, are spatially segregated inside the nucleus, with the transcriptionally active euchromatin remaining loosely packed while predominantly
silent genes are condensed into heterochromatin regions. In conventional nuclei, heterochromatin is distributed throughout the nucleus but concentrates predominantly in the periphery $[156,157]$, where it tends to bind to the lamin network lining the interior of the nuclear envelope. In the absence of chromatin-lamina interactions, heterochromatin is instead found to concentrate near the center of the nucleus, and this inverted configuration occurs in certain photoreceptor cells of nocturnal mammals [52]. The biochemical basis of heterochromatin condensation is linked to the methylation of histone tails and binding of heterochromatin protein 1 (HP1) to nucleosomes. Bound HP1 further oligomerizes and bridges nucleosomes from chromatin regions in close spatial proximity, resulting in the compaction and repression of silent genes [45-49]. This compaction has been hypothesized to involve liquid-liquid phase separation by HP1 [50, 51].

Recent modeling efforts aimed at explaining chromatin segregation have focused on equilibrium simulations that describe chromatin as a block copolymer, with euchromatin and heterochromatin chain segments exhibiting different affinities. Using Brownian dynamics, Falk et al. [6] found that heterochromatin tends to aggregate and compact into a dense region in the center of the nucleus. Similar findings were made by MacPherson et al. [5] using Monte-Carlo simulations in which discrete HP1 proteins preferentially bound to heterochromatin and further oligomerized to bridge between nucleosomes. Subsequent studies based on the same models $[52,53]$ showed that non-specific attractive interactions with the nuclear envelope result in preferential accumulation of heterochromatin in the nuclear periphery consistent with observations in conventional nuclei, confirming that binding to the nuclear lamina plays a key role in the spatial organization of heterochromatin.

These models, however, only considered equilibrium statistics and neglected the role played by ATP-powered active processes in the kinetics of heterochromatin formation and its final morphology. The importance of activity in chromatin dynamics was first dis-
covered in experiments by Zidovska et al. [120], who developed displacement correlation spectroscopy to quantify chromatin positional dynamics simultaneously across the entire nucleus in live cells by imaging of histones H2B-GFP. These observations revealed that chromatin moves coherently within large regions of $3-5 \mu \mathrm{~m}$ in size and lasting over several seconds. These correlated motions were found to be ATP-dependent and independent of the cytoplasmic cytoskeleton. Perturbation of major nuclear ATPases such as DNA polymerase, RNA polymerase II and topoisomerase II caused local displacements to increase, but completely blocked coherence.

Motivated by these experiments, Zidovska et al. [121] proposed a hydrodynamic theory of chromatin dynamics that coarse-grained the action of ATPases into two basic types of active events: vector events that describe force dipoles generated by nuclear enzymes such as polymerases and helicases, and scalar events corresponding to the local de/condensation of chromatin caused by chromatin remodelers. This mean-field continuum theory predicts that dipolar activity is responsible for large-scale coherent motions [120, 121]. Alternative hydrodynamics-free approaches to modeling activity have been developed which use a 3D-conformational space of the chromatin fiber emerging from a quasi-equilibrium energy landscape [122]. Such an energy landscape was generated by Langevin dynamics at an effective temperature as a model for activity within the nucleus. Another hydrodynamics-free model, informed by Hi-C data of human chromosomes, described chromatin as a heteropolymer to explore the spatiotemporal dynamics of interphase chromosomes $[123,124]$. Chromatin activity was also mimicked by an isotropic noise. Both models successfully recapitulated large-scale coherence of chromatin motions.

In recent work, Saintillan, Shelley and Zidovska [9] built upon the concept of vector events to develop a computational model of active chromatin hydrodynamics that accounts for the role of ATP-driven processes. A long flexible polymer confined inside a spherical
cavity and subjected to stochastic force dipoles was simulated. These force dipoles generated fluid flows in the nucleoplasm, which in turn drove local nematic alignment of the chain. This positive feedback occurred only for extensile dipoles and resulted in large-scale coherent motions by a mechanism similar to the generic bend instability of extensile active nematics [158-160]. These simulations assumed a homopolymer chain, thus no macroscopic self-organization was observed beyond the alignment induced by hydrodynamic interactions.

Here, we extend this computational approach to illuminate the role of dipolar activity and nucleoplasmic flows in the dynamics of chromatin phase segregation in the differentiated cell nucleus. We perform large-scale coarse-grained simulations of an entire model nucleus containing multiple chromosomes immersed in a viscous nucleoplasm. The chromosomes are modeled as diblock copolymers composed of segments of active euchromatin subject to dipolar activity, alternating with segments of silent heterochromatin subject to inter- and intra-chain crosslinking. Our numerical results underscore the role of activity-driven coherent motions and nucleoplasmic flows on the compaction and spatial distribution of heterochromatin in differentiated cells.

### 4.2 Coarse-grained chromatin model

We simulate a system of $M_{c}$ confined polymers representing individual chromosomes inside the interphase nucleus (Fig. 4.1). The nuclear envelope, which encloses the chains, is modeled as a prolate spheroidal cavity with bounding surface $S$ of eccentricity $e$ and equivalent radius $R_{s}$, and is filled with a viscous Newtonian nucleoplasm with viscosity $\eta$. Each chromosome is coarse-grained as an active Zimm bead-spring chain composed of $N_{b}$ beads of hydrodynamic radius $a_{h}$ connected by finitely extensible elastic springs. In this coarse-grained description, a bead should be viewed as a mesoscopic chromatin sub-
domain containing a large number of nucleosomes and associated proteins at a resolution of $\sim 100 \mathrm{kbp}$. As depicted in Fig. 4.1, each chromosome further consists of alternating blocks of heterochromatin and euchromatin domains (HCDs and ECDs, respectively), with a fraction $\alpha_{c}$ of heterochromatin.


Figure 4.1: Model schematic: $M_{c}$ bead-spring polymer chains representing individual chromosomes are confined inside a spheroidal nuclear envelope. Heterochromatic domains (HCDs) can form inter- and intra-chromosomal crosslinks, whereas euchromatic domains (ECDs) are decorated with active force dipoles that drive nucleoplasmic flows.

Transcriptionally active euchromatin experiences microscopic active stresses generated by the ATP-powered action of nuclear enzymes such as polymerases, helicases, and topoisomerases as they perform their functions. We model these stresses in terms of stochastic active force dipoles distributed along ECDs and applied to the viscous fluid in which they drive an active flow [9]. On the other hand, the silent HCDs are characterized by the presence of inter- and intra-chain crosslinks as a macroscopic model for the binding interactions between the heterochromatin protein 1 (HP1) and the trimethylated histone tails [5, 46, 161].

The position $\mathbf{x}_{i}(t)$ of bead $i=1, \ldots, N\left(\right.$ where $\left.N=N_{b} \times M_{c}\right)$ is governed by the
overdamped Langevin equation [69]

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}_{i}}{\mathrm{~d} t}=\frac{1}{\zeta} \mathbf{F}_{i}(t)+\mathbf{u}\left(\mathbf{x}_{i}, t\right)+\boldsymbol{\xi}_{i}(t) \tag{4.1}
\end{equation*}
$$

The first term describes transport under the net deterministic force on bead $i$, to be specified below, where $\zeta=6 \pi \eta a_{h}$ is the corresponding friction coefficient. The second term captures advection of the bead by the viscous flow inside the nucleus, with contributions from activity as well as hydrodynamic interactions resulting from viscous drag on the beads. Finally, the last term captures Brownian displacements and is calculated to satisfy the fluctuation-dissipation theorem.

The net deterministic force $\mathbf{F}_{i}$ on bead $i$ accounts for entropic spring tensions, crosslink forces as well as excluded volume interactions between neighboring beads:

$$
\begin{equation*}
\mathbf{F}_{i}=\mathbf{F}_{i}^{s}+\mathbf{F}_{i}^{c}+\mathbf{F}_{i}^{e} . \tag{4.2}
\end{equation*}
$$

Entropic spring forces $\mathbf{F}_{i}^{s}$ are modeled using the FENE spring law [116], and excluded volume forces $\mathbf{F}_{i}^{e}$ are captured using a soft repulsive potential; see Appendix B for details. Crosslink forces $\mathbf{F}_{i}^{c}$ are used to model binding interactions between beads inside HCDs. These crosslinks represents HP1 binding to the methylated K9 residue of histone H3 (H3K9me3), an established marker of the transcriptionally silent heterochromatin associated with high chromatin density and low gene expression levels. These binding interactions, which can occur inter- or intra-chain, are also captured using FENE springs but with a stiffer spring constant. These links can form stochastically between pairs of heterochromatic beads that are within a certain cutoff radius $a_{c}$ of one another and are both in an activated state, where activation occurs stochastically as a Poisson process with rate $k_{\text {on }}^{c}$. Each bead can form at most one crosslink, and crosslinks are permanent once formed.

A key aspect of our model is the inclusion of hydrodynamic flows induced by the
activity of ATP-powered enzymes and from interactions between chain segments. Following our past work [9], microscopic active stresses are coarse-grained in the form of active dipolar forces applied to the fluid along euchromatic portions of the chromosomes and occur on the scale of one chain link. Specifically, active dipoles are switched on and off stochastically as a Poisson process with rates $k_{\text {on }}^{a}$ and $k_{\text {off }}^{a}$, which set the probability $p_{a}=k_{\mathrm{on}}^{a} /\left(k_{\mathrm{on}}^{a}+k_{\text {off }}^{a}\right)$ for a link to be active. When a euchromatic link $i$ is in the on-state, two equal and opposite forces are applied to the viscous nucleoplasm at the positions of the end beads:

$$
\begin{equation*}
\mathbf{F}_{i}^{a}=-f^{a} \hat{\mathbf{n}}_{i}(t), \quad \mathbf{F}_{i+1}^{a}=f^{a} \hat{\mathbf{n}}_{i}(t), \tag{4.3}
\end{equation*}
$$

where $\hat{\mathbf{n}}_{i}=\mathbf{n}_{i} / n_{i}$ is the unit vector pointing from bead $i$ to $i+1$ obtained from the connector $\mathbf{n}_{i}=\mathbf{x}_{i+1}-\mathbf{x}_{i}$ between the two beads. The pair of forces constitutes a dipole of magnitude $\sigma=f^{a} n_{i}$, which is extensile $(\leftarrow \rightarrow)$ for $\sigma>0$ and contractile $(\rightarrow \leftarrow)$ for $\sigma<0$. In simulations, we fix $f^{a}$, meaning that the actual dipole strength fluctuates with the distance $n_{i}$ between the beads. We define a characteristic dipole strength as $\sigma_{0}=f^{a} \ell_{s}$, where $\ell_{s}$ is the equilibrium length of an isolated passive spring.

Both passive and active forces contribute to the nucleoplasmic flow field $\mathbf{u}$ and corresponding pressure $p$, which satisfy the Stokes momentum equation

$$
\begin{equation*}
-\nabla p+\eta \nabla^{2} \mathbf{u}=\sum_{i=1}^{N}\left(\mathbf{F}_{i}+\mathbf{F}_{i}^{a}\right) \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \tag{4.4}
\end{equation*}
$$

along with the incompressibility constraint $\nabla \cdot \mathbf{u}=0$. In Eq. (4.4), active forces on the right-hand side are only included for beads that are in the active state. The velocity field is subject to the no-slip condition $\mathbf{u}=\mathbf{0}$ on the surface of the nuclear envelope and is obtained using an accelerated algorithm based on the kernel-free fast-multipole method, allowing us to simulate large systems over long periods of time. In the following, we present results in dimensionless form based on characteristic thermal (equilibrium) scales. Further details of the computational methods and scalings are provided in Appendix B.

### 4.3 Results

In this section, we consider simulations of $M_{c}=23$ identical chains (or chromosomes) of 1305 beads for a total of $\sim 30 \mathrm{k}$ beads, meaning that each bead represents $\sim 1000$ of the $\sim 30 \mathrm{M}$ nucleosomes in the human genome. Each chromosomal chain contains four equally spaced linear HCDs that in total occupy a fraction $\alpha_{c} \approx 30 \%$ of each chromosome. Recall that crosslinks can form within and between heterochromatic domains, but not with or within the complementary ECDs. Each chromosome is first prepared as a confined random walk, and then all are distributed within the nucleus to establish distinct chromosomal territories. This system is then equilibrated under Brownian fluctuations and excluded volume forces to establish initial data.

### 4.3.1 Dynamics of heterochromatin segregation

Figure 4.2 shows the results of two long-time simulations proceeding from identical initial data (top row). In the first case, the ECDs are entirely passive ( $\sigma_{0}=0$, middle row), and the dynamics largely results from crosslinks forming within and between HCDs. In the second case, the ECDs are instead active ( $\sigma_{0}>0$, bottom row), being stochastically populated with extensile dipoles.

In the passive case, the chromosomes roughly maintain their initial spatial territories (Fig. 4.2(a)), with only slight mixing, mainly due to thermal fluctuations, taking place near their boundaries. The stochastically nucleating crosslinks, being long-lived, have led progressively to crosslink-rich regions (Fig. 4.2(b)). These form a loose network that spans the entire system and alternates with crosslink-free euchromatin. However, the dynamics of crosslinking, together with any attendant change in the mechanics of the chromatin in response to thermal fluctuations and excluded volume forces, has not led to any largescale rearrangements of chromosomal or heterochromatic domains. We suspect that, being
rapid in comparison to rearrangements by thermal effects, crosslinking may be rigidifying the system, leading to fewer opportunities for crosslinking between distal HCDs. At any rate, heterochromatin is distributed across the nucleus with approximate uniformity, corresponding to the initial placement of the HCDs; see Fig. 4.2(c).


Figure 4.2: Long-time evolution of chromatin in simulations of two systems, one with passive euchromatin ( $\sigma_{0}=0$ ) and another with active euchromatin (extensile, $\sigma_{0}=30$ ). Top row: initial system configuration at $t=0$, which is identical in both simulations; second and third rows: system configurations at dimensionless time $t=700$. The four columns show, from left to right: (a) the full chromatin system, with colors corresponding to distinct chromosomes; (b) the crosslinks within and between HCDs, shown as grey beads and overlayed on top of the chains; (c) the location of heterochromatic regions (HCRs), defined distinctly from heterochromatic domains as regions in space where the crosslink density exceeds $50 \%$ of its maximum value, and colored by chain membership; and (d) a subset of four chromosomes and associated crosslinks.

The dynamics and distribution of heterochromatin is very different for active euchromatin. There, extensile dipoles in ECDs drive large-scale coherent flows that draw
neighboring chain sections into alignment while mixing chromosomal territories. As a consequence of these active flows, the morphology of crosslinked heterochromatic regions (HCRs, defined distinctly from HCDs as the regions in space where the crosslink density exceeds $50 \%$ of its maximum value) is also quite different: mixing indeed facilitates crosslink formation between distinct HCDs, resulting in a more compact crosslinked network that progressively densifies near the center of the nucleus. These distinct morphologies are especially visible in Fig. 4.2(c), where we show the spatial boundary of HCRs. They have a much more compact and dense structure in the active case, with most of the active euchromatin expelled from the center towards the nuclear envelope. Snapshots of four individual chromosomes are also shown in Fig. 4.2(d) and further highlight the role of active nucleoplasmic flows that promote the compaction of heterochromatin while opening up and stretching active euchromatic chain segments.

We further quantify the spatiotemporal evolution of the system in Fig. 4.3. The migration of heterochromatin towards the nucleus center in the active case is evident in Fig. 4.3(a,left), showing the time evolution of the standard deviation $d=\sqrt{\left.\left.\langle | \mathbf{x}\right|^{2}\right\rangle}$ of the polymer mass distribution normalized by the equivalent nuclear radius $R_{s}=28$, for both ECDs and HCDs. While the spatial distribution of euchromatin shows only a minor shift towards the boundary, heterochromatin is found to concentrate near the center of the nucleus in the active extensile case, as evidenced by the decay of $d_{\text {hcd }}$ with time and corresponding growth of the migration offset defined as $\Delta=d_{\mathrm{ecd}}-d_{\mathrm{hcd}}$. This inward migration is also accompanied by an increase in chromatin number density (both heteroand euchromatin) as shown in Fig. 4.3(a,right), where we define $\rho_{\text {hcr }}=N_{\text {hcr }} / V_{\text {hcr }}$ as the ratio of the number of beads of any type contained in the heterochromatic regions identified in Fig. 4.2(c) over the corresponding volume. In the absence of activity $\left(\sigma_{0}=0\right)$, the number density remains close to the average number density of the system, whereas it
increases significantly when extensile dipoles are applied along ECDs ( $\sigma_{0}>0$ ).


Figure 4.3: (a) Left: Standard deviation $d=\sqrt{\left.\left.\langle | \mathbf{x}\right|^{2}\right\rangle}$ of the polymer mass distribution normalized by the equivalent nucleus radius $R_{s}$ for ECDs and HCDs as functions of time, where HCDs are seen to migrate towards the center of the system. The inset shows the migration offset, defined as $\Delta=d_{\text {ecd }}-d_{\text {hcd }}$, at steady state as a function of activity $\sigma_{0}$. Right: Mean density $\rho_{\text {hcr }}$ of HCRs (see Fig. 4.2(c)). Insets show the fraction of the number of beads contained in HCRs, as well as the fraction of the total volume that they occupy. (b) For the simulations in Fig. 4.2, time snapshots of the heterochromatin density field in a plane containing the major axis of the nucleus, for the active euchromatin case ( $\sigma_{0}=30$, top row), and the passive euchromatin case ( $\sigma_{0}=0$, bottom row). (c) Left: nematic order parameter $\lambda_{Q}^{\max }$, averaged over spheres of radius $\delta$ at late times, for various levels of activity $\sigma_{0}$. Right: nematic order parameter for ECDs, HCDs, and for the whole genome, in simulations with $\sigma_{0}=30$. (d) For the same simulations as shown in Fig. 4.2, the structure of nematic alignment in a plane containing the major axis of the nucleus, for the active euchromatin case ( $\sigma_{0}=30$, top row) and the passive euchromatin case ( $\sigma_{0}=0$, bottom row). The colormap is of the scalar nematic order parameter, while black segments depict the nematic director projected onto the viewing plane. The left column shows a snapshot at $t=550$, whereas the right column shows a time average for $t \in[350,700]$.

As shown by the insets in Fig. 4.3(a,right), this density increase is due to both an increase in $N_{\text {hcr }}$ and a decrease in $V_{\text {hcr }}$, suggesting that activity not only drives a spatial
compaction of HCDs over time, but also causes these compacting regions to recruit and trap more ECD fragments during compaction. Spatial maps of the heterochromatic density in a plane cross-section are shown in Fig. 4.3(b) and confirm these findings: crosslinked regions are relatively sparse and evenly distributed across the nucleus in the passive case, but concentrate into a dense and compact structure near the center of the nucleus with extensile activity. The case of contractile activity (not shown) is qualitatively similar to the Brownian case, with no discernible phase segregation.

As observed in the snapshots of Fig. 4.2, euchromatic extensile activity not only facilitates the segregation and compaction of crosslinked heterochromatin, it also induces its own stretching and alignment as first predicted in our past work [9]. We quantify this alignment by calculating the tensorial nematic order parameter $\mathbf{Q}=\langle\hat{\mathbf{n}} \hat{\mathbf{n}}-\mathbf{I} / 3\rangle_{\delta}$, where $\hat{\mathbf{n}}=\mathbf{n} /|\mathbf{n}|$ is the unit director between successive beads inside the chains, and the average is performed over spherical domains of radius $\delta=5$. Its largest eigenvalue $\lambda_{Q}^{\max } \in[0,2 / 3]$ defines the scalar nematic order parameter and is a measure of the degree of euchromatin alignment on the length scale $\delta$. Fig. 4.3(c,left) shows $\lambda_{Q}^{\max }$ as a function of $\delta$ for different levels of activity. In passive Brownian simulations ( $\sigma_{0}=0$ ), nematic alignment is negligible except on short length scales $\left(\delta / R_{s} \lesssim 0.2\right)$ where it is induced by steric interactions between neighboring chain segments. In the presence of extensile activity, the nematic order significantly increases on all scales as active force dipoles within ECDs induce local flows that draw nearby chain segments in alignment. This emergent alignment increases the spatial coherence of the active dipolar flows via a positive feedback loop, generating nematic order on length scales that greatly exceed the scale of one dipole. The precise mechanism for these coherent flows was discussed in our past work [9] and is similar to the generic instability occurring in various other active nematic systems [159, 160, 162]. As shown in Fig. 4.3(c,right), nematic alignment primarily occurs among ECDs where
dipolar activity takes place, as these sections of the chromatin are not crosslinked and therefore relatively free to reorganize in response to hydrodynamic flows. Alignment inside HCDs is much weaker and comparable to the passive case, as the internal structure of heterochromatin is strongly constrained by the presence of crosslinks. These observations are amplified in Fig. 4.3(d), which show spatial maps of the scalar order parameter and dominant alignment direction in a plane across the system. Nematic alignment is strong in euchromatic regions on the periphery of the nuclear interior, and tends to conform to the system boundary. These features remain present in the time-averaged nematic order parameter map, where the average was performed over $t \in[350,700]$. The strong heterogeneity of the average map on this time scale suggests long-lived internal dynamics in the system, despite its very dynamic nature on short time scales.

In summary, our results underscore the central role of ATP-powered activity, taking place along ECDs, in determining the structure, placement and density of HCRs as they form inside the nucleus. We find that activity enhances the compaction of HCRs and the trapping of euchromatic fragments within, relative to the passive case, while creating large-scale nematic alignment outside of HCRs where ECDs are largely unconstrained and free to align with themselves and with boundaries. The mechanistic origin of this complex organization lies in the emergent stress fields - both active and passive - and attendant nucleoplasmic flows, which we now analyze.

### 4.3.2 Active stress and hydrodynamic flows

The dynamics of heterochromatin compaction and euchromatin nematic ordering are tightly linked to the hydrodynamic flows driven by active stresses and the resulting elastic stresses they generate inside the chains. We first analyze the internal stress distributions in Fig. 4.4(a), showing maps of the radial $\left(\Sigma_{r r}\right)$ and shear $\left(\Sigma_{r \theta}\right)$ components of
the active and tensile stress tensors in a plane across the nucleus, where $(r, \theta)$ are polar coordinates in that plane. The distribution of active dipoles along euchromatin results in an effective active stress $[163,164]$ that can be defined, based on the Irving-Kirkwood formula [165], as

$$
\begin{equation*}
\boldsymbol{\Sigma}^{a}(r, \theta)=\frac{1}{V_{\delta}} \sum_{\substack{\text { active } \\ \text { links }}}-\sigma_{0} n_{i}\left(\hat{\mathbf{n}}_{i} \hat{\mathbf{n}}_{i}-\mathbf{I} / 3\right), \tag{4.5}
\end{equation*}
$$

where the sum is over all active links inside the local averaging volume $V_{\delta}$, taken to be a sphere of radius $\delta=5$. Similarly, the tensile stress is calculated as a local average over the FENE springs comprising the chromatin and crosslinks as

$$
\begin{equation*}
\boldsymbol{\Sigma}^{s}(r, \theta)=\frac{1}{V_{\delta}} \sum_{\text {springs }} \frac{H_{c} n_{i}^{2}}{1-\left(n_{i} / n_{0}\right)^{2}}\left(\hat{\mathbf{n}}_{i} \hat{\mathbf{n}}_{i}-\mathbf{I} / 3\right) \tag{4.6}
\end{equation*}
$$

In the active extensile case $\left(\sigma_{0}>0\right)$, active stresses are dominant in the periphery of the nucleus where euchromatin is primarily located and organized, and their distribution closely follows that of the nematic tensor in Fig. 4.2(d). Indeed, in the mean-field limit, the active stress of Eq. (4.5) can be approximated as $\boldsymbol{\Sigma}^{a} \approx-\rho_{a} \sigma_{0}\left\langle n_{a}\right\rangle \mathbf{Q}$ where $\rho_{a}$ is the local number density of active links and $\left\langle n_{a}\right\rangle \sim O(1)$ is the mean length of active links, which is activity dependent. In simulations with $\sigma_{0}=30$, we measure $\left\langle n_{a}\right\rangle \approx 1.3$. As shown by Fig. 4.4(a), a strong positive radial stress $\Sigma_{r r}^{a}$ (similar to a negative active pressure) exists near the boundary and is consistent with the nematic alignment of the active extensile euchromatin chain segments along the boundary as found in Fig. 4.2(d). An active shear stress $\Sigma_{r \theta}$ is also observed near the boundary, albeit less intense and not uniformly distributed, with both $\Sigma_{r \theta}>0$ and $<0$ over distinct euchromatic regions. As is evident in Fig. 4.4(a), the response of the elastic chromatin chain network to dipolar activity involves an oppositely signed tensile stress $\boldsymbol{\Sigma}^{s}$ with radial and shear components that closely mirror the active stress distribution.


Figure 4.4: Analysis of the stress and flow fields: (a) Stress field exerted by dipolar active forces (first row) and internal tensile forces (second and third rows) in a plane containing the major axis of the nucleus, for the active euchromatin case (extensile, $\sigma_{0}=30$, top two rows) and the passive euchromatin case ( $\sigma_{0}=0$, bottom row). The two columns show the radial $\left(\Sigma_{r r}\right)$ and shear $\left(\Sigma_{r \theta}\right)$ components of the stress averaged over $t \in[350,700]$, where $(r, \theta)$ are polar coordinates in the plane. (b,c) Radial variation of active (b) and tensile (c) stress components averaged over the azimuthal direction for extensile ( $\sigma_{0}=30$ ), passive $\left(\sigma_{0}=0\right)$ and contractile ( $\sigma_{0}=-30$ ) systems. (d) Snapshots of the disturbance flows induced by deterministic forces along ECDs ( $\mathbf{u}_{\text {ecd }}$ ) and HCDs ( $\mathbf{u}_{\mathrm{hcd}}$ ), as well as total disturbance flow $\left(\mathbf{u}_{\text {total }}=\mathbf{u}_{\text {ecd }}+\mathbf{u}_{\text {hcd }}\right)$, for an active extensile system with $\sigma_{0}=30$. The colormap shows the magnitude of the force distribution, and the vector plot shows the projections of the velocity field in a plane containing the major axis of the nucleus. Insets show zoomed-in regions where the flows induced by euchromatin and heterochromatin forces clearly oppose one another. (e) Top: Temporal evolution of the root mean square velocity $\sqrt{\left\langle\mathbf{u}^{2}\right\rangle}$, showing the stronger flow induced by the euchromatin forces due to the presence of active dipole forces. Bottom: Time evolution of the correlation between the directions of the euchromatin and heterochromatin velocity fields, defined as $\left\langle\hat{\mathbf{u}}_{\text {ecd }} \cdot \hat{\mathbf{u}}_{\text {hcd }}\right\rangle$ where $\hat{\mathbf{u}}=\mathbf{u} /|\mathbf{u}|$, showing a strong negative correlation. These panels use the data from the simulations in Fig. 4.2.

This indicates that the fluid flows driven by active stresses tend to stretch and shear the chromatin network resulting in the observed tensile stress. In the passive system, there are no active stresses and the tensile stress distribution shows no clear structure except very close to the system boundary where weak alignment occurs due to steric effects.

These various findings are summarized in Fig. 4.4(b,c) showing the radial dependence of the various stress contributions in extensile, passive, and contractile systems. In all cases, average stresses are quite weak inside heterochromatin $\left(r / R_{s}<0.5\right)$ but display a peak near $r / R_{s} \approx 0.7-0.9$ where active stresses in extensile systems dominate the tensile stresses they induce inside the chain. With contractile activity, active stresses are of the opposite sign and are much weaker in magnitude due to the lack of nematic ordering in that case, other than very close to the envelope.

Figure 4.4(d) shows typical snapshots of the disturbance flows fields in the active extensile case. To analyze the distinct contributions of euchromatin and heterochromatin chain segments, we display separately the two flow fields induced by each type of chromatin (euchromatin and heterochromatin) as well as their sum, which is the net flow experienced by the system. The nucleoplasmic flow induced by euchromatin, which is distributed throughout the system, is found to be the strongest as a result of the active stresses present along these chain segments and is characterized by jets and swirls with mesoscale coherence. On the other hand, heterochromatin is primarily localized near the center of the system, and the disturbance flows it exerts are strongest there, where they are found to oppose the active flow driven by euchromatin. This is especially visible in the insets in Fig. 4.4(d), and is consistent with the discussion of stresses above: active flows tend to stretch and deform the heterochromatin network, which responds by developing tensile forces that oppose the flow. The net nucleoplasmic flow in the system, shown in the third panel of Fig. 4.4(d), is the sum of the two and indeed appears weaker and less coherent than the flow induced by euchromatin alone. This damping of active flows is indicative of hydrodynamic screening by the passive heterochromatic regions, which act as a porous elastic network. These findings are confirmed in Fig. 4.4(e), where we find that the root mean square velocity of the total flow falls between those of the contributions
from euchromatin and heterochromatin, and that the directions of these two velocity contributions tend to oppose one another: $\left\langle\hat{\mathbf{u}}_{\text {ecd }} \cdot \hat{\mathbf{u}}_{\text {hcd }}\right\rangle<0$, where $\hat{\mathbf{u}}=\mathbf{u} /|\mathbf{u}|$. Interestingly, the same negative correlation exists in the passive case, even though motion in that case is purely thermal and thus spatially uncorrelated and much weaker. In summary, we find that the segregation of chromatin into dense HCRs surrounded by nematically aligned euchromatin occurs concomitantly with the development of stress fields inside the nucleus, which are strongest outside of HCRs and involve opposing contributions from activity and internal tensile forces. The resulting fluid flows are coherent on large length scales and show evidence of hydrodynamic screening by the crosslinked HCR networks. These flows, together with crosslinking interactions, result in dynamic, yet highly structured chromatin conformations whose impact on genome organization we now examine.

### 4.3.3 Hi-C proximity maps

Genome interactions at different length scales can be quantified in terms of the proximity between pairs of loci along the chromatin strand [24, 44]. The interactions between chromosomes 1 and 4, as estimated through proximity or near-contact, are represented as a heat map (or Hi-C map) in Fig. 4.5, with varying color intensity ranging from red to white to differentiate between regions of high/low proximity, respectively (see Appendix B. 5 for details of the method used to calculate Hi-C maps). The lower diagonals in Fig. 4.5(a,b) show snapshots at a late time for a passive $\left(\sigma_{0}=0\right)$ and active euchromatin simulation ( $\sigma_{0}=30$ ), respectively, whereas the upper diagonals show time averages over $t \in[350,700]$ for the same simulations. The blue colored segments along the axes highlight the location of the HCDs, while the green colored dots along the diagonal label portions of the genome that are spatially located inside the HCRs identified in Fig. 4.2(c). The relative size of these green high-interaction regions exceeds that of the HCDs due to chain connectiv-
ity, which ensures that proximal genomic segments become trapped inside HCRs as the permanent crosslinks form and compact the chain locally.


Figure 4.5: Hi-C proximity maps for (a) a passive euchromatin system ( $\sigma_{0}=0$ ) and (b) an active euchromatin system (extensile, $\sigma_{0}=30$ ); ; see Appendix B. 5 for details of the method. The maps show chromosomes 1 and 4 that were not in direct contact in the initial condition (pink and orange chains in Fig. 4.2(d)). In each case, the lower diagonal (red) shows a time snapshot, whereas the upper diagonal (pink) shows an average over $t \in[350,700]$. Blue segments along the axes indicate the HCDs (four per chromosomes), which are the locations where crosslinks can form. Green segments along the diagonal shows sections of the chain that are spatially contained inside the HCRs identified in Fig. 4.2(c). (c) Two examples of loops forming inside euchromatin in the extensile case and a zoom on their signature in the Hi-C map of (b), where their location is highlighted by purple and cyan triangles along the diagonal of chromosome 4 in (b). These panels use the data from the simulations in Fig. 4.2.

This is especially true in the active extensile case (Fig. 4.5(b)) and is consistent with Fig. 4.3(a), which showed that the fraction of beads contained in HCRs increases with activity. The fraction of the genome that is contained inside HCRs has a higher probability of interaction with itself due to its compacted nature; on the other hand, euchromatin away from HCRs is generally stretched out and thus has little interaction, beyond a few links in distance, with itself or with the spatially segregated HCRs. This results in a checkerboard patterning of high and low interaction. The diagonal squares in our simulations are one signature of the highly crosslinked HCRs, which have high inter-
region interaction frequency. The variable size of those squares in Fig. 4.5(b) reflects the number of sequential HCDs that are occupants of the same HCR as well as the amount of trapped euchromatin. The off-diagonal squares arise from genomically distal HCDs being bound together into a single HCR. We find that extensile activity also promotes interchromosomal interactions as a result of mixing, as evidenced by the off-diagonal blocks in the Hi-C maps. Checkerboard patterning, at a resolution of a $0.1-1 \mathrm{Mb}$, is a prominent feature of experimental Hi-C maps and is characteristic of the spatial compartmentalization of two main types of chromatin: active and open euchromatin and inactive and compacted heterochromatin $[28,44,90,166,167]$. Clear square patterns are absent in the passive euchromatin simulation, where crosslinked heterochromatin forms throughout the nucleus and remains evenly distributed (see Fig. 4.2), resulting in a relatively stronger probability of interaction with neighboring euchromatin.

Another prominent feature evidenced in Fig. 4.5(b) is the formation of temporary loops inside euchromatin regions. In experimental Hi-C maps, the evidence of loops is also commonplace, where they are formed by active proteins known as loop-extruding factors such as condensin and cohesin [30]. Here, the loops we observe have a different origin and derive from the stretching of non-crosslinked chain segments by active hydrodynamic flows. In some cases, these loops occur in pairs as highlighted in Fig. 4.5(c), showing two examples of loop pairs and close-ups of their signatures in the Hi-C map of Fig. 4.5(b) where they appear as closed semi-circles along the diagonal. These structures bear resemblance to the star-shaped Hi-C patterns observed by Brandão et al. [168], where they were explained as a consequence of specific interactions between two condensin motors. Each yellow arrow emanating from the diagonal in the detailed Hi-C maps of Fig. 4.5(c) describes one loop, whereas the lines parallel to the diagonal and bridging the two arrows correspond to the adjoining bases of the two loops. The size and intensity of each semi-circle depends on the
length of the loops and their compactness. We note that these patterns do not persist on long time scales and indeed disappear in the time-averaged Hi-C maps due the dynamic nature of the loops, whose fate is governed by the nucleoplasmic flow.

In summary, the proximity maps of Fig. 4.5 recapitulate many qualitative features observed in experimental Hi-C maps, from checkerboard patterns resulting from compaction of HCDs and nearby euchromatin fragments into dense HCRs, to the formation of transient loops inside euchromatin due to the stretching and unfolding of the chromatin by the nucleoplasmic flows. ATP-powered dipolar activity is found to play a key role in setting these genomic features, with consequences for gene interactions and for the regulation of gene expression that remain to be explored.

### 4.4 Discussion

Our coarse-grained numerical simulations of a whole differentiated cell nucleus have shone light on the mechanical role played by ATP-powered active processes and nucleoplasm-mediated hydrodynamic interactions in the dynamics of heterochromatin segregation and compaction. Using a simple active Zimm polymer model consisting of alternating blocks of passive heterochromatin subject to inter- and intra-chain crosslinks and of active euchromatin decorated by stochastic active force dipoles, we showed that the structure of the nucleus is profoundly affected by extensile euchromatic activity: in comparison with systems with passive euchromatin, activity was found to enhance the compaction of heterochromatin into dense HCRs, also resulting in the more likely capture and trapping of nearby euchromatin fragments inside these HCRs. The mechanism for this enhanced compaction was attributed to the nucleoplasmic flows induced by active dipoles, which led to more intense mixing between chromosomal territories, thus allowing additional interchromosomal crosslinks by bringing distal heterochromatin domains into contact. Nucleo-
plasmic flows are especially intense and display long-ranged coherence in systems involving extensile dipoles, due to their spontaneous alignment in their own self-induced flow fields, which gives rise to the emergence of nematic alignement and stretching of the polymer chain inside euchromatin [9].

Our model for active stresses in terms of stochastic force dipoles is built on the premise that ATP-powered nuclear enzymes exert microscopic forces on local chromatin segments that are transmitted to the nucleoplasm via viscous drag. These active events occur on the scale of individual genes, thus below the spatial resolution of our beadspring chromosomes, and could involve complex protein-chromatin dynamics such as: linear translocation of polymerases accompanied by the polymerization of RNA segments, conformational changes of the DNA double helix by helicases, or mesoscopic chromatin reconfiguration by loop extruding factors such as cohesin or condensin. In spite of this richness and complexity, the stress signature of each of these active processes on the nucleoplasm can be formally coarse-grained as driving a dipolar fluid flow, which is the leading-order contribution conserving local momentum in the multipole expansion of the flow field generated by that fragment of chromatin and associated active enzyme. The type of dipole (extensile or contractile), its magnitude and duration, as well as its local orientation with respect to the chromatin chain is unknown for each type of active event. Such knowledge could be gleaned by performing microscopic molecular-scale simulations of protein-chromatin interactions and systematically coarse-graining the stress and flow fields they generate.
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## Chapter 5

## Active hydrodynamics of DNA loop extrusion

### 5.1 Introduction

There is growing belief that the extrusion process helps in the systematic packaging and organization of the chromosome inside the nucleus of a cell $[27,29,90,166,167]$ using the SMC complexes. These proteins share a common three-dimensional architecture with a long ring like configuration formed by a heterodimer of Smc 2 and Smc 4 subunits. [169, 170]. The $\sim 50-\mathrm{nm}-$ long antiparallel coiled subunits are connected at one end by a stable dimerization interface, referred to as the hinge domain, and at the other end by globular adenosine triphosphatase (ATPase) domains belonging to the ATP-binding cassette family (see figure 5.1). The head domains of $\operatorname{Smc} 2$ and Smc 4 subunits are connected by a protein of the condensin kleisin family which are additionally connected to two subunits consisting mainly of HEAT-repeat motif. It has been hypothesized that the looping, which has also been observed recently in a series of experiments [34,35,171-173], and simulation studies $[90,166]$ is achieved by continuous extrusion of the DNA by the
motors as they move along the chromatin fiber at a force dependent speed using the energy obtained from the hydrolysis of ATP [27,29,174]. According to this mechanism, chromatin loops would initially be small but would increase in size over time as the loop extrusion factor processively moves more chromatin into the loop. The formation of loops assists in myriad genomic functions like gene expression, DNA damage repair, interphase domains, compaction and segregation of chromatin.

Most of the initial studies were focused on theoretical and computational approaches of modeling the extrusion mechanism to understand the folding of mitotic chromosomes and compaction by condensin into arrays of reinforced loops which were robust and stable to detachment of motors with multiple complexes at the base. Accompanied with 3D polymer simulations, these studies also demonstrated the functionality of loop extrusion to alter chromatin morphology [90,91]. Even though the initial ideas were computational, they were extremely useful and provided a possible explanation of the underlying microscopic mechanism. Following the footsteps of compaction of mitotic chromosome by condensins were the observations of a transient loop extrusion in interphase chromatin in vertebrate cells by cohesin. The interaction of the loop extruding motors resulted in pyramid shaped structures on Hi-C maps and revealed that chromatin organizes into loops or topologically associated domains (TADs) that spans across a resolution of $0.1-1 \mathrm{Mb}$ of DNA with high self-contact frequency $[24,26,44,92]$. The boundaries of these domains are represented as dots which represents interaction between two specific loci mediated by the extruding motors. The loop extrusion can therefore mediate specific interactions between distal genomic regions, and can generate specific chromatin domains.

Despite the fact that most of the modeling efforts pointed towards loop extrusion as the mechanism for explanation of a variety of chromosome organization processes, these were formulated without the direct observation of the active motor activity of the SMC
complexes, and hence largely remained a hypothesis until recently. Single molecule imaging experiments have enabled the direct observation of the loop extrusion phenomenon from total internal reflection fluorescence (TIRF) experiments where quantum-dot-tagged yeast (Saccharomyces cerevisiae) condensins were observed to asymmetrically translocate along double-tethered lambda phage DNA in the presence of the external imposed flow. The condensin motors were observed to extrude at speeds of $60 \mathrm{bp} / \mathrm{s}$ with a compaction rate of $1.5 \mathrm{kbp} / \mathrm{s}$ and was strongly dependent on the load experienced by the motor heads relating the speed of extrusion to the tension forces in the DNA polymer [34]. This experimental setup was used in several subsequent single-molecule experiments observing DNA loop extrusion by SMC complexes. Unlike yeast condensin, human cohesin extrudes loops symmetrically in vitro $[35,36]$ both in purified components and in extracts from interphase Xenopus laevis eggs [171].

The presence of the active flows induced by the action of the motor proteins in the above systems both in vivo and in vitro cannot be neglected as it has been shown to play a crucial role in micron scale coherent motion and heterochromatin phase segregation/compaction [9]. The interaction between these bound active agents and biological polymers give rise to intriguing non-equilibrium effects and their conformational and dynamical properties are substantially affected by the active processes. Using biophysical modeling and numerical simulations, we investigate the role of hydrodynamic interactions on the physical mechanism of the loop extrusion process, which was absent in previous simulations studies $[28,90,166]$, and whether the presence or absence of hydrodynamic interactions can impact degree of DNA compaction. We find that in the presence of hydrodynamic interactions, the motors are stably bounded to DNA chain, and have high residence time which allows them to extrude longer loops ( $\sim 2$ times). The force dependent behavior of the motors can have considerable effect on the dynamics of extrusion
at different imposed flow conditions. We also perform simulations to construct a phase space which shows a non-monotonic behavior for the extruded loop length at different flow Peclet ( $P e$ ).

### 5.2 Model and numerical approach

We use a coarse grained model for the DNA as a wormlike chain polymer in a fluid of viscosity $\mu$ consisting of $N$ beads of hydrodynamic radius $r_{h}$ connected by finitely extensible springs (figure 5.1) of maximum extension $u_{0}[175,176]$. In this model, each spring represents only a portion of the entire DNA molecule containing a large number of nucleotides and bond pairs, where the Kuhn steps per spring is denoted as $N_{k, s}$ [62]. The motion of each bead is described by the Langevin equation given by equation (5.1) with two ends fixed on a wall parallel to an imposed flow field,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\mathbf{v}^{\infty}\left(\mathbf{r}_{i}\right)+\sum_{j=1}^{N} \mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right) \cdot \mathbf{F}_{j}+\sqrt{\frac{2 k_{B} T}{\zeta \mathrm{~d} t}} \mathbf{n}_{i}(t) \tag{5.1}
\end{equation*}
$$

where $\zeta=6 \pi \mu r_{h}$ is the corresponding friction coefficient and $\mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right)$ is the mobility tensor to account for hydrodynamic interactions between the beads with $\mathbf{F}$ being the sum of external deterministic forces such that,

$$
\begin{equation*}
\mathbf{F}=\mathbf{F}^{a}+\mathbf{F}^{S}+\mathbf{F}^{e v} \tag{5.2}
\end{equation*}
$$

and $\mathbf{n}_{j}$ is the randomly distributed Gaussian vector with zero mean and variance,

$$
\begin{equation*}
\left\langle\mathbf{n}_{j}(t)\right\rangle=0 \quad\left\langle\mathbf{n}_{i}(t) \mathbf{n}_{j}\left(t^{\prime}\right)\right\rangle=\mathbf{I} \delta_{i j} \delta\left(t-t^{\prime}\right), \tag{5.3}
\end{equation*}
$$

We assume a spatially homogeneous velocity such that the imposed field $\mathbf{v}^{\infty}(\mathbf{r})$ can be expressed as $\mathbf{v}^{\infty}(\mathbf{r})=\boldsymbol{\kappa} \cdot \mathbf{r}$, where $\boldsymbol{\kappa}$ is the velocity gradient tensor. For simple shear flow,
the velocity gradient tensor is given by,

$$
\boldsymbol{\kappa}=\left[\begin{array}{ccc}
0 & \dot{\gamma} & 0  \tag{5.4}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \quad \text { and } \quad \frac{\partial v_{i}}{\partial r_{j}}=\dot{\gamma} \delta_{i 1} \delta_{j 2}
$$

Equation (5.1) is non-dimensionalised by the following scales used in previous studies on Brownian dynamics of DNA [175-179],

$$
\begin{equation*}
t_{s}=\frac{\zeta}{4 H_{c}}, \quad \ell_{s}=\sqrt{\frac{k_{B} T}{H_{c}}}, \quad F_{s}=\sqrt{k_{B} T H_{c}} \tag{5.5}
\end{equation*}
$$

which leads to the non-dimensional form of the Langevin equation,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=P e\left(\kappa \cdot \mathbf{r}_{i}\right)+\frac{1}{4} \sum_{j=1}^{N} \mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right) \cdot \mathbf{F}_{j}+\sqrt{\frac{1}{2 \mathrm{~d} t}} \mathbf{n}_{i}(t) \tag{5.6}
\end{equation*}
$$

where $P e$ is the bead Peclet $P e=\dot{\gamma} \zeta / 4 H_{c}$ defined as the ratio of the characteristic flow time to the chain relaxation time. The boundary conditions for the two attached ends can be imposed by using the following expression,

$$
\begin{equation*}
\dot{\mathbf{r}}_{1}=0, \quad \text { and } \quad \dot{\mathbf{r}}_{N}=0 \tag{5.7}
\end{equation*}
$$



Figure 5.1: Sketch for the simulation setup with DNA polymer being attached at the two ends (blue points) in the presence of the imposed shear flow to imitate the experiments $[34,35,172]$. The zoomed in figure shows the model for the loop extruding motor with redcolored beads as the two heads of the motor connected by a harmonic spring. A cartoon of a yeast condensin complex adapted from [169]

In modeling intra-chain hydrodynamic interactions in the presence of the wall, a direct analytical expression for the Green's function $\mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right)$ is used that satisfies the no-slip condition at the wall $(y=0)$, and also accounts for the finite size correction of the beads [180]. The non-dimensional radius of the bead $r_{h} / \ell_{s}$ can be written in terms of the hydrodynamic interaction parameter $h^{*}=r_{h} \sqrt{H_{c} / \pi k_{B} T}$ [175, 177] given in the table 5.1. Equation (5.6) can be solved by a two step predictor-corrector algorithm by recasting it in terms of spring connector vectors $\mathbf{u}_{i}$ to correct for the spring length at each time step, and takes care of the local bond extension exceeding the maximum spring length $\left(u_{0}\right)$ that can occur during the simulation. Here, we will use the algorithm used in [110] for the free-draining case, which was extended to involve the full hydrodynamics in [181].

### 5.2.1 Model for DNA as a wormlike polymer

The model involves a flexible polymer chain composed of $N$ beads connected by freely rotating mass-less springs of maximum extensibility $u_{0}$ subjected to forces given in equation (5.9), and the vector pointing from bead $i$ to $i+1$ is denoted by $\mathbf{u}_{i}=\mathbf{r}_{i+1}-\mathbf{r}_{i}$ as shown in figure 5.1. The drag force from the surrounding fluid are experienced by the beads of the chain, and the spring represents the entropic effects such that,

$$
\mathbf{F}_{i}^{S}=\left\{\begin{array}{l}
\mathbf{F}_{i}^{C} \quad \text { if } \quad i=1,  \tag{5.8}\\
\mathbf{F}_{i}^{C}-\mathbf{F}_{i-1}^{C} \quad \text { if } \quad 1<i<N, \\
\mathbf{F}_{N-1}^{C} \quad \text { if } \quad i=N,
\end{array}\right.
$$

where $\mathbf{F}_{i}^{C}$ is the constraint force on bead $i$ using the Marko-Siggia (or worm-like spring) form of the spring potential that matches the asymptotics of the exact worm like chain
model in both the small and large force limits [73,182],

$$
\begin{equation*}
\mathbf{F}_{i}^{C}=\sqrt{\frac{N_{k, s}}{3}} \frac{\mathbf{u}_{i}}{u}\left[\frac{1}{2} \frac{1}{\left(1-u /\left(3 N_{k, s}\right)^{1 / 2}\right)^{2}}-\frac{1}{2}+\frac{2 u}{\sqrt{3 N_{k, s}}}\right] \tag{5.9}
\end{equation*}
$$

with the Hookean spring constant given by $H_{c}=3 k_{B} T / N_{k, s} b_{k}^{2}$ and $u_{0}=N_{k, s} b_{k}$. The total number of Kuhn segments $N_{k, t o t}$ in the molecule is $N_{k, t o t}=(N-1) N_{k, s}$, the Kuhn step size is $b_{k}$, and the total dimensional contour length $L$ of the DNA macro molecule is $L=N_{k, t o t} b_{k}$.

### 5.2.2 Model for motor dynamics (active forces)

The motor proteins have a ring like structure which can stochastically attach to the chromatin fiber and progressively extrude along its length thus nucleating and enlarging the chromatin (or DNA) loop between the subunits to form arrays of loops. The action of the loop extrusion is modeled as an additional stiff harmonic potential in the form of a link (or spring) between two adjacent beads $(i, j)$ acting as the heads of the condensin/cohesin. Each active head can processively translocate along the backbone chain, thus creating and enlarging the DNA loop between the subunits in a symmetric manner. We have assumed that the motors will perform symmetric two sided extrusion depending on the availability of the neighbouring sites even though yeast condensin have shown to extrude in a asymmetric one sided manner. Whether two-sided extrusion might occur due to structural differences between the different species of condensin or dimerization of the condensin molecules is still unclear. When the loop extruding motor (also known as loop extrusion factor or LEF) takes a step, the existing bond is deleted and replaced by a new bond between bead $(i-1, j+1)$, provided that there are no other LEF at the updated sites [28,90,183]. We assume that all active links also follows worm like chain model and are stiffer compared to the link maintaining the equilibrium length of the polymer acting on the beads of the
main chain. The SMC complexes are assumed to be on the scale of one link, bind to the main chain stochastically as a Poisson process with on - rates $k_{\text {on }}$. An actively extruding motor with two heads at $n_{1}$ and $n_{2}$ (see figure 5.1) will exert two equal and opposite forces $\left(\mathbf{F}^{a}\right)$ on the DNA polymer at the positions of two heads, pointing towards each other along the local relative position vector $\left(\boldsymbol{r}_{n_{1}}-\boldsymbol{r}_{n_{2}}\right)$ thus exerting a contractile dipole force on the polymer chain as well as on the fluid via viscous hydrodynamic drag.


Figure 5.2: Figure shows the linear force-velocity relationship for loop extrusion. On exceeding the maximum force, LEF will move in the reverse direction if the site is unoccupied.

A child or sub-loop can exist within an existing parent loop and either heads of two adjacent extruding motors can not cross each other (or occupy the same position as other head of any LEF, see figure 5.3). We have also accounted for the force-velocity relationship that the motor follows as it extrudes along the DNA. This means that the extrusion velocity will be small when DNA is experiencing high tensile forces, and will extrude with maximum velocity when DNA is slack. Some of the parameters like the are obtained from recent experiments $[34,35,172]$. The velocity of extrusion $v_{k}^{s}$ of motor $k$ where the heads of the motor are at $\left(n_{1}, n_{2}\right)$ is given by the force-velocity relationship,

$$
\begin{equation*}
v_{k}^{s}=v_{0}\left(1-\frac{0.5 \mid\left(\boldsymbol{F}_{n_{1}}^{T}\left|+\left|\boldsymbol{F}_{n_{2}}^{T}\right|\right)\right.}{F_{m}}\right), \tag{5.10}
\end{equation*}
$$

where $F_{m}$ is the maximum (or stall) force at which the motor changes its direction of
extrusion (or begins to de-extrude the chain), $v_{0}$ is the zero force velocity of the motor and $\left|\boldsymbol{F}_{n_{i}}^{T}\right|=\left|\boldsymbol{F}_{n_{i}}^{S}\right|+\left|\boldsymbol{F}_{n_{i}}^{a}\right|$ for $i=1,2$ (see figure 5.1). The force magnitude $\left(\left|\boldsymbol{F}_{n_{i}}^{T}\right|\right)$ is chosen to be the average of the forces on the beads $n_{1}$ and $n_{2}$ that involves contribution from the tension forces in the main chain as well as from active forces coming due to the stochastic formation of a LEF link between the heads $\left(n_{1}, n_{2}\right)$. If the force experienced by either heads of a link exceeds $F_{m}$, the LEF reverses its direction and begins to de-extrude the chain or can detach based on the detachment rate $k_{o f f}$. The process of de-extrusion allows for a competition between any two loops on a highly stretched chain and is motivated from the experiments of budding yeast condensin on $\lambda$-phage DNA [172] where one of the two loops were observed to grow at the expense of the existing loop. The LEF head under forces lower than $F_{m}$ will start to reel in the DNA that is already being extruded by the LEF experiencing high forces. Figure 5.3 shows the important events for $P e=0.0$


Figure 5.3: Figure shows a snapshot from the simulations highlighting important events in the active loop extrusion process with the red-colored beads representing the two heads of the motor connected by a harmonic spring. The chain is attached fixed at the two ends.
governed by the motor dynamics that is explained above. The nucleation event begins with attaching of the motor heads to adjacent beads with a stiff harmonic spring between them. The extrusion process starts when the adjoining motors heads begins to move along the DNA to form loops. When two loops are standing next to one another, it can give rise to competition between them resulting in one loop winning over the other for the available DNA. Eventually, the detachment/attachment of motors will balance each other leading to steady state. At this point in the simulation, multiple long stable loops can be seen which have stacks of motors formed on top of each other.

### 5.3 Results and discussion

In this section we consider simulations of a single chain with $N=100$ beads, and two ends tethered to the wall in the $x-z$ plane. Other relevant parameters are listed in Table 5.1, most of which are obtained from the experiments. A linear shear flow is applied in the direction parallel to the wall varying linearly in the $y$ direction, and satisfying no slip condition at the wall. In the absence of the motors, external shear flow would stretch out the chain in the direction of the flow resulting in a parabolic shape profile. The chain will continue to fluctuate due to local balance between Brownian, shear and tension forces. In the presence of the loop extruding factors, the heads of a motor attach to adjacent beads on the chain, and start to extrude the DNA based on the mechanism given in the above section. The process of attachment is based on $k_{o n}$ rate whereas the de-extrusion/detachment can happen once the tension inside the chain exceeds the stall force $F_{m}$ and is based on $k_{o f f}$. Figure 5.4 (A) shows the evolution of the loop length $l / L$ for $p_{a}=k_{\text {on }} /\left(k_{\text {on }}+k_{\text {off }}\right)=0.5$ and $P e=0.75$, and the system will reach a steady state once the total loop length reaches a plateau. The increase in the loop length during the initial transient occurs due to continuous extrusion of the slack chain by the bound
motors. Once the tension inside the chain reaches $F_{m}$ as a consequence of continuous extrusion and imposed flow, the de-extrusion/detachment process begins which eventually comes into balance with the attachment of the motors and leads to steady state as shown in Fig. 5.4 (A). In the absence of the external flow, these loops exist in a compact crumpled state similar to the ones observed in the experiments whereas, applying an external flow stretches out the loops to make them clearly visible in experiments. The above setup has been used as a test bed in previous experimental studies $[34,35,171,172]$ to characterize the extrusion mechanism and its dependence on external factors (like concentration of ATP, cohesin-NIPBL interactions etc.) The experiments were performed on $\lambda$-phage DNA with nuclear extracts from a cell at the interphase stage inside a micro channel [171]. The DNA strands were attached at the two ends and stretched using an imposed flow.

### 5.3.1 Hydrodynamic interactions assist loop formation

In this section, we will look at the effects of hydrodynamic interaction on evolution of extruded loop length for different flow $P e$.

Table 5.1: Numerical values of the parameters used in the simulations.

| Parameters | Numerical Value (present study) | Physical interpretation |
| :---: | :---: | :---: |
| $b_{k}$ | $0.132 \mu m$ | Kuhn step of DNA [177] |
| $L$ | $16.5 \mu m$ | contour length of DNA [34] |
| $N$ | 100 | number of beads |
| $\nu=\Phi_{0} H_{c} /\left(k_{B} T\right)^{2}$ | 100 | excluded volume coefficient |
| $h^{*}$ | 0.12 | hydrodynamic interaction parameter |
| $k_{\text {on }} / k_{o} f f$ | $0.001-0.2 / 0.02$ | attachment/detachment rate |
| $F_{m}$ | $0.16-1.2 \mathrm{pN}$ | maximum force (or stall force) $[34,171]$ |
| $v_{0}$ | $0.6-2.8 \mathrm{kbp} / \mathrm{s}$ | max. extrusion velocity $[34,35,171,172]$ |

Fig. 5.4 (B) shows top view snapshots from numerical simulations to compare the dynamics in the absence and presence of hydrodynamic interactions for $P e=0.75$ along with $P e=0.0$ for reference. The initial condition is a slacked polymer colored in grey with
two ends tethered to the wall $(z=0, z=L)$. The location of each motor head is shown in red color which can attach/detach based on the mechanism given in above section. Once the motors attaches to the chain, it starts to reel the DNA in from the sides, forcing out a progressively larger loop in between. For $P e=0.0$, the loops grows as the time evolves, and are located uniformly along the length of the chain. They can also go out of the plane as can be seen from the figure 5.4 (B). On applying an external flow, the chain stretches out in the $x-z$ plane, and motors progressively translocate along the length of DNA with loops forming predominantly in the middle of the chain. Figure 5.4 (A) shows the temporal evolution of the average loop length and compares the two cases of with/without hydrodynamic interactions (HI) for two flow $P e$.


Figure 5.4: Figure shows the (A) evolution of total length of the loop extruded by the DNA for $P e=0.0$ and $P e=0.75$ in the presence and absence of hydrodynamic interactions. (B) The snapshots ( $x-z$ plane) of the DNA tethered to the wall at $t=$ 1500 showing the difference in dynamics in the presence and absence of hydrodynamic interactions for different flow $P e$, the chain tends to be more stretched out in space due to the external flow. (C) 3D flow field at $t=1500$ in different planes shows the response of the chain to the external shear flow showing a strong negative correlation between the imposed field and response flow.

Under external flow and in the presence of hydrodynamic interactions, the stretching of the polymer induces high tension within the chain which in turn creates a response
flow in the opposite direction to the imposed flow. The response flow further lowers the force experienced by the motor heads thereby assisting them to progressively extrude the loops. The absence of hydrodynamic interactions does not create these response flows and leads to small loop lengths due to strong tension forces experienced by the motors resulting in their detachment. For $P e=0.0$, there is no significant difference on the length of loop extruded for the two cases, and only gets exaggerated in the presence of the flow. To validate our arguments, we analyzed the flow fields generated by the external forces acting on the extruding polymer. In the Stokes regime $(R e \rightarrow 0)$, the velocity at any point $x$ in the fluid is simply obtained in terms of the force distribution along the polymer. Snapshots of the instantaneous flow fields in two different planes induced by the deterministic forces are shown in figure 5.4 (C) with no-slip condition at the wall.


Figure 5.5: (A) Figure shows the evolution of magnitude of tension forces inside the chain for $P e=0.75$ in the presence and absence of hydrodynamic interactions. (B) The kymographs of the 1-D motor density averaged in the $x-y$ plane represents accumulation of the motors at the center of the chain, the top and bottom plot are without and with hydrodynamic interactions respectively. (C) Spatial variation of the magnitude of tension forces along the length of the chain normalized with the maximum stall force at $t=1500$.

Along with the induced flow, there also exists recirculation regions for certain con-
formations due to the presence of the wall. As expected, velocities are largest close to the polymer $\left(\sim \frac{1}{r}\right)$, with maximum values attained near the motor heads and tethered ends. In addition to the flow field, time evolution of average tension inside the chain is also shown in figure 5.5 (A). In the presence of hydrodynamics, the response flow relaxes the chain which reduces the tension inside the polymer thus allowing the motors to extrude longer loops. The magnitude of average tension with respect to time inside the chain confirms the above hypothesis. In addition to loop length, there is a preferential accumulation or eventual migration of the motors at the center which can be ascribed to low tension forces experienced by the polymer in the middle. This makes it relatively easier for the motors to stay stably bound to the chain compare to other locations along the length of the chain irrespective of hydrodynamic interactions. The kymographs also confirm this picture where the maximum density is seen at the center during the later stages of the simulation. In the middle of the chain, the motor at the base of a loop experiences the least tension and the rest of the motors can bind on top of one another resulting in a stable loop with stack of motors providing with additional reinforcement in the event of base motor detachment. This results in a stable loop near the center with a high motor density as reflected in the kymographs.

## Effect on the loop number statistics

The importance of hydrodynamic interactions is less prominent in weak (or no) flow as can be seen from figure 5.4 (A) and 5.6 (A). For flow $P e=0.0$, the distribution of number $\left(P\left(N_{l}\right)\right)$ of loops does not show a profound difference in the presence (blue) and absence (red) of hydrodynamic interactions as compared to $P e=0.75$. The presence of hydrodynamic interactions, however, for moderately strong flows ( $P e=0.75$ ), assists in the loop formation and results in almost twice the number of loops due to additional
stability of the motors to stay bound on the chain. The higher probability of loop formation is also reflected in figure 5.6 (B). In order to inspect the effects of varying $p_{a}$, we will look at the parameters where the transition happens in phase space (see figure 5.8 (A), phase space).


Figure 5.6: $(\mathrm{A}, \mathrm{B})$ Probability density $\left(P\left(N_{l}\right)\right)$ of the number of loops $N_{l}$ for $P e=0.0$ and $P e=0.75$ in the presence/absence of hydrodynamic interactions. In the presence of the imposed external flow, hydrodynamic interactions has a more profound effect on the dynamics of the loop formation. (C) Evolution of average number of loops with respect to time to different flow $P e$. (D,E) Probability density $\left(P\left(N_{l}\right)\right)$ of the number of loops $N_{l}$ for $P e=0.0$ and $P e=0.75$ in the presence of hydrodynamic interactions for different $p_{a}$ values. (F) Evolution of average number of loops with respect to time to different flow $P e$ and $p_{a}$.

The number of available motors that can be bound to the chain is only dependent on the parameter $p_{a}$ whereas their time spent bound to the DNA depends on the underlying tension forces. For low flow $P e=0.0$, the presence of additional number of motors for $p_{a}=0.7$ allows for higher probability of forming a loop as shown in figure 5.6 (D) but of
shorter length when compared to $p_{a}=0.5$ (figure $5.8(\mathrm{~A})$ ). The short loop lengths at high $p_{a}$ mainly arises because of unavailability of free DNA for the motors to extrude. Moving to a high $P e=0.75$, there is no difference in the distribution of loop numbers between the two $p_{a}$ values. The presence of imposed flow assists in unbinding of the motors which open up the DNA for the motors to extrude. In addition to that, the mean number of loops (and loop length) are higher under weak flows due to the weaker tension forces resulting in higher probability of motors to stay attached to the DNA. We will discuss more in detail in the section on phase diagram.

## Effect on the motor number statistics

As mentioned earlier, the probability of the motors to stay bound to the chain is strongly affected by the mean tension in the chain. In order for a stable loop to exist, the base of the loop should be able to extrude a loop under low tension forces. Once the loop is long enough that it can accommodate multiple motors that can stack on top of each other, and it will be stable because of multiple motor reinforcement in the event of detachment of the base motor. The low mean tension inside the polymer ensures that a stable loop can be formed. From figure 5.7 (A), the fraction of chain that is occupied by the motors $\left(\left\langle N_{m}\right\rangle\right)$ shows no discernible difference for different $P e$ (with and without hydrodynamic interactions) as the number of the available motors is only a function of parameter $p_{a}$. Even in the event of a detachment the opened up site is occupied by another available motor. The primary effect of the mean tension is reflected in the fraction of motors that are bound inside the loop $f_{N_{m}}$. For low $P e=0.0$, low mean tension in the absence of the flow allows the bound motors to stay stably bound to the chain and form longer loops which eventually results in considerably more available sites for the motors to occupy inside the loop. In summary, the tension inside the chain is inversely proportional to the
fraction of motors inside the loop as summarized in figure 5.7 (B) and (C).


Figure 5.7: (A) Average number of bound motors to the polymer for different $P e$ in the presence/absence of hydrodynamic interactions. Number of bound motors does not get affected by the flow, and is only a function of $p_{a}$ and tension inside the chain. (B) The fraction of motors bound inside the loop shows a strong dependence on the average tension in the chain (C). For stronger tensile forces, the probability of motors to stay bound to the chain is low which results in smaller loops thereby reducing the number of motors inside the loops. (D) Variation of tension inside the loop to the tension outside the loop.

Additionally, the presence of motors inside the loops provides an additional stability to the loop which is reflected in the ratio of tension force inside to the outside of the loops as shown in figure 5.7 (D).

### 5.4 Phase Diagram: Effect of varying $P e-p_{a}$

Next we can systematically explore the parameter space $\left(P e-p_{a}\right)$ through numerical simulations and characterize non-monotonic features of loop extrusion in figure 5.8. On increasing the flow Peclet number, one can argue that the tension inside the chain would increase which further increases the load on the motor heads thus inducing the detachment/de-extrusion mechanism, and subsequently resulting in small size loops.


Figure 5.8: (A) Phase diagram of $l / L \mathrm{v} / \mathrm{s} p_{a}$ for different flow strength $P e$. (B) The time evolution of dimensionless loop length for different $p_{a}$. At higher $P e$, varying the number of bound motors does not affect the extruded loop length. (C) Snapshots illustrating the number of bound motors to the polymer chain for different values of $p_{a}$. Higher values of $p_{a}$ corresponds to more number of motors which will provide more stability to the loop formed, whereas low values of $p_{a}$ will lead to weaker loops which can be seen in the highly fluctuating mean values of $l / L$ for $p_{a}=0.047$

This argument seems to work well for low $p_{a} \sim<0.5$ where increasing the flow rate results in a decreases in the average length of the extruded loop. The natural tendency of the motors to extrude the available DNA is resisted by the presence of the external shear flow, and a clear monotonic behavior can be seen for $p_{a}<0.5$. Figure 5.8 (C, top) shows a snapshot of the chain for $P e=0.75$ and $p_{a}=0.011$ where a small number of motor proteins extrudes multiple loops at the center which shows presence of fewer motors with
large fraction of DNA available to be extruded. Once the motors extrude most of the DNA so as the tension inside the chain exceeds $F_{m}$, the de-extrusion/detachment process results in unbinding of the motors, and eventually a steady state is attained. To the contrary, the dynamics is completely different and the trend is non-monotonic at high $p_{a}>0.5$ values. In the high $p_{a} \sim>0.5$ regime, the motors heads can occupy most of the available sites on the polymer chain as can be seen from figure 5.8 (C, bottom). This results in small size loops at low $P e$ as most of the available sites on the DNA are occupied by the motor heads and hence can not be extruded. For moderate $P e=0.75$ regime, as the simulations advance in time, the increase in tension due to stretching of the chain under strong flows, triggers the detachment of the motor proteins and open up sites on the DNA especially near the centre of the chain. The motors starts occupying the available empty sites resulting in comparatively longer loops. For high $P e=1.25$, the dynamics is strongly influenced by the imposed flow, and the motors cannot stay long enough on the DNA to extrude it efficiently thereby resulting in small size loops for all values of $p_{a}$. Surprisingly, the size of the loop does not depend on $p_{a}$ for moderate $P e$ partially could be due to a balance between the detachment of the motors and extrusion.
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## Chapter 6

## Concluding remarks and future direction

### 6.1 Conclusion

In the present thesis, we have considered many complex multifaceted problems on dynamics of chromatin organization at different length scales and implications of mechanics and hydrodynamic flows on it. The present work focused largely on developing efficient computational tools to perform numerical simulations and comparing them with available experimental data with focal point of elucidating the underlying physical mechanisms. The myriad range of length and time scales in these problems can generally prove to be a computational bottleneck, the ways to systematically approach some of them has been addressed in this work.

In Chapter 2, we discussed various aspects of biophysical modeling and hydrodynamics of chromatin/DNA as flexbile active polymer. We also discussed origin of subcellular activity inside the cell, and how they can be modeled at molecular level, and coarse grained at the required resolution. Further, we extended the length scales of simulations
to incorporate new physics, and provided a numerical framework to perform simulations within biological time scales. One such example is the presence of multiple chromatin chains bounded by a prolate spheroid which has been lacking in the literature. This allowed us to understand the interactions between multiple chromosomes, and their compaction inside the nucleus. Our discussion also provided a number of existing useful concepts and properties that formed the backbone of the current work.

We will begin with elucidating the self induced spontaneous coil-stretch transition of active polymers in free space as highlighted in Chapter 3. We analyze the conformational dynamics and statistical properties of an active polymer model. Using Langevin simulations of isolated chains in unconfined domains, we show how the coupling of active flows with polymer conformations leads to emergent dynamics. Systems with contractile dipoles behave similarly to passive Brownian chains with enhanced fluctuations due to dipolar flows. In systems with extensile dipoles, however, our simulations uncover an active coil-stretch transition whereby the polymer spontaneous unfolds and stretches out in its own self-induced hydrodynamic flow, and we characterize this transition in terms of a dimensionless activity parameter comparing active dipolar forces to thermal fluctuations. We also drew a comparison in the context of the classic coil-stretch transition of passive polymers in extensional flows, and complement our simulations with a simple kinetic model for an active trimer.

Building on the tools and physics discussed in Chapter 2, we highlighted the mechanical role played by ATP-powered active processes and long-ranged hydrodynamic interactions in the dynamics of heterochromatin segregation and compaction in Chapter 4. We perform large-scale coarse-grained simulations of an entire model nucleus as a rigid membrane containing multiple chromosomes suspended in a viscous nucleoplasm. Our numerical results underscore the role of activity-driven coherent motions and nucleoplasmic
flows on the compaction and spatial distribution of heterochromatin in differentiated cells. We found that activity enhances the compaction of heterochromatin regions (HCRs) and the trapping of euchromatic fragments within, relative to the passive case, while creating large-scale nematic alignment outside of HCRs where euchromatic domains are largely unconstrained and free to align with themselves and with boundaries. Interestingly, we also find that the stress fields are strongest outside of HCRs and involve opposing contributions from activity and internal tensile forces. The coherent fluid flows on large length scales also show evidence of hydrodyamic screening by the crosslinked heterochromatin regions. We were also able to recapitulate many qualitative features observed in experimental Hi-C maps, from checkboard patterns, to the formation of transient loops showing the robustness of the present approach.

Chapter 5 focus on dynamics of active loop extrusion that are driven by nuclear enzymes known as Structural maintenance of chromosomes (SMC). These motors are involved in extrusion process which helps in the systematic packaging and organization of the chromosome inside the nucleus of a cell. Using a bottom-up modeling approach that accounts for all the necessary structural details and stochastic kinetics of molecular motors, we were able to observe a variety of loop and motor patterns which were assisted by the presence hydrodynamic interactions. Our computations also revealed that in the presence of external shear flow which are typically used in experimental test beds for clear visualization of loops, the dynamics of the motors are greatly affected due to their tension dependent mechanical function. This in turn affects the ability of the motors to extrude thereby affecting the statistics of number and length of loops extruded in relevant parameter regimes. Model predictions agreed with recent experiments and illuminated the crucial roles of hydrodynamics and bio-mechanical feedback in loop extrusion.

### 6.2 Ongoing work and future directions

Here, we will discuss a few potential directions that can be explored further based on our work. Broadly, we have outlined three different aspects below,

- Interaction of chromatin with lamina: In Chapter 4 we discussed how the presence of nucleoplasmic flows and active stresses assists the formation ofheterochromatin domains of the genome. Heterochromatin formation and compaction in our simulations was observed to occur near the center of the nucleus - a likely consequence of the symmetry of the initial data, in which a randomly placed HCD is statistically more likely to find another HCD to bind with near the center of the system than near the boundary. This central placement is consistent with past equilibrium simulations of heterochromatin formation [5, 6], but fails to capture the complexity of the heterochromatin distribution observed in experiments, where HCRs tends to concentrate near the nuclear envelope and in the periphery of nuclear bodies such as nucleoli. This suggests the likely role of other types of interactions, such as tethering of the chromatin chain to the nuclear lamina, which is known to be of importance in experiments where it results in hererochromatin-rich lamin-associated domains (LADs) [184]. Accumulation of heterochromatin near boundaries in the presence of binding interactions has been observed in equilibrium simulations [52], even when both eu- and heterochromatin have the same affinity with the boundary [53]. The role played by activity-driven flows in the formation, distribution, and compactness of LADs is open question. In addition to that, ATP-powered dipolar activity is found to play a key role in setting the genomic features, with consequences for gene interactions and for the regulation of gene expression that remain to be explored.
- Rheological response of chromatin: Another problem that could be relevant is the
rheological repsonse of the heterogeneous chromatin structure which impacts the timescales and length scales of all biological processes [185]. As demonstrated by our model, the process of heterochromatin segregation is not only driven by local crosslink formation but also tightly coupled to the large-scale mechanics of chromatin and nucleoplasm, which interact via active and passive stress fields distributed across the entire nucleus. The strongly heterogeneous structure of chromatin organization suggests a complex spatially dependent rheological behavior, with crosslinked heterochromatin behaving like an elastic porous solid, and unconstrained active euchromatin behaving like an active fluid with local nematic order [164]. These two segregated materials interact via both mechanical stress at the outer boundary of HCRs, and viscous stresses due to nucleoplamic flows, which permeate both phases. This picture is supported by the recent experiments of Eshghi et al. [186], which used passive microrheology to infer the local rheological behavior in differentiated cell nuclei and uncovered a coexistence of fluid-like and solid-like phases. A numerical characterization of effective rheological properties in simulations could elucidate the micromechanics underlying these measurements, as well as provide a basis for developing self-consistent continuum models of nuclear mechanics that could be used for mathematical analysis as well as mean-field simulations [187].
- Loop extrusion on a chromatin fiber with/without confinement: A natural extension to the present work in the case is to elucidate the effect of loop extrusion on a chromatin polymer. Unlike the case of a short chain, the loop extrusion on a long chain have shown to play an important role in the formation of topologically associated domains, especially in the presence of a confinement. In this way, the motor dynamics can be added at a microscopic level without the need of coarse graining, and the macroscopic properties can be measured. We can systematically start with placing
the motors in free space on single/multiple chains, and compare the interactions between the chain in the presence of the motors and flow field created by them. Furthermore, we can add them inside a confinement to look at their effect. The fundamental challenge is to compute efficiently large scale hydrodynamic interactions that typically scale as $\mathcal{O}\left(N^{2}\right)$.


## Appendix A

## Comparison with full hydrodynamics

The model discussed in Chapter 3 Sec 3.2 describes a freely-draining polymer chain where hydrodynamic interactions due to constraint forces, excluded volume interactions and thermal fluctuations are neglected and where the only hydrodynamic flow is that induced by active dipoles. Here, we present a more complete model that accounts for hydrodynamic interactions and compare results obtained by both formulations. In the presence of hydrodynamic interactions, the Langevin equation (3.1) becomes:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}_{i}}{\mathrm{~d} t}=\mathbf{u}^{a}\left(\mathbf{r}_{i}, t\right)+\sum_{j=1}^{N} \mathbf{M}_{i j} \cdot\left[\mathbf{F}_{j}^{c}(t)+\mathbf{F}_{j}^{e}(t)\right]+\boldsymbol{\xi}_{i}(t) \tag{A.1}
\end{equation*}
$$

$\mathbf{M}_{i j}$ denotes the grand mobility tensor that captures viscous drag on the beads as well as long-ranged hydrodynamic interactions:

$$
\begin{equation*}
\mathbf{M}_{i j}=\frac{\mathbf{I}}{\zeta} \delta_{i j}+\mathbf{G}\left(\mathbf{r}_{i} ; \mathbf{r}_{j}\right)\left(1-\delta_{i j}\right), \tag{A.2}
\end{equation*}
$$

where $\mathbf{G}$ is the Oseen tensor introduced in Eq. (3.6). Furthermore, the fluctuationdissipation theorem governing the statistics of Brownian displacements becomes:

$$
\begin{equation*}
\left\langle\boldsymbol{\xi}_{i}(t)\right\rangle=\mathbf{0}, \quad\left\langle\boldsymbol{\xi}_{i}(t) \boldsymbol{\xi}_{j}\left(t^{\prime}\right)\right\rangle=2 k_{\mathrm{B}} T \mathbf{M}_{i j} \delta\left(t-t^{\prime}\right) \tag{A.3}
\end{equation*}
$$

In practice, $\boldsymbol{\xi}_{i}$ is calculated as

$$
\begin{equation*}
\boldsymbol{\xi}_{i}(t)=\sum_{j=1}^{N} \mathbf{B}_{i j} \cdot \mathbf{w}_{j}, \tag{A.4}
\end{equation*}
$$

where $\mathbf{w}_{j}$ is an uncorrelated Gaussian white noise with zero mean and unit variance, and the tensor $\mathbf{B}_{i j}$ is related to the grand mobility tensor as

$$
\begin{equation*}
\sum_{p=1}^{N} \mathbf{B}_{i p} \cdot \mathbf{B}_{j p}^{T}=2 k_{\mathrm{B}} T \mathbf{M}_{i j} \tag{A.5}
\end{equation*}
$$

We compute $\mathbf{B}_{i j}$ as the lower triangular Cholesky factor of $\mathbf{M}_{i j}$. An additional complication in the presence of hydrodynamic interactions arises from the calculation of tensions: indeed, Eq. (3.11) now involves a full matrix instead of a tridiagonal system, which we solve using LU decomposition.


Figure A.1: Comparison of structural properties similar to Fig. 3.4 (by solving Eq. 3.1) with (full) in the legend corresponds to Eq. A. 1 for parameter values with $N=50$, $k_{\text {on }}=200$ and $k_{\text {off }}=500$.

Figure A. 1 shows a comparison of conformational properties in simulations with and without hydrodynamic interactions. We find that all the qualitative trends reported in Sec. 4.3 remain the same, but that the spontaneous stretching induced by activity in extensile systems becomes weaker due to the increased viscous dissipation in the system.

## Appendix B

## Details of the computational model

In the following appendix, we will outline some of the aspects of the model that is used in Chapter 4. We will start with describing the FENE polymer model for the backbone chromatin chain followed by a summary of the computational algorithm based on boundary integral formulation; a more detailed version of which can be seen in Appendix C. The algorithm for evaluating the Hi-C proximity map is outlined at the end.

## B. 1 Chain mechanics: deterministic forces

The spring forces $\mathbf{F}_{i}^{s}$ in Eq. (4.2) are modeled using the FENE spring law [116], which gives linear Hookean behavior at short extensions but prevents stretching beyond a maximum extension $n_{0}$. Within a given chain, the net spring force on bead $i$ is

$$
\begin{equation*}
\mathbf{F}_{i}^{s}=\frac{H_{c} \mathbf{n}_{i}}{1-\left(n_{i} / n_{0}\right)^{2}}-\frac{H_{c} \mathbf{n}_{i-1}}{1-\left(n_{i-1} / n_{0}\right)^{2}}, \tag{B.1}
\end{equation*}
$$

where $\mathbf{n}_{i}=\mathbf{x}_{i+1}-\mathbf{x}_{i}$ is the connector from bead $i$ to $i+1$ and $H_{c}$ is the entropic spring constant. Crosslink forces $\mathbf{F}_{i}^{c}$ are captured using the same force law, but with a stiffer spring constant of $10 H_{c}$.

Excluded volume forces $\mathbf{F}_{i}^{e}$ prevent overlap of distinct sections of the polymer and are captured using a soft repulsive potential:

$$
\begin{equation*}
\mathbf{F}_{i}^{e}=-\sum_{j \neq i} \nabla_{i} \Phi\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right), \quad \text { with } \quad \Phi(\mathbf{x})=\frac{\Phi_{0}}{|\mathbf{x}|^{n}} \tag{B.2}
\end{equation*}
$$

with $n=3$. The choice of the parameter $\Phi_{0}$ is ad hoc and chosen to ensure that the chain does not cross itself. The potential is truncated whenever $\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|>\ell_{s}$, where $\ell_{s}$ is the equilibrium spring length, and three additional equally-spaced repulsive nodes are placed along each link in addition to the beads when calculating these interactions. A cell list algorithm is employed for efficient calculation of these forces with $O(N)$ complexity [188].

## B. 2 Hydrodynamic interactions

The calculation of the nucleoplasmic flow field $\mathbf{u}$ appearing in the Langevin equation (4.1) involves solving the Stokes equation (4.4) subject to the no-slip condition on the nuclear envelope and evaluating the solution at the location of each bead. Due to the linearity of the Stokes equations, that solution can be written in terms of a Green's function G as

$$
\begin{equation*}
\mathbf{u}\left(\mathbf{x}_{i}\right)=\sum_{j=1}^{N} \mathbf{G}\left(\mathbf{x}_{i} ; \mathbf{x}_{j}\right) \cdot\left(\mathbf{F}_{j}+\mathbf{F}_{j}^{a}\right) \tag{B.3}
\end{equation*}
$$

where the forces on the right-hand side are known. While analytical expressions for $\mathbf{G}$ exist in spherical domains [9, 133], a numerical solution is required in the spheroidal domains considered here. Rather than evaluating $\mathbf{G}$ directly, we instead decompose the velocity of Eq. (B.3) into two parts [189]: $\mathbf{u}=\mathbf{u}^{s}+\mathbf{u}^{c}$. The first contribution is defined as the velocity induced by the distribution of point forces in free space,

$$
\begin{equation*}
\mathbf{u}^{s}(\mathbf{x})=\sum_{j=1}^{N} \mathbf{G}^{s}\left(\mathbf{x} ; \mathbf{x}_{j}\right) \cdot\left(\mathbf{F}_{j}+\mathbf{F}_{j}^{a}\right) \tag{B.4}
\end{equation*}
$$

expressed in terms of the Oseen tensor or Stokeslet

$$
\begin{equation*}
\mathbf{G}^{s}\left(\mathbf{x} ; \mathbf{x}_{0}\right)=\frac{1}{8 \pi \eta}\left(\frac{\mathbf{I}}{\left|\mathbf{x}-\mathbf{x}_{0}\right|}+\frac{\left(\mathbf{x}-\mathbf{x}_{0}\right)\left(\mathbf{x}-\mathbf{x}_{0}\right)}{\left|\mathbf{x}-\mathbf{x}_{0}\right|^{3}}\right) . \tag{B.5}
\end{equation*}
$$

The second contribution $\mathbf{u}^{c}$ is a correction velocity calculated to satisfy the correct boundary condition. Note that $\mathbf{u}^{c}$ satisfies the homogeneous Stokes equations with boundary condition $\mathbf{u}^{c}(\mathbf{x})=-\mathbf{u}^{s}(\mathbf{x})$ for $\mathbf{x} \in S$. It can be calculated as a single-layer boundary integral equation for Stokes flow [128]:

$$
\begin{equation*}
\mathbf{u}^{c}(\mathbf{x})=-\int_{S} \mathbf{G}\left(\mathbf{x} ; \mathbf{x}_{0}\right) \cdot \mathbf{f}\left(\mathbf{x}_{0}\right) \mathrm{d} S\left(\mathbf{x}_{0}\right) \tag{B.6}
\end{equation*}
$$

where $\mathbf{f}\left(\mathbf{x}_{0}\right)$ is an unknown traction distribution on the surface of the domain boundary. Evaluating Eq. (B.6) on the surface $S$ and using the boundary condition $\mathbf{u}^{c}(\mathbf{x})=-\mathbf{u}^{s}(\mathbf{x})$ yields an integral equation for the traction field $\mathbf{f}$ that can be solved numerically. Once $\mathbf{f}$ is known on the surface for a given point force distribution, the velocity correction $\mathbf{u}^{c}$ is obtained by evaluating Eq. (B.6) at the locations $\mathbf{r}_{i}$ of the beads, and can be added to the free-space velocity $\mathbf{u}^{s}$ of Eq. (B.4) to provide the desired velocity (B.3). The boundary integral equation (B.6) is evaluated by quadrature after discretization of the surface into a mesh of 6 -node triangular elements [128]. The algorithm was tested by comparison to the analytical Green's function inside a spherical domain [133] (see Appendix C for more details). Simulations shown were performed with 5120 elements, with a numerical error of less than $2 \%$. Finally, the calculation of both $\mathbf{u}^{s}$ and $\mathbf{u}^{c}$ is accelerated using a kernelfree fast multipole algorithm $[136,137,190]$, resulting on an overall $O(N)$ complexity with respect to the total number of beads in the system. For a more detailed discussion on the present numerical pipeline, readers can refer to Appendix C.

## B. 3 Thermal fluctuations

The Brownian displacements $\boldsymbol{\xi}_{i}(t)$ in Eq. (4.1) are calculated to satisfy the fluctuationdissipation theorem, which specifies their mean and variance as

$$
\begin{equation*}
\left\langle\boldsymbol{\xi}_{i}(t)\right\rangle=\mathbf{0}, \quad\left\langle\boldsymbol{\xi}_{i}(t) \boldsymbol{\xi}_{j}\left(t^{\prime}\right)\right\rangle=2 k_{B} T \mathbf{M}_{i j} \delta\left(t-t^{\prime}\right), \tag{B.7}
\end{equation*}
$$

where $\mathbf{M}_{i j}$ denotes the grand mobility tensor that captures viscous resistance on the chain as well as long-ranged hydrodynamic interactions:

$$
\begin{equation*}
\mathbf{M}_{i j}=\zeta^{-1} \mathbf{I} \delta_{i j}+\mathbf{G}\left(\mathbf{x}_{i} ; \mathbf{x}_{j}\right)\left(1-\delta_{i j}\right) . \tag{B.8}
\end{equation*}
$$

Equation (B.10) is satisfied by calculating the Brownian displacements as

$$
\begin{equation*}
\boldsymbol{\xi}_{i}(t)=\sum_{j=1}^{N} \mathbf{B}_{i j} \cdot \mathbf{w}_{j} \tag{B.9}
\end{equation*}
$$

where $\mathbf{w}_{j}$ is an uncorrelated Gaussian white noise with zero mean and unit variance, and the tensor $\mathbf{B}_{i j}$ is related to the grand mobility tensor as

$$
\begin{equation*}
\sum_{p=1}^{N} \mathbf{B}_{i p} \cdot \mathbf{B}_{j p}^{T}=2 k_{B} T \mathbf{M}_{i j} \tag{B.10}
\end{equation*}
$$

In general, solving for $\mathbf{B}_{i j}$ from Eq. (B.10) involves either a costly Cholesky decomposition, an iterative scheme such as the Lanczos method [119], or a numerical approximation [191]. In the present work, we make the local approximation $\mathbf{M}_{i j} \approx \zeta^{-1} \mathbf{I} \delta_{i j}$ when calculating Brownian fluctuations, and under this approximation the right-hand side in Eq. (B.10) becomes $2 D_{b} \mathbf{I} \delta_{i j}$, where $D_{b}=k_{B} T / \zeta$ is the Brownian diffusivity of one bead in isolation. Numerical comparison between the full solution of Eq. (B.10) using the Lanczos method and the local approximation were carried out in small systems and showed negligible differences in the relevant statistical quantities.

## B. 4 Scalings and parameters

In all the results of Sec. 4.3, we scale lengths with the equilibrium length $\ell_{s}$ of a FENE spring, forces by the corresponding spring force $F_{s}$, and times by the characteristic time $t_{s}$ for one isolated bead to diffuse a distance of $\ell_{s}$ :

$$
\begin{equation*}
\ell_{s}=\sqrt{\frac{k_{B} T}{H_{c}}}, \quad F_{s}=\sqrt{k_{B} T H_{c}}, \quad t_{s}=\frac{\zeta}{H_{c}} . \tag{B.11}
\end{equation*}
$$

Note that $t_{s}$ is also the spring relaxation time. Upon scaling of the system of equations, the dimensionless parameters governing the dynamics of the system are the dimensionless rate constants for active and crosslink forces, the dimensionless hydrodynamic radius $a_{h} / \ell_{s}$, the dimensionless maximum spring extension $n_{0} / \ell_{s}$, and the dimensionless active dipole strength

$$
\begin{equation*}
\sigma_{0}=\frac{f^{a}}{\sqrt{k_{B} T H_{c}}} . \tag{B.12}
\end{equation*}
$$

All simulations shown are for $M_{c}=23$ chains of $N_{b}=1305$ beads (total of 30,015 beads), with four alternating blocks of active euchromatin ( 945 beads) and passive heterochromatin (360 beads) per chain, for a fraction $\alpha_{c} \approx 0.28$ of heterochromatin. The dimensionless effective radius of the nucleus is $R_{s}=28$, and its eccentricity is $e=0.36$. The hydrodynamic bead radius is $a_{h} / \ell_{s}=0.1$, the maximum spring extension is $n_{0} / \ell_{s}=2.5$, and the various dimensionless rate constants are set to $k_{\text {on }}^{c}=0.02, k_{\text {on }}^{a}=2.0$, and $k_{\text {off }}^{a}=5.0$. The corresponding fraction of active links along ECDs is $p_{a}=0.285$.

## B. 5 Hi-C map calculation

The algorithm used to calculate the Hi-C proximity maps of Fig. 4.5 follows [44,192] and is based on the spatial distance between pairs of genomic loci along the chromatin chains. Specifically, entries in the matrix are evaluated based on a Gaussian kernel, such
that

$$
\begin{equation*}
H_{i j}=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-r_{i j}^{2} / 2 \sigma^{2}\right) \tag{B.13}
\end{equation*}
$$

where $r_{i j}=\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|$ is the distance between beads $i$ and $j$, and where we choose a standard deviation of $\sigma=6$ for the Gaussian. In practice, successive beads along the chains are binned into groups of 5 , and the entries $H_{i j}$ are averaged over each bin to generate a matrix of linear size $N_{b} / 5=261$ per chromosome. This matrix is then shown as a color plot in Fig. 4.5(a,b), using a linear color map from white to red (or pink) over the range of values of the matrix entries. Green dots on the diagonal in Fig. 4.5(a,b) highlight sections of the chromosomes that are spatially located inside HCRs, where a dot is added to the Hi-C map if at least 2 beads out of 5 inside a given bin fall inside an $H C R$.

## Appendix C

## Numerical algorithm and

## benchmarking of boundary element

## method

In the following appendix, we will discuss the details of computational methods and algorithms for systematically calculating the flow field using boundary integral methods by extending the discussion from chapter 1 on Stokes flow. This is used to evaluate $\mathbf{u}\left(\mathbf{x}_{i}, t\right)$ in Chapter 4 (equation 4.1). As mentioned in Chapter 4, the nuclear envelope, which encloses the chains, is modeled as a prolate spheroidal cavity with bounding surface $S$ of eccentricity $e$ and equivalent radius $R_{s}$, and is filled with a viscous Newtonian nucleoplasm with viscosity $\eta$. Each chromosome is coarse-grained as an active Zimm bead-spring chain composed of $N_{b}$ beads of hydrodynamic radius $a_{h}$ connected by finitely extensible elastic springs. Finally, we will summarize and benchmark the performance of our simulation tool box.

## C. 1 Numerical details: boundary integral formulation

Here we extend the hydrodynamics section with a more detailed discussion for an arbitrary system where the direct analytical expression of the Green's function are not available or for a large system such as ours. A convenient point for deriving the boundary integral equation is the Lorentz reciprocal identity stating that for any two non-singular flows $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ with corresponding stress tensors $\boldsymbol{\sigma}$ and $\boldsymbol{\sigma}^{\prime}$ [128],

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}}\left(u_{i}^{\prime} \sigma_{i k}-u_{i} \sigma_{i k}^{\prime}\right)=0 \tag{C.1}
\end{equation*}
$$

where the $\boldsymbol{u}^{\prime}$ represents the flow due to a point force $(\mathbf{f})$ in free space located at point $\mathbf{x}_{0}$. Due to linearity of the Stokes equations, they can be related as following,

$$
\begin{equation*}
\boldsymbol{u}^{\prime}(\boldsymbol{x})=\frac{1}{8 \pi \mu} \mathrm{G}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) \cdot \boldsymbol{f}, \quad \boldsymbol{\sigma}^{\prime}(\boldsymbol{x})=\frac{1}{8 \pi} \mathrm{~T}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) \cdot \boldsymbol{f} . \tag{C.2}
\end{equation*}
$$

Substituting into Eq. C.1, we will obtain

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}}\left[\mathbf{G}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) \cdot \boldsymbol{\sigma}(\boldsymbol{x})-\mu \boldsymbol{u} \cdot \mathbf{T}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right)\right]=0 . \tag{C.3}
\end{equation*}
$$

Now, for a control volume V that is bounded by the closed surface $S$, using the divergence theorem we can convert the volume integral over V into a surface integral over S,

$$
\begin{equation*}
\int_{S}\left[\mathbf{G}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) \cdot \boldsymbol{\sigma}(\boldsymbol{x})-\mu \boldsymbol{u} \cdot \mathbf{T}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right)\right]=0 \tag{C.4}
\end{equation*}
$$

Note that S may be composed of fluid surfaces, fluid interfaces, or solid surfaces. In the present work, we will only deal with solid surfaces which does not deform under external or internal shear, and any function inside the domain is regular throughout V. A small spherical volume of infinitesimally small radius $\epsilon$ is then introduced around evaluation point $\boldsymbol{x}_{0}$. The above integral is then valid over the boundary $S$ and the small spherical
volume $S_{\epsilon}$. It can be shown that as the spherical volume becomes smaller $\epsilon \rightarrow 0$, the surface integral over the small spherical volume becomes equal to $8 \pi \mu u_{j}$. Using the symmetry of the Green's function $G_{i j}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right)=G_{j i}\left(\boldsymbol{x}_{0}, \boldsymbol{x}\right)$, we can convert the above expression to,

$$
\begin{equation*}
u_{j}\left(\boldsymbol{x}_{0}\right)=-\frac{1}{8 \pi \mu} \int_{S} G_{j i}\left(\boldsymbol{x}_{0}, \boldsymbol{x}\right) f_{i}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})+\frac{1}{8 \pi} \int_{S} u_{i}(\boldsymbol{x}) T_{i j k}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) n_{k} \mathrm{~d} S(\boldsymbol{x}) . \tag{C.5}
\end{equation*}
$$

The first integral on the right hand side represents a distribution of Stokeslet on the boundaries and is also called as single layer potential while the second integral represents a distribution of stresslets and is called a double layer potential and when the point $\boldsymbol{x}_{0}$ is located on the boundary results in the following expression,

$$
\begin{equation*}
u_{j}\left(\boldsymbol{x}_{0}\right)=-\frac{1}{4 \pi \mu} \int_{S} G_{j i}\left(\boldsymbol{x}_{0}, \boldsymbol{x}\right) f_{i}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})+\frac{1}{4 \pi} \int_{S} u_{i}(\boldsymbol{x}) T_{i j k}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) n_{k} \mathrm{~d} S(\boldsymbol{x}), \tag{C.6}
\end{equation*}
$$

with following useful properties,

$$
\int_{S} T_{i j k}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) n_{k}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})=\left[\begin{array}{c}
8 \pi  \tag{C.7}\\
4 \pi \\
0
\end{array}\right] \delta_{i j}
$$

for a point $\boldsymbol{x}_{0}$ located inside, right on, or outside $S$ respectively, and integral of the Green's function over the surface $\int_{S} G_{i j}\left(\boldsymbol{x}, \boldsymbol{x}_{0}\right) n_{j}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})=0$. We now focus our attention to the boundary element method which underlies the numerical framework for solving boundary integral equations shown above. Analytical solutions for an arbitrary domain are feasible only for a limited number of boundary geometries and types of flow. To compute the solution under general conditions, we must resort to numerical approaches. In the first step, we trace the domain of the integral equation $S$ with a network of marker points or nodes, and approximate $S$ using a set of boundary elements that are defined with respect to the nodes. In the second step, we can approximate the unknown boundary velocity $\boldsymbol{u}$, surface force $\boldsymbol{f}$ over each boundary element using a truncated polynomial expansion in terms of properly defined surface variables. The main advantages of the
boundary element method over other numerical methods like finite element, finite volume or finite differences is the reduction of the solution by one dimension when compared to the physical space $[129,130]$. Since the boundary integral formulation is an exact solution to the governing equations, the numerical solution tends to be highly accurate when compared to other numerical methods. However, the linear systems obtained by boundary element method are dense which can impose restrictions on the size of the system unless other advanced computational techniques like fast multipole methods [131], iterative solvers like GMRES [132], Lanczos method [119] etc. are used. As boundary integral equations are formed using fundamental solutions of the governing equations, they tend to be singular and these singularities need to be accurately treated numerically or analytically. For a reader who is specifically interested in the problems presented in the thesis, a detailed discussion on the development of the computational can be found in the following sections, and for more general derivations and applications of the boundary element method to potential and Stokes flow problems can be found in literature [128].

## C. 2 Boundary element representation: discretization

An important stage in the numerical implementation of a boundary integral method is the representation of the boundary of the flow by a set of boundary elements or discretization of the surface into marker points or nodes. This not only allows the computation of the required boundary integrals but also provides framework for expanding the unknown boundary function in a series of local basis function. For simple two-dimensional flow, the surface may be represented simply by a planar line that resides in a meridional plane or in the plane of the flow as shown in figure C.1. To set up boundary elements representations, we trace the planar line with a set of marker points $\boldsymbol{x}_{i}, i=1, \ldots ., N$. For first approximation, we represent the line with a set of straight segments that pass through successive
pairs of marker points. The straight segment passing through the points $\boldsymbol{x}$ and $\boldsymbol{x}_{i+1}$ is described by the equation $y=a_{i} x+b_{i}$ where $a_{i}=\left(y_{i+1}-y_{i}\right) /\left(x_{i+1}-x_{i}\right)$, and $b_{i}=y_{i}-a_{i} x_{i}$. The differential arc length over the ith segment is given by

$$
\begin{equation*}
d l=\left(a_{i}^{2}+1\right)^{1 / 2}|\mathrm{~d} x|=\alpha\left(a_{i}^{2}+1\right)^{1 / 2} \mathrm{~d} x \tag{C.8}
\end{equation*}
$$

where $\alpha=\left(x_{i+1}-x_{i}\right) /\left|x_{i+1}-x_{i}\right|$. The line integral of a function $f$ over the ith straight segment is given by,

$$
\begin{equation*}
\int_{S} f(x, y) d l=\alpha\left(a_{i}^{2}+1\right)^{1 / 2} \int_{x_{i}}^{x_{i+1}} f\left(x, a_{i} x+b_{i}\right) \mathrm{d} x \tag{C.9}
\end{equation*}
$$

and the unit normal and tangent vectors are given by

$$
\begin{equation*}
\mathbf{t}=\frac{\alpha}{\left(1+a_{i}^{2}\right)^{1 / 2}}\left(1, a_{i}\right) \quad \mathbf{n}=\frac{\alpha}{\left(1+a_{i}^{2}\right)^{1 / 2}}\left(a_{i},-1\right) . \tag{C.10}
\end{equation*}
$$



Figure C.1: Discretized mesh in 2D (left) for intuition, the surface is represented by a planar line, and disretized by a set of marker points. Discretization in 3D (right) of an ellipsoid: $N_{\Delta}=1280$ six-node triangular elements.

Now that we have the intuition on how the discretization of a 2D surface is performed, let's move to three dimensional surface. For three dimensional problems, the general strategy is to trace the boundaries with a network of nodes, and to represent the boundaries with a collection of elements that defined in terms of a set of neighboring nodes as shown in figure C.1. But before we do that, it is necessary to review some fundamental
concepts of differential geometry of surfaces. One way to describe a three dimensional surface is to introduce a right handed curvilinear, but not necessarily orthogonal, coordinate system $(\eta, \xi)$ described over the surface, and to view the position of a point $\boldsymbol{x}$ on the surface as a function of $\eta, \xi$ namely $\boldsymbol{x}(\eta, \xi)$. A unit vector tangential to the surface is given by,

$$
\begin{equation*}
\mathbf{t}=\frac{1}{h_{t}}\left(\frac{\partial \boldsymbol{x}}{\partial \eta}+\omega \frac{\partial \boldsymbol{x}}{\partial \xi}\right) \quad h_{t}=\left|\frac{\partial \boldsymbol{x}}{\partial \eta}+\omega \frac{\partial \boldsymbol{x}}{\partial \xi}\right|, \tag{C.11}
\end{equation*}
$$

where $\omega$ is a constant.


Figure C.2: Parametric representation of a three-dimensional surface using two surface variables $(\eta, \xi)$.

The tangent vectors pointing toward the positive direction of an $\eta$ or a $\xi$ line are denoted by $\mathbf{t}_{\eta}$ and $\mathbf{t}_{\xi}$ and correspond to $\omega=0$ or $\omega=\infty$ respectively. The unit vector normal to the surface is given by

$$
\begin{equation*}
\mathbf{n}=\frac{1}{h_{n}}\left(\frac{\partial \boldsymbol{x}}{\partial \eta} \times \frac{\partial \boldsymbol{x}}{\partial \xi}\right) \quad h_{n}=\left|\frac{\partial \boldsymbol{x}}{\partial \eta} \times \frac{\partial \boldsymbol{x}}{\partial \xi}\right| \tag{C.12}
\end{equation*}
$$

The differential area of the surface element can be written as

$$
\begin{equation*}
\mathrm{d} S=h_{n} \mathrm{~d} \eta \mathrm{~d} \xi \tag{C.13}
\end{equation*}
$$

The integral of a function $f$ over the surface is given by

$$
\begin{equation*}
\int_{S} f(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})=\int_{S} f(\boldsymbol{x}(\eta, \xi)) h_{n} \mathrm{~d} \eta \mathrm{~d} \xi \tag{C.14}
\end{equation*}
$$

The differential length of an infinitesimal line element on the surface is given by

$$
\begin{align*}
\mathrm{d} l^{2}=\mathrm{d} \boldsymbol{x} \cdot \mathrm{~d} \boldsymbol{x} & =\left(\frac{\partial \boldsymbol{x}}{\partial \eta} \mathrm{d} \eta+\frac{\partial \boldsymbol{x}}{\partial \xi} \mathrm{d} \xi\right) \cdot\left(\frac{\partial \boldsymbol{x}}{\partial \eta} \mathrm{d} \eta+\frac{\partial \boldsymbol{x}}{\partial \xi} \mathrm{d} \xi\right)  \tag{C.15}\\
& =\frac{\partial \boldsymbol{x}}{\partial \eta} \cdot \frac{\partial \boldsymbol{x}}{\partial \eta} \mathrm{d} \eta^{2}+2 \frac{\partial \boldsymbol{x}}{\partial \eta} \cdot \frac{\partial \boldsymbol{x}}{\partial \xi} \mathrm{~d} \eta \mathrm{~d} \xi+\frac{\partial \boldsymbol{x}}{\partial \xi} \cdot \frac{\partial \boldsymbol{x}}{\partial \xi} \mathrm{d} \xi^{2} \tag{C.16}
\end{align*}
$$

If $\eta$ and $\xi$ are orthogonal, then the second term on the right hand side is 0 , and we can write the differential arc length in an alternative form

$$
\begin{equation*}
\mathrm{d} l=h_{t}|\mathrm{~d} \eta|, \quad \text { where } \quad h_{t}=\left(a_{\eta \eta}+2 a_{\eta \xi} \omega+a_{\xi \xi} \omega^{2}\right)^{1 / 2} \tag{C.17}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{\eta \eta}=\frac{\partial \boldsymbol{x}}{\partial \eta} \cdot \frac{\partial \boldsymbol{x}}{\partial \eta} \quad a_{\eta \xi}=\frac{\partial \boldsymbol{x}}{\partial \eta} \cdot \frac{\partial \boldsymbol{x}}{\partial \xi} \quad a_{\xi \xi}=\frac{\partial \boldsymbol{x}}{\partial \xi} \cdot \frac{\partial \boldsymbol{x}}{\partial \xi} \tag{C.18}
\end{equation*}
$$

## C. 3 Three-dimensional boundary elements

Moving from the parametric representation of 3D surfaces, we will now consider representation of three dimensional boundaries.


Figure C.3: Mapping of a curved triangle in physical space onto a right triangle in the $\eta \xi$-plane.

The elements may be chosen to have a variety of shapes but we will stick to curved triangles which is a second order approximation. We discretize the boundary into a set of curved triangles. Each triangle is defined by six nodes or marker points $\boldsymbol{x}_{i}, i=1, \ldots, 6$ as shown in figure C.3. To describe the surface of a triangle we use a parametric representation in terms of two variables $\eta$ and $\xi$ as

$$
\begin{equation*}
\boldsymbol{x}(\eta, \xi)=\boldsymbol{a}+\boldsymbol{b} \eta+\boldsymbol{c} \xi+\boldsymbol{d} \eta^{2}+\boldsymbol{e} \xi^{2}+\boldsymbol{f} \eta \xi \tag{C.19}
\end{equation*}
$$

where $\eta$ and $\xi$ take values over the right isosceles triangle depicted on the right of figure C.3. To ensure that the curved triangle passes through six marker points, we require

$$
\begin{gather*}
\boldsymbol{x}(1,0)=\boldsymbol{x}_{1}  \tag{C.20}\\
\boldsymbol{x}(0,1)=\boldsymbol{x}_{2} \tag{C.21}
\end{gather*} \quad \boldsymbol{x}(0,0)=\boldsymbol{x}_{3}, ~(\alpha, \beta)=\boldsymbol{x}_{6} .
$$

where the three scalar coefficients $\alpha, \beta$ and $\gamma$ are defined as

$$
\begin{equation*}
\alpha=\frac{1}{1+\frac{\left|x_{6}-x_{1}\right|}{\left|x_{6}-x_{3}\right|}} \quad \beta=\frac{1}{1+\frac{\left|\boldsymbol{x}_{5}-\boldsymbol{x}_{2}\right|}{\left|x_{5}-\boldsymbol{x}_{3}\right|}} \quad \gamma=\frac{1}{1+\frac{\left|x_{4}-\boldsymbol{x}_{1}\right|}{\left|x_{4}-x_{2}\right|}} \tag{C.22}
\end{equation*}
$$

The $3-1$ side of the triangle is mapped on the $\eta$-axis, the $2-3$ side is mapped onto the $\xi$-axis, and 1-2 side is mapped onto the diagonal line. Substituting equation (C.20) into equation (C.19), solving for the unknown coefficients $\boldsymbol{a}-\boldsymbol{f}$, we obtain a representation in terms of six local basis functions, namely

$$
\begin{equation*}
\boldsymbol{x}(\eta, \xi)=\sum_{i=1}^{6} \boldsymbol{x}_{i} \phi_{i}(\eta, \xi) \tag{C.23}
\end{equation*}
$$

where

$$
\begin{align*}
\phi_{1}=\frac{\alpha}{\alpha-1} \eta\left[\frac{1}{\alpha} \eta-1+\frac{(\alpha-\gamma)}{\alpha(1-\gamma) \xi}\right] & \phi_{2} & =\frac{\beta}{\beta-1} \xi\left[\frac{1}{\beta} \xi-1+\frac{(\beta+\gamma-1)}{\beta \gamma \eta}\right]  \tag{C.24}\\
\phi_{3}=\frac{1}{\gamma(1-\gamma)} \eta \xi & \phi_{4} & =\frac{1}{\beta(1-\beta)} \xi(1-\eta-\xi) \tag{C.25}
\end{align*}
$$

$$
\begin{equation*}
\phi_{5}=\frac{1}{\alpha(1-\alpha)} \eta(1-\eta-\xi) \quad \phi_{6}=1-\phi_{1}-\phi_{2}-\phi_{3}-\phi_{4}-\phi_{5} \tag{C.26}
\end{equation*}
$$

In the event when the triangle in the physical space is markedly skewed, or when one middle marker point along a side of the triangle does not lie sufficiently close to the straight line that connects the corresponding vertices, the mapping might contain singular points. It can be avoided by making sure that the determinant of the metric tensor at several points over the element is a positive number not very close to zero.

## C. 4 Numerical computation of boundary integral

One important task in the series of the entire framework is the calculation of the single and double layer integrals over the boundary elements.


Figure C.4: A cubic quadrature to compute a 2D integral over a triangle using seven base points. The weights in bold corresponding to the seven base points are used in gaussian quadrature

To compute the integrals at a point located away from an element, we use Gaussian quadrature, a standard numerical method for computing a boundary integral over a planar or curved triangle. The triangle is mapped from the physical space to the $\eta, \xi$ space, and
the boundary integral is approximated with a finite weighted sum as,

$$
\begin{equation*}
\int_{\text {triangle }} f(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x})=\int_{\text {triangle }} g(\eta, \xi) \mathrm{d} \eta \mathrm{~d} \xi \approx \frac{1}{2} \sum_{n=1}^{n=7} g\left(\eta_{n}, \xi_{n}\right) w_{n} \tag{C.27}
\end{equation*}
$$

where $g=f h_{n}$. The coordinates of the base points and the corresponding weights are indicated in figure C.4. To compute accurately a boundary integral at a point located on an element, we must account for the singularity arising due to Stokeslet and Stresslet.

## C. 5 Computational pipeline and algorithm

Now that we have formalized the relevant details in the preceding sections, we can focus on how it is relevant to the system of interest given in Chapter 4. As you have seen in the previous sections, the problem setup involves an active polymer inside a bounding surface $S$ with multiple external forces acting on the polymer at the location of the beads $x_{i}$. In order to calculate the flows $\boldsymbol{u}$ inside the system, we need to find the distribution of traction forces $\boldsymbol{\sigma} \cdot \mathbf{n}$ on the surface $S$.


Figure C.5: Representation of the velocity induced by a point force $\left(\boldsymbol{x}_{1}\right)$ inside an ellipsoid shell of equivalent radius $R_{s}$. To gain understanding of the computational pipeline, we have constructed a simple picture of a single point force inside the bounding surface $S$. The point force will induce a flow inside the domain which satisfies the no-slip condition at the wall.

In the present study, we will reduce equation (C.5) to only account for the single layer potential on the basis of the ansatz that it is always possible to find an external complimentary flow so that it has the same boundary values on $D$ [128]. Rewriting the integral equations,

$$
\begin{equation*}
\boldsymbol{u}\left(\boldsymbol{x}_{0}\right)=-\frac{1}{8 \pi \mu} \int_{D} \mathbf{G}\left(\boldsymbol{x}_{0} ; \boldsymbol{x}\right) \cdot \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x}) \tag{C.28}
\end{equation*}
$$

In the presence of a closed confinement as shown in the figure C.5, a direct analytical expression for the Green's function to correct for the no-slip boundary condition at the wall is not known to the best of our knowledge. In order to make further progress, we will use the following procedure to evaluate the traction forces $(\boldsymbol{f}(\boldsymbol{x}))$ on the surface which can be used in equation (C.28) to calculate the velocities at any point inside the domain. A two-dimensional cross section of the domain is shown for simplicity in figure C. 5 but the algorithm works for three dimensional surface.

- We will consider a simple system with a single point force at position $\boldsymbol{x}_{1}$ which can induce a flow inside the bounding $S$ due to hydrodynamic interactions. In free space, we can linearly relate the velocity in terms of external forcing with a proportionality tensor known as the Stokeslet. But in the presence of a bounding surface, we need to know a priori the condition on the surface. The most commonly used condition is the no-slip condition which means that the fluid particle at the wall should move with the velocity of the wall.
- In case of stationary wall like the one shown above, the velocity on the wall $\boldsymbol{u}\left(\boldsymbol{x}_{s}\right)$ $=0$ where $\boldsymbol{x}_{s}$ is any point on the surface. The total velocity field $\boldsymbol{u}\left(\boldsymbol{x}_{0}\right)$ due to a point force $\boldsymbol{F}\left(\boldsymbol{x}_{1}\right)$ at a point $\left(\boldsymbol{x}_{1}\right)$ (see figure C.5) inside the confinement is the sum of velocity $\boldsymbol{u}^{s}\left(\boldsymbol{x}_{0}\right)$ induced by a Stokelset (calculated using the free space Green's function or Oseen tensor), and a correction term $\boldsymbol{u}^{c}\left(\boldsymbol{x}_{0}\right)$ to account for the presence
of the boundary,

$$
\begin{equation*}
\boldsymbol{u}\left(\boldsymbol{x}_{0}\right)=\boldsymbol{u}^{s}\left(\boldsymbol{r}_{0}\right)+\boldsymbol{u}^{c}\left(\boldsymbol{x}_{0}\right) \tag{C.29}
\end{equation*}
$$

- On moving the point $\left(\boldsymbol{x}_{0}\right)$ to the surface such that $\boldsymbol{x}_{0}=\boldsymbol{x}_{s}$, the total velocity becomes zero to satisfy the no-slip condition at the boundary such that,

$$
\begin{equation*}
\boldsymbol{u}^{c}\left(\boldsymbol{x}_{s}\right)=-\boldsymbol{u}^{s}\left(\boldsymbol{x}_{s}\right)=-\mathbf{G}\left(\boldsymbol{x}_{s} ; \boldsymbol{x}_{1}\right) \cdot \boldsymbol{F}\left(\boldsymbol{x}_{1}\right), \quad \text { at } \quad \boldsymbol{x}_{0}=\boldsymbol{x}_{s} \text { (on the surface). } \tag{С.30}
\end{equation*}
$$

- Note that $\boldsymbol{u}^{c}$ satisfies the homogeneous Stokes equations with boundary condition $\boldsymbol{u}^{c}\left(\boldsymbol{x}_{0}\right)=-\boldsymbol{u}^{s}\left(\boldsymbol{x}_{0}\right)$ for $\boldsymbol{x}_{0} \in S$. The above equation when plugged in equation (C.28) will result in the following expression,

$$
\begin{equation*}
\boldsymbol{u}^{s}\left(\boldsymbol{x}_{s}\right)=\frac{1}{8 \pi \mu} \int_{D} \mathbf{G}\left(\boldsymbol{x}_{s} ; \boldsymbol{x}\right) \cdot \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} S(\boldsymbol{x}) \tag{C.31}
\end{equation*}
$$

The only unknown quantity in the above equation (C.31) are the tractions $(\boldsymbol{f}(\boldsymbol{x}))$ on the surface of the domain which can be obtained by discretizing the surface and evaluating the integral using Gaussian quadratures using equation (C.27). The discretization involves triangulation of the surface into planar elements defined by six nodes based on successive sub-division of a regular icosahedron. This will result in a set of linear algebraic system of equations to solve for the unknown tractions. Once the tractions are known, the velocity correction $\boldsymbol{u}^{c}\left(\boldsymbol{x}_{0}\right)$ at any point $\boldsymbol{x}_{0}$ inside the domain can be calculated along with the total velocity by using equations (C.28) and (C.29) respectively.

## C. 6 Accuracy of the boundary integral methods

The accuracy of a boundary element method will depend on the shape and distribution of boundary elements. The accuracy will start to decline when the boundaries contain sharp corners, points or lines of discontinuous velocities. In these cases, the flow
will contain singularities associated with infinite values of the velocity, surface force, or the density of the hydrodynamic potential.


Figure C.6: (Left) Streamlines for translation of a sphere in a viscous fluid. Disturbance flow field induced by a translating sphere as given by the Eq. in the $x-y$ plane. The size of the sphere $a=1$ with force $\left(\boldsymbol{f}=F_{0} e_{x}=10 \mathbf{e}_{x}\right)$ acting in the positive $x$-direction. (Right) Decay of the $\%$ error with radial distance $(r)$ from the center of the sphere where the dashed line shows the radius of the sphere.

Now, in order to optimize the accuracy of a boundary element computation, we need to distribute the boundary elements so as to minimize a suitably defined global or local error of the required variable. Considering the high accuracy of boundary integral methods, the next step is to compare the numerical computation with the analytical results available in the literature. Here, we have considered two different scenarios for comparison, one for the classical Stokes flow problem of a translating sphere in a viscous fluid or in mathematical terms velocity field in presence of a point force accounting for a finite size correction using the Rotne-Prager-Yamakawa (RPY) mobility tensor, and the second is to compare the velocity field in the presence of a point force inside a bounding sphere using boundary integral method with the flow field obtained using the analytical Green's function from the literature [133]. The first problem involves essentially solving the forced

Stokes equation,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}=\boldsymbol{\nabla} p+\mu \boldsymbol{\nabla}^{2} \boldsymbol{u}=-\boldsymbol{f} \delta(\boldsymbol{x}) \tag{С.32}
\end{equation*}
$$

using either the stream-function or Fourier transform approach or we take the easier route of just writing the final expression,

$$
\begin{equation*}
\boldsymbol{u}=\frac{1}{8 \pi \mu} \mathbf{G} \cdot \boldsymbol{f} \tag{С.33}
\end{equation*}
$$

Figure C. 6 (a) shows the fluid flow induced by the motion of the sphere in a viscous fluid.


Figure C.7: Hydrodynamic torque acting on a sphere calculated using the boundary integral and comparing it with the analytical expression. $a$ ) shows the variation of torque with respect to angular velocity of the particle, (b) shows the variation with respect to size of the particle. There exists excellent agreement between the analytical and boundary integral solution with the error (c) decaying quadratically with number of elements on the surface ( $N_{e l m}$ )

Here we have considered a sphere of size $a=1$ with force acting in the x-direction $\boldsymbol{f}=F_{0} e_{x}=10 \mathbf{e}_{x}$. The flow lines are similar to the ones observed due to a Stokeslet. For
a quantitative comparison, we have also compared the $\%$ error in velocity magnitude at different radial locations $r$ for number of nodes $=5120$ as shown in figure C. 6 (b).


Figure C.8: Comparison of the disturbance flows (u) induced by a point force in $x-y$ plane inside a sphere of radius $R_{s}=8.0$. (a) is computed using the boundary integral method whereas $(b)$ is obtained using the analytical expression for the Green's function $(\mathbf{G})$ for a point force inside a sphere [133]. The point force is located at $r=15$ on the x -axis such that $x=15, y=0, z=0$ shown as black star. The colormap shows the magnitude of the force distribution, and the vector plot shows the projections of the velocity field in a plane.

The error decays sharply away from the boundary, and increases very close to the surface which is very typical of boundary integral simulations, and can be improved with further discretization of the surface. We can also look at the hydrodynamic torque. The hydrodynamic force moment or torque of a spherical particle rotating with velocities $\boldsymbol{\omega}$ in an ambient rotational flow $\left(\boldsymbol{\omega}^{\infty} \times \boldsymbol{x}\right)$ is given by,

$$
\begin{equation*}
\mathbf{T}^{h}=8 \pi \mu a^{3}\left[\boldsymbol{\omega}^{\infty}(\boldsymbol{x}=0)-\boldsymbol{\omega}\right] \tag{C.34}
\end{equation*}
$$

Here we have compared the hydrodynamic torque $T_{h}$ on a particle rotating for varying omega $\boldsymbol{\omega}=\Omega \mathbf{e}_{z}$ and size of the sphere $a$. The black circles in the plot figure C. 7 (a) and (b) are obtained from boundary integral method whereas the red stars are from the analytical expression given by equation C.34. Both the methods shows excellent agreement with each other and the error decays with increase in number of elements $\left(\sim N_{e l m}^{-2}\right)$. The
second problem is more involved and the analytical solution of the Stokes equation in the presence of a sphere $S$ is formally derived using method of images, and can be referred from [133].


Figure C.9: Quantitative error analysis of the boundary integral method and it's comparison with the analytical green's functions solution. (a) shows the \% error for the induced velocity at different radial positions inside a sphere ( $R_{s}=8.0$ ) for a point force located on the x axis at $r=1$ with varying surface elements. For $N_{\text {elm }}=5120$, the error is well below $1-2 \%$ which shows the power of boundary computational method in representing the flow fields. (b) represents the scaling of L2 norm of the induced velocity with number of elements on the surface $\left(\sim N_{\text {elm }}\right)$ on a log-log plot.

Figure C. 8 shows the flow field induced by a point force located on the $x$ axis in a plane passing through of the center of the sphere. A good qualitative comparison between flow field obtained from the boundary integral method (a) and using the analytical Green's function (b) can be seen. Next, we can make it a bit more quantitatively by calculating the $\%$ error between the two methods. Figure C. $9(a),(b)$ shows the convergence of the error by characterizing the L2 norm with varying number of elements on the surface, and it decays as $\left(\sim N_{\text {elm }}\right)$ on a log-log plot.

## C. 7 Fast multiple methods: benchmark and scaling

The Fast Multipole Method (FMM) was introduced to solve a large N-body problem which can arise from discretization of boundary integral representation as in the present problem and has gained attention due to its $O(N)$ complexity, efficient arithmetic intensity in implementation [134], and better scalability compared to competing methods like FFT in performing the N-body sum. Let's see the idea of FMM on an N-body problem with a set of $N$ source and target points. For each source point with a known position $\boldsymbol{x}_{0 j} \in \mathbf{R}^{3}$ and source density $\boldsymbol{f}_{j}$, we have a target point with known position $\left(\boldsymbol{x}_{i}\right)$ and unknown potential $\boldsymbol{u}_{i}$ such that they are related to each other by,

$$
\begin{equation*}
\boldsymbol{u}_{i}=\sum_{j=1}^{N} \mathbf{G}\left(\boldsymbol{x}_{i} ; \boldsymbol{x}_{0 j}\right) \boldsymbol{f}\left(\boldsymbol{x}_{0 j}\right), \tag{C.35}
\end{equation*}
$$

where $\mathbf{G}$ is called the kernel function. To solve this problem, we first need to partition the domain using a tree data structure. The potential is evaluated at all the target points by computing the interactions from all other tree nodes. In FMM, the interactions are divided into two parts, near interactions which are computed exactly through direct summation using matrix vector multiplication by adding contributions from each source point, and far interactions corresponds to the contributions coming from the tree nodes far away from a target point. The interactions from source points in a well separated tree node are low rank and can be approximated using multipole expansion [135-138]. Here, we have presented some of the scaling and benchmarks data performed on a workstation and super computer (Comet) under XSEDE research allocation program. The simulation results are part of chapter 4 for fiber composed of beads in a confining ellipsoid of equivalent radius $R_{s}=28.0$.

Table C.1: Table listing the numerical values of the dimensional parameters used in the simulations for benchmarking. The parameters are defined in Chapter 4.

| Parameters | Values |
| :---: | :---: |
| $N$ | $1305 /$ chain $\left(N_{c}=23\right)$ |
| $R_{s}$ | 28 |
| $e=b / c$ | 1.25 |
| $F_{0} / \sqrt{k_{B} T H_{c}}$ | 50 |
| $k_{\text {on }} / k_{\text {off }}$ | $2 / 5$ |
| $b$ | $\sqrt{3}$ |
| $\Delta t$ | $5 \times 10^{-6}$ |

To reach a statistical steady state, it takes close to 120 hours ( $\sim 5$ days or total simulation time of $\sim 30$ ) plus another 2 days for ensemble averaging on a single node with 8 cores using a time step of $\Delta t=5 \times 10^{-6}$ to have sufficient data to perform an ensemble average. Other simulation parameters are given in the table C.1. A simple calculation would give us the constraint on the maximum time step that can be used. The length scale $\left(\ell_{c}\right)$ is based on the minimum distance between the two beads given by the cut off distance $a$ in the repulsive excluded volume forces and the corresponding velocity scale is governed by the magnitude of active forcing $\sim O\left(\sigma_{0}\right)$, which gives us the maximum time step $\Delta t_{m}=a / \sigma_{0}=6 \times 10^{-3}$. Distributed and shared memory parallelization in fast multipole methods is achieved on most platforms using OpenMP and MPI respectively. The limits of parallel scalability is clearly restricted by the serial part of the code most of which is developed in-house. A conservative estimate for good efficiency on recent platforms such as the Comet machine at SDSC is shown in Fig. C.10(a) which presents a fairly good picture on the speed up of our semi parallel code compared to the fully serial code. By semi-parallel, it means that the evaluation of the induced velocity $\boldsymbol{u}$ (see Chap 4) is completely parallel which make use of the ideas of the Kernel independent fast multipole expansion detailed above, whereas, the rest of the code involving time stepping, evaluation of the position dependent external forces etc. are in serial. We have tested the optimal
distribution of cores for a single run, and found that a single node with 8 cores offered the best trade-off for efficiency and resource usage as can be seen in Fig. C.10(b).


Figure C.10: (a) Benchmark data showing the comparison of the CPU time with number of beads $(N)$ for 1000 time steps. The $O(N)$ scaling is very well known in the literature for the FMM compared to the $O\left(N^{2}\right)$ computation time scaling using in the classical matrixvector multiplication, and (b) represents the comparison of CPU (time) with number of cores on a single node per single time step.

It is also necessary to leave a few available cores to avoid wasting significant amount of computational resources on a semi-parallel code. The most time consuming part in the code is the evaluation of the induced velocity by the external forcing as mentioned. Consequently, our optimization efforts focused mainly on implementing it efficiently. The above plot in figure C. 10 (a) shows the CPU time calculated per 1000 time steps using 8 cores on a single node Comet at SDSC by varying number of beads, and our algorithm performs exceptionally well $\sim O(N)$ compared to the traditional methods $\sim O\left(N^{2}\right)$. Figure C. 10 (b) shows the comparison of CPU time per single time step with number of cores for a single simulation time step using the same parameter values, but a fixed particle number of $N=30,000$. On an in-house 16-core parallel workstation, the above code takes around 8 - 10 days to have enough data for statistical averaging, whereas on the comet super
computer, the same set of simulation run would take $5-7$ days depending on the job submission queue. Even though this is not a significant decrease in the run time, the advantage comes from the fact that multiple runs can be executed on a super computer compared to a single run on a workstation.
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