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The design of molecular machines will depend on incorporating functionalized degrees of

freedom into the final product. Toward that end, we examine the physical properties

of a crystalline system containing a nearly free rotator synthesized to include an electric

dipole moment. Crystals of reorienting 2,2-difluoro-1,4-bicyclo[2.2.2]octane-dicarboxylate

(F2-BODCA) acting as linker and rotator in a metal organic framework (MOF) with Zn(II)-

nodes and 1,4-diaza-bicyclo[2.2.2]octane (dabco) spacers, revealed emergent order as a result

of dipole-dipole interactions. Variable temperature, frequency-dependent dielectric measure-

ments consisting of a relatively sharp maximum in capacitance at Tc = 100 K was observed

when a rapidly rotating, dipole-disordered, paraelectric phase, transformed into an ordered,

antiferroelectric phase. A frequency-dependent Debye-like dynamic crossover was detected

when the rotor dynamics become slower than the frequency of the alternating electric field.

The dynamic nature of the F2-BODCA rotators was confirmed by NMR spectroscopy, and

the energetics of the rotational profile elucidated with the help of Density Functional The-

ory (DFT) calculations. Finally, Monte Carlo simulations on a 2D rotary lattice revealed

a ground state with an Ising symmetry and the effects of dipole-lattice and dipole-dipole

interactions.
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In a second project, magnetic resonance methods were used to study the superconduc-

tivity of Sr2RuO4. Over the past 20 years, the superconducting state of Sr2RuO4, a material

that is quasi-two-dimensional perovskite and strongly correlated, was considered to be the

only solid-state analogue to the superfluid 3He-A phase [1, 2], with an odd-parity order pa-

rameter that is unidirectional in spin space for all electron momenta and breaks time-reversal

symmetry. A consequence is the expectation of a ’split’ transition in a Sr2RuO4 crystal with

the presence of in-plane uniaxial strain. Such behavior has not yet been observed in ther-

modynamic measurements. Instead, on increasing the uniaxial compressive stress, a peak in

transition temperature was observed [3, 4]. In this work, we utilised oxygen-17 solid state

nuclear magnetic resonance spectroscopy to probe the electron spin degrees of freedom via

the hyperfine interaction as a means of constraining the possible order parameter symmetry.

Reduction of the Knight shift is observed for all strains at temperatures below the critical

temperature, corresponding well to the drop in spin polarization. The result contradicts prior

NMR results [5], and excludes the previously favored topological superconducting state.
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CHAPTER 1

Introduction

1.1 Introduction to Rotor Project

During a talk in 1984, Richard Feynman said to the audience: “Now let us talk about the

possibility of making machines with movable parts, which are very tiny.” Inspired by the nano

machines already existing in nature, such as bacterial flagella which are spinning molecules

rendering a bacteria move forward, bio-energy to mechanical energy, he advocated the pos-

sibility of nanotechnology for building artificial nano functional machines and envisioned it

would be realized in the future. Many researchers were then inspired by the idea and made

efforts to create functional molecular complexes [9].

The building blocks of a molecular complex should be able to move relative to each

other, so as to serve as a functional molecular machine. For instance, in 1983 Jean-Pierre

Sauvage’s group at CNRS, France, managed to assemble a chain with two rings interlocked,

one being responsive to energy input and is capable of revolving around the other ring in

a regulated fashion. The phenomenon that one part of the assembly can be well-regulated

due to external stimuli heralds the future of controllable molecular machines. In addition,

Fraser Stoddart’s group at UCLA additionally demonstrated an elevator toy model that can

uplift itself by 0.7 nanometers from a reference surface [9, 10], and can be moved reversibly

by changing the acid and basic environment of the solution.
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1.1.1 Features of Molecular Machines

Molecular machines encompass special characteristics. Compared to macroscopic machines

which are influenced by friction and inertial forces, molecular machines are affected by ther-

mal fluctuation and the hindrance to motion exerted by their surroundings. The interaction

of a molecular complex with its surrounding could be described by a potential energy sur-

face, which could include steric interaction1. After individual components are assembled

into a molecular functional complex, the total number of degrees of freedom is largely de-

creased, namely total entropy is reduced. Similar to macroscopic machines, molecular ma-

chines should have multi components, one of which is responsive to external perturbation.

Moreover, with adequate thermal energy, for instance at ambient temperature, molecular

machines would not be motionless as compared to macroscopic machines. Consequently, due

to thermal fluctuations, the motion of molecular machines is typically described as Brownian

2. For another aspect, the nature of the potential landscape is contingent on the details of

interactions, and structural variation of the molecules [6, 11, 12].

1.1.2 Crystalline Molecular Rotors

Molecular machines offer a rich platform for the study of physics. With the ultimate goal

of devising controllable molecular machines, scientists have been stretching their imagina-

tion and implementing feasible ideas on the nanoscale. Condensed matter materials system

bearing anisotropic molecular ordering and correlated dynamics is a fairly decent candidate

to be focused on, since it has the potential to realize the aspiration of molecular machines

with controllable properties3. A promising is crystalline molecular rotors [13–16], since it

not only provides stable and rigid crystalline framework, but also imparts enough space for

1Steric interaction is the manifestation of Pauli exclusion principle, dictating that electron clouds keep a
distance from one another.

2A caveat: the constraints of the motions of the molecules could lead to deviation from Brownian.

3Ferrolelectric correlation is especially favored since it can be readily manipulated by applying electric
fields.
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Figure 1.1: Conceptual map constituted by dynamic degree of freedom and the extent of

crystallinity. Typically in condensed matter materials, there is a trade-off between dynam-

ics and crystallinity. The artificially designed amphidynamic crystal can circumvent the

trade-off and is situated at the upper right part of the map, with its framework maintaining

high ordering and sufficient space, which allows for molecular motion at the same time [6].

rotational degrees of freedom. This category of materials is coined amphidynamic, bearing

both crystallinity and motional degrees of freedom, as shown in Fig. 1.1. The framework

is made up of two triptycyl groups to ensure the free volume between them [6, 17]. If the

rotating molecules are equipped with electric dipole moments by attaching atoms with high

electron negativity such as fluorines, correlated phenomenon could be derived depending on

the dipolar interaction among the rotors in the crystal.

1.1.3 Objective of the Rotor Research

The long term objective of this work is to utilize the crystalline molecular rotors to realize

functionality. Nonetheless, we are in the incipient exploratory phase where the efforts made

are to experiment with how different parameters of crystalline molecular rotors can influence

the thermodynamics and dynamics of the rotating molecules. For dipolar crystalline molec-

ular rotors, variables include crystal structure, the free space it provides, flexibility of the

framework, the symmetry, size, and spatial configuration of the rotating dipolar molecules,
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the distance between adjacent rotating dipolar molecules, and the strength of the individ-

ual permanent electric dipole moments, among others. We will then hope to accumulate

more knowledge, so as to design rotors that behave as we desire for practical applications,

controllable rotation at room temperature for instance.

1.1.4 NMR on Crystalline Molecular Rotors

In contrast to the dynamic processes on the macroscopic scale, which are as a function of mo-

ment of inertia and friction, dynamic processes on the molecular scale are highly contingent

on thermal energy since the mass of each rotator is sufficiently small that thermal motion

reorients the rotators. The interaction of rotors with its surrounding framework informs the

rotation barrier. For instance, when the packing coefficient of the material is close to that of

close-packing ca. 0.73, meaning the rotator is almost in contact with its surrounding frame-

work, rotation is primarily affected by steric interaction. In this circumstance, the flexibility

of the surrounding frameworks to give way to the rotating rotor is essential and therefore

would determine the resultant dynamics. If the surrounding frameworks can move accord-

ing to the rotating molecule in a concerted fashion, the overall hindrance to the rotation is

reduced. On the other hand, if the packing coefficient is decreased and more available space

for rotation, the limitation to rotation is relieved [18–20].

Since thermal energy serves as the driving force for the rotation, Arrhenius thermal

activated behavior is typically assumed to delineate the Brownian motion,

ωrot = ω0 exp(−
Ea
kBT

), (1.1)

where the Ea is activation energy, quantifying the resultant hindrance, for each molecule to

rotate from one equilibrium position to the adjacents classically. kBT is the thermal energy.

The pre-factor ω0, also named the attempt-to-escape frequency, is determined, in part, by

the moment of inertia of the rotator. With higher thermal energy input, the molecules in

the sample are more likely to jump to an adjacent position [21–23], following the Boltzmann

distribution. Fig. 1.2 exemplifies how the rotation of a molecule in a condensed matter can
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Figure 1.2: A rotational energy landscape with 3-fold symmetry. Rotor would jump from

one lowest energy angle to another, with the probability contingent on the magnitude of

activation energy Ea and the temperature of the thermal bath [6]. The symmetry of the

rotational barrier is predicated on the symmetry of the rotator and the symmetry of the

environment. For instance, if a 3-fold symmetric rotator is situated in a 2-fold symmetric

lattice, the resulting rotational landscape bears 6-fold symmetry. The behavior described

here is classical.

be delineated by Arrhenius behavior with 3-fold rotational barrier.

The reason why nuclear magnetic resonance is suitable for measuring the molecular ro-

tation is that the energy imparted to the spin system would be subsequently transferred

through the fluctuation4 of local magnetic fields on the target nuclear spins and eventually

to a thermal reservoir where the rotational degree of freedom accepts the energy. This process

is termed spin-lattice relaxation, which is due to transverse components of the the fluctuating

local fields. Namely, by inputting a perturbing energy and observing the relaxation behavior

of the spin system, we are actually probing the rotation of the molecules that is thermally

activated. In addition, depending on the size of a molecule and its rotational hindrance,

the average rotational frequency of molecules ranges from 107 and 109 Hz, rendering NMR

a natural measurement technique for probing rotation in a solid state since typical Larmor

frequency of NMR is in the same range.

4The fluctuation is due to the randomness sourced from thermal reservoir.

5



Figure 1.3: Left: spectral density as a function of angular frequency Right: spin-relaxation

rate as a function of temperature. Since the number of molecules having rotational degree

of freedom and participating in the relaxation process is fixed, the area underneath the

curve of spectral density J(ω) as a function of carrier frequency ω is fixed. When the

rotational frequency is equal to the Larmor frequency defined by the static magnetic field,

the most efficient relaxation will result. By fitting the experimental spin-relaxation rate as a

function of temperature to Kubo-Tomita relation, we can extract the activation energy and

attempt-to-escape frequency of the rotation.
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In a solid state sample, if there are molecules presenting fast rotation in an otherwise

static matrix, spin-lattice relaxation would be controlled by the fast dynamic process. In

addition, the energy barrier hindering rotations can be extracted from the temperature

dependence of the spin lattice relaxation. The assumed thermally activated dynamic process

can be delineated by Arrhenius behavior combined with the Kubo - Tomita equation

1

τc
=

1

τ0
exp(− Ea

kBT
), (1.2)

1

T1
= C[

τc
1 + ω2

0τ
2
c

+
4τc

1 + 4ω2
0τ

2
c

], (1.3)

where C = 2
3
γ2B2

nuc. Bnuc is the local effective dipolar field. γ and ω0 are the gyro-magnetic

ratio and the angular Larmor frequency of the probed nuclei in an applied static magnetic

field [24, 25]. A convenient way to fathom the Kubo - Tomita equation is illustrated in

Fig. 1.3, which delineates that the most efficient spin-lattice relaxation occurs when ωτ = 1

is met. The behavior is a direct consequence of the fact that the number of rotating molecules

accepting the relaxed energy is constant. The associated experimental details can be found

in Appendix 4.2.2.1.

1.2 Introduction to Sr2RuO4 Project

In uncorrelated electronic system, electronic wave functions are extended in space and the

system is in the quasi free electron regime due to strong overlap among wave functions.

On the other hand, in a correlated electronic system, one has to consider Coulomb repul-

sions. Controlling the correlations from weak to strong limits results in profoundly different

electronic properties, ranging from Fermi Liquid to Mott Insulator. Unconventional super-

conductivity is known to emerge in the presence of correlations. How that manifests in the

special case of Sr2RuO4 motivates the exploration of this material by NMR methods.
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1.2.1 Unconventional Superconductivity

Correlated behaviors have played essential roles in normal metallic state and superconducting

state in many recently discovered and investigated superconductors. As a result, unconven-

tional superconductivity has been a focal point in condensed matter physics. Emergent from

the normal metallic state, superconductivity is associated with the pairing of states at the

Fermi energy with time-reversed momenta. The spin state of the Coopers pair can be either

singlet (total spin S = 0, anti-symmetric) or triplet (S = 1, symmetric), and due to the fact

that electrons, being Fermions, have anti-commuting properties, the total wave function of

Cooper pair must be anti-symmetric. In the case that spin-orbit coupling is not relevant,

the total wave function of a Cooper pair can be expressed as

ψtotal = (ψspin)(ψorbital). (1.4)

With the aforementioned considerations, a singlet state, being anti-symmetric, is with sym-

metric orbital wave function such as s (angular momentum L = 0), d orbital wave function (L

= 2), and so on, whereas triplet state being symmetric is accompanied by anti-symmetric or-

bital wave function such as p orbital wave function, f orbital wave function, and so forth. As

described by Bardeen, Cooper, and Schrieffer (BCS), a conventional superconducting state

with s-wave symmetry is typical where the pairing interaction is electron-phonon based. The

order parameter is represented by a gap function ∆(k). For a s-wave superconductor, since

the magnitude of the gap function is everywhere nonzero and the same sign, impurity scatter-

ing would not annihilate the gap function. On the other hand, for correlated system, on-site

Coulomb repulsion prefers orbital wave function with larger probability amplitude away from

origin to that at the origin so as to reduce the Coulumb repulsion energy. As such, higher or-

bital momentum is favored, corresponding to unconventional superconductivity (p, d, f, ...),

such as the high-Tc cuprate superconductors (d-wave).

Due to the symmetry of the orbital wave functions of (p, d, f, ...), one characteristic of

unconventional superconductivity is ∑
k

∆(k) = 0, (1.5)
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summing over the Fermi surface, which is accompanied by the fact that the coherence length

equals to elastic scattering mean free path, namely elastic scattering rate equals to average

energy gap.

1.2.2 Superconductivity in Sr2RuO4

Most superconductors discovered are spin singlet. Until now, spin triplet pairing is confirmed

only in 3He. As such, it is natural to be inquisitive about the possibility of electron spin

triplet pairing, and what the defining disparities are between spin singlet and spin triplet. In

addition, the possibility for entirely new superconducting state symmetries beyond s-wave

was a natural outcome of the discovery of the high-Tc cuprates. In the case of cuprates, CuO2

constitutes the 2-dimensional layer. In addition to cuprates, other transition metal oxides

exhibiting the perovskite layered structure have been explored. However, Sr2RuO4 is not a

high Tc superconductor, despite the closeness in structure with cuprate5, as shown in Fig. 1.4.

There are two main differences. Cuprates are characterized by a 3d filling close to 3d9

(odd number of electrons, S = 1/26) whereas ruthenate has 4d4 (even number of electrons).

Cuprates are Mott insulators, and become conductors only upon chemical doping. Sr2RuO4

is a good conductor without doping. In the 90’s, the de Haas–van Alphen effect has been

observed in Sr2RuO4, indicating its metallic normal state being a Fermi liquid. Together

with other measurement results, a similarity to 3He was recognized. Thus, an analogous

triplet order parameter was also proposed. Measurements of the de Haas-van Alphen effect

confirmed the strongly renormalized Fermi liquid properties of Sr2RuO4 previously inferred

from thermodynamic measurements [26–30]. Among all correlated materials of interest,

Sr2RuO4 is of particular importance because it is well considered to have chiral p wave order

parameter, a topological superconducting state.

5For Sr2RuO4, Tc is lower than Fermi energy, whereas for high-Tc, Tc is higher than Fermi energy.

6on which quantum fluctuation is predicated

9



Figure 1.4: Sr2RuO4 has a quasi-two-dimensional perovskite structure the same as that

of high temperature superconductor La2−xBaxCuO4 [2]. This commonality is one of the

contributing factors for the nonfading interest in Sr2RuO4.

1.2.3 Objective of the Sr2RuO4 Research

The α, β, γ bands of Sr2RuO4 all cross the Fermi surface with evidence of strongly correlated

characteristics associated with the partially filled Ru orbitals [29, 31]. With the observa-

tion of critical temperature equal to 1.5 K [32] and the indirect evidence for proximity to

ferromagnetism, it was suggested that the pair wave function of the superconducting state

likely to be a triplet [1]. Evidence aligned with this view included the inference, from NMR

measurements, that there was no drop in electron spin susceptibility on cooling the system

to T¡Tc. [5]. Together with experimental results indicating the presence of time-reversal-

symmetry-breaking [33, 34], Sr2RuO4 is regarded as the the counterpart of a topologically

nontrivial 3He A phase [35] in the form of a charged superfluid, in the solid-state. Never-

theless, a consensus has not been completely reached since several measurements are not

consistent with the proposed p-wave superconducting state [36–38]. For instance, the ex-

pected chiral edge current predicated on time reversal symmetry breaking has not been

detected yet [39–41].
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Symmetry considerations alone indicate that a chiral p-wave superconductor under uni-

axial strain εaa (uniaxial strain along the a axis) is expected to have a split transition and a

cusp, the behavior of Tc at εaa = 0. Nonetheless, no such signs are found. Observed instead

is an increase in critical temperature from 1.5 K to 3.5 K when εaa is tuned from zero to

-0.5% [4], which is understood by considering a van Hove singularity associated with a peak

of density of states at Fermi level [42]. The observation, including the uniaxial strain depen-

dent critical temperature motivated a oxygen-17 NMR study, which indicated the peaking

of density of states at the Fermi energy [43].

1.2.4 NMR on Sr2RuO4

Familiar to one’s daily life,many of the properties of normal metals can be understood

in the framework of the independent electron approximation and degenerate spin states,

without the presence of Coulomb correlations [44]. After including strong correlations, exotic

behaviors such as superconductivity are introduced, whose properties can be directly and

indirectly accessed by NMR. For Sr2RuO4, we will primarily rely on NMR Knight shift to

indirectly understand the order parameter of the superconducting state.

A direct probe to distinguish between singlet and triplet Cooper pairing for superconduc-

tivity is spin susceptibility. If a static magnetic field is applied to a material in the metallic

state, the Zeeman shift of spin-up and -down states results in the polarization of the Fermi

surface. The application of a magnetic field to a system of degenerate Fermions leaves the

system polarized. On the other hand, there is no such response associated with the singlet

superconductor. Thus, sufficiently high fields will destabilize the singlet superconductor in

favor of the normal state. However, the susceptibility of the triplet superconductor can

match the normal state, and is not destabilized by the applied field. NMR methods are

sensitive to the spin polarization via the hyperfine interaction, and are therefore sensitive to

the electronic polarization and can be utilized in distinguishing between pairing states.

Typically, the wave function of conduction electrons of p and d states have zero probabil-

ity amplitude at the position of nuclei, so electron-nuclear spin interactions are dipolar and
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therefore anisotropic. Another way in which conducting electrons convey with the nuclei is

via the anisotropic dipolar interaction. The effective field resulting from the two interac-

tions mentioned at the nucleus would determine the sign of hyperfine coupling constant and

therefore dictates that of the Knight shift. In the case of Sr2RuO4, the dipolar interaction

dominates the hyperfine coupling.

NMR Knight shift measures the frequency deviation from the Larmor frequency for the

metallic and superconducting state. It has an orbital part Korbital and a spin part Kspin.

Kspin is directly related to Fermi surface polarization and Pauli paramagnetic response of

conducting electrons

ω = γB(1 +Korbital +Kspin), (1.6)

where ω is the resultant NMR peak position, γ is gyromagnetic ratio, B is the magnetic

field experienced by the nuclei probed. Here Kspin is the integral proxy to investigate spin

polarization as a function of temperature, and therefore to screen the type of Cooper paring,

be it singlet or triplet. As shown in Fig. 1.5, the previous result pointed to triplet pairing

[5]. In investigating uniaxial strain effects for the material, the expectation of chiral triplet

p-wave order parameter was not found. In addition, in the absence of strain, our results

conflicted with what is shown in Fig. 1.5.
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Figure 1.5: (Left) Total Knight shift as a function of DC spin susceptibility, which is propor-

tional to temperature. It can be utilized to extrapolate the orbital part of Knight shift for

the two oxygen sites. It also allows for evaluation of the hyperfine coupling constant. With

static magnetic field applied in the ab plane, the spin part of Knight shift is not contingent

on temperature, which points to triplet Cooper pairing. If the system is singlet d wave, the

temperature dependence is calculated as shown as dashed lines in the right figure.
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CHAPTER 2

NMR Fundamentals

Compared to techniques studying electronic properties on a macroscopic scale such as trans-

port (eg: resistivity), optical (eg: photoemission), thermal (eg: specific heat), and magnetic

measurements (eg: spin susceptibility), NMR is a probe that can be utilized to understand

the local environment surrounding the nucleus. In addition, nuclear moments would not

alter the electronic properties from which magnetic properties of the material are derived.

As a result, it is non-invasive and can be used to distinguish effects on specific sites in the

material.

2.1 Uncorrelated Spins in Static Magnetic Field

A nucleus is constituted by some number of protons and neutrons which are spin 1
2

particles

that amounts to different total magnetic spin I

A nucleus has spin I that constitutes a magnetic moment µ be related by gyromagnetic

ratio γn

µn = γnI. (2.1)

With the application of a magnetic field, there exists an interaction between field and mo-

ment, which gives rise to the corresponding Zeeman Hamiltonian

Hz = −µn ·H0, (2.2)

with its corresponding eigenvalues

E = −m~γnH0, (2.3)
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where m = −I,−(I − 1), . . . 0, . . . , (I − 1), I, and there are 2I+1 levels equally spaced by

E = −~γnH0. This phenomenon is referred to as Zeeman splitting. Magnetic interactions

allow for ∆m = ±1 only, with the corresponding transition energy

∆E = −~ωL, (2.4)

where ωL = γnH0, coined as the Larmor angular frequency with which the independent

nuclear spins presses around the applied magnetic field. ωL is on the order of 10 MHz to

several hundred MHz. And it is corresponding to a Zeeman temperature on the order of

mK, which is smaller than room temperature (300 K) and Fermi Temperature (1000 K).

2.1.1 Rabi Oscillation

Consider a two-level system with two time independent eigenstates denoted in Dirac notation

as |0〉, |1〉 and corresponding energies E0 and E1, which is thermally isolated. Any state

on the Bloch sphere1 can generally be represented by a superposition state of the system

expressed as

|ψ(0)〉 = A0|0〉+ A1|1〉. (2.5)

Following the application of the time evolution unitary operator U(t), its evolution of the

superposition state can be expressed as

|ψ(t)〉 = A0|0〉+ A1 exp (
−i(E0 − E1)t

~
)|1〉. (2.6)

Therefore, at a given time, the probability of finding the system in the initial state |ψ(0)〉

is |〈ψ(0)|ψ(t)〉|2. Now if we take |ψ(0)〉 = |1〉 and turn on an oscillating transverse field

with frequency ω1 = γnH1 which engenders the time evolution, the probability of finding the

vector state in |1〉 is

P (|1〉) = 1− (
ω1

Ω
)2 sin2(

θ

2
), (2.7)

where θ = Ωt, Ω =
√

(ω − ωL)2 + ω2
1, ω is transmit frequency, ωL is the Larmor frequency.

This equation captures the essence of Rabi oscillations. At resonance ω = ωL, one gets the

1A geometrical representation that helps visualize any states of a two-level quantum system
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optimal amplitude of Rabi oscillation corresponding to optimal signal amplitude; addition-

ally, by applying θ = π pulse one can prepare |1〉 state from |0〉, whereas by applying θ = π
2

pulse one can prepare a state in the plane perpendicular to the z axis such as +x = |0〉+|1〉√
2

from |0〉, as shown in Fig. 2.1. In addition, the real and imaginary parts can be measured

by quadrature detection described in Sec. 3.1.

2.1.2 Establishment of Thermal Equilibrium

If a system containing an ensemble of spins is in contact with a heat reservoir in thermal

equilibrium, states with lower eigen-energies are preferentially occupied according to the

Boltzmann distribution [45]

P (m) = exp (− Em
kBT

), (2.8)

where P (m) is the occupancy of each states. Due to the contact with the thermal reser-

voir, the population difference for each level amounts to a net nuclear polarization 〈I〉 and

therefore a net magnetization of the spin system

Mz = Nγn〈I〉 = Nγn

∑+I
−I ~m exp (− Em

kBT
)∑+I

−I exp (− Em
kBT

)
∼ Nγ2n~2I(I + 1)H0

3kBT
= χnH0, (2.9)

where N is the number of spins in the system, χn is nuclear magnetic susceptibility [46]. Due

to the difference in mass between nuclei and electrons, the resultant difference in gyromagetic

ratio and magnetic moment between the two species is large. Consequently, the nuclear mag-

netic susceptibility is 106 weaker than its electronic counterpart. Nevertheless, the nuclear

magnetic response can still be probed spectroscopically with selective frequencies.

2.2 Relevant Interactions

Nuclear spins interact relatively weakly with their surroundings. Still, it suffices as a probe

of condensed matter systems in the following ways. On one hand, interactions can serve

as channels to probe the local surrounding environment of the selected nuclei, which are

manifested in line splitting in the NMR spectrum. On the other hand, they are the channels
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Figure 2.1: A large static field H0 applied along +z = |0〉 sets the initial condition of the

spin ensemble, corresponding to thermal equilibrium. If a H1(t) is along +y, a π/2 pulse

will render the magnetization point along +x = |0〉+|1〉√
2

, whereas a π pulse makes for the

magnetization along -z= |1〉. A π/2 and a π pulse correspond to saturation recovery and

inversion recovery techniques respectively to measure spin-lattice relaxation time. Left: the

result of a π/2 pulse. Right: the result of a π pulse. After the preparation pulses, the

polarization would recover to thermal equilibrium due to energy exchange with the thermal

bath contacted with the quantum system. There could be different motional degrees of

freedom in the bath that are responsible for accepting the released energy. In the case of

the polar rotors presented in the thesis, the energy from the quantum system is accepted by

rotational degree of freedom. It is the thermally random oscillating motion that oscillates

the local magnetic field, which in turn induces the energy release. Software: QuTiP
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through which energy is relaxed to the contacting thermal reservoir, with the associated spin

relaxation times.

2.2.1 Dipolar Interaction

Dipolar interaction, typically on the order of kHz, involves two nuclear spins exerting a

local field reciprocally, which is dependent on the magnitude of the vector separating the

two spins that scales with r−3, the angle between the vector and the static magnetic field

(defined as the +z direction), and the magnetic moment of the respective spins which are

directly proportional to their corresponding gyromagnetic ratio γ. In addition, since the

angular frequency with which the spin experiencing the local field is rotated scales with

γBloc (think of the case where transverse oscillating field rotates the net magnetization with

angular frequency γB1), the resultant strength of the dipolar interaction depends on both

γ’s of the two participating spins. The general Hamiltonian of the dipole-dipole interaction

can be expressed as2

Hdd =
1

2

N∑
i=1

N∑
j=1

[
µni · µnj

r3ij
− 3(µni · rij)(µnj · rij)

r5ij
]. (2.10)

The interaction among nuclear magnetic moments amounts to the homogeneous broadening

of the associated resonant peaks in NMR spectrum, which is typically on the order of a few

Gauss in a rigid crystal [47]. Actually it can lead to inhomogeneous broadening [48]. Finally,

inter-nuclear coupling promotes a uniform spin temperature, meaning that the nuclear spins

are in thermal equilibrium.

2.2.2 Hyperfine Interactions

2.2.2.1 On-Site Hyperfine Coupling

The interactions between nuclear spins and magnetic moment associated with electrons are

known as hyperfine interactions as a group [45, 47]. The dipole-dipole interaction between

2Thermal energy could create fluctuation in the distance between two spins and/or in angle dependence
embedded in the numerator.
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a nuclear spin I and an electron spin S can be expressed as

Hdnde = −µ0

4π

γnγe ~2

r3
[I · S − 3(I · r)(S · r)

r2
], (2.11)

where γn and γe are the gyromagnetic ratios of the nuclei and electron. When r goes to

zero, Eq.(2.11) diverges. Namely, electron probability ought to be zero at the nuclei for the

equation to be valid. In this regard, p, d, f shells electrons are plausible, but not so for

electrons in an s-state.

For s shell electrons, the associated interaction is coined contact interaction

Hc =
µ0

4π

8π

3
γnγe ~2[I · S δ(r)], (2.12)

where for a nucleus at r = 0, r indicates the site of nuclei. In metals, the hyperfine interaction

leads to the Knight shift K

K =
µ0

4π

8π

3
γnγe ~2

χp0
gµB~γn

, (2.13)

where χp0 is the Pauli susceptibility

χp0 =
1

2
(gµB)2ρ(EF ), (2.14)

and ρ(EF ) is the electron density of states at Fermi level. In addition, the value of K

depends on nucleus. For instance, hydrogen has very small couplings. A heavy nucleus like

an actinide could be much larger. Oxygen in SRO is of order 0.5% and less. The interaction

corresponding to the magnetic field originated from electron orbital angular momentum can

be expressed as

Horb = −µ0

4π
γnγe ~2

I · l
r3

, (2.15)

where l is associated the loop electron current induced by applied magnetic field. When

an external magnetic field is applied, occupied and unoccupied orbitals can mix, forming

a current loop orthogonal to the applied field, resulting in a local magnetic field at the

nuclear site. Hence, it is of anisotropic nature. In addition, the effect is on the order of

ppm, but can be much larger, particularly in transition metals where it commonly depends

on the crystal field effects on the d orbitals. On the other hand, in the case that the time
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fluctuation of hyperfine field is faster than the Larmor frequency, all the above electronic

hyperfine interactions are essentially an effective time averaged magnetic field Beff acting

on the nuclear spin3 [49]

Heff = −γn~ I ·Beff . (2.16)

2.2.2.2 Transferred Hyperfine Coupling

In additional to the on-site hyperfine coupling, the nuclei in question are also influenced

by electrons on its neighboring sites through the exchange interaction with intermediate

itinerant electrons

H = −J S · s δ(r), (2.17)

where J is the exchange coupling strength, S is the on-site nuclear spin, and s is itinerant

electron spin. Therefore, the total hyperfine coupling that includes both contributions is

denoted as

A(q) = A0 +
∑

Aie
iq·ri , (2.18)

where A0 represents total contribution of the on-site hyerfine coupling, and the second term

delineates the q dependent transferred hyperfine coupling, with Ai decaying strongly with

distance and it suffices to consider only the first-nearest-neighbor (NN).

The various local field contributions sum to influence the resulting spectrum; the pertur-

bations are summarized qualitatively as follows. Zeeman splitting is the dominating factor

in determining the resonance frequency. Hyperfine interaction shifts the resonant peak.

Quadrupole and dipolar couplings further split or broaden the peaks. The NMR spectrum

can be regarded as a map to understand the interactions felt by the target nucleus in its

immediate adjacent local environment.

In the rotor project, the most relevant interaction is the inter-nuclear dipolar interaction

that triggers spin-lattice interaction, whereas in the Sr2RuO4 work we are most interested

in the hyperfine interactions and the associated Knight shift K. In addition, while the

3Note that there is also a diamagnetic part to the chemical shift which is also a contributor to Beff .
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interaction that is fluctuating along z axis would lead to spin-spin relaxation (dephasing),

transverse fluctuations give rise to spin-lattice relaxation (energy exchanged with a thermal

reservoir).

2.3 Spin-Lattice Relaxation

In a pulsed NMR measurement, a static magnetic field is applied in the +z direction, and

a transverse RF π/2 pulse at the Larmor frequency is applied, rotating the net nuclear

magnetization toward the -y direction, which is then followed by energy relaxation back to

thermal equilibrium. While the excitation is triggered by a resonant RF pulse of the Larmor

frequency homogeneously experienced by all spins, the relaxations are initiated by fluctuat-

ing local fields that contain transverse components, which varies for individual spins. One

common source of fluctuating local fields is magnetic dipolar interaction with vibrational or

rotational degree of freedom. The local fields are varying vectors arbitrary both in direction

and amplitude, with randomness from thermal fluctuation of motions of nuclei participating

in the dipolar interaction. If the thermally agitated motions (eg. vibration and rotation) of

molecules amount to fluctuating local fields, the spins influenced by the fields would exchange

energy with the thermal reservoir and re-establish the equilibrium. The time evolution of

the z magnetization starting from the perturbed state back to the reference equilibrium

state is coined spin-lattice relaxation, with the term lattice meaning equivalently to thermal

reservoir.

2.3.1 Thermal Randomness

In most solids, only the vibrational phonon modes are relevant. The rotors system are special

in that rotational degree of freedom are purposely built in. The above two degrees of freedom

are the sources of thermal randomness that drive the corresponding fluctuating local fields.

While vibration quite often takes on the frequency range between 1011 and 1013 Hz, rotation

falls in the range from 107 to 109 Hz. As far as nuclear magnetic resonance is concerned,
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Figure 2.2: While a spin system is re-establishing thermal equilibrium, the total magnetiza-

tion is rotating back to |0〉, during which process energy is exchanged with the environment,

and the process is manifested as the dwindling in magnitude of the dephasing x-y com-

ponents. Left: pure dephasing without energy loss. Right: pure dephasing coupled with

energy loss. While dephasing can be refocused, energy loss to thermal bath is not reversible.

Spin-lattice relaxation can also be regarded as an information-loss process. Software: QuTiP
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Figure 2.3: Zeeman interaction first lifts spin degeneracy, followed by a transverse field of

Larmor frequency that creates population inversion making the quantum system to be in an

excited state. Due to fluctuating transverse local field at Larmor frequency serving as the

bridge to thermal reservoir, thermal equilibrium is re-established [7]. Note that if the local

field is deviated from Larmar frequency, less efficient will be the energy release. Thermal

reservoir, or equivalently the lattice, is a collective term that includes motional degrees

of freedom such as translation, rotation, and vibration. Thermal equilibrium governs the

detailed balance relationship Γ1↑/Γ1↓ = exp(−~ωL/kBT ) and the net polarization can be

approximated as tanh(~ωL/2kBT ) [8].
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the Larmor frequency overlaps with that of rotational degrees of freedom; as such, rotation

is the dominant source of relaxation.

In condensed matter, since there are various sources of interaction that inform an energy

barrier for reorientation, the resultant motion would take on a wiggling approach which is

regarded as diffusional reorientation. A timescale associated with the activated behavior is

the correlation time τc (second/rad), meaning the average time for all molecules to reorient by

1 radian. To initiate spin-lattice relaxation, the local fields must have transverse component

with Larmor frequency. In order to quantify the amount of molecules of certain rotational

frequency that in turn defines the frequency of their corresponding local fields, spectral

density J(w)4 enters the picture, which is directly linked to the frequency distribution of

density of rotational degrees of freedom that receive relaxed energy. Consider two spins

which assumed random5 motion with respect to one another, an auto-correlation function

decaying as

exp(− t

τc
), (2.19)

can be assumed to describe the extent of correlation with each other. The Fourier transform

of the auto-correlation function is spectral density, which takes on the form6 [7]

J(ω) = G(0)
2τc

1 + ω2τ 2c
, (2.20)

where τc is the correlation time, G(0) is the correlation function at t = 0. An essential

feature of J(ω) versus ω plot is that the area underneath the curve is contingent on strength

of local fields G(0) = |〈f |H ′ |i〉|2 and is irrespective of varying τc that could be diffusive. This

feature leads to an integral characteristic of J(ω) versus τc, in which J(ω) has its maximum

value when ωτc = 1. This behavior directly manifests in the spin-lattice relaxation rate. As

4A correlation function can be assumed to derive spectral density, for which the reader is invited to refer
to Appendix 6.2. It serves as a measure how fast the local interaction changes its magnitude and direction
till entropy dominates the story, predicated on the assumption that the time variation of motion is random.

5Compared to the randomness in the quantum world dictated by uncertainly principle, the randomness
here is classical where in principle one is able to determine a associated probability.

6Put in another way, time dependent interaction energy between the two spins can be isomorphically7

translated to frequency dependence of the interaction power, namely spectral density.
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shown in Fig. 6.1, when ωτc = 1, the amount of molecules reorienting at Larmor frequency

peaks, and as a result this is the condition where spin-lattice relaxation is most efficient.

2.3.2 Fermi’s Golden Rule

In general, energy can be released to the lattice through spontaneous and simulated relax-

ation. At radio frequencies, spontaneous emission is insignificant in that its probability is

proportional to f
1
3 , and stimulated emission is predominant [46]. As such, the rate is con-

tingent on the strength of the perturbing fields therefore the magnitude of matrix element

between initial and final states. It is dependent on the density of final state (degree of free-

dom) at Larmor frequency. 8. Fermi’s Golden Rule delineates the energy transfer probability

from initial state to final due to certain perturbing coupling, and can be expressed as

Γi→f =
2π

~
|〈f |H ′|i〉|2g(~ω), (2.21)

where Γi→f is the decay probability, H
′
is the fluctuating local field coupled to the xy plane9.

g(~ω) is the density of final state at certain frequency.

2.4 Spin-Spin Relaxation

Frequently referred to as transverse relaxation or transverse phase decoherence, spin-spin

relaxation is associated with phase memory of the system being scattered when like spins have

energy-preserving spin-flips with one another, typically due to dipolar interaction between

nuclear spins.

There are two contributions to spin-spin relaxation, the secular part and the non-secular

8If there are multiple coupling mechanisms at play, the corresponding relaxation rates can be added
directly. This is under the assumption that there is no correlation among the motional degrees of freedom;
otherwise, often a stretched- or non-exponential relaxation results

9The interaction Hamiltonian must have time-varying off-diagonal elements. In general, a Hamiltonian
containing no time dependent elements has time translation symmetry. And it means that the energy of the
system is conserved.
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Figure 2.4: The pure dephasing process. It amounts to the envelope of free-induction decay.

In addition, it is due to the longitudinal (along the quantization axis, z) fluctuation of

local field. The pure dephasing process can be re-phased or re-focused by a spin-echo pulse

sequence. Namely, no energy or information is lost to the thermal reservoir. Software:

QuTiP

part.10 The secular part derives from the fact the z components of fluctuating local fields

would modulate the original static field H0. As a result, the nuclear spins are generally sub-

jected to a distribution of effective static field, and there exhibit a distribution of precession

frequencies. Hence, over time the spins would become out of phase to one another. The time

scale of the secular part is often denoted as Tφ.

On the other hand, the non-secular part originates from the fact that while the transverse

component of local fields at Larmor frequency couple to the x or y component of the spins

and therefore reorient the net magnetization toward z direction, namely thermal equilibrium.

In this case, not only the z magnetization is changed but also the transverse magnetization

is altered. In essence, this is exactly spin-lattice relaxation [7].

Collectively, the overall contribution to spin-spin relaxation rate 1
T2

can be expresses as

1

T2
=

1

Tφ
+

1

2T1
, (2.22)

10Due to mutual spin flip, no energy relaxation is associated with the secular part, whereas non-secular
part do not have mutual spin flip there is corresponding to spin lattice relaxation and energy is released to
thermal reservoir.
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where the factor 2 comes from the two spatial degrees of freedom of xy plane. In comparing

the two contributions, the secular pure dephasing part can be caused by fluctuation modes

of broad bandwidth, the nonsecular spin-lattice relaxation part is subject to only fluctuating

modes of very narrow bandwidth since it is a resonant phenomena. While the former is

reversible, the latter is not. In the absence of inhomogeneous broadening11, 1/T2 is propor-

tional to linewidth. Based on the Redfield analysis [45], the secular linewidth is related to

correlation time τ by
1

Tφ
= γ2nH

2
z τ, (2.23)

τ = τ0 exp(
E

kBT
), (2.24)

where τ0 is attempt-to-escape correlation time and E is activation energy for random walk.

We can see the lower the correlation time which leads to slower dephasing, the narrower the

width. The phenomena is commonly referred to as motional narrowing. The relationship

applies in the regime 1
Tφ
≤ 1

τ
, where an activated jump happens before a spin dephases by

one radian. On the other hand, when 1
Tφ
≥ 1

τ
, the dephasing rate is faster than the activated

perturbation. Hence the dephasing becomes independent of τ and therefore temperature

independent. We can map the effects on linewidth of 1/Tφ and 1/T1 into the same plot as

shown in Fig. 2.5. The secular part of the transverse relaxation plays an integral role in

the resultant NMR spectrum linewidth. Predicated on the spatial variation of local fields

throughout the sample concerned, a spatial distribution in Larmor frequencies is expected.

In this regard, in the limit of very slow molecular motion Tφ ≤ τ , the local field experienced

by an individual spin can be regarded as bearing nearly no time dependent variation. As

a result, concerning all the spins, the spread in Larmor frequencies would be reflected as

a relatively broad line in NMR spectrum. Conversely, in the limit of fairly fast molecular

motion Tφ � τ , since an individual spin incessantly and expeditiously change from one

position to another, the local field experienced by an individual spin would be informed as

the time average of those at each position. As such, an average of Larmor frequencies results,

11Inhomogeneous broadening results from a spatial dependence of local fields in the material.
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which would be manifested as a comparatively narrow line in NMR spectrum.

If we consider two same-spin-1/2 nuclei bearing random motion, the dipolar interaction

between them can be expressed as Eq. 2.10, which can be further massaged by automorphi-

cally transforming to spherical coordinate and in the quantum language with a associated

Hamiltonian as

Hdd =
~2γn1γn2

r3
(A+B + C +D + E + F ), (2.25)

where aside from angle dependence, the five terms have the following properties: A ∼ (I1zI2z)

corresponds to the diagonal terms without any spin flip, B ∼ (I+1 I
−
2 + I+1 I

−
2 ) is off-diagonal

that corresponds to mutual spin flip, off-diagonal C,D correspond to only single spin flip

associated with energy transfer ∼ ω, off-diagonal E,F correspond to two spin flipping in the

same fashion associated with energy transfer ∼ 2ω. As a result, C,D,E, F amount to the

spin-lattice relaxation rate that can be expressed in the form of

1

T1
=

3

2
γ4~2I(I + 1)[J (1)(ω) + J (2)(2ω)], (2.26)

where J (1)(ω) = (1/6)J (0)(ω), J (2)(ω) = (2/3)J (0)(ω), J (0)(ω) = (8/5r6)[τc/(1 + ω2τ 2c )],

which correspond to one, two, and zero spin flips [45, 46]. The engendering of Eq. 2.26

is equivalent to the derivation originally by Bloembergen, Purcell, and Pound using time

dependent perturbation [50], and so it is coined BPP relaxation, which will be utilized to

understand our rotors that are polarized by spin-1/2 19F nucleus.

2.5 Pulse Sequences and Measurements

2.5.1 Free Induction Decay

By applying a π/2 pulse (on the order of a few µs), the spins ensemble is rotated to the xy

plane and start to precess about the quantization axis (z) and dephase, which leads to free

induction decay (FID). The dephasing is due to spin-spin relaxation and/or inhomogeneous

environment. The associated time scale is T2. The FID in the time domain can be Fourier

transformed into the frequency space leading to our NMR spectrum.
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Figure 2.5: Schematics of temperature dependent linewidth, contributed by dephasing and

T1 processes. Red: the temperature dependence of Tφ is the reason for motional narrow-

ing (increasing temperature) or linewidth broadening (decreasing temperature). At higher

temperature where Tφ > τc, the longitudinal fluctuation is thermally-controlled because the

underlying dynamic is faster than the dephasing. By pinpointing the crossover point, we

are able to determine the correlation time of the system’s major dynamic. Blue: the T1

contribution. When the underlying dynamic frequency is equal to measurement frequency,

the most efficient spin lattice relaxation results. Incidentally, the same spirit can also be

found in the Debye model of relaxation, where a loss tangent peak occurs when ωτ = 1

is met. We will see in the rotor project that the above-mentioned are utilised together to

understand the dynamics of the system, with the help from DFT calculation.
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Practically, inhomogeneity in external magnetic field would contribute to dephasing too.

Another practical point is that a pulse width is corresponding to a certain transmission

bandwidth, indicating the range of frequencies that can be excited. The correspondence can

be taken as ∆ω = 0.5 × (pulsewidth)−1. For instance, The effective bandwidth for a 3 µs

π/2 pulse is around 165 kHz, which may not be sufficient to cover the spectrum in the case

of extreme inhomogeneous broadening.

2.5.2 Spin Echo

The time scale T2 varies considerably in solids. In the case of short T2, artificial effect such as

inhomogeneous magnetic field to be shorter than the recovery time of spectrometer after the

pulse (often times the digitizer is the limiting factor), it becomes impossible to observe the

expected FID when everything else is well prepared. One ingenious approach to overcome

this issue is the spin echo proposed by Erwin Hahn in 1950. The pulse sequence is first

applying a π/2 pulse, followed by the application of a π pulse after a waiting time τ that is

shorter than T2. The function of the π pulse is to rotate the spin ensemble by 180 degree.

In effect, the π pulse refocuses the dephased spins, leading to a refocused signal after the π

pulse by another time span τ .

In practice, the FID has larger signal than spin echo, but its signal would suffer from

ringing down of different origins such as power amplifier and/or mechanical ringing of the

tank circuit in the NMR probe. Although the spin echo has smaller signal, it an be applied

in combination with phase cycling and circumvent artifacts 12. However, the spin echo

bandwidth is reduced relative to the FID measurement since you have a π pulse.

2.5.3 T1 Measurement

One of the common approaches to obtain the spin relaxation time is saturation-recovery,

where the nuclear spins are tipped by a π/2 pulse comb, consisting of a sequence of knock-

12Such as ringing down and other artifacts from the electronics right after the first pulse. In addition, you
are able to clearly pinpoint where the signal is supposed to appear by designating the waiting time τ .
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down-and-decoherence process, corresponding to a rotation angle of θ and a reduction factor

cosθ for the z component for one cycle. Repeating the cycles renders z component close

to zero. Subsequently, the comb is followed by an adjustable recovery time τ and signal

acquiring pulse (either FID or spin echo mentioned in the preceding subsection). The ac-

quired Fast-Fourier-Transform spectra of different τ would therefore amount to a saturation

recovery curve, which will be simulated as a single exponential function of the for

Mz = M0(1− exp(−
τ

T1
)), (2.27)

assuming there is only one dominant spin-relaxation process. M0 is the magnetization in the

thermal equilibrium state corresponding to full recovery.

Another approach for T1 measurement is inversion recovery where we replace the sat-

uration pulse(s) with a inversion pulse. Namely, we rotate the spins by 180 degrees to

the -z, and then allow for recovery toward thermal equilibrium, followed by an observation

pulse sequence (FID/spin echo). An advantage of inversion-recovery is that it has a factor

two greater magnetization recovery as compared to saturation -recovery, with the resultant

improvement in signal-to-noise-ratio.

2.5.4 T2 Measurement

Predicated on the discussion of spin echo, the refocused signal would appear τ after the sec-

ond pulse. The time-dependent decay in the case of a motionally narrowed line is Lorentzian

I(2τ) = I(0)exp(−2τ

T2
), (2.28)

which we can use to extract the T2 value.
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CHAPTER 3

Experiment Setup

3.1 NMR Elements

The hardware of NMR experiments is inclusive of the following major components: a magnet

that ideally supplies a homogeneous static field, a probe that accommodates the tank circuit,

which is used to transfer energy to target nuclei at Larmor frequency. The measurement

electronics can be divided according to transmitter and receiver functions. The structure of

the entire setup can be found in Fig. 3.1.

Magnet The superconducting magnet is ubiquitous to NMR experiments. It is made

up of a superconducting coil with persistent current, providing a stable magnetic field. The

coil remains in the superconducting state by situating in a liquid 4He bath at 4K. In our

experiments, the superconducting magnet can cover the field range of 0− 12 Tesla.

Probe The NMR probe is essentially a holder accommodating related components such

as transmission lines, loaded by tank circuit and antenna, thermometers and heaters related

to temperature control. The tank circuit is the lumped element resonance circuit, which

couples the RF field to the spin system (sample). In particular, the tank circuit is tuned to

the Larmor frequency with adequate matching for energy transfer. The coil is placed with

its axis (the direction of applied transverse oscillating H1) orthogonal to the static magnetic

field H0. When a static magnetic field H0 is applied along the z axis and the alternating

field H1 in the x-y plane, the coupling between the spin concerned s = ~
2
σ = ~

2
(σx, σy, σz)
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and the magnetic fields can be expressed by the following operator

Ĥ = σzH0 + σxH1 =

 H0 H1e
−iωt

H1e
−iωt −H0

 , H0 >> H1, (3.1)

σx =

0 1

1 0

 σy =

0 −i

i 0

 σz =

1 0

0 −1

 .

The off-diagonal terms would induce transitions between eigenstates1.

Transmitter It is devised such that a proper pulse sequence can be sent to the tank

circuit. To fulfill the purpose, a function generator outputs a continuous wave, which will

be shaped to pulse sequence with designated time scales and duty cycle. The pulse output

is amplified to high power levels (up to the order of 100 watts) for proper H1 field strength.

Ideally, the output power transmitted to the tank circuit is such that the condition Eq. 3.2

is met with tπ/2 is of order 1 us2.

γnH1tπ
2

=
π

2
, (3.2)

where γn is the gyromagnetic ratio of the target nuclei, H1 is the transverse oscillating field

delivered through the sample coil to prepare the sample in excited state.

Receiver The tank circuit coil serves to detect the precessing magnetization3 via an

inductive coupling. This is transmitted to the receiver electronics via the transmission line

and low-noise pre-amplifier.In particular, to hinder larger reflected power from getting to

spectrometer and possibly cause any potential damage, there is a double diode in parallel

with the low noise pre-amplifier. The double diode is shorted to ground, and only allows high

voltage pulse to pass. As a result, instead of proceeding to receiver, the high power pulse

will be reflected back from the double diode, along λ/4 coaxial cable again and eventually

be in phase with the pulse being delivered to the sample.

1predicated on time-dependent perturbation theory

2The tipping process is part of Rabi oscillation as described in Eq. 2.7.

3small RF field signal on the order of µV radiated from the sample
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Entering the receiver, the signal is mixed down in quadrature prior to digitization. If a

single free induction decay signal with Larmor frequency A cos(ωLt) is mixed with a receiver

mixing frequency B cos(ωrmt), the output of the mixer will be

(A cos(ωLt)) (B cos(ωrrt)) =
1

2
AB [ cos(ωL + ωrr)t+ cos(ωL − ωrr)t ], (3.3)

where A is associated with a decay function, and B is constant. The resultant high frequency

part will be filtered out by a subsequent low pass filter. The remaining low frequency part

(surrounding zero frequency) bears the spectrum ranging on the order of kHz dictated by

the strength of interaction between the target nuclei and its immediate surrounding. Our

sampling rate t−1dwell is on the order of 2 MHz.

In order to distinguish between positive and negative frequencies, the norm is to imple-

ment quadrature detection. Quadrature detection utilizes two mixers, with local oscillator

(reference) inputs set to have relative 90 degree phase shift. After separately passing through

a low-pass filter, the two signal outputs serve as x and y components respectively. As an

example, Eq. 3.3 represents the x whereas Eq. 3.4 represents the y

(A cos(ωLt)) (B sin(ωrrt)) =
1

2
AB [ sin(ωL + ωrr)t− sin(ωL − ωrr)t ]. (3.4)

The x and y serve as the real and imaginary parts in the time domain after digitization4.

The hardware configuration of the quadrature detection is shown in Fig. 3.1.

3.2 Measurement Protocol

The power and signal flow of the measurement is illustrated in Fig. 3.1. On the transmission

side, a function synthesizer outputs continuous wave (CW) form of interest frequency, which

will then be sent to spectrometer. In the transmitter side of the spectrometer, the CW is

re-shaped to a designated pulse sequence, which is designed using a software script and then

sent to the spectrometer by the computer through TTL box which fires high/low dc voltage

4Predicated on the x and y components, one can justify the existence of the peaks that are of the same
amplitude and shape and symmetric to ωrr, without being an artifact.
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as triggers. The pulse sequence is then tuned to target power by using power amplifier and

attenuators5. The purpose of the first double diode is to ensure unidirectional pathway of the

transmission, blocking low amplitude reflections. Afterward, the directional coupler strips

off 1% of the reflected power from the tank circuit for detection and circuit analysis purposes

by the oscilloscope. By looking at the reflected power, one is able to gauge the situation of

power absorption, quality factor of the resonant tank circuit (by looking at the number of

oscillation at the decaying tail), and possible arching inside the measurement probe (observe

whether there is real-time sparkling features). The tank circuit is a LC circuit resonator

with tuning and matching elements. Our configuration is a tuning capacitor in series with

sample coil and a parallel match inductance. Tuning is to move the resonance to the right

frequency, while matching is to optimize the resonance. Notice that since the impedance of

the tank circuit is contingent on temperature, one needs to take the temperature dependence

into account before cooling down to low temperature.

On the receiver side, a quarter wavelength (λ/4) component is installed according to

the transmit frequency, such that the portion of transmitted wave going through and being

reflected by a second double diode would be in phase with the portion that goes directly

to the sample. The second double diode is in parallel with the pre-amplifier to let all high

power wave go through, without entering the pre-amplifier route which would damage the

subsequent spectrometer.6 Low noise pre-amplifer is in place since the signal coming out of

the sample is relatively weak. Normally there are attenuators upstream the pre-amplifier

due to the fact that the receiver side of spectrometer has a upper limit of power intake. After

getting back to the spectrometer, the sample signal is split into two, which are respectively

mixed with receiver reference CW waves that are 90 degree phase shifted. Ultimately, the

two portions serve as the real part and imaginary part of the signal in time space, for the

purpose of consistency check.

5Typical input power on the order of 20 - 100 W

6In addition, since this second double diode is shorted to ground, the high voltage wave reflected from
the ground and reached back at the beginning of the quarter-wave-cable has been a phase difference of ei2π,
π due to reflection and another π due to going through quarter-wave-cable for two times, and therefore it is
in constructive interference with the input power to the sample.
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3.3 Tuning Scheme

A tank circuit is constituted by impedance elements including inductance and capacitance

to form a resonant load that is 50 ohm matched to the carrier frequency. Contingent on the

needs of experiments, one can adopt either a bottom-tuning or a top-tuning scenario. In the

case of bottom-tuning, the tuning capacitance and matching inductance are in the vicinity of

sample coil. An advantage of bottom-tuning is that it would keep the loss in the tank circuit

to a minimum. Typically, the quality factor, and resulting signal/noise ratio, are greater

for bottom-tuned circuits. Consequently, it is the ideal option when one needs to tackle the

challenge of small signals due to low gyromagnetic ratio, low concentration of nuclei probed,

or low static magnetic field. On the other hand, in top-tuning configurations, the tuning

capacitance and matching inductance are situated out of the cryostat, which provides more

tunability during the experiment, but it also necessitates a long co-axial cable that serves

as part of the tank circuit amounting to additional resistive loss. In addition, one might be

at risk of having destructive interference between the forward and reflected wave, or being

misled by the resonant mode of in the added co-axial cable. Note that the phase shift of the

reflected wave along the transmission line = 2 × 2π × L/λ. Destructive interference occurs

when the top tuning cable length is odd multiples of λ/4. The schematics of bottom tuning

and top tuning is illustrated in Fig. 3.2.
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Figure 3.2: The schematics of bottom tuning versus top tuning setups. Ct is tuning capaci-

tance, Lm is matching inductance, Ls is sample coil inductance, and La is the adjusting coil

for better matching condition. For bottom-tuning, ω(Ls +La) = 50Ω, Lm = (Ls +La)/
√
Q,

Q =
√

(Ls + La)/Ct; for top-tuning, the additional coaxial cable is part of your tank circuit,

so the longer the cable the more energy loss one would encounter. Q =
√

(Ls + La)/Ct/RL,

where R is the resistance per unit cable length. In addition, predicated on the carrier fre-

quency, if λ/2 >> L, one could circumvent the risk of destructive interference or being

misled by cable resonant mode. For sample coil, Qs = ω0τ , where τ = Ls/Rs ∼ n2/n, and n

is number of turns.
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CHAPTER 4

Crystalline Polarized Rotors

4.1 Introduction

Crystalline arrays of molecular rotors present unique opportunities to explore emergent phe-

nomena [14]. As an example, it is expected that 1D, 2D and 3D arrays of molecular rotors

bearing interacting electric dipoles will spontaneously order, where the broken symmetry

depends on the relation between the rotational axis orientation and the underlying lattice

symmetry [51], in a manner analogous to that displayed by the arrays of macroscopic com-

passes depicted in Fig. 4.1 [6, 52]. For instance, 1D-dipole chains have a preferred ferroelectric

alignment along the direction of the translation axis. Whereas, dipole orientation confined

to a plane orthogonal to the translation axis leads to antiferroelectric ordering. Since the lat-

ter case constitutes a broken continuous symmetry, it is associated with a Goldstone mode:

any orientation in the transverse plane is equally favorable. Similarly, the ground states

of the ideal 2D and 3D arrays in Fig. 1 can adopt spontaneous ferroelectric or antiferro-

electric order, and with one or more orientations that preserve the symmetry and energy of

the assembly, enabling a range of applications associated with low energy long-wavelength

excitations [53–55], or associated with the coupling to external fields [13, 56, 57], including

electro-optic properties analogous to those of liquid crystals.

Classical order as depicted in Fig. 4.1 is generally expected when the thermal energy

RT scale is of order the strength of the nearest-neighbor dipole-dipole interaction strength,

Edd. However, a state with considerable glassiness will result unless Edd & Ea, with Ea the

variation in rotational potential associated with a dipole-lattice interaction and qualitatively

illustrated in Fig. 4.2a. From these three factors, the experimental challenge is the design of
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Figure 4.1: Broken symmetry states of classical rotary dipoles on lattices of different dimen-

sionalities and symmetries, which can serve as the guidance that informs the expectation of

possible emerging long-range order.

Figure 4.2: a Ideal conditions required for spontaneous dipolar order and correlated dipo-

lar rotation, which are represented by two dipoles in a chain. b Line structure of the

metal organic framework MOF Zn2(F2-BODCA)2(dabco-H12) with polar 2,2-difloro-bicy-

clo-[2.2.2]octane-1,4-dicarboxylate rotators.
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crystals with relatively low rotational barriers, which practically means that Ea is compa-

rable to or ideally somewhat less than RT , with T corresponding to ambient temperature.

If one specifically considers an ordering temperature of order 298 K or greater, one would

need Ea . 0.592 kcal/mol, which implies rotational barriers on the same order of magnitude

as the energy difference of a soft vibrational mode (e.g., 207 cm−1 in this example). Fortu-

nately, the solution to this challenge has been addressed systematically by us [17, 23, 58] and

others [59–65], and a promising solution was recently found by taking advantage of metal

organic frameworks (MOF) using a high symmetry bicyclo[2.2.2]octane rotator (Zn2(F2-

BODCA)2(dabco-H12)) [66], which was shown to have a barrier of only 0.2 kcal/mol (70

cm−1). For this work, we selected the polar paddle wheel MOF Zn2(F2-BODCA)2(dabco-

H12), consisting of layers of 2,2-difluoro-bicyclo[2.2.2.]octane-1,4-dicarboxylate (F2-BODCA)

rotators coordinated to dimeric zink(II) nodes with orthogonal 1,4-diazabicyclo[2.2.2.]octane

(dabco) pillars that separate the layers. As described below, low-frequency dielectric and

NMR spectroscopy measurements confirmed that the corresponding electric dipoles interact

with the underlying lattice and with each other. At high temperature, the polar rotators are

thermally disordered, and the dielectric response is Curie-Weiss-like, albeit with deviations

close to Tc. A peak in the real part of the dielectric constant ε′, observed at T '100 K, is

interpreted as evidence for a phase transition to an antiferroelectric state. The Curie-Weiss

behavior is expected provided that the rotational potential is too large. This relationship

is supported by Density Functional Theory calculations, which also provided the input for

model Monte Carlo simulations performed on a square 2D rotary lattice.

4.2 Experimental

4.2.1 Dielectric Measurement

The dielectric measurements were carried out on a powder sample using a 3-terminal capaci-

tance setup configured for audio frequencies at 300 Hz, 1 kHz, and 10 kHz, for temperatures

covering the range T =20-270 K. Capacitance C and loss tangent tan δ vs. temperature
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Figure 4.3: a Structure solution for the single crystal diffraction data of (F2BODCA)-MOF at

T=100 K, with a view near to the c-axis showing the positional and rotational disorder of the

F2BODCA rotors. b The M06-2X/6311+G(d,p) optimized structure of (F2BODCA)-MOF.

The rotation angle is between O-C1-C2 plane and C1-C2-C3 plane, whereas the twisting

angle is between F-C1-C2 plane and C1-C2-H plane, respectively. The carboxylate groups

(O-C-O) are coplanar and aligned along either the ac or bc crystal plane. [Figure courtesy

of Ieva Liepuoniute]
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are shown in Fig. 4.4, measured on a powder sample. The capacitance exhibits a cusp at

T ' 100 K, with a weak decrease on further lowering temperature. This is followed by a

sharp decrease below 35 − 45K. A frequency-dependence is associated with the sharp de-

crease (and which is notably absent at higher temperatures). There is an accompanying loss

peak in tan δ, which is also strongly frequency-dependent. Thus, the anomaly at T =100 K

is interpreted as evidence for a phase transition, whereas the falloff in capacitance at lower

temperatures is interpreted as a dynamical crossover.

Our goal is to extract some quantitative information from the dielectric response of the

powder, which can then inform as to the rotator dynamics. From the crystal structure

and ligand constraints, an anisotropic response is expected. With that caveat, we assume

random grain orientation, and consider the angular average. Since the loss is relatively small

at higher temperature (T > 100K), we take the capacitance as related to the plate geometry

according to the elementary formula

Cp =
Kpε0A

d
, (4.1)

where ε0 is the permittivity of vacuum, Kp is the effective dielectric response of the powder,

and A, d are area cross-section and distance between the plates, respectively. The packing

density of the grains is less than 100%; our estimate, based on geometry and mass consider-

ations is ∼ 65− 70%. To account for the incomplete volume fraction α, we apply Böttcher’s

formula [67]
Kp − 1

3Kp

=
α(Ks − 1)

Ks + 2Kp

, (4.2)

where Ks is the response for the sample. In isolating the response associated with the dipolar

rotator degrees of freedom (χr) from what is expected to be a temperature- and frequency-

independent background (χb), we rewrite the total as the sum of two distinct contributions,

Ks = 1 + χr + χb. The rotator response χr is considered to follow a Curie-Weiss form at

high temperature,

χr =
np2

2kBε0(T + Θ)
, (4.3)

with n the number of rotator per unit volume in the crystalline structure, Θ the Curie

temperature, kB Boltzmann constant, ε0 vacuum permittivity, and p is the effective electric
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dipole moment of the rotator. The factor 2 in the denominator is a geometric factor asso-

ciated with the single-axis rotation. Following the subtraction of an inferred background,

χr = Ks − (1 + χb), with (1 + χb) ' 4.4, 1/χr vs. T is shown in the inset of Fig. 4.4a.

Taking the high-temperature portion to be linear and using α = 0.7, p=2.2 Debye is ob-

tained. There is an approximate agreement with the calculated result, 1.8 Debye, previously

obtained from the AM1 method using Spartan software [16], and is close to that derived from

hybrid functional M06-2X/6-311+G(d,p) quantum mechanical method using Gaussian [68].

The characteristic temperature, as shown in the inset of Fig. 4.4a, is Θ = +150 K.

As a means for parameterizing the frequency-dependent dielectric drop, Debye-like re-

laxation is assumed. Therefore, the real part K ′ and loss tanδ are expressed as

K ′ = 1 + χb +
χr(0)

1 + (ωτ)2
, (4.4)

tanδ =
χr(0)ωτ

[1 + χb + χr(0)] + (1 + χb)(ωτ)2
, (4.5)

where χb is the background susceptibility, and 1 +χb ' 4.4 and χr(0)=1.6 correspond to the

real-part high and low frequency extrapolations, respectively, and ω is the angular frequency

of the applied electric field. We find that the characteristic relaxation time τ follows a simple

thermally activated behavior as:

τ = τ0 exp(
∆

kBT
), (4.6)

where ∆ is an activation barrier for rotation. Loss peaks are determined by the condition

ωτ = 1; where this condition is met is depicted in Fig. 4.9, with measurement frequency

serving as an implicit parameter. The three lines are the expected variation for an activated

relaxation process; the bold (green) line corresponds to τ0 = 3.4× 10−10s, ∆=1.2 kcal/mol.

As described below, complementary experimental information on rotator dynamics from 19F

NMR are consistent with a common relaxation process.
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Figure 4.4: (a) Capacitance vs. temperature T , at reference frequencies f=300 Hz, 1 kHz,

10 kHz. Inset: Curie-Weiss analysis is consistent with overall antiferroelectric coupling, with

an inferred background 1 + χb ' 4.4, Θ= +150 K (b) tanδ vs. T , measured at the same

frequencies as the capacitance measurement. The most prominent feature is a substantial loss

peak, which, for each frequency measured, is observed to occur at the crossover temperature

in the real capacitance. The behavior is indicative of a dynamical freeze-out, which is

understood in the framework of Debye-like relaxation.
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4.2.1.1 Consideration of the Dynamic

To understand the frequency dependent feature surrounding 30 K - 50 K, Debye relaxation

is assumed [69–71]. The extracted activated gap aligns reasonably well with the the results

from DFT calculation, NMR spin relaxation time, and NMR linewidth, informing a self-

consistent explanation that indicates the underlying dynamic to be a combination of twisting

and rotation simultaneously. The results of loss tangents utilizing the simple Debye model

are shown in Fig. 4.5, capturing the essence of the behavior observed experimentally.

To delve deeper into the understanding of the dynamics, a distribution in the activation

energy is considered aiming to account for the observed difference in loss peak height at dif-

ferent measurement frequencies. Here we assume a normal distribution in activation energy,

with the mean Ea = 600 K taken from the correlation time indicated by Debye analysis and

DFT calculation; standard deviations ranging up to σ = 120 K were attempted. An example

of the effect of this additional distribution in activated gap is shown in Fig. 4.6. In addition,

as shown in Fig. 4.8, we observe how the FWHM of the loss peak evolves as a function of

the standard deviation of the distribution in activated gap.

In summary, the Debye analysis together with the results from DFT calculation and NMR

measurements form a self-consistent description indicating the dynamic being a combination

of twisting and rotation. Furthermore, the incorporation of a distribution in activated gap

can account for up to 22 % difference in loss peak height whereas the FWHM of the loss

peaks are close to those observed experimentally.

4.2.2 NMR Measurement

The temperature dependence over the range T = 35−120K of the 19F spectral Full Width at

Half Maximum (FWHM), (19δν) in Fig. 4.10 reveals that the broadening occurs in two steps

upon cooling. The measurements were carried out at a field strength of B0 = 2.72 T and

carrier frequency 109.83 MHz. At temperatures T & 105 K, the observed FWHM is ∼ 13

kHz. As the temperature is reduced below 105 K, the FWHM is observed to increase before
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Figure 4.5: Upper: simulated real part of dielectric constant based on Debye relaxation. The

absolute value of real dielectric constant is input from the experimental data, corrected by

taking into account the empty space in the materials. Lower: simulated loss tangent based

on Debye relaxation
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Figure 4.6: Simulated tanδ as a function of temperature. Attempts are made to account for

the observed difference in tanδ peak height (Fig. 4.4) by including an additional distribution

of activation energy of dynamics. This example figure demonstrates the modified Debye-re-

laxation resulting from including an additional normal distribution of activation energy for

dynamics with average = 600 K and standard deviation = 120 K. The frequency dependent

behavior qualitatively explains the observed in Fig. 4.4. The simulation result indicates that

an inhomogeneity in activation energy can lead to the frequency dependency.
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Figure 4.7: Simulated percentage difference in loss peak height comparing the case of 300

Hz and 10 kHz, as a function of standard deviation of the assumed normal distribution in

activation energy incorporated into the simple Debye model. The distribution can account

for up to a roughly 22 % difference.
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Figure 4.8: Simulated FWHM of the tanδ peak as a function of the standard deviation of the

assumed distribution in activation energy that is incorporated into a simple Debye model,

at the three measurement frequencies: 300 Hz, 1 kHz, 10 kHz.
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Figure 4.9: Comparison of the time scales from DFT calculations, NMR linewidth and

spin-relaxation rate, and dielectric measurements. The solid black positively sloped line

is based on DFT twisting motion (0.8 kcal/mole potential depth). The bold green line is

plotted with the activation energy for the DFT twist multiplied by a factor of 1.5.
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Figure 4.10: Temperature dependence of NMR linewidth FWHM 19δν(T ). Increases are

observed in two independent temperature ranges, T . 100 K, and T . 40 K, which are

attributed to phase transition and freezing of the rotators respectively. Line broadening is

expected to occur at a crossover where time scale of the dynamics is of the order of δν. The

inset is the 19F NMR spin-lattice relaxation time as a function of temperature at the same

magnetic field.

leveling off below about 90 K. Another onset of line broadening sets in on cooling below

approximately T=40 K, below which 19δν = 27.50 kHz. We associate the two increases in

linewidth with the phase transition, and the dynamical crossover. In the second case, the

broadening is expected as the characteristic time scale slows down to be of order of the

observed linewidth. Thus, the solid green circle in Fig. 4.9 corresponds to 19δν = 27.50

kHz, and T = 40 K. Additional dynamical information was gleaned from a peak in the

spin-lattice relaxation rate, modeled using the standard Bloembergen-Pound-Purcell (BPP)

analysis. The associated characteristic relaxation time is also included in Fig. 4.9.

4.2.2.1 NMR Measurement Details

The NMR spectrometer and the probe were built at UCLA, and a commercial superconduct-

ing magnet were set at magnetic field strengths H0 = 2.7217 Tesla, with corresponding 19F
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Figure 4.11: A representative example of a 19F spin lattice relaxation experiment recorded at

44.25 K on the Zn2(F2BODCA)2(dabco-H12) sample, at 109.030 MHz utilizing a solid echo

pulse sequence. The recovery times (tau) for the measurements were 250 ms, 400 ms, 600

ms, 1 s, 1.6 s, 2.5 s, 4 s, 6 s, 10 s, 16 s, 25 s, and 40 s. The integrated data were simulated as

a single exponential recovery curve and the derived spin lattice relaxation time is 2.1931 s.

frequency 109.030 MHz. The powder sample was sealed in a tube with ultra-high Helium

gas. An LC tank circuit was prepared in order for proper impedance matching and reso-

nance conditions, where the sample being measured was placed in the inductor coil made of

copper. 19F T1 experiments were executed by employing saturation recovery and solid-echo

sequence. The nuclear spins were saturated by a pulse comb (4 ∗ π/2) followed by an ad-

justable recovery time τ and signal acquiring pulse. The acquired Fast-Fourier-Transform

spectra of different τ would therefore amount to a saturation recovery curve, which was

then well simulated as a single exponential function. Pulse lengths were calibrated at differ-

ent temperatures as necessary. A representative recovery curve is shown in Fig. 4.11, and

representative fully-recovered 19F spectrum in Fig. 4.12.
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4.3 Simulation

4.3.1 Density Functional Theory Calculations

In order to identify the energy barrier corresponding to the activated relaxation, and oth-

erwise to guide the analysis of the rotor interactions and dynamics, we carried out Den-

sity Functional Theory (DFT) [68] calculations of (F2BODCA)-MOF motion. The calcu-

lated barriers for independent enantiomeric twisting and rotation are 0.8 kcal/mol and 2.0

kcal/mol, respectively, with uncertainty in the range of 0.2 to 0.4 kcal/mole [66]. The barrier

for the coupled rotation-twist is calculated to be 1.4 kcal/mol. For the un-substituted BCO

rotator [66], the two-fold symmetry of the stationary carboxylate groups and the three-fold

symmetry of the rotator combine to give a six-fold symmetric rotator. The functionalized

BODCA system breaks the symmetry and its associated coupled motion yields a potential

with a point of interconversion between the two two-fold wells associated for each D+
3 and

D−3 conformer. The lowest energy trajectory connects the two minima diagonal to each

other and explores the D+
3 , D3h, and D−3 structures as shown in Fig. 4.14a. While the two

fold rotational potential accounts for the two orientations that determine the dynamics of

order-disorder transition, dipole oscillations above and below the ab-plane enabled by the

twisting process are proposed to account for the dielectric behavior and Debye freezing in

the ordered phase. The temperature dependence of this process (0.8 kcal/mol) is indicated

in Fig. 4.9 by the thin black line, with a slope that is reasonably close to the experimental

one indicated by the green line.

4.3.1.1 DFT Calculation Details

Our calculations were executed on an isolated molecule containing the F2BCO group linked to

assumed lithium atoms to avoid repulsive interactions between the carboxylate ions and the

electronegative fluorine atoms. To mimic the crystal lattice environment, the two carboxy-

late groups were constrained to be co-planar, namely in the ac plane or bc plane as indicated

in Figs. 4.2,4.13. The calculations were carried out using the M06-2X/6–311+G(d,p) hybrid
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functional method [72]. Starting from the optimized structure, potential energy surface cal-

culations were performed by scanning rotational and enantiomeric twisting dihedral angles,

as illustrated in Fig. 4.3. The rotational angle was defined as the one between the plane of the

carboxylate groups (O-C1-C2) and plane constructed by (C1-C2-C3), whereas the twisting

angle was between (C1-C2-H) and (C2-C1-F) planes. Twisting reduces the D3h symmetry

to D3 symmetry and overall, the oscillations explore the twisted D+
3 and D−3 structures as

indicated in Fig. 4.13. The energy minima are found to be in the twisted conformation

(D+
3 or D−3 ) with fluorine atoms positioned away from the plane of the carboxylate groups,

namely pointing in the ab plane.

Frequency calculations for the ground state structure yielded one imaginary frequency

corresponding to the partial rotation of one of the carboxylate groups. This imaginary

frequency arises due to the in-plane constraint. As expected, the transition state (TS)

conformation was found with one imaginary frequency. The structure has a close approach

to an oxygen of a carboxylate and the fluorine ions of F2BCO. The imaginary frequency

corresponds to the twisting and rotation of F2BCO, and the transition state involves the

coupled motion of the system.

4.3.2 Monte Carlo Simulations

The consequences on the paraelectric-antiferroelectric phase transition of a similar, or greater

energy scale for the rotor-lattice rotational potential, when compared to the near-neighbor

electric dipole interactions, were explored using a classical Monte Carlo simulation. For sim-

plicity, our model assumed uniform, point dipole moments arranged in a lattice of alternating

a/b rotation axes and we take into account the contribution of nearest-neighbor (NN), and

NN plus next-nearest-neighbor (NNN) electric dipole-dipole interactions. The rotational

potential energy associated with rotor-lattice interaction was varied as well. see Fig. 4.18.

The dipole moment for a single rotator was taken to be 1.8 Debye in the simulation. The

MOF structure constrains the dipole polarization vector to rotations about the ligand bond-

ing axis. If near-neighbor dipole-dipole interactions dominate, then the simulated ground
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Figure 4.13: DFT energy scan of enantiomeric twisting as calculated using

M06-2X/6-311+G(d,p) quantum mechanical method. The twist angle ranges from -20o to

+20o, which would modulate the orientation and magnitude of the component of the dipole

moment along the c-axis. The calculated potential energy barrier is 0.8 kcal/mol with a

twisting attempt-to-escape frequency of 65.80 cm−1 (1.97× 1012s−1). These values indicate

a twisting frequency of c.a. 10 kHz at 20 K, which is reasonably close to the temperature

regime where the dielectric freeze-out behavior occurs. It is worthwhile to note that the 0.8

kcal/mol corresponds well to the activated behavior as simulated with the combined data

of dielectric Debye-like freezeout and NMR linewidth shown in Fig. 4.9. [Figure courtesy of

Ieva Liepuoniute.]
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Figure 4.14: a DFT lattice potential energy landscape. The x- and y-axes indicate the

rotational and enantiomeric twisting angles. b Cuts of the above DFT energy landscape

at twist angles ca. + 20o(red), - 20o (black), and 0o(blue) of the F2BCO. The rotational

angle ranges from -180o to 180o, and the calculated independent rotational energy barrier is

∼2.0 kcal/mol for -20o and +20o twist. The ground state conformation has fluorine atoms

pointing away from the carboxylate oxygens. In particular, it is worthwhile to note that

the coupling of the twisting and rotational degrees of freedom amounts to ∼1.4 kcal/mole

lattice potential, which is lower than that of independent rotation. [Figure courtesy of Ieva

Liepuoniute]
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Figure 4.15: The simulated ground state of the spatial electric dipole configuration below the

100 K phase transition. The electric dipole moments all lie in the ab plane with alternating

directions. If we decompose the dipole moments into two orthogonal components, they

respectively form antiferroelectric configurations. The interaction under consideration is

the electric dipole-dipole coupling among the first nearest neighbors and the second nearest

neighbors. Each electric dipole moment is considered as 1.8 Debye.

state exhibits an ordered phase with dipole moments all lying in the ab plane, such that the

underlying universality class is Ising. The ground state is shown in Fig. 4.18.

The sublattice polarization is shown as a function of temperature for various lattice po-

tential amplitudes in Fig. 4.16. The general trend is a modestly increasing ordering temper-

ature for the reduced thermally activated rotations resulting from increased lattice potential

amplitudes. The overall normalization for the temperature corresponds to

kBT0 =
p2

4πε0 〈d3〉
, (4.7)

where kB is Boltzmann constant, p is the rotor ligand dipole moment, ε0 is vacuum permit-

tivity, and d is the NN separation. For the range of strengths of relative lattice potential

studied, quenched disorder does not significantly diminish the observed degree of ordering.
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Figure 4.16: Temperature dependence of polarization of a sublattice given by Monte Carlo

simulation, where the form of lattice potential input was assumed to be sinusoidal with

2-fold symmetry. Dipolar interaction and lattice potential with varied values as normalized

to nearest-neighbor dipole-dipole interaction are taken into account.

4.3.2.1 Monte Carlo Simulation Details

Monte Carlo simulation was implemented using the Metropolis-Hastings algorithm [73, 74].

Of specific interest is the ground state, and the affect of applicable lattice potential ampli-

tudes on the transition temperature Tc. For the range studied, Tc increased weakly, which is

understood to be a consequence of the reduced fluctuations imposed by the increasing lattice

potential. In the case of extremely large potentials, we presume that in the classical analysis

carried out here, quenched disorder is expected to suppress the long range order.

Within a plane, the rotor sites are modeled as electric dipoles of fixed amplitude p and

a single rotation axis. The integers i, j label the sites according to the arrangement shown

in Fig. 4.17. The unit vector û = (ux, uy, uz) defines a rotation axis; rotation by θ about û

is defined by standard matrices [75]

Ru(θ) =


cosθ + u2x(1− cosθ) uxuy(1− cosθ)− uzsinθ uxuz(1− cosθ) + uysinθ

uyux(1− cosθ) + uzsinθ cosθ + u2y(1− cosθ) uyuz(1− cosθ)− uxsinθ

uzux(1− cosθ)− uysinθ uzuy(1− cosθ) + uxsinθ cosθ + u2z(1− cosθ)

 .
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Figure 4.17: Depicted is the in-plane site labelling i, j used in the simulation. The red- and

blue-coded are the nearest neighbors (NN) and the next-nearest-neighbors (NNN) of the

dipole pij respectively.

Note that a-axis rotations correspond to û = (1, 0, 0), such that

Ra(θ) =


1 0 0

0 cosθ −sinθ

0 sinθ cosθ.

 .
The rotors were initially confined to a strictly 2D square lattice. However the effect of

interplanar coupling was also investigated. The initial state is chosen randomly. Monte

Carlo steps follow the Metropolis-Hastings algorithm [73, 74], while assuming the system is

in contact with a thermal bath at temperature T . The total interaction energy (between

point dipole moments) is evaluated as

H =
∑
− p2

4πε0r3
(3(pij · r̂)(pij,neighbor · r̂)− pij · pij,neighbor) + Ulattice, (4.8)

with r the distance between interacting dipoles and Ulattice = γ sin θ. Both NN (r=1.07

nm/
√

2)and NNN (1.07 nm) dipole-dipole interactions were investigated with no change

in ground state and little change in transition temperature. The dipole-lattice potential

Ulattice = γsinθ was taken from the DFT results: γ= 2 kcal/mole and lowest-order 2-fold

rotational symmetry favoring in-plane orientation of the dipole moment. The moment am-

plitude p = 1.8 Debye was set to that given by the AM1 method using Spartan software [16].
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Figure 4.18: Illustrated is the simulated ground state. For the range γ > 0 studied here, Tc

increases weakly whereas the ground state is unaffected.

Fig. 4.18 shows the ground state of spatial dipole configuration within the ab plane,

where the moments all lie in the ab plane on 4 (interlocked) sublattices with polarizations

Pk as defined in Eq. 4.9. The staggered polarization[76] for the entire lattice is taken as the

order parameter, expressed here as P =
∑3

k=0 e
iπ
2
kPk.

Pk = p|
∑

sublattice

p̂i,j|, (4.9)

normalized to the number of lattice sites and measurements taken. The results for P are

shown in Fig. 4.19, which includes results for the strictly 2D case and both NN, NNN

interactions (orange points). This is contrasted to a calculation corresponding to a bilayer

and NN interlayer interactions. Since the interlayer interaction is not frustrated, a small

increase in transition temperature is generically expected by including it. Here, no change

is resolved, but this could be attributed to the small lattice size employed. Furthermore,

as demonstrated in Fig.4.20, the planes of the ground state of this 3D case alternates in an

anti-parallel fashion.

Finite size effects were also investigated [73]. Issues in this regard include the following. It

will be more challenging to equilibrate a system with smaller lattice size due to its being away
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Figure 4.19: Sublattice polarization as a function of temperature contrasting the result for

a monolayer (16 x 16 x 1, γ = 0) to that for a trilayer (16 x 16 x 3). Within the plane, NN

and NNN interactions are included; out-of-plane includes NN coupling. The normalization

is kBT0 = p2

4πε0r3
, P0 is the sublattice polarization of ground sate configuration.
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Figure 4.20: The ground state of the 8×8×4 lattice. The 4 ab planes are stacked sequentially

from upper left, upper right, lower left, to lower right. In addition to the 2 antiferroelectric

patterns within the ab planes, it can be seen that the ab planes alternate in an anti-parallel

fashion.
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Figure 4.21: Finite size effect of the Monte Carlo simulation. The results indicate that the

phase transition is reasonably defined for the calculation lattice sizes, which are sufficiently

large.
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from thermal equilibrium limit. Hence, the system is more susceptible to thermal fluctuation,

which requires a larger number of averages to tackle uncorrelated noise. Fortunately in our

case, with lattice size larger than 16 × 16 × 1, this issue of noisy result can be reasonably

suppressed, allowing for a decent designation of phase transition as can be seen in Fig. 4.21.

Because, strictly speaking, the phase transition only occurs in the thermodynamic limit, less

distinct is the corresponding phase transition of finite lattice size is expected and the size

dependent polarization can be described by finite size scaling. For the 2D Ising ferromagnet,

the finite size scaling of the order parameter, M(T ) ∼ (Tc − T )β → L−β/µ where µ is

crtical component relevant to the temperature dependent correlation length [73]. In our

case, the lattice dimension of 16 × 16 × 1 reasonably converges with that of 32 × 32 × 1,

indicating the finite size effect in this respect is insignificant when lattice size is larger than

16× 16× 1. Below the second order phase transition temperature, finite sized lattice would

encounter spontaneous-spin-flip of the entire lattice with probability inversely proportional to

lattice size, and therefore, spatially, there coexist regimes that correspond to order parameter

with phase difference eiπ, which would lead to cancellation of the resultant polarization [73,

77]. Solutions to this issue include taking root mean square order parameter [77] or taking

absolute order parameter [73] before normalizing to the entire number of lattice sites. Here we

adopt the latter approach. Although the solution would lead to finite polarization above the

phase transition, it is considered inconsequential in terms of pinpointing the phase transition

temperature. In addition, the polarization of the cases of 16× 16× 1 and 32× 32× 1 being

sufficiently close to zero would indicate this trade-off can be reasonably be reasonably set

aside.

4.4 Summary

Crystalline molecular rotors are a promising system for collective molecular machines since

its correlated motion of the rotating molecules plays a pivotal role in realizing controllable

machines responsive to external stimuli. The functionalized material system studied here,

Zn2(F2-BODCA)2(dabco-H12) molecular rotors, was fabricated and characterized by powder
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X-ray diffraction, revealing its tetragonal lattice with alternating layers of polar rotors on the

a-b plane and nonpolar rotors with axis parallel to c direction. Variable-temperature dielec-

tric measurements unveiled two features, one corresponding to a phase transition at Tc = 100

K, and a second is associated with a dynamical crossover occurring at lower temperatures.

The frequency dependency of this feature can be understood in the framework of the Debye

relaxation model, with the additional consideration of a distribution in dynamic activation

energy to account for the frequency dependent loss tangent maximum. The observed tran-

sition temperature corresponds well to the expected nearest neighbor dipole-dipole coupling

strength. Monte Carlo simulations including nearest neighbor and next nearest neighbor

couplings reveal an antiferroelectric ordering, also in the appropriate temperature range.

DFT calculation provided the conceptual framework in relation to the observed dynam-

ical crossover. Namely, the lattice potential stiffness is controlled by a thermally activated

internal twisting of the rotors. As the twisting is frozen out, the effective rotational motion

is suppressed, with the affect of suppressing the dielectric response.

The results of our study indicate that the rotational potential energy barrier is sufficiently

small that the dipole-dipole interaction drives an antiferroelectric phase transition. Our

work suggests that fluorine-grafted crystalline molecular rotors bearing correlated behaviors

is an auspicious material platform to be utilized as a responsive machine component on the

nanoscale in the foreseeable future.

While we are improving our understanding of the overall physics of the material Zn2(F2-

BODCA)2(dabco-H12), the detailed structural and dipole ordering have not yet been cor-

roborated by further evidence. In this regard, prudent investigation of the structure of

the material as a function of temperature would be conducive. Predicated on the sound

structural data, theoretical simulation taking into account the coupling of intraplane neigh-

boring dipolar rotors and the inter-plane coupling has assisted in explaining the ordering as

a consequence of the competition between dipolar energy and thermal energy.

For many years, scientists have been working toward realizing functional nanoscale ma-

chines. The significance was highlighted by the awarding of the 2016 Nobel Prize in Chem-
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istry. Molecular rotors serve as a relatively unexplored platform. For dipolar molecular

rotors, there are several tunable parameters, such as the arrangement of the framework

(crystal structure), the free space available, the extent of correlated motion between the

rotating molecules and its surrounding framework, the symmetry, size, and spatial config-

uration of the rotating dipolar molecules, the distance between adjacent rotating dipolar

molecules, and the strength of the individual permanent electric dipole moments.
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CHAPTER 5

Correlated Electronic System

5.1 Introduction

The focus of our research is to observe oxygen-17 NMR Knight shift1 as a function of tem-

perature on cooling through the superconducting critical temperature Tc, in the presence of

variable strain. The uniaxial strain is achieved by utilizing a piezoelectrically driven actuator

[3]. Fig. 5.2 shows the setup of the strain cell with the sample and NMR coil mounted on

top. Oxygen-17 NMR is sensitive to the spin polarization Ms. If the system is a s-wave

(singlet) superconductor, the shift K → 0 in the limit of low temperature (T/Tc → 0) and

magnetic field strength (B0/Bc2 → 0). Here, T is the temperature in Kelvin, B0 is the static

magnetic field and Bc2 is the upper critical field. On the other hand, the expectation for the

widely considered Eu state, as listed in Table 5.1, is that the shift remains constant from

normal-state to superconducting state. Summarizing, the results indicate that when cooling

down below critical temperature, the Knight shift decreases for all strains applied, inclusive

of zero strain, in disagreement with previous reports [5]. We thereby implemented a series

of tests to understand the discrepancy, which we believe is due to heating effect caused by

NMR pulses.

The crystal structure of Sr2RuO4 is shown in Fig. 5.3 and is identical to that of copper

oxides, La2CuO4. The O(2) sites are in the apical positions, symmetrically above and below

the Ru site. In this work, the static magnetic field B0 is applied parallel to b direction

because out-of-plane field components suppress Bc2, which would render the window to

1The general expression for Knight shift is: Ks = Aχ where A is the hyperfine coupling constant and χ
is spin susceptibility.
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Figure 5.1: Possible order parameters for the superconducting state of Sr2RuO4. χb0 is the

ground state susceptibilities with B0 parallel to b axis. χN is the spin susceptibility of the

normal state. Spin orbit coupling effect is neglected here.

Figure 5.2: The strain cell (Razorbill 120) with the mounted sample. The strain cell and

sample are oriented such that uniaxial strain is along a direction and static magnetic field is

along b direction. The NMR Cu coil is winded around the sample portion that is not glued,

which is roughly 0.9 mm long and is the part to be strained.
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Figure 5.3: The crystal structure of Sr2RuO4. Uniaxial stress is applied along the a direction,

and static magnetic field is along the b direction. Knight shifts are measured for the in-plane

O(1) and O(1’) sites.

observe superconductivity smaller. Uniaxial strain εaa is applied along the a direction. The

states at EF are derived from hybridization of Ru t2g and O π orbitals, as shown in Fig. 5.5.

Restricting the field strength to small values minimizes field-induced quasi-particles

(which can overwhelm the response of the superconducting state), the applied static mag-

netic field needs to be much smaller than upper critical field to avoid quasi-particle spin

polarization. On the other hand, the NMR signal strength increases in larger magnetic

fields2. The optimal situation is to maximize upper critical field. As shown in Fig. 5.4, the

upper critical field reaches the maximum value of 4.3 Tesla and so does critical temperature.

2Nuclear spin polarization prefers large field leading to large population inversion.

71



Figure 5.4: Upper critical field and transition temperature as a function of uniaxial strain

along a axis. At T = 20 mK, we determine the upper critical field by implementing a.c.

susceptibility measurements as a function of uniaxial compressive strain εaa. The trend of

Bc2 corresponds well to that of transition temperature Tc [4]. The inset is strain gradient

δaa, which increases with higher compressive strain.
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Figure 5.5: a. Ru dxy-orbital and O p-orbital hybridizing on the RuO2 plane corresponding

to the Y point in b. O(1) and O(1’) are the sites where Knight shifts are measured. b.

The configuration of band structure at Fermi level. Compression along a direction (εaa < 0)

forces the γ band distorted toward the Y point on the Brillouin zone boundary, leading

to van Hove singularity in the density of state on the Fermi surface when γ band touches

boundary.

5.2 Experimental

5.2.1 Crystal Structure

The crystal structure of the material is shown in Fig. 5.3. Oxygen ions are at the corners

and Ru ions at the center of each octahedron. Fig. 5.5a shows the hybridization of Ru and

O orbitals that dictate the characteristics of γ band at Y point3 at Brillouin zone boundary.

The oxygen ions in the ab plane were originally equivalent, but with the application of static

magnetic field B0 in the b direction they become distinguished and are labelled O(1) and

O(1’) sites respectively with distinct Knight shifts. Applying the uniaxial strain εaa in the

a direction forces the Y point at Fermi level of γ band toward Brillouin zone boundary

amounting to a peak in density of state at Fermi level, coined van Hove singularity [43].

3Y is the location where the Fermi surface of the γ band passes through the BZ boundary, leading to a
Fermi surface reconstruction that is called a Lifshitz transition. The effect is a consequence of the compressive
uniaxial strain, which distorts the Fermi surface.
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5.2.2 Materials Processing

The floating-zone method [32] is utilized to prepare the high quality single crystal Sr2RuO4.

Samples were cut and polished along the a,b,c axis with dimension on the order of 3×0.3×0.15

mm3, with 3 mm defined as the a axis. The as-prepared material is annealed in 50% oxygen-

17 enriched oxygen atmosphere at 1323 K for two weeks. The oxygen-17 enrichment does

not change critical temperature [43].

5.2.3 Stain Cell Setup

Uniaxial stress was applied by expanding and contracting the piezoelectric stacks on the

Razorbill strain device. The sample was clamped and glued between two plates on each side

with black Stycast 2850 (Loctite). The portion that is strained uniaxially has the length

of 0.9 mm. Compression or extension of the sample along the a axis is measured by an

accompanying parallel plate capacitor. The middle (unglued) part of the sample is winded

with 25-µm Cu wire of roughly 23 turns. As shown in Fig. 5.2, εaa is parallel to a axis and

B0 is parallel to b axis.

5.2.4 NMR Measurements

Spin echo was utilized for the NMR measurements, with the strain εaa parallel to a axis

and the applied static magnetic field B0 parallel to b axis. Two samples, S1 and S2, were

investigated. For S1, it was compressed to a critical point with critical temperature = 3.5

K4. The carrier frequency = 11.54 MHz and static field = 1.9980 Tesla. Temperature was

varied in the neighborhood that covers the critical point. For S2, two sets of measurements

were carried out. For two temperatures of 20 mK and 4.3 K, strain was varied from zero

to -0.58%, with carrier frequency fixed as 6.7 MHz and static field at 1.1573 Tesla. With

carrier frequency fixed at 4.137 MHz and static field at 0.7107 Tesla, temperature was kept

4When the uniaxial stress is applied, essentially the Fermi energy is tuned. Fermi surface reconstruction
occurs at a Lifshitz transition.
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at 20 mK, measurements were carried out as a function of strains. For S2, all measurements

were aided by a dilution refrigerator (Oxford Kelvinox). The strain cell, tank circuit, and

the sample were all immersed in the mixing chamber. The strength of the static field is

determined by the 3He spectrum at the applied carrier frequency. Temperature calibration

is based on T1 measurement of 63Cu of the coil with the tabulated relationship T1T = 1.27

s K.

5.3 Knight Shift as a Proxy

Fig. 5.6 is the oxygen-17 NMR spectra taken at various temperatures and at van Hove

singularity with B0 =1.9980 Tesla. One can see the evident Knight shift change as a function

of decreasing temperature crossing critical point. Due to small orbital shifts, when the Knight

shift is zero, the frequencies are primarily affected by quadrupolar effects [43].

Due to the presence of field-induced quasi-particles, the spin polarization may increase

nonlinearly with field strength. Thus, in the superconducting state, we write the shift as

K ∝ Ms

B0

, (5.1)

and the Knight shift for the normal state has the characteristics K1b < 0, K1′b > 0. The

changes in Knight shift when temperature is lowered below Tc in Fig. 5.6b indicate a decrease

of Ms by 20–30%, which is qualitatively different than the results previously reported [5].

It should be noted that the Knight shifts remain finite in the case that B0 6= 0 and in the

limit T → 0. As stated above, the source for the response can be predominantly that of

field-induced quasi-particles. Due to the new result, obtained under strained conditions, we

were motivated to follow the magnetic response on lowering the strain. On doing so, we

found a similar reduction of K under unstrained conditions. The observations were properly

obtained only after investigating the role of heating by the RF pulses. We concluded that

the standard measurements warmed the sample to temperatures greater than the critical

temperature Tc(B0). That is, the recorded NMR transients were improperly measurements

of the normal state spectrum.
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Figure 5.6: With compressive strain εaa at roughly 0.7%, the Knight shift as a function of

temperature is recorded. a. The NMR experiments were carried out with the static magnetic

field B0 = 1.9980 Tesla and the carrier frequency f0 = 11.54 MHz. The solid vertical lines

correspond to normal state positions, whereas the dashed lines represent zero Knight shift

positions. b. Evident reduction in the associated Knight shifts is observed below Tc(B0) =

2.6 K. In the lower inset, δρT denotes the change of the reflection coefficient, indicating the

transition between normal state and superconducting state. The reduction is corresponding

to drop in spin polarization Ms in the superconducting state. In the upper inset, Knight

shift as a function of pulse energy presents a similar decrease of Ms below Tc for εaa = 0 (see

Fig. 5.7 for details).

76



5.4 Contingency on Pulse Energy

With the static field magnetic field B0 = 0.7107 Tesla (similar to the 0.65 Tesla in [5]), and

mixing chamber temperature T=20 mK, we mapped out the oxygen-17 spectra as a function

of pulse energy. B0/Bc2 ' 0.55, and strain εaa = 0. As shown in Fig. 5.7, the three main

peaks are the central transitions of O(1), O(2) and O(1′), from low to high frequency. The

top spectrum of Fig. 5.7a is taken at T = 1.8 K using a spin echo sequence, and serves as

the normal state reference. The other spectra were recorded at T = 20 mK, using a single

pulse with varied pulse length corresponding to different transmitted energies. The Knight

shift as a function of transmitted energy is shown in Fig. 5.7b.

To better understand the possible heating effect resulting from applied pulses, time-

resolved measurements of the reflected power from the tank circuit were implemented. An

excitation pulse is applied, followed by the application of lower-power continuous wave. The

time-dependent reflected wave of the CW was detected in quadrature, and time-synchronous

with the initial excitation pulse. The sample is unstrained in this case. The reflected power

is tracked as a function of time, which should be contingent on the response of the sample

to input pulse. The measurement is equivalent to an a.c. susceptibility and is related to

radio-frequency shielding. As shown in Fig. 5.8, for pulse energy larger than 9.4 µJ , the

recovery to a steady state is a two-step process, which we interpret as an indication of an

initial warming to the normal state, followed by a slower process involving vortex dynamics.

5.5 Summary

In summary, the main finding of our work is that for all uniaxial strain applied, including

the zero strain case, the Knight shift, and therefore the spin polarization5 is reduced in the

superconducting state, relative to that of the normal state. The result does not support any

odd-parity order parameter with an out-of-plane d and provides constraints on the orders

5A reduced spin polarization leads to a reduced Knight shift, not reciprocally.
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Figure 5.7: Without uniaxial strain applied, 17O NMR spectra of Sr2RuO4 is recorded as

a function of pulse energy. a. Free induction decay measurements were implemented as a

function of pulse length d1, which is set to be smaller than dπ/2. π/2 corresponds to 7.5

µJ in energy. Measurements were implemented at nominal base temperature 20 mK, static

magnetic field B0 = 0.7107 Tesla and f0 = 4.137 MHz. In the left figure, solid vertical

lines represent normal state position while the dashed lines indicate the position without

any Knight shift. b. NMR Knigt shift as a function of applied pulse energy, which can be

translated to tip angle β . Inset is the change of Knight shift as referenced to that of normal

state, which indicates comparable trend for the three oxygen sites.
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Figure 5.8: At εaa = 0, and with the superconducting state as the initial condition, a pulse

with varied energies is applied at time τ = 0, which is immediately followed by a low-power

time-resolved continuous wave (CW) measurement of the phase-sensitive NMR power re-

flected from the tank circuit (a radiofrequency equivalent to a complex a.c. susceptibility

measurement). Both the in-phase and quadrature parts of δρT are strongly impacted at the

beginning of CW reflection measurement, particularly for larger pulse energies. No similar

transient effect is observed when the sample is initially in the normal state.
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parameters that are still otherwise viable for Sr2RuO4. For other possibilities, listed in

Table 5.1, one revealing signature is the magnitude of the change in Knight shift.

To further narrow down possible order parameters, a challenge is ascertaining the quasi-

particle contribution in nonzero fields, which prevents us from discriminating between odd-

parity order parameters (A1,2u, B1,2u as listed in Table 5.1) and even-parity states. Neverthe-

less, the measurements carried out at the critical strain are inconsistent with all odd-parity

states, which is at odds with A1,2u, B1,2u and in contradiction to all triplet cases. At zero

strain, the results are less constraining because the field strength was greater in comparison

to Bc2. A solution to this difficulty is a larger sample volume, and higher 17O concentration.

In the case where A1u and B1u may have identical critical temperatures, possible scenario

is the formation of domains featuring either A1u or B1u with domain walls linked with time-

reversal-symmetry-breaking. Domain formation should be manifested as a splitting or change

in line shape since NMR is a probe sensitive to local environment. Nonetheless, no related

signature is found in our result. For even-parity in-plane order parameters, dx2−y2 and dxy

can not have identical critical temperature due to the crystal field being tetragonal. As

such, the remaining possible order parameter with time-reversal-symmetry breaking would

be dxz ± idyz, corresponding to ψchiral in Table 5.1.

80



CHAPTER 6

Appendices

6.1 Synthesis of Crystalline Rotors

2,2-Difluorobicyclo[2.2.2]octane-1,4-dicarboxylic acid (F2-BODCA) was prepared by deox-

ofluorination of the diethyl 2-oxobicyclo[2.2.2]octane-1,4-dicarboxylate diester. The reaction

of F2-BODCA with dabco and Zn(NO3)2 · 6H2O in dry dimethylformadide (DMF) at 120oC

afforded the pillared MOF Zn2(F2-BODCA)2(dabco). The as-synthesized material was ac-

tivated at 200oC for 2.5 h. Single crystals of Zn2(F2-BODCA)2(dabco) were obtained after

activation, and the diffraction study was made at 100 K. The crystal structure of Zn2(F2-

BODCA)2(dabco) was solved in the tetragonal space group P -4 with a weighted R-factor

of 0.1114 (Fig. 4.3a). The structure consists of a 2D-squared grid formed by dicarboxylate

ligands and zinc paddle wheel clusters ([Zn2(F2-BODCA)2]), which coordinate to dabco in

the orthogonal direction to complete the 3D structure. Additionally, the structure shows

that both the dabco pillar and F2-BODCA rotator are disordered. As the three-fold sym-

metric dabco spacers sit in a crystallographic center of symmetry, they occupy, on average,

two positions related by a 60◦ rotation with equal probability. The F2-BODCA rotator is

positionally disordered with both sides of the structure occupied by the terminal F-atoms,

also with equal probability. Although F2-BODCA is in a general position, rotational disor-

der is manifested in the diffraction study by the distribution of the F atom electron density

attached to several of the disordered carbon sites across the periphery of the F2-BODCA

cage.

Cross polarization and magic angle spinning (CP-MAS) 13C NMR experiments confirmed

the general features of the structure with a number of signals consistent with the time-average
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symmetry of the ligands, including two carboxylates and one carbon signal at low field that

displays scalar coupling with the bound fluorine atoms for the rotator. The activated ma-

terial is thermally stable from room temperature to 300oC, as demonstrated by thermal

gravimetric analysis (TGA). The phase identity of the activated powder samples was con-

firmed by powder X-ray diffraction. The permanent porosity of Zn2(F2- BODCA)2(dabco)

was characterized by N2 sorption at T=77 K, which followed a type I isotherm with a BET

surface of 996 m2 g−1. [Courtesy of Professor Miguel Garcia-Garibay’s group]

6.2 Correlation Time

The correlation function G(t, τ) is devised to delineate the random rotor motion in the

sample concerned. It is defined as:

G(t, τ) =
1

N

N∑
i=1

Bloc,i(t) ·Bloc,i(t+ τ), (6.1)

where Bloc,i(t) is the local field experienced by spin i at a certain time t, and N is the total

number of spins. If the molecule is spherical, then the correlation function takes on the form

of

G(τ) = G(0) exp (− τ
τc

), (6.2)

where τc is the parameter that determines the speed of exponential decay.

J(ω,τ) is the Fourier transform of G(t,τ) and corresponds to the spectral density func-

tion.Spectral density takes on the following form [7]

J(ω) = G(0)
2τc

1 + ω2τ 2c
, (6.3)

where G(0) is contingent on strength of mean square local fields B2
loc. An essential feature of

J(ω) versus ω plot is that the area underneath the curve is constant because the number of

rotating molecules are the same, irrespective of varying τc. This feature leads to an integral

characteristic of J(ω0) versus τc, in which J(ω0) has its maximum value when ωτc = 1. It

is worth mentioning that the characteristic of J(ω0) directly determines that of spin-lattice
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Figure 6.1: Spectral density J(ω0) versus temperature. When ωτc = 1, the amount of

molecules reorienting at Larmor frequency peaks, and as a result this is the condition where

longitudinal relaxation, which is dependent on J(ω0), is most efficient. Aside from the con-

dition of ωτc = 1, there are two limiting scenarios. On one end, ωτc << 1 (high temperature

regime) is the fast limit, where τc is fairly short; on the other end, ωτc >> 1 (low temperature

regime) is the slow limit, where τc is fairly long.

relaxation rate. As shown in Fig. 6.1, when ωτc = 1, the amount of molecules reorienting at

Larmor frequency peaks, and as a result this is the condition where spin-lattice relaxation

is most efficient.

6.3 Debye Relaxation

In the presence of an external alternating electric field, Debye relaxation is commonly as-

sumed to describe electric polarization with a single relaxation time, if the system is described

as an ensemble of independent paraelectric dipoles with thermally randomized orientations.

The model can be derived from a rotational diffusive framework, where the motion of the

fluctuating permanent dipoles is driven by stochastic thermal energy, while hindered by an

on-site lattice potential. The time dependent characteristic of the polarization of a system
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follows the form of a first order differential equation [69, 70, 78]

dp(t)

dt
= −1

τ
p(t), (6.4)

τ = τ0 exp(
∆

kBT
), (6.5)

where τ is the characteristic relaxation time taken to follow a simple thermally activated

behavior, with ∆ the associated activation barrier for motion. The complex response function

can be derived from the above characteristic. The complex response function that results

are real part K ′ and loss tangent tanδ given as

K ′ = 1 + χb +
χr(0)

1 + (ωτ)2
, (6.6)

tan δ =
χr(0)(ωτ)

[1 + χr(0) + χb] + (1 + χb)(ωτ)2
, (6.7)

where ω is the angular frequency of the applied alternating electric field. 1 + χb and χr(0)

correspond to the real-part high (ωτ < 1) and low frequency (ωτ > 1) extrapolations,

respectively. 1 + χb is assocaited with vacuum permitivity and the background contribution

from the material; whereas, χr(0) is corresponding to the response when the underlying

dynamics is faster than measurement frequency. Loss peaks are expected when the condition

ωτ = 1 is met.

The dielectric measurements were carried out with a capacitance bridge method, config-

ured for 3-terminal measurements. The measurements were made at three audio frequencies,

300 Hz, 1 kHz, and 10 kHz on a powder sample. The home-made capacitor setup was ther-

mally anchored to a cold finger on a closed cycle cryostat, for measurements covering the

range 20 - 270 K.
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6.3.0.1 Alternative Debye Analysis for the Rotor Dynamics

The principle of dielectric measurement applies only to system with permanent dipoles. The

real part ε
′

and the imaginary part ε
′′

of the dielectric constant can be expressed as

ε
′
= ε∞ +

εs − ε∞
1 + ω2τ 2

, (6.8)

ε
′′

=
εs − ε∞
1 + ω2τ 2

, (6.9)

where ε∞ is the permittivity in the high frequency limit, εs, the static permittivity, is the

zero frequency dielectric permittivity. τ is the correlation time of the molecules. Technically,

for a perfect capacitor with crystalline molecular rotors as the dielectric material, the motion

of the rotating molecules would be the exclusive contribution to the dielectric loss, which is

modelled as

tan(δ) =
CR
C0

ωτ

1 + ω2τ 2
, (6.10)

where ω is the measurement angular frequency. C0 is comprised of capacitance resulting from

electrode capacitance and the framework part of the crystalline molecular rotors, which

is normally on the order of 1 pF . In an ideal case of parallel plate capacitor with cross

sectional area L2 and a gap L where the material of crystalline dipolar molecular motors is

homogeneously filled, CR is given by

CR =
εR + 2

3

Np20
3kBTL2

(cosh (
S

2kBT
))−2. (6.11)

The above two equations along with Arrhenius equation can be exploited to simulate (or

predict) the location ωτ = 1 where a loss peak would occur, which is governed by both

temperature and probing frequency. The magnitude of the loss peak is contingent on the

strength of each dipole moment p0 and total quantity of rotating molecules in the sample

measured. Treating the rotors in the dilute limit amounts to a local field correction ε+2
3

.

The local field correction factor ε+2
3

[70] is on the order of unity so would not significantly

affect the resultant simulated dielectric loss. The (cosh ( S
2kBT

))−2 factor takes into account,

due to decrease in temperature, firstly the decrease in signal and secondly the increase in the
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population of rotors in a preferential direction [69–71, 79]. Namely, the hyperbolic cosine

factor serves to suppress the dielectric loss signal as the decrease in temperature leads to

the population of dipole moments evidently prefer potential wells of certain directions, due

to correlation effects (in our case antiferroelectric) amid the dipoles. S is the asymmetrical

energy scale that accounts for the preference. This alternative way of approaching the Debye

dynamic crossover could qualitatively account for the difference in loss peak height.
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