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Multicarrier DS-CDMA System Under Fast Rician
Fading and Partial-Time Partial-Band Jamming

Kanke Wu , Pamela C. Cosman , Fellow, IEEE, and Laurence B. Milstein, Fellow, IEEE

Abstract— The impact of joint partial-time, partial-band
jamming on a multicarrier (MC) asynchronous direct-sequence
code-division multiple access (DS-CDMA) system in a fast fading
environment is studied in conjunction with two different sub-
carrier combining and decoding schemes. An easy-to-evaluate
upper bound using the Chernoff bound is provided and com-
pared to simulation results. Simulation results suggest that for
soft-decision decoding systems, under Rayleigh fading, full-time,
full-band jamming is most effective. In contrast to the Rayleigh
case, when a sufficiently strong line-of-sight component exists
in the channel, the jammer’s optimal strategy of attacking in
time or frequency depends on the strength and the type of error
correction that the system is deploying for that dimension. For
hard-decision decoding systems, in Rayleigh fading, partial-band
jamming is recommended. For the coding strategies examined,
in Rician fading, the jammer should switch from full-time,
partial-band jamming to a strategy that jams a higher percentage
of the more heavily protected dimension as the jamming power
increases. Furthermore, for AWGN channels, the results from
the system show that the jammer should always jam a higher
percentage of the more heavily protected dimension.

Index Terms— Code division multiaccess, multipath channels,
rician channels, jamming.

I. INTRODUCTION

D IFFERENT realizations of multitone direct-sequence
code-division multiple access (DS-CDMA) and mul-

ticarrier (MC) DS-CDMA systems have been proposed
and their performances have been analyzed in many
publications [1]–[8]. It is well-known that DS-CDMA sys-
tems are vulnerable to partial-time jamming [9], [10], and
in [11], [12] it can be seen that, depending on the design,
multicarrier systems can be vulnerable to partial-band jam-
ming. In this paper, we focus on the performance of the MC-
DS-CDMA system described in [1] under joint partial-time,
partial-band jamming.

The performance of DS-CDMA systems undergoing a
jamming attack has been studied extensively for the sin-
gle carrier case. In [9], [13], [14] the performance of coded
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and uncoded single carrier DS-CDMA systems under fading
and partial-time jamming was studied. A RAKE receiver
was employed to exploit path diversity. The result can
be adapted to MC-DS-CDMA systems with maximal-ratio
combining. In [15]–[17] the performance of MC CDMA
systems under full-time, partial-band jamming was studied.
And in [2], the performance of MC-DS-CDMA under full-
time, partial-band jamming was studied for both narrowband
Gaussian noise and continuous-wave tone interference.

However, there are not many studies on the performance of
MC-DS-CDMA systems under joint partial-time, partial-band
jamming. In [8], the performance of uncoded MC-DS-CDMA
under optimized joint partial-time, partial-band jamming was
studied for both AWGN channels and Rayleigh fading. There it
was assumed that the background noise is negligible compared
to the jammer. As a result, full-band jamming is always
optimal when maximal-ratio combining is used, since any
unjammed subcarrier will dominate the test statistics.

There have been many studies on intelligent jamming in the
literature. In [18], the authors looked into intelligent jamming
on wireless networks by using knowledge of protocol, and
exploiting crucial timing and control packets to degrade the
performance of the system. Similarily, in [11], [19] the authors
also used knowledge of the crucial timing in the system to
optimize the jammer’s power allocation between spoofing and
jamming to limit the overall system performance. In [20],
the authors considered the impact of a disguised jammer
on DS-CDMA systems, where the disguised jammer uses a
fake signal with the same spreading code and constellation
as the system. All of the above approaches to jamming
strategy optimization require some level of knowledge about
the system. While knowledge, such as system timing, can
be relatively easy to obtain, other information, such as the
spreading code used in the system, is usually not available to
the jammer. When the jammer has only limited information
on the system structure, a Gaussian noise signal is usually
used as a jamming signal model during the data transmission
period [9]. The optimization of jamming parameters has been
studied for a DS-CDMA system with partial-time jamming [9]
and for a multi-carrier system with partial-band jamming [11].
Although [2] provided analysis on the performance of a
MC-DS-CDMA system under partial-band jamming, there was
no discussion on how the result can be used in optimizing
the jamming strategy. Other literature, such as [21]–[24], also
focus on the system performance of multicarrier DS-CDMA
systems under various jamming models without providing
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insights on how the results can be used by the jammer to
optimize its jamming strategy, or include joint partial-time,
partial-band jamming as one of the jamming models.

The motivation for the research is our interest in determining
both how an intelligent adversary can most effectively jam the
system, and how much degradation in system performance the
adversary can cause. The adversary considered in our study
uses joint partial-time, partial-band jamming signals and has
a limited average power. It aims to disrupt communication
between the transmitter and receiver by intentionally transmit-
ting interference signals to decrease the signal-to-interference-
and-noise ratio at the receiver. Since partial-time jamming by
itself, and partial-band jamming by itself, are special cases
of joint partial-time, partial-band jamming, the joint jamming
attack has to be at least as effective as either of the two separate
attacks.

We study system performance in a fast Rician fading
environment in the presence of joint partial-time, partial-band
Gaussian jamming. We discuss jamming parameter selec-
tion based on an analytical upper bound. Unlike [2], where
partial-band jamming is considered, we do not assume knowl-
edge of which bands are being jammed. Compared to [8],
we consider a coded system without ignoring thermal noise.
Also, we extend the results in both papers to a more general-
ized channel model.

The system described in [1] and relevant test statistics are
reviewed in Sections II-A and II-C. The jammer model is
defined in Section II-B. The performance of the system under
joint partial-time, partial-band jamming is analyzed. Results
for soft-decision decoding can be found in Section III-A
and IV. Results for hard-decision decoding can be found in
Section III-B. Numerical results and discussion are provided
in Section V, and conclusions are provided in Section VI.

II. SYSTEM MODEL AND ANALYSIS

A. Transmitter and Receiver

The model we use is an uplink single cell MC-DS-CDMA
system with a central controller. A total of Q users share N
subcarriers. The system is adapted from the design in [1].
The transmitter and receiver are shown in Figs. 1 and 2,
respectively. All Q users occupy the entire frequency band at
the same time, and transmit with power P s on each subcarrier.
Pseudo-noise (PN) sequences are used as signature sequences,
and different transmitting rates can be achieved by assigning
multiple sequences to the same user. It is assumed that the
sequences assigned to the same user are orthogonal to one
another. QPSK modulation is used on each subcarrier.

The data bit sequence dq is first encoded with rate–1/M
forward error correction (FEC) to produce the FEC-encoded
codeword symbol sequence cq. Sequence cq is then interleaved
and mapped to nqMNbits streams, with nq being a positive
integer representing the number of spreading codes user q
needs, and Nbits being the number of information bits the
system can transmit over one time slot with one stream. Each
stream is then repeated 2R times and mapped onto one of
the 2N in-phase and quadrature output components, where

Fig. 1. Transmitter diagram for user q.

Fig. 2. Receiver for user q on subcarrier k.

N = NbitsMR is the total number of subcarriers in the
system, each with a bandwidth of BW0.

The channel is assumed to experience frequency-selective
Rician fading over the system bandwidth BW . The power
from the direct path is ᾱ2

D , the power from indirect paths

is ᾱ2
R, and the K-factor for the channel is Kfac

Δ= ᾱ2
D/ᾱ2

R.
The subcarrier bandwidth and subcarrier number are chosen
to guarantee that each subcarrier undergoes flat fading. The
background thermal noise with a double-sided power spectral
density of η0/2 is added to the received signal.

The mapping between FEC-coded symbols and subcarriers
is such that the in-phase and quadrature components of any
subcarrier are modulated by different FEC-coded symbols, and
the frequency separation between the replicas of any coded
symbol is maximized. It is easy to see that one such mapping
(assuming nq = 1) is

s
(1)
q,k,I [n] = c(n−1)MNbits+1+{k−1,mod MNbits}

q , k = 1, · · · , N.

s
(1)
q,k,Q[n] = c(n−1)MNbits+1+{k−1+�MNbits/2�,mod MNbits}

q ,

k = 1, · · · , N. (1)

A square-root-raised-cosine wave shaping filter with roll-off
factor β ∈ [0, 1] is used to limit signal bandwidth and
avoid inter symbol interference (ISI). After modulating the
assigned subcarriers, the signal xk

q (t) is formed, and finally,
the sum of all the xk

q (t) is the transmitted signal for
user q.

The receiver structure for user q′s ith stream on subcarrier
k is given in Fig. 2. A matched filter receiver is used for
each of the streams, and the filtered signal is sampled and
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despread to produce sequences yi
q,k,I [n] and yi

q,k,Q[n], where
n is a generic sample index and takes on integer values.
A reverse operation of the mapping described in (1) is carried
out to produce M partitions of 2R terms, which are referred
to by W j,i

q,l [n]. Each partition is maximal-ratio or majority-
voting combined to produce the test statistic corresponding
to each of the M coded symbols, denoted by W i

q,l[n] and
Di

q,l[n] respectively. These symbols are then deinterleaved
and put through a Viterbi decoder to produce the decoded
data.

B. Jammer

The jammer is on for ρT percent of the time, jamming
ρF percent of the subcarriers when it is on. The jamming
waveform used is narrowband Gaussian noise. The power
spectral density of the narrowband interference (NBI) is given
by

SJ(f)

=

⎧⎨
⎩

ηJ

2
,

2fi − BW0

2
≤ |f |≤ 2fi + BW0

2
, i = 1, · · · , NJ .

0, otherwise.

(2)

The partial-time jamming ratio is defined as 0 < ρT ≤ 1,
and the partial-band jamming ratio is defined as ρF = NJ/N ,
where NJ = 1, 2, . . . , N is the number of subcarriers being
jammed. Let ηJ0/2 be the two-sided power spectral density
of a full-band, full-time jammer (ρT = 1, ρF = 1). For
ρT �= 1, ρF �= 1, the two-sided power spectral density for
a jammed subcarrier when the jammer is on is given by

ηJ

2
=

ηJ0

2ρT ρF
. (3)

C. Test Statistics at Receiver

Test statistics at the receiver can be derived by modifying
results given in [1] and [2]. Let H(k, q) be the complex
envelope of the channel at subcarrier k between user q and
the central controller, and let α(k, q) = |H(k, q)|. Let Nc be
the spreading factor of the system.

To calculate the coded error rate, one must first derive the
test statistics of W j,i

q,l [n] and W i
q,l[n]. Since the W j,i

q,l [n]’s
are just rearranged versions of yi

q,k,∗[n]’s, they have the
same statistics. It was shown in [2] that the expression for
yi

q,k,∗[n]’s has four components: signal component Si
q,k,∗[n],

multiple-access-interference (MAI) component Ii
q,k,∗[n], noise

component N i
q,k,∗[n], and jamming component J i

q,k,∗[n] (∗ is
cos for the output of the inphase component and is sin for
the quadrature component).

The signal component Si
q,k,∗[n] is given by

Si
q,k,∗[n] =

√
P s|H(k, q)|si

q,k,∗[n]. (4)

The transmitted bit energy for user q is

Eb =
2MR∑
k=1

Nc−1∑
j=0

P s = 2MRNcP
s. (5)

The MAI component Ii
q,k,∗[n] is asymptotically zero-mean

Gaussian in the number of users Q. Its variance can be
approximated as

E[
(
Ii
q,k,cos[n]

)2
] = V ar[Ii

q,k,cos[n]] = V ar[Ii
q,k,sin[n]]

≈
∑
r �=q

P sᾱ2
r

nr

Nc
(1 − β

4
). (6)

as shown in [25]. Here, ᾱr is the average channel gain between
user r and the central controller. Also, E[Ii

q,k,cos[n]Ij
q,k,sin

[m]] = 0, ∀m, n, i, j; E[Ii
q,k,cos[n]Ij

q,k,cos[m]] = 0, ∀m �=
n, ∀i, j; and finally E[Ii

q,k,cos[n]Ij
q,k,cos[n]] = 0, ∀i �= j.

The noise component N i
q,k,∗[n] does not depend on the

sampling time or the frequency position and is the same for
all users. They are i.i.d Gaussian with zero mean and variance
σ2

0 = η0/(2Nc).
Finally, the jamming component J i

q,k,∗[n] only depends
on the jammer state. It is the same for all users. Let Jcos

k

and Jsin
k be the jammer components on the in-phase and

quadrature channels of subcarrier k. J
cos/sin
k [n] is a zero

mean, conditionally Gaussian random variable, with variance

V ar[Jcos/sin
k [n]] =

1
N2

c

(n+1)Nc−1∑
l=nNc

σ2
J,∗[l], (7)

where σ2
J,∗ = (α2

JηJ )/2 when the jammer is present, and
σ2

J,∗ = 0 otherwise.
Further, it can be shown that, conditioned on the channel

gain between the desired user and the central controller,
the distributions of yi

q,k,∗[n]’s (and hence W j,i
q [n]’s) are

asymptotically Gaussian in the number of users Q, and they
are conditionally independent of each other.

1) Maximal Ratio Combining: A maximal-ratio combiner
with operation given by W i

q,l[n] =
∑2R

j=1 gj
q[n]W j,i

q,l [n], and
perfect channel state information, is assumed. The coefficient
gj

q[n] is

gj
q [n] =

E{W j,i
q,l [n]|α(ν(l, j), q)}

V ar{W j,i
q,l [n]|α(ν(l, j), q)} =

αq,ν(l,j)

σ2
ν(l,j)

, (8)

where ν(l, j) maps the jth copy of the lth symbol to the
corresponding subcarrier. Finally,

W j,i
q,l [n] =

⎧⎨
⎩

yi
q,ν(l,j),cos[	

n

M

], for j = 1, · · · , R

yi
q,ν(l,j),sin[	 n

M

], for j = R + 1, · · · , 2R

(9)

specifies the mapping between W j,i
q,l ’s and yq,k,∗’s. We can

conclude that W i
q,l[n] is a sum of conditionally, uncorrelated,

jointly Gaussian random variables:

W i
q,l[n]|γi →

Q→∞
N(±

√
P sγi, γi), (10)

where

γi
Δ=

2R∑
j=1

α2
q,ν(i,j)

σ2
ν(l,j)

. (11)

The sign of the mean depends on the transmitted bit,
and σν(i,j) is the corresponding background noise standard
deviation.
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2) Majority-Voting Combining: When a majority-voting
combiner is used, a hard decision is made based on each of
the 2R received diversity components, W j,i

q,l [n], by comparing
to a threshold R. This creates the decision variables Dj,i

q,l[n] ∈
{0, 1}. Majority voting combining is then used to decide the
final decision Di

q,l[n], so that

Di
q,l[n] =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, if
∑2R

j=1
Dj,i

q,l < R.

1, if
∑2R

j=1
Dj,i

q,l > R.

pick at random, if
∑2R

j=1
Dj,i

q,l = R.

(12)

III. CODED PERFORMANCE IN FAST FADING

Throughout this section, we use a rate–1/M convolutional
code, which was chosen for its tractability. We also assume
a fast Rician fading environment. With sufficient interleaving,
the vector of M deinterleaved, combined receiver outputs at
time index l is given by Yl = [Y1,l, Y2,l, . . . , YM,l], and
the components of Yl are independent, conditionally, jointly
Gaussian random variables, conditioned on the channel gains
between the desired user and the central controller. The
components of Yl come from deinterleaving the W i

q ’s or Di
q’s.

A. Soft Decision Decoding

In this section, we use the maximal-ratio combiner described
in Section II-C.1. We start our examination of the performance
of the system by considering a partial-time jammer that
jams each symbol independently with probability ρT . The
result derived based on this partial-time jammer mode can
be extended to the case where the jammer jams a continuous
segment that constitutes ρT percent of an entire transmitted
codeword, since the average performance of the system under
the burst jamming mode is almost identical to the performance
under the first jamming mode [26].

When the jammer jams each symbol independently with
probability ρT , we can bound the average error probability
of the jammed system by first averaging over the partial-time
jamming, and then averaging over the partial-band jamming.
The Chernoff bound in conjunction with the union bound is
used in bounding the error probability.

Without loss of generality, assume we are decoding the
1st stream of user q. Let μ

(r)
l be the branch metric of the rth

path through the decoder trellis at time index l (conditioned on
the channel gains), and b

(r)
i,l be the ith coded symbol of the rth

trellis path at time index l for the desired user. Let γ be a vector
of SNRs for each of the coded symbols. Conditioned on γ,
the expression for μ

(r)
l takes on the form of the well-known

inner-product branch metric for the AWGN channel. The rth

path metric is defined as [10]:

U (r) =
B∑

l=1

μ
(r)
l =

B∑
l=1

M∑
i=1

(
Yi,l · b(r)

i,l

)
, (13)

where [b(r)
1,l , b

(r)
2,l , · · · , b

(r)
M,l] represents the codeword that cor-

responds to the branch of the rth path at time index l. B is
the truncated depth in the trellis.

For a linear binary convolutional code, the coded perfor-
mance can be evaluated by assuming the all-zero sequence
(r = 0) is transmitted and some competing path is selected by
the decoder (r = 1). The conditional probability of selecting
a competing path over the all-zeros path is

P (U (1)−U (0)≥0) = P

(
B∑

l=1

M∑
i=1

Yi,l

[
b
(1)
i,l −b

(0)
i,l

]
≥0

)
. (14)

The term in the square brackets vanishes except for the loca-
tions where a code symbol error occurs. Let di be the number
of code symbol errors. If each of the coded symbols is jammed
independently of each other in time, and with probability equal
to the partial-time jamming ratio ρT , the average probability
of selecting r = 1 when r = 0 was transmitted, given there
are di symbol differences between r = 1 and r = 0, can be
calculated as

P
(
U (1) − U (0) ≥ 0

∣∣ di

)
=

di∑
j=0

(
di

j

)
ρj

T (1 − ρT )di−jP
(
U (1) − U (0)≥0

∣∣∣ di, j
)

, (15)

where P
(
U (1) − U (0) ≥ 0

∣∣ di, j
)

means selecting path r = 1
when path r = 0 was transmitted, given there are di errors in
path-1 and that j of those error symbols were jammed.

We now compute P
(
U (1) − U (0) ≥ 0

∣∣ di, j
)

=
Eα

[
P
(
U (1) − U (0) ≥ 0

∣∣ di, j, α
)]

. Let E be the set of
(i, l) where Yi,l represents an error. Let J be the set of
(i, l) where Yi,l represents a jammed code symbol received
in error. By definition, their cardinalities satisfy |E| = di,
|J | = j. Also define

Gk,NJ

Δ=

(
NJ

k

)(
N−NJ

2R−k

)
(

N
2R

) . (16)

Then

P
(

U (1) − U (0) ≥ 0
∣∣∣ di, j

)

= Eα

⎡
⎣P

⎛
⎝ ∑

(i,l)∈E
Yi,l ≤ 0

∣∣∣∣∣∣ di, j, α

⎞
⎠
⎤
⎦ (17)

< Eα

{
min
ρ>0

EYi,l|α
[
e−ρ(�(i,l)∈E Yi,l)

∣∣∣ di, j
]}

(18)

≤ Eα

{
min
ρ>0

Π(i,l)∈EEYi,l|α
[
e−ρYi,l

∣∣ di, j
]}

(19)

= Π(i,l)∈EEαl,ν(i,k)

⎧⎨
⎩e

−
Psα2

l,ν(i,k)
2σ2

ν(i,k)

⎫⎬
⎭ (20)

= Π(i,l)∈J

⎛
⎜⎜⎝E

⎧⎪⎪⎨
⎪⎪⎩Π2R

k=1

exp

(
−ᾱ2

DP s

2σ2
l,ν(i,k)+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
l,ν(i,k)

⎫⎪⎪⎬
⎪⎪⎭

⎞
⎟⎟⎠

×Π(i,l)∈(E−J )

⎧⎨
⎩Π2R

k=1

exp
( −ᾱ2

DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎫⎬
⎭ (21)
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=

⎧⎪⎨
⎪⎩

Nmax∑
k=Nmin

Gk,NJ

⎛
⎝exp

( −ᾱ2
DP s

2σ2
J+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
J

⎞
⎠

k

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R−k
⎫⎪⎬
⎪⎭

j

⎧⎪⎨
⎪⎩
⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R
⎫⎪⎬
⎪⎭

di−j

, (22)

where α = {αl,ν(i,k)}(i,l)∈E is a set of channel gains,

σ2
B = V ar[Iν(i,k)

q [l]] + σ2
0 , and NJ = ρF N is the number

of subcarriers being jammed. In (22), Nmin = max{2R −
(N − NJ), 0} and Nmax = min{NJ , 2R} are, respectively,
the minimum and maximum number of diversity components
that are being jammed, given there are NJ out of N subcarriers
that are jammed.

The inequality in (18) comes from the Chernoff bound. The
interchange of operations in (19) is justified as follows. When
conditioned on α and the {di}’s, the random variables {Yi,l}
are jointly uncorrelated (hence independent) Gaussian random
variables. So we have

EYi,l|γ
[
e−ρ(�(i,l)∈E Yi,l)

∣∣∣ di, j
]

= EYi,l|γ
[
Π(i,l)∈Ee−ρYi,l

∣∣ di, j
]

= Π
(i,l)∈E

EYi,l|γ
[
e−ρYi,l

∣∣ di, j
]
. (23)

The calculation from (21) to (22) involves averaging over
the partial-band jamming status. For a given value of ρF ,
the number of jammed subcarriers ranges from Nmin to Nmax,
and the probability that k out of 2R diversity components are
jammed for a given NJ is Gk,NJ when Nmin ≤ k ≤ Nmax,
and zero otherwise. Note that this step is needed here because
we only assume knowledge of the number of bands jammed
and the weight enumeration function of the code used. If we
have knowledge of which subcarriers are jammed and the
structure of the encoder, then it is possible to track which
coded symbols are affected and use the result presented in [2].
Since we have eliminated both assumptions, an extra averaging
step is needed to obtain the averaged performance.

Finally, using the input-output enumeration function of
the convolutional code, the union bound on the bit error
probability is

Pb ≤
∞∑

di=dfree

A(di)P
(
U (1) − U (0) ≥ 0

∣∣ di

)
, (24)

where dfree is the free distance of the code, and A(di) is the
number of different codewords that are at distance di from the
r = 0 path.

B. Hard Decision Decoding
In the previous subsection, the diversity components from

each subcarrier are assumed to be maximal-ratio combined.
The coefficients as described in (8) require not only channel
state information (CSI) α, but also jammer state informa-
tion (JSI) σJ . In this section, we assume the majority voting

combining, described in Section II-C.2, is used. Note that
neither CSI nor JSI is required for this combining scheme.
Because we have established at the beginning of Section III-A
that the partial-time jamming mode does not have an impact
on the average performance when the jammer has no infor-
mation of system interleaver structure, only the individual
jamming mode is considered here. Similar to the analysis in
Section III-A, assume the all-zero sequence was sent. Then Yl

is a vector of 0′s and 1′s and is the input to the hard-decision
Viterbi decoder. Let

P (di)
Δ= Pr(U (1) �= U (0)|Y, α, jammer), (25)

where U (1) is the code path that the decoder has chosen,
Y consists of the decisions of the channel output, and U (0)

is the all-zero path. The Hamming distance between U (0) and
U (1) is di. Then we can upper bound the error probability
with the union bound in (24).

Let x̂ and x be the code sequences associated with
paths U (1), and U (0), respectively. We can bound P (di) by
modifying the Chernoff bound for hard-decision decoding
given in [10]:

P (di) = Pr{
∑
i∈E

[μ(Y ′
i , x̂i)−μ(Y ′

i , xi)]≥0|x, α} (26)

≤ Πi∈E
√

4pi(1 − pi), (27)

where Yi, xi, x̂i are elements in sequences Y,x, x̂ respec-
tively, E is the set of indices where x �= x̂, and the cardinality
of E is di. Finally, μ(Yi, xi) is the Hamming distance between
Yi and xi, where pi is the crossover probability for the ith
symbol. Note that pi is determined by both the instantaneous
channel gain and the state of the jammer.

We now average (27) over the jammer state and the channel,
analogous to the soft-decision decoding case and obtain

P (di) =
di∑

j=0

(
di

j

)
ρj

T (1 − ρT )di−j

(
Eα

{√
4po(1 − po)

})(di−j)

(
Nmax∑

k=Nmin

(
NJ

k

)(
N−NJ

2R−k

)
(

N
2R

) Di,k

)j

, (28)

where Di,k is defined as

Di,k
Δ= Eα

{√
4pi,k(1 − pi,k)

}
, (29)

and pi,k is the probability of error when k out of the 2R
components are jammed.

Let pj
i,k be the probability that k out of 2R components are

jammed and j out of 2R copies voted for the wrong decision.
Then pi,k can be calculated as

pi,k =
2R∑

j=R+1

pj
i,k +

1
2
pR

i,k. (30)

To calculate pj
i,k, define pj,l

i,k as the probability that k out
of 2R components are jammed, j out of 2R copies voted for
the wrong decision, and l of the copies that voted for the
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wrong decision are affected by the jammer. Then pj,l
i,k has the

following expression:

pj,l
i,k = Πl

m=1

[
Q

(√
P sαν(i,m)

σJ

)]

Πk
m=l+1

[
1 − Q

(√
P sαν(i,m)

σJ

)]

Πj−l+k
m=k+1

[
Q

(√
P sαν(i,m)

σB

)]

Π2R
m=k+j−l+1

[
1 − Q

(√
P sαν(i,m)

σB

)]
. (31)

Note that for given values of j, k, and 2R, we can see that
the maximum value l can take is lmax = min{j, k}, and the
minimum value l can take is lmin = max{j − (2R − k), 0},
where lmax is obtained by considering k copies are affected
by the jammer and j copies voted for the wrong decision.
So the total number of jammed copies that voted for the
wrong decision must be less than the smaller value of j
and k. Similarly, lmin is obtained by noting 2R − k is the
number of copies not affected by the jammer. As a result,
when j ≥ 2R − k, j − (2R − k) is the minimum number of
error copies that will always be affected by the jammer, and
the minimum number of error copies affected by the jammer
cannot be less than zero.

Finally, pj
i,k equals

pj
i,k =

lmax∑
l=lmin

(
k

l

)(
2R − k

j − l

)
pj,l

i,k. (32)

Using (31), (32), (30), (29), (28), and (24), the performance
of the system with majority voting and hard-decision decoding
can be bounded.

IV. JAMMING PARAMETER SELECTION

From the above analysis, although the performance bound
for hard-decision decoding relies on numerical evaluation to
estimate the performance, the bound for soft-decision decoding
allows for faster jamming parameter selection. In this section,
we look into the optimization for a Rician fading environment
based on the bound, with Rayleigh fading as a special case.

A. General Rician Fading

Let

gNJ (ρT ) Δ=
Nmax∑

k=Nmin

⎡
⎢⎣Gk,NJ

⎛
⎝exp

( −ᾱ2
DP s

2σ2
J+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
J

⎞
⎠

k

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R−k
⎤
⎥⎦ . (33)

In gNJ (ρT ), the last component is a constant that does not
depend on the jamming parameters, and σ2

J is shorthand for

σ2
J (ρT ). Note that for fixed ρF , σ2

J is only a function of ρT

and can be written as

σ2
J = σ2

B +
ηJF

2ρT Nc
(34)

for 0 < ρT ≤ 1. ηJF

Δ= ηJ0/ρF is a constant for fixed ρF /NJ .
Plugging (22) and (33) into (15), we obtain

P (U (1) − U (0) ≥ 0|di)

≤
di∑

j=0

(
di

j

)
[ρT gNJ (ρT )]j

⎡
⎢⎣(1 − ρT )

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R
⎤
⎥⎦

di−j

(35)

=

⎡
⎢⎣ρT gNJ (ρT ) + (1 − ρT )

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R
⎤
⎥⎦

di

.

(36)

Because gNJ > 0, we have

0 < ρT gNJ (ρT ) + (1 − ρT )

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R

. (37)

Since di is a positive integer by definition, we can conclude
that, given the value of NJ , the value of ρT that maximizes
the bound for P (U (1) − U (0) ≥ 0|di) is the same ρT that
maximizes the function hNJ (ρT ) defined in (38), which is
independent of the value di:

hNJ (ρT ) Δ= ρT gNJ (ρT ) + (1 − ρT )

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1+ᾱ2

RP s/2σ2
B

⎞
⎠

2R

.

(38)

Furthermore, from (24), it can be seen that the average error
rate bound of the code is a linear combination, with positive
coefficients, of P (U (1) − U (0) ≥ 0|di). We conclude that the
ρT that maximizes hNJ (ρT ) also maximizes the error rate
bound of the system, for a fixed value of NJ . To find the
optimal ρT based on the bound, we calculate the first derivative
of hNJ (ρT )

h′
NJ

(ρT ) = gNJ (ρT ) + ρT g′NJ
(ρT ) − T1, (39)

where g′NJ
(ρT ) is given by

g′NJ
(ρT )

=
Nmax∑

k=Nmin

Ck

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

k

⎛
⎝exp

( −ᾱ2
DP s

2σ2
J+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
J

⎞
⎠

k−1

exp
(

ᾱ2
DP s

ηJF
/(NcρT )+ᾱ2

RP s

)
(
1 + 2ᾱ2

RNcP s

ηJF
ρT

)2

×
(
ᾱ2

DP s ηJF

Nc

)(
1+ 2ᾱ2

RNcP s

ηJF
ρT

)
− 2ᾱ2

RNcP s

ηJF(
ηJF

Nc
+ ᾱ2

RP sρT

)2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(40)
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and

T1 =

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R

,

Ck = Gk,NJ

⎛
⎝exp

( −ᾱ2
DP s

2σ2
B+ᾱ2

RP s

)
1 + ᾱ2

RP s/2σ2
B

⎞
⎠

2R−k

.

The roots of h′
NJ

(ρT ) = 0 can be found numerically, and
through comparison, we can determine the optimal ρT for a
fixed NJ based on the bound. Those values are not guaranteed
to be the global optimal point, since the analysis is not based
on the true error rate expression.

B. Rayleigh Fading

When Rayleigh fading is considered, the K-factor equals 0.
This results in ᾱ2

D = 0 and ᾱ2
R = ᾱ2

q , and hNJ (ρT ) and the
first derivative of hNJ (ρT ) become

hNJ (ρT ) = ρT gNJ (ρT ) + (1 − ρT )
(

1
1 + γ̄o

)2R

, (41)

h′
NJ

(ρT ) =
Nmax∑

k=Nmin

C
(2)
k

[(
1

1 + γ̄J (ρT )

)k

−kγ̄J(ρT )
(

1 − γ̄J(ρT )
γ̄o

)(
1

1 + γ̄J(ρT )

)k+1
]

−T2. (42)

where

T2 = (1/(1 + γ̄o))2R,

C
(2)
k = Gk,NJ (1/(1 + γ̄o))

2R−k
.

Note that γ̄o is a constant that does not depend on ρT , ρF . For
a fixed NJ , γ̄J(ρT ) is a function of ρT . Setting h′

NJ
(ρT ) = 0,

and multiplying both sides by (1 + γ̄J)Nmax+1 we have

Nmax∑
k=Nmin

C
(2)
k

[
(1 + γ̄J(ρT ))Nmax+1−k − kγ̄J(ρT )

(
1 − γ̄J (ρT )

γ̄o

)
(1 + γ̄J(ρT ))Nmax−k

]
= T2 (1 + γ̄J (ρT ))Nmax+1 . (43)

In general, the above equation has at most max{Nmax +
1, Nmax − Nmin + 2} positive real roots (Descartes’ Rule).
Since Nmax ≤ 2R, Nmin ≥ 0, there are at most 2R + 2
positive real roots. To find, using the bound, the optimal value
of ρT for a given ρF or NJ , we have to compare at most 2R+4
(including 0 and 1) points. So the number of comparisons
needed to find the optimal pair (ρT , NJ) is at most N(2R+4).

V. NUMERICAL RESULTS

In this section, results based on both simulation and numer-
ical calculations are presented and discussed. Throughout the
simulation, we use maximal-length PN sequences. In order to
compare our results with results in existing literature, Rayleigh

Fig. 3. BER performance with partial-time, partial-band jamming in Rician
fading. Eb/ηo=10dB, JSR=30dB, 10 users, M = 4, R = 2, Nbits = 1,
N = 8, Kfac = 5.

fading channels are used for the first set of results. We also
define JSR to be

JSR
Δ=

jamming power

signal power
=

ηJ0(MRNbits)W
Eb/Tb

. (44)

A. Individual Symbol Jamming

Fig. 3 compares simulated partial-time, partial-band jam-
ming with the analytical results derived in this paper. In the
simulation, a rate–1/4 convolutional code with generating
polynomial [25,27,33,37] (in octal) was used. The channel is
assumed to experience Rician fading with K-factor equal to 5,
the frequency diversity parameter R = 2 was chosen, Eb/ηo

was set to be 10dB, and JSR = 30dB. The total number of
subcarriers in the system is N = 8. For each simulated point,
either a minimum of 5,000 errors was collected, or 500 rounds
of simulation were performed, depending on which condi-
tion was satisfied first. Simulated and analytical results for
partial-band jamming with NJ = 3, and full-band jamming
with NJ = 8, are plotted. We can see that the analytical result
is an upper bound to the simulated performance.

B. Burst Jammer With Random Interleaver

Fig. 4 compares the simulated average error probability for
individual symbol jamming and burst jamming within a code-
word with the derived bound given in Section III-A. For this
simulation, each user has fixed Eb/ηo = 20dB per user. The
number of users in the system is 10, Nc = 16, and a length-
1023 pseudo-random sequence is used. The convolutional code
used in this simulation is a rate–1/3 code with generating
polynomial given by [25,33,37] in octal. The theoretical result
was modified such that whenever the calculated bound for
Pb is greater than 1, it is set to 1. Each point results from
an average of 50,000 bits. The points marked by a star were
generated using a randomly selected interleaver and a block
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Fig. 4. Block jamming and individual symbol jamming BER performance
comparison with partial-time jamming and FEC coding in Rayleigh fading.
Eb/ηo = 20dB, JSR = 10dB, 10 users, M = 3, R = 3, Nbits = 1, N = 9.

jammer. For each realization, a different interleaver is selected
at random and a different starting point was generated for the
jammer. A total of 50 interleavers were tested. The points
marked by circles were generated when each coded symbol is
jammed with probability equal to ρT .

From the simulation result, it can be seen that when the
interleaver structure is not known, the average performance
of a block jammer with a randomly selected interleaver is
comparable to the average performance of individual symbol
jamming. As a result, the result derived based on the individual
jamming model can be used as an upper bound on the average
performance.

C. Jamming Strategy Comparison

In this section, we compare the effect of different jamming
strategies on the system using the analytical results derived
in this paper, and use the analytical bound to find the best
jamming strategy for systems with different designs and in
different environments.

1) Theoretical Result and Simulation Result Comparison:
Fig. 5 compares the optimal jamming parameters selected
based on the bound and based on simulation. To generate
this plot, the K-factor of the channel is set to 10, and the
system uses a rate–1/2 convolutional code, with a repetition
order 2R = 4, and uses hard-decision decoding with majority
voting combining. For each tested JSR value, the simulation
is performed for ρT values from 0 to 1 at a 0.05 step size.
For each ρT value, NJ values from 1 to N are simulated.
For each pair of jamming (ρT , NJ) values, either a minimum
of 100 errors was collected, or 500 rounds of simulation were
performed, depending on which condition was satisfied first.
In both sub-figures, blue represents bound-indicated results
and red represents simulation-indicated results.

Fig. 5a shows a gap exists between the optimal jamming
parameters suggested by the bound and those based on actual

simulation. This is inevitable since the bound we derived is an
upper bound and is not based on full knowledge of the system
construction. Fig. 5b shows the corresponding simulated BER
values for the parameter set indicated by Fig. 5a at each
JSR. The log-scale BER difference resulting from the jamming
parameters suggested by the bound and those suggested by the
simulation decreases as the jamming power increases. From
the figures, we conclude the bound can accurately predict the
optimal ρF parameter and is more accurate at predicting the
partial-time jamming parameter at higher JSR values than at
lower JSR values.

To examine the sensitivity of the bound-based optimal
jamming strategy towards channel and system information
mismatch, we compared optimal jamming parameters that
were obtained by simulation with those obtained by the bounds
derived in Section III, for cases where the jammer employs in
the bound either correct or incorrect information regarding the
system’s Eb/ηo and the channel’s Kfac.

For the soft-decision decoding system with maximal-ratio
combining, we simulated jamming performance for a system
with JSR = 40dB, M = 2, R = 4, Eb/ηo = 12dB in a
Rayleigh fading channel, and found the jamming parameter
pair (ρT ,ρF ) = (1, 1) results in the largest BER. This is the
simulated optimal jamming parameter pair, which is compared
with the optimal jamming parameter pairs obtained by the jam-
mer parameter optimization algorithm using the bound, with
mismatched Eb/ηo and Kfac values used in the calculation.
When given the correct Eb/ηo = 12dB and Kfac = 0 values,
the algorithm produces (ρT ,ρF ) = (1, 1) as the bound-based
optimal pair, matching the simulation-based optimal pair. The
algorithm is robust under both Eb/ηo value mismatch and
Kfac mismatch. Keeping the Kfac input set to 0, we tested
various mismatched Eb/ηo values ranging from 5dB to 100dB,
and the bound-generated optimal jamming parameter pairs
continued to be (ρT ,ρF ) = (1, 1), agreeing with the simulated
optimal pair. Keeping the Eb/ηo input to the algorithm at 12dB
and examining Kfac mismatch, the bound-generated optimal
parameter pair continued to be (ρT ,ρF ) = (1, 1) through
Kfac = 100, although at the extreme case where the input
Kfac value to the jammer’s optimization algorithm is taken to
be 1000 while the true channel Kfac = 0, the bound-generated
optimal parameter pair was (ρT ,ρF ) = (0.164, 1), departing
substantially from the optimal pair derived by simulation.
From this we conclude that the bound is robust over a wide
range of values under these system and channel conditions.

For the hard-decision decoding system with majority-voting
combining, we obtained (through simulation) the optimal
jamming parameter pair (ρT ,ρF ) = (0.75, 1) for a system
with JSR = 10dB, M = 2, R = 2, and Eb/ηo = 15dB,
in a Rician fading channel with Kfac = 10. When compared
to the bound-based optimal jamming parameter pairs with the
correct Eb/ηo = 15dB and Kfac = 10 values, the bound-
based optimal pair is (ρT ,ρF ) = (1, 1). So there is a gap even
with perfectly matched information at the jammer, as is shown
in Fig. 5b. Keeping the Eb/ηo input at 15dB, as the Kfac input
to the jammer’s optimization algorithm varies, the bound-
based optimal parameter pair does not vary even when the
Kfac input value equals 1000. However, the bound-based
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Fig. 5. Bound-indicated optimal parameter and simulation-indicated optimal parameter comparison. Rician fading, Kfac = 10, Eb/ηo = 15dB, M = 2,
R = 2, Nbits = 1, majority voting combining with hard-decision decoding.

optimal parameter pair is sensitive to the Eb/ηo input value.
Keeping the Kfac input set to 10, as the input Eb/ηo value
increases from the simulation setting of Eb/ηo = 15dB,
the bound-based optimal ρF remains equal to 1 (matching
the simulation optimal value) and the ρT parameter eventually
decreases from 1, equaling 0.9, 0.85, and 0.7 at Eb/ηo values
of 19dB, 20dB, and 50dB, respectively. We conclude that
mismatch effects are fairly small.

2) Soft-Decision Decoding: Fig. 6 compares the effect of
joint partial-time, partial-band jamming on MC-DS-CDMA
systems with different parameters. In this figure, the system
uses soft-decision decoding, the Eb/ηo value is 12dB, the JSR
value is set to 20dB, Nbits = 4, and a rate–1/2 convolutional
code was used. The plot shows the optimal ρT and ρF values
as indicated by the bound, for varying channel K-factors. The
parameters for this optimal point are found using the method
described in Section IV. The blue curves correspond to when
no frequency repetition is used by the system (2R = 1), and
the red curves correspond to when a frequency repetition order
of 2 is used. Also, N = 4 for the first system, and N = 8 for
the second system. The spreading factors of the systems are
chosen to guarantee the total system bandwidth and data rate
stay the same.

When no frequency repetition is used, full-time, full-band
jamming appears to be (based upon our numerical results)
optimal at low K-factor values. As the channel’s line-of-sight
component becomes stronger, joint partial-time, partial-band
jamming starts to cause the most damage to the system.
When frequency repetition is present in the system, full-band
jamming causes more damage than partial-band jamming,
and a jammer optimizing its parameters using the bound
will switch from a full-time, full-band jamming strategy to
a partial-time, full-band jamming strategy as the K-factor of
the channel increases. This result is consistent with research on
fast frequency-hopped spread-spectrum systems, such as [12]
and [16], and is consistent with results in [8], where frequency
repetition is always used.

This result is caused by our system model. Based on
our model, all copies of any coded-symbol are transmitted

during the same symbol duration and repeated across one
or more subcarriers. When copies of the same symbol are
transmitted on two or more subcarriers, partial-band jamming
cannot guarantee all copies are jammed. When maximal-ratio
combining with optimal coefficients is used, the deeply-
faded or heavily-jammed copies contribute little to the final
coded-symbol statistics. Thus, the impact of partial-band
jamming on the system error rate is small. On the other
hand, a partial-time, full-band jammer will guarantee all the
coded-symbols transmitted during the jammed time slots are
completely affected by the jammer; this can affect the jammed
coded-symbol error rate significantly, resulting in a higher
decoded error rate.

The frequency repetition here can be viewed as an additional
layer of coding across subcarriers. By using frequency repeti-
tion, we are exploiting frequency diversity in fading channels
and also using a lower rate code, hence more protection, across
subcarriers. The results we obtained here suggest that when
more protection is given to the time or frequency dimension
than the other, the jammer should jam a higher percentage of
the more heavily protected dimension to guarantee a higher
overall error rate.

The result that in the extreme case when Rayleigh fading
is considered (Kfac = 0), full-time, full-band jamming is
optimal regardless of system construction is consistent with
previous literature. In [9, Vol.2, ch.1.6.4] the authors argued
that a full-time jammer is optimal for a DS-CDMA system
under Rayleigh fading because the fading has already created
the same impact as that of a worst-case partial-time jammer,
so the changes in the received signal-to-interference-and-
noise-ratio introduced by a partial-time jammer no longer have
a major impact on the performance of the system. A similar
argument can be made here to support the result that full-time,
full-band jamming is selected as optimal based on the bound
for an MC-DS-CDMA system with maximal-ratio combining
under Rayleigh fading.

3) Hard-Decision Decoding: Figs. 7 and 8 plot the optimal
jamming parameters based on the bound for a system using
hard-decision decoding. In both figures, the upper plot shows
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Fig. 6. Optimal jamming parameters selected based on the bound with
maximal-ratio combining in different channel environment. Eb/ηo = 12dB,
JSR = 20dB, Nbits = 4.

Fig. 7. Optimal jamming parameters selected based on the bound with
majority combining in Rician fading. Eb/ηo = 15dB, M = 2, R = 2,
Nbits = 1, N = 4.

the optimal ρT parameter and the lower plot shows the optimal
ρF parameter, both based on the bound. The two values
combined will define the optimized jamming strategy.

In Fig. 7, the system has M = 2, 2R = 4, Nbits = 1,
N = 4, and Eb/ηo = 15dB. Two K-factors are considered.
Unlike the soft-decision decoding case, for both K-factors,
partial-band jamming is best at lower JSR values. When
Kfac = 0 (Rayleigh fading), an optimal jammer, as indicated
by the bound, will choose to do full-time, partial-band jam-
ming when the total jamming power is low, and transition to
full-time, full-band jamming as the jamming power increases.
For Rician fading with Kfac = 10, a jammer optimizing
its parameters based on the bound will choose to do full-
time, partial-band jamming when the total jamming power is
low, and as more power is given to the jammer, partial-time
jamming will become more beneficial than partial-band jam-

Fig. 8. Optimal jamming parameters selected based on the bound with
majority combining in AWGN channel. M = 2, R = 2, Nbits = 1, N = 4.

ming and the jammer will switch from full-time, partial-band
jamming to partial-time, full-band jamming. Ultimately the
jammer switches to full-time, full-band jamming when the
jamming power is large enough.

Unlike the maximal-ratio combiner with optimal coef-
ficients, which attenuates the deeply-faded/strongly-jammed
components, the majority voting combiner makes a deci-
sion on each component independently without CSI and JSI,
and requires at least half of the components to make a
wrong decision to have the final decision be wrong. This
means a partial-band jammer has a better chance to cause an
FEC-coded symbol error when the majority-voting combiner
is used than when the maximal-ratio combiner is used. As a
result, we see full-time, partial-band jamming being indicated
as optimal when the jamming power is low for the tested
Eb/ηo value. Note that in this jamming power region, the full-
time, partial-band jammer still cannot guarantee a FEC-coded
symbol error on the jammed symbols. As jamming power
increases, a partial-time, full-band jammer can result in a
very high coded-symbol error rate for the jammed symbol
for channels with a strong line-of-sight component, and the
suggested optimal jamming strategy takes a complete switch
from full-time, partial-band jamming to partial-time, full-band
jamming. In this region, jammed symbols were observed to
have significantly higher error rate compared to unjammed
symbols; most of the jammed symbols have error rate at
0.3−0.5. As the jamming power continues to increase, the sug-
gested optimal jamming strategy will eventually become full-
time, full-band.

Fig. 8 plots the optimal jamming parameters for the extreme
case when Kfac = ∞ (AWGN channel) based on the bound.
The system parameters are M = 2, 2R = 4, Nbits = 1,
and N = 4, and different values of Eb/ηo and JSR are
considered. In this case, the suggested partial-band jamming
parameter ρF is 1 for all values of Eb/ηo and JSR tested.
As the jammer power JSR increases, the jammer switches
from a partial-time, full-band jammer to a full-time, full-band
jammer. The minimum JSR required for full-time, full-band
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jamming to be optimal is monotonically decreasing in Eb/ηo.
As Eb/ηo drops below 11dB, we observed full-time, full-band
jamming to be optimal for all evaluated JSR values. Note that,
while the optimal ρF is 1 for all the evaluated Eb/ηo values
and JSR values in this system, we conjecture that in a system
with more subcarriers and/or less protection in the frequency
dimension, partial-band jamming is more likely to be optimal
when the jamming power is limited. The results here are again
consistent with [8].

VI. CONCLUSIONS

This paper extends the results of [8] by adding noise and
error correction, and extends [2] by considering partial-time
jamming in addition to partial-band jamming. It also extends
the results in [8] and [2] to a more general Rician fading
environment. Based on the two combining-decoding schemes,
we have the following conclusions:

A. Soft-Decision Decoding With Maximal-Ratio Combining

With soft-decision decoding and maximal-ratio combining,
our bound suggests that full-time, full-band jamming is most
effective for all JSR values for a system in Rayleigh fading
regardless of whether more protection is given to the sub-
carriers by the system. In a Rician fading environment with
low JSR, if the system puts more protection across subcarriers
than across time slots, partial-time, full-band jamming should
be used; if the system puts equal amounts of protection across
frequency and time, partial-time, partial-band jamming is more
effective. As more jamming power is available to the jammer,
the optimal jamming strategy will eventually switch to full-
time, full-band jamming.

It can be concluded that when attacking a system using
soft-decision decoding and maximal-ratio combining, full-
time, full-band jamming is preferred when there is no
line-of-sight component in the channel environment. With
channels that have a line-of-sight component, the jammer
should move in the direction of covering a higher percentage
of the frequency/time dimension with more heavily protection
than the dimension with lighter protection.

B. Hard-Decision Decoding With Majority Voting Combining

With hard-decision decoding and majority-voting combin-
ing, assuming Rician fading with Kfac �= 0,∞, full-time,
partial-band jamming was shown, by our bound, to be more
efficient in the low jamming power region at the evaluated sys-
tem parameters. As jamming power increases, a jammer with
optimized parameters based on the bound switches from full-
time, partial-band jamming to partial-time, full-band jamming,
and eventually to full-time, full-band. At the extreme case of
Kfac = 0, the tested system shows that the optimized jammer
based on the bound skips the partial-time, full-band jamming
stage and transitions directly from full-time, partial-band to
full-time, full-band as jamming power increases; for the other
limiting case of Kfac = ∞, the suggested jamming strategy
was shown to transition from partial-time, full-band to full-
time, full-band. The fact that full-band jamming is optimal

for the examined values of Eb/ηo and jamming power in an
AWGN environment is consistent with previous literature.

From this result we conclude that, unlike the soft-decoding
with maximal-ratio combining case, when attacking systems
using hard-decision decoding and majority voting combining,
partial-band jamming can cause more damage than full-band
in a Rayleigh fading environment when the jamming power
is low. With increasing available jamming power, we should
switch from partial jamming to uniform jamming. When
a line-of-sight component is present in the channel, full-
time, partial-band jamming is preferred over the partial-time,
full-band jamming (which covers more of the more heavily
protected dimension) at low jamming power due to the effect
of majority-voting combining. But with increasing jamming
power we would still switch to a strategy covering a higher
percentage of the more heavily protected dimension for the
non-AWGN channel case. For the system considered corre-
sponding to the AWGN channel case, the jammer should
always jam a greater percentage of the more heavily protected
dimension.
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