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#### Abstract

The method of geometrical optics has become a popular tool in the analysis of short wavelength wave propagation in inhomogeneous plasmas. Recent numerical ray tracing studies for the purposes of radio frequency heating have indicated that in many plasma profiles with two-dimensional nonuniformity the ray trajectories can become chaotic. In addition, other investigations have shown that bound ray systems may also exhibit varying degrees of ergodic ray behavior. Indeed, there is reason to believe that chaotic rays are a characteristic of most wave/ray systems with more than one degree of freedom.

In this work I concentrate on the relationship between waves and rays, and specifically how this relationship is affected when the rays are chaotic. For the case of well-behaved (integrable) ray trajectories, modern eikonal theory and the Einstein-Brillouin-Keller method of quantization (for normal modes) have provided the correspondence between properties of the waves and certain structures in the ray phase space. These theories and associations fail, however, for the case of nonintegrable or chaotic rays.


In order to investigate general relationships between waves and rays in chaotic systems, I study the eigenfunctions and spectrum of a simple model, the two-dimensional Helmholtz equation in a stadium boundary, for which the rays are ergodic. Statistical measurements are performed so that the apparent "randomness" of the stadium modes can be quantitatively contrasted with the familiar regularities observed for the modes in a circular boundary (with integrable rays). The local spatial autocorrelation of the eigenfunctions is constructed in order to indirectly test theoretical predictions for the nature of the Wigner distribution corresponding to chaotic waves. A portion of the largeeigenvalue spectrum is computed and reported in an Appendix; the probability distribution of successive level spacings is analyzed and compared with theoretical predictions. The two principal conclusions are: 1) Waves associated with chaotic rays may exhibit randomly situated localized regions of high intensity; 2) The Wigner function for these waves may depart significantly from being uniformly distributed over the surface of constant frequency in the ray phase space.

These results suggest that a phase space representation of a wave (such as the Wigner function) is crucial to the understanding of the correspondence between rays and waves. In addition, the amplitude transport equations of geometrical optics (expressed in terms of configuration space) suffer singularity difficulties in regions where rays focus (caustics); the use of a phase space description may provide a method of avoiding these singularities. In view of this, I consider three types of phase space formalisms: the Ordinary Symbol, the Weyl Symbol, and the coherent state representation. Starting with a general linear wave equation in configuration space, I derive the equations which govern each of these quantities in phase space. From the equation for the Weyl Symbol of the wave (the Wigner function), I give a concise derivation of the wave kinetic
equation. Finally, I apply a generalized phase space eikonal analysis of the coherent state equation which results in a method for constructing a smooth representation of the wave along rays in phase space. This procedure produces a uniform approximation of the wave when "projected" onto configuration space (without singularities or matching). Therefore, this method may be useful for avoiding caustic singularities and may also provide a basis for constructing an asymptotic theory of chaotic waves.
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## INTRODUCTION

A program for heating a confined plasma with radio frequency waves has been extensively developed in recent years. ${ }^{1}$ From a theoretical standpoint, it has been of prime concern to determine the conditions under which a particular wave, launched from the exterior of the plasma, is able to propagate into a region where an effective conversion of wave energy to particle thermal energy can be achieved. With a view toward application to real experimental and reactor devices, it has become necessary to consider increasingly more realistic plasma profiles; the effect of asymmetries, toricity and other complications found in actual three dimensional plasma prohibit the use of simplified one dimensional models. Due to the fact that over most of the plasma the relevant parameters such as density and temperature vary on a scale much larger than the short wavelength of these waves (such as lower hybrid waves), it is popular to apply the techniques of geometrical optics in order to analyze the propagation of the wave. The analytical difficulties imposed by the complexity of the plasma dispersion relations usually considered (especially in more than one dimension), have necessitated the use of numerical ray tracing codes. In many cases, ${ }^{1,2,3}$ these codes have succeeded in resolving the circumstances for the wave energy
(carried along the rays) to reach the desired resonant region, as well as providing a general picture of the behavior of these trajectories.

At this point there are two observations to be made. First, depending on the model, ${ }^{2,4}$ ray trajectories may appear to be very "regular looking" or they may be "chaotic"; these descriptions are not only qualitative and visual, but they have been connected with precise mathematical ideas. Secondly, the theory of geometrical optics in a plasma ${ }^{5,6}$ includes the rules for constructing the wave phase and asymptotic wave amplitude along the rays; however, even numerically these equations are laborious to integrate and therefore the structure of the wave supported by the rays has not been determined. While it may be argued that this information is secondary to ascertaining the path of the wave energy in the plasma, amplitude and phase are important for both linear and nonlinear processes which may occur due to the presence of the wave. These two points are related in the following question: How are the features of the asymptotic wave form related to and affected by the "regular" or "chaotic" properties of the corresponding ray trajectories?

This question also arises in the context of plasma eigenmode problems. ${ }^{7,8}$ Here, instead of being externally launched, the rays supporting the eigenfunction are confined to a region of the plasma. Again, depending on the model, the trajectories may be qualitatively characterized as "regular" or "chaotic" in more than one dimension. Quantization of the ray system is accomplished in the geometrical optics limit with the Einstein-Brillouin-Keller (EBK) ${ }^{9}$ method when the rays are integrable. In these cases the question has been answered: the relationship between ray and wave properties relies on the structure of the ray phase space.

The purpose of this thesis is twofold and it is in two Parts. In Part I, I shall
review the basic ideas of the EBK quantization procedure for plasma eigenmodes and present the pertinent formulas with discussion but without derivation. The aim here is to point out how various properties of regular modes and spectra are related to phase space quantities when the geometrical optics rays are integrable. In the case of bound chaotic rays, I shall attempt to analyze irregular eigenmode structures in terms of possible phase space associations and to provide an intuition for how the EBK ideas break down and become inadequate for the treatment of these systems. Many authors have given qualitative and quantitative predictions concerning statistical properties of the eigenfunctions and eigenvalues in this case; I shall discuss and test several of these theories.

In order to illustrate these ideas I have chosen a model which, although extremely simple and rather removed from a realistic plasma mode problem, contains the basic ingredients necessary to indicate the features one might expect irregular waves to exhibit. I consider the scalar Helmholtz equation inside a bounded two dimensional region, ${ }^{10}$ with the condition that the wave function vanish on the boundary. Thus this model is directly applicable to the modes of a drumhead, the quantum mechanics of a particle in a two dimensional infinite well, or the transverse modes in an electromagnetic cavity or waveguide. The boundary has the shape of a racetrack or stadium (two semicircles connected by parallel lines) and is parameterized by the length of the straight sections at constant area; the wave equation is to be solved at fixed value of this parameter. When the parameter is zero, the boundary is a circle and the Helmholtz equation is solvable analytically; in this case, short wavelength modes are obtainable in the EBK approximation because the ray trajectories (free motion with specular reflection from the boundary) are integrable. However, for any length of the straight sections greater than zero, no analytic method of exact solution is available and EBK quantization fails because almost all ray orbits are ergodic.

Therefore, in order to examine how this property of the rays is manifested by the eigenfunctions, I have solved the wave equation numerically. The investigation of this relationship requires the analysis of many short wavelength eigenmodes (i.e., high eigenvalues), so that a novel numerical procedure is used.

Several features distinguish the difference between the regular modes of the circle and the irregular modes of the stadium. Qualitatively, the distribution of wave intensity for a typical mode in the circle is readily explained in terms of the ray trajectories. The existence of two invariants of the motion (frequency and angular momentum) restricts a given orbit to an annulus of the circle. Consequently, the corresponding eigenfunction is found to be evanescent in the region of the circle which is inaccessible to the ray. Furthermore, the intensity of the mode is greatest along the interior rim of the annulus where the rays focus; this is the well-known caustic phenomenon. In contrast, the ergodicity of the rays in the stadium would suggest that irregular modes in the stadium should exhibit a fairly uniform distribution of intensity; however, this is not observed. Instead, in the region of the spectrum studied, a typical mode is characterized by small regions of high intensity interspersed almost randomly among regions of low intensity. In fact, a fraction of the modes are observed to be quite regular in appearance, displaying many features one would associate with integrable rays. These apparently nonintuitive attributes indicate that the correspondence between rays and waves for chaotic systems requires further study, and I proceed to investigate several quantitative characteristics of this relationship.

Based on a sense of randomness in a chaotic trajectory, Berry ${ }^{11}$ has predicted that an irregular mode is a gaussian random function at every point; that is, the probability that the eigenfunction has a certain value at any point should be distributed as gaussian. This prediction is verified by constructing the probability
distribution for the amplitude of many stadium modes and this result is contrasted with the extremely non-gaussian distributions found for the regular modes in the circle.

Other statistical properties of regular and irregular modes can be deduced by considering the nature of the Wigner function associated with these modes. This is an example of a phase space representation (or joint ( $x, k$ ) representation) of the wave function and can be regarded, in some sense, as the wave-optical analogy of the classical Liouville density in phase space. As the EBK method fails for nonintegrable ray systems, several authors ${ }^{11,12}$ have used the Wigner function as a basis for predicting the character of irregular eigenmodes. Moreover, examination of the Wigner function has led some to a quantitative definition of what has become known as quantum or wave stochesticity. For regular eigenfunctions, the Wigner function is concentrated in the same region of phase space occupied by the corresponding rays; consequently, for irregular modes it is predicted to spread over the constant frequency surface just like the corresponding ergodic Liouville density. I have tested these ideas by constructing the local spatial autocorrelation function of representative modes (the Fourier transform of the Wigner function) and conclude that while the theory for regular modes is confirmed, the Wigner function for irregular modes probably exhibits considerably more structure than the Liouville density.

Besides the fairly obvious correspondence between spatial characteristics of the eigenfunctions and the associated ray motion, properties of the eigenvalue spectrum have also been related to the integrability of the ray system. Among these is the tendency for the regular spectrum to cluster, while the irregular spectrum is expected to exhibit a more uniform arrangement of eigenvalues. For both the circle and the stadium I construct the distribution of neighboring level
spacings over a range of the spectrum; in both cases I find fairly good agreement with theoretical models of this distribution.

These experimental results demonstrate the relationships between ray phase space quantities and various wave phenomena as well as the need for constructing an asymptotic theory of short wavelength waves associated with nonintegrable or chaotic rays. Furthermore, even though the usual eikonal theory of geometrical optics is generally successful in treating regular or integrable ray systems, it suffers from amplitude singularities at caustics (turning points) where rays focus. The discussion of the eikonal method in Part I emphasizes that caustics are properly interpreted in terms of the projection of the phase space ray trajectories onto configuration space. While these singularities can be treated with standard boundary layer techniques or more modern mehods, they may pose serious problems from a numerical standpoint if they occur frequently in actual applications. The possibility of constructing a representation of the wave in phase space where rays do not focus (as opposed to in either configuration or wavevector space separately) holds the advantage of avoiding these singularities completely.

In view of these considerations, I devote Part II of this thesis to the development of phase space representations of waves. A phase space representation is not a unique quantity and, as previously mentioned, the Wigner function is an example of such a joint ( $x, k$ ) description. The modern theory of geometrical optics ${ }^{13}$ is based on the theory of pseudodifferential operators and their Ordinary Symbols, which are indeed phase space representations of the operators. In these formulations of wave theory, the operator which describes the field will be the abstract bilinear spectral or correlation operator; consequently, the phase space representations (or Symbols) of the wave are related to the spectral and correla-
tion functions (tensors) of the field. I shall provide a brief description of the concept of the Ordinary Symbols and their mathematical properties in order to establish a basis for developing other Symbol formalisms.

The Weyl Symbol of an operator is closely related to the Ordinary Symbol but it is much more useful in this study of the correspondence between rays and waves. In fact, the Wigner function is the Weyl Symbol of the spectral operator and the Weyl calculus has properties which are reminiscent of the classical Poisson structure on the ray phase space. Application of the Weyl theory to the general electromagnetic equations for wave propagation in a weakly inhomogeneous plasma permits a concise derivation of the wave kinetic equation governing the wave action density in phase space.

Yet another phase space representation of waves, known in quantum mechanics as the coherent state representation, can be viewed as a locally smoothed Fourier transform of the spatial representation of the wave. One of the advantages of this description is that it is linear in the wave field while the earlier Symbol quantities are quadratic. Both the spatial and wavevector representations are obtainable from this quantity via projection integrals which retain phase information. One may relate this new representation to the previous Symbols so that the Weyl calculus may be used to derive a wave equation in phase space. Thus, beginning with Maxwell's equations coupled to a hermitian linear plasma response in a coordinate-free operator representation, I derive the equation governing the coherent state representation of the wave. Treating this equation with a generalized WKB method allows the construction of the wave along the usual ray orbits in phase space (as opposed to the space-time paths of traditional WKB). The resulting amplitude transport equations along the rays encounter no singularities as the rays do not focus in phase space.

The primary reason for the introduction of this phase space representation is that, due to the smoothing incorporated in its definition, it provides a uniform approximation everywhere to the asymptotic form of the wave when projected onto physical space (with no singularities or matching). This is illustrated in a simple one dimensional example for which the traditional WKB method requires special attention at turning points (caustics), whereas this theory yields not only a uniform representation of the wave function but the exact result. For real multidimensional plasma problems however, the nature of the phase space method may prohibit analytic calculations so that a numerical method is desired. For application to chaotic ray systems, the computation of this phase space representation may be superior to numerical codes based on traditional WKB wave amplitude equations if caustic singularities are frequently encountered; indeed, this method may be instrumental in the development of an asymptotic wave theory for such systems.
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## PART I

## RAYS AND WAVES

I.1 Introduction $\quad 12$

## 1. INTRODUCTION

The propagation of linear waves in a plasma is in general governed by an integrodifferential equation for the fields (commonly expressed in space and time variables) which couples a linear plasma response to either the Maxwell or Poisson differential operator. A great deal of progress has been made by making the simplest assumption that the plasma is uniform in space and stationary in time; translational symmetry then implies that the plasma susceptibility depends only on the space-time separation of the field and response points. In this case a change of representation (Fourier transform from spacetime to wavevector-frequency) provides the method of solution in terms of plane waves which obey the familiar basic dispersion relations. The requirements of special geometries and boundaries begin to complicate this picture in that simple plane waves may not be the appropriate choice for the basic modes of the system. Finally, allowing for spatial inhomogeneity and temporal non-stationarity prevents the use of this method altogether; the susceptibility now depends on the field and response points separately.

In many cases, it may be assumed that the plasma parameters (density, temperature) vary slowly in space and time over most of the region of interest. These assertions however must be made with respect to an estimate of the scale of variation exhibited by the desired wave solution; thus, the concepts of phase, wavevector and frequency must be borrowed from the uniform plasma solutions and expanded somewhat to generate the concept of a local plane wave. Short wavelength solutions will then be those for which the scale of variation of the weakly inhomogeneous plasma parameters is large compared with the scale of oscillation of the local plane wave in both space and time. Such solutions are usually difficult to obtain numerically (especially in more than one dimension)
due to the disparity of the scales involved.

Geometrical considerations and the existence of symmetries may allow separation of the real three-dimensional problem, simplifying the application of analytical and numerical techniques. If the plasma is assumed to vary in only one dimension or if the problem is separable so that this is effectively the case, the traditional technique for obtaining short wavelength solutions is known as the WKB; or eikonal, method. While probably more familiar in the context of quantum mechanics, this method has been rigorously applied to a wide class of problems where it has been placed on firm theoretical foundations. The essence of this procedure is to convert the integrodifferential equation for the wave field into a set of ordinary differential equations governing the so-called ray trajectories. In quantum mechanics, these are the classical particle trajectories in phase space generated by Hamilton's equations, with the classical Hamiltonian corresponding to the Hamiltonian operator in the Schrödinger equation. In the present waveoptical problem, these paths are the rays of geometrical optics generated by the local dispersion relation in the ray phase space, where wavevector and position are conjugate variables. Thus, it is the eikonal method that lies at the heart of the connection between geometrical optics (classical mechanics) and wave optics (quantum mechanics).

The WKB technique is applicable to two types of wave problems of interest in plasma physics: the propagation of an externally launched wave into a plasma (eg., for heating purposes) or the determination of plasma eigenmodes. The first case (scattering) presents an initial value problem: the rays travel from the edge of the plasma, are typically refracted and eventually are either completeley absorbed, transmitted through, or are reflected back out (as in the case of the propagation of radio waves in a stratified ionosphere). In the second case (bound
states), the rays are trapped in a region of the plasma and in one dimension execute closed orbits. In both cases the wave (in the space-time representation) is constructed along the projection of the phase space trajectories onto physical space. In the scattering problem, the wave is subject to the boundary conditions provided by the wave form on the edge of the plasma (which also provides the initial conditions for the rays), while the bound problem requires singlevaluedness of the wave.

When the wave problem is not reducible to one dimension many new issues arise. The straightforward attempt to apply the eikonal method naturally leads to the consideration of a Hamiltonian system of rays with more than one degree of freedom and if, as in one dimension, the wave is to be supported by these trajectories, then the structure of the phase space should be examined. Two developments in recent years have important implications in this regard: 1) The discovery of the relationship between certain ray phase space objects and properties of the asymptotic wave field constructed with the eikonal method, and 2) The realization that even ray systems of only two degrees of freedom may be nonintegrable and chaotic, thus tremendously complicating the nature of the phase space.

For the trapped wave or bound (eigenvalue) problem in $N>1$ dimensions, the extension of the WKB technique which has emerged is known as the Einstein-Brillouin-Keller (EBK) method. ${ }^{1}$ This procedure recognizes the fact that the orbits of an integrable bound Hamiltonian system with $N$ degrees of freedom are constrained to lie on $N$ dimensional tori in the $2 N$ dimensional phase space. The $N$ conserved actions which label the tori are quantized in this asymptotic scheme, generalizing the Bohr-Sommerfeld rules; this provides a complete set of $N$ mode numbers. A single mode of the system corresponds to the entire
family of trajectories which constitute a single member of the discrete set of tori. The construction of a regular mode (in any representation) is accomplished by means of path integrals on the torus (not necessarily along orbits) which are then projected onto the appropriate variable subspace. Therefore, the principal classical quantity of interest in this multidimensional asymptotic quantization method is the torus in phase space, an example of a Lagrangian manifold.

When the bound ray system is nonintegrable a complete set of $N$ conserved actions does not exist everywhere in phase space and the orbits may explore surfaces of higher dimension. In the extreme case, the Hamiltonian (the frequency, or the numerical value of the local dispersion relation) is the only invariant under the flow so that almost every trajectory eventually ergodically wanders over the entire $2 N-1$ dimensional surface of constant frequency. When the bound system is non-integrable, the entire phase space is not foliated by invariant Lagrangian manifolds (although some may exist). Yet even though this is why the method of EBK quantization fails, the underlying wave problem does possess a discrete spectrum; here, the connection between the structure of phase space and these irregular eigenfunctions and eigenvalues is not known.

The propagation of a wave given an initial phase surface in $N$ dimensions should also be interpreted in terms of a geometrical object in phase space. Constructing the local wavevector at each point on the initial $N-1$ dimensional wavefront produces an $N-1$ dimensional surface of initial conditions in phase space. The $N$ dimensional manifold composed of the family of trajectories generated by these initial conditions under the flow (the outflow) is also an example of a Lagrangian manifold. As in the bound problem, the wave supported by these trajectories is constructed by (path-independent) line integrals along this manifold and then projected onto physical space (if this is the representation
desired). Singularities in the projection of this manifold are responsible for the optical phenomenon of amplitude enhancement at caustics. These occur, for example, when a family of trajectories are refracted or reflected; in phase space the manifold "bends" or turns parallel to the "wavevector directions" so that the projection onto physical space produces focusing. Such singularity difficulties occur in the bound problem as well and give rise to the Stokes phenomenon. The modern treatment recognizes the fundamental role played by the Lagrangian manifold: in the neighborhood of a caustic the projection of the manifold onto the wavevector space (or a combination of some coordinates and the remaining wavevector variables) will be non-singular. The structure of the wave in the caustic region may be determined in the wavevector (or possibly mixed) representation, and then in physical space via Fourier transform. ${ }^{2}$

Since the geometry of this Lagrangian manifold is central to the construction of a propagating wave, it is again important to study the evolution in time of the rays. The concepts of integrability are not appropriate in this context because either the surface of constant frequency may be unbounded or the wave may be damped by some process so that it becomes unnecessary to follow a ray beyond several damping times. However, numerical integrations of lower hybrid rays in realistic plasma profiles have demonstrated that trajectories in an actual plasma may be unstable in the sense that initially neighboring rays separate exponentially in time (a behavior shared by ergodic rays of bound Hamiltonian systems). If this is the case, the manifold generated by the outllow of a family of initial conditions may prove to be extremely convoluted and the projection of this manifold onto configuration space may involve many singularities. Therefore, in spite of the formal understanding provided by the concept of the relation between a short wavelength wave and a Lagrangian manifold in phase space, the analytic or numerical computation of the wave structure may be extremely
difficult in these cases.
Part I of this thesis will be concerned with the concepts and implications of the correspondence between rays and waves. For the case of integrable bound trajectories I intend to demonstrate the ideas that have been developed in association with the EBK method; for "chaotic" orbits, I hope to provide an intuition for how these ideas break down and for how one should perhaps view the ray-wave correspondence. The extent to which these conclusions (in both cases) can be applied to the propagating wave system will be given attention.

In Chapters 2 and 3, I shall discuss the method of EBK quantization, omitting the details of the transformation of the underlying wave equation into a set of ordinary differential equations constituting the Hamiltonian ray system. I shall immediately introduce the extremely simple stadium model in order to illustrate this procedure. This two dimensional eigenvalue problem has a geometrical parameter $\gamma$ such that when $\gamma=0$ the resulting ray system is integrable, while for $\gamma>0$ it is chaotic (in fact, ergodic). The model wave equation is exactly solved (numerically) for large eigenvalue and the regular wave solutions for $\boldsymbol{\gamma}=0$ are qualitatively compared with the EBK results in Chapter 4. Numerical solutions for $\gamma>0$ are presented in Chapter 5 and the striking features of these irregular modes are qualitatively discussed with regard to the properties of the chaotic ray system. As an initial attempt at understanding the apparent "randomness" of these mode structures in terms of the "randomness" of the ray orbits, I compute in Chapter 6 the probability distribution of wave amplitude for several modes and verify the prediction that this quantity should be a gaussian. In Chapter 7, the evolution of eigenvalues and eigenfunctions is examined as the parameter $\gamma$ is increased from zero.

A quantitative description of the relationship between the ray phase space
and the characteristics of short wavelength waves is facilitated by the investigation of the Wigner function. In Chapter 8, I discuss this distribution, its properties and its interpretation as a phase space representation of the eigenfunction. In the regular case, the asymptotic form of the Wigner function is related to the EBK result; for the case of irregular waves, I motivate the prediction of Berry ${ }^{3}$ and Voros ${ }^{4}$ in terms of the relationship of the Wigner function to the classical Liouville density. These expressions for the Wigner function may be used to compute the local spatial autocorrelation of a mode; the predictions are given in both the regular and irregular cases and compared with numerical results.

The spectrum of eigenvalues is analyzed statistically in Chapter 9 by constructing the probability distribution of successive level spacings. The results for the regular and irregular cases are contrasted and compared with theoretical predictions of Berry and Tabor ${ }^{5}$ and Zaslavskii. ${ }^{6}$ Concluding in Chapter 10, I summarize the essential distinctions between regular and irregular waves, how these may or may not be understood in terms of the properties of the corresponding integrable and nonintegrable ray systems, and the general implications these results may have for chaotic propagating waves.

## 2. THE EIKONAL METHOD IN NONUNIFORM PLASMA

The existence of a linear wave in a plasma involves the coupling of Maxwell's equations for the wave electromagnetic field to a model of the interaction of the field with the plasma. In space-time variables, this is represented by

$$
\begin{equation*}
\underline{j}(\underline{x}, t)=\int d^{3} x^{\prime} d t^{\prime} \underset{\sim}{\sigma}\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime} \mid \rho\right) \cdot \underline{E}\left(\underline{x}^{\prime}, t^{\prime}\right) \tag{I.1}
\end{equation*}
$$

which relates the current $\underline{j}$ at the response point $(\underline{x}, t)$ to the wave electric field $\underline{E}$ at the field point $\left(\underline{x}^{\prime}, t^{\prime}\right)$. The linear coupling is mediated by the plasma conductivity kernel $\sigma\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime} \mid \rho\right)$ which depends on some set of plasma parameters $\{\rho\}$ such as density, temperature or magnetic field. This real, possibly nonsymmetric tensor is determined by the plasma model chosen (i.e., kinetic, fluid, etc.) and in general it will depend on each space-time point separately. The integral over the field points encompasses the entire plasma (in this nonrelativistic treatment) whereas only earlier times $\left(t^{\prime}<t\right)$ are considered (due to causality). When (I.1) is inserted into Maxwell's equations, the magnetic field can be eliminated so that the linear wave equation governing the electric field may be written

$$
\begin{equation*}
\int d^{3} x^{\prime} d t^{\prime} \underset{\sim}{D}\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime} \mid \rho\right) \cdot \underline{E}\left(\underline{x}^{\prime}, t^{\prime}\right)=0 \tag{I.2}
\end{equation*}
$$

The integral is to be performed as in (I.1) and the equation is to hold at all points $(x, t)$. Depending on the circumstances, appropriate boundary conditions must be specified for a well-posed problem. In terms of the Maxwell operator and the conductivity kernel, the dispersion kernel $\underset{\sim}{D}$ in (I.2) is

$$
\begin{align*}
\underset{\sim}{D}\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime} \mid \rho\right)= & {\left[\left(\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) \underset{\sim}{I}+\nabla \nabla\right] \delta\left(\underline{x}-\underline{x}^{\prime}\right) \delta\left(t-t^{\prime}\right) }  \tag{I.3}\\
& \quad+\frac{4 \pi}{c^{2}} \frac{\partial}{\partial t} \sigma\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime} \mid \rho\right)
\end{align*}
$$

Due to space and time translational invariance, the vacuum terms in (I.3) depend only on the separation of the space-time points. When the assumption
is made that the plasma is uniform in space and stationary in time, then the conductivity depends only on this separation as well, and the parameters $\{\rho\}$ are constant. If this is the case, a change of variables allows (1.2) to be written in the form

$$
\begin{equation*}
\int d^{3} s d \tau{\underset{\sim}{D}}_{u}(\underline{\Omega}, \tau \mid \rho) \cdot \underline{E}(\underline{x}-\underline{\Omega}, t-\tau)=0 \tag{I.4}
\end{equation*}
$$

where

$$
\begin{equation*}
{\underset{\sim}{x}}^{D}\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime} \mid \rho\right) \equiv{\underset{\sim}{D}}_{u}\left(\underline{x}-\underline{x}^{\prime}, t-t^{\prime} \mid \rho\right) \tag{I.5}
\end{equation*}
$$

defines the kernel ${\underset{\sim}{u}}_{u}$ for the uniform plasma. Now, introducing the Fourier transform of $\underline{E}(\underline{x}, t)$

$$
\begin{equation*}
\underline{E}(\underline{x}, t) \equiv \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{d \omega}{2 \pi} \hat{E}(\underline{k}, \omega) e^{i(\underline{k} \cdot \underline{x}-\omega t)} \tag{I.6}
\end{equation*}
$$

the wave equation (I.4) may be expressed in the wavevector-frequency representation as

$$
\begin{equation*}
\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{d \omega}{2 \pi} e^{i(\underline{k} \cdot \underline{z}-\omega t)} \hat{D}_{\sim}(\underline{k}, \omega \mid \rho) \cdot \hat{E}(\underline{k}, \omega)=0 \tag{I.7}
\end{equation*}
$$

with the uniform plasma dispersion tensor ${\underset{\sim}{\underset{D}{u}}}$ defined by

$$
\begin{equation*}
{\underset{\sim}{D}}_{u}(\underline{k}, \omega \mid \rho) \equiv \int d^{3} s d \tau{\underset{\sim}{D}}_{u}(\underline{\Omega}, \tau \mid \rho) e^{-i(\underline{k} \cdot \underline{\bullet}-\omega \tau)} \tag{I.8}
\end{equation*}
$$

Owing to the orthogonality of the Fourier plane wave modes, the solution to (I.7) is simply

$$
\begin{equation*}
\hat{D}_{\sim}^{u}(\underline{k}, \omega \mid \rho) \cdot \underline{\hat{E}}(\underline{k}, \omega)=0 \tag{I.9}
\end{equation*}
$$

which in turn requires

$$
\begin{equation*}
\operatorname{det}{\underset{\sim}{D}}_{u}(\underline{k}, \omega \mid \rho)=0 \quad \Rightarrow \quad \omega=\omega^{b}(\underline{k} \mid \rho) \tag{I.10}
\end{equation*}
$$

The same results are obtained with the assumption that a single plane wave or Fourier mode is present in the system and that the boundary conditions are to be satisfied by considering a linear superposition of the waves. Substitution
of the form

$$
\begin{equation*}
\underline{E}(\underline{x}, t) \equiv \underline{E}_{0} e^{i(\underline{k} \cdot \underline{x}-\omega t)} \tag{I.11}
\end{equation*}
$$

into (I.4) immediately gives (I.9) and hence (I.10). Thus, equations (I.9) and (I.10) define the polarizations and dispersion relations of the linear waves in the given uniform model of the plasma. These waves are labeled as different branches $\{b\}$ or roots of the characteristic equation for (I.10) and depend on the uniform plasma parameters $\{\rho\}$.

When the plasma is nonuniform and nonstationary this familiar method fails. When space-time translation is not a symmetry, the conductivity kernel $\underset{\sim}{\sigma}$ does not simply depend on the separation ( $\underline{g}, \tau$ ); instead, it depends on the field and response points individually and the simplifications made in equations (I.4-I.10) are not possible. However if the inhomogeneities are in some sense small so that the parameters $\{\rho\}$ are nearly uniform over most of the plasma, one would expect waves similar to those that exist in the uniform case. This is reasonable if the waves satisfying the uniform plasma dispersion relations (I.10) have wavelengths short compared with the scale of variation of the plasma (of course, there may be several such scales but for the present discussion it is assumed there is only one). In this case, one would expect that over a suitably small region of the plasma the wave would have a form similar to (1.11), i.e., locally a plane wave with constant wavevector and amplitude. However, over a region the size of several wavelengths the plasma parameters would change and on this scale the wavevector and amplitude should vary also. The wave equation being linear, the desired solution at a point would be a superposition of such primitive wavelets.

This reasoning is embodied in the basic tenets of the eikonal procedure. Quantifying the foregoing statements, one assumes the form of the solution to
(I.2) to be a local plane wave

$$
\begin{equation*}
\underline{E}(\underline{x}, t) \equiv \underline{\tilde{E}}(\underline{x}, t) e^{i \phi(\underline{x}, t)} \tag{I.12}
\end{equation*}
$$

which generalizes the phase of (I.11) and allows for spatial amplitude variation. In keeping with the usual ideas of wavevector and frequency being measures of phase oscillation, these quantities are defined by

$$
\begin{equation*}
\underline{k}(\underline{x}, t) \equiv \nabla \phi(\underline{x}, t) \quad \omega(\underline{x}, t) \equiv-\partial_{t} \phi(\underline{x}, t) \tag{I.13}
\end{equation*}
$$

Now the conditions for short wavelength solutions to (I.2) in a weakly inhomogeneous plasma are

$$
\begin{equation*}
|\underline{k}| L \gg 1 \quad \omega T \gg 1 \tag{I.14}
\end{equation*}
$$

where $L$ and $T$ are respectively the scales of the spatial and temporal variation of the unperturbed medium. The large quantities in (I.14) are assumed to be of the order of a large parameter $\Lambda$. The amplitude $\underline{\tilde{E}}$ is written in a formal power series

$$
\begin{equation*}
\tilde{E}(\underline{x}, t) \equiv \sum_{n=0}^{\infty} \Lambda^{-n} \tilde{E}_{n}(\underline{x}, t) \tag{I.15}
\end{equation*}
$$

with the following ordering

$$
\begin{equation*}
\partial^{k} \tilde{E}(\underline{x}, t) \sim \Lambda^{-k} \tag{I.18}
\end{equation*}
$$

where $\partial^{k}$ is a $k$ th order combination of space and time derivatives. Thus, the amplitude is slowly varying compared with the phase and the wavevector and frequency are assumed to change on the same scale

$$
\begin{equation*}
\partial^{k} \underline{k}(\underline{x}, t) \sim \partial^{k} \omega(\underline{x}, t) \sim \Lambda^{-k} \tag{I.17}
\end{equation*}
$$

When the form (I.12) is substituted into the wave equation (I.2) and separated by the ordering scheme above, asymptotic solutions are obtained as $\Lambda \rightarrow \infty$. I shall omit the details of this calculation and refer to the derivation of Bernstein and Baldwin ${ }^{7}$ for an example of the usual treatment; ${ }^{8,8,10}$ I intend to perform a
similar computation in Part II. The result to lowest order $\mathcal{O}\left(\Lambda^{0}\right)$ is similar to (I.9),

$$
\begin{equation*}
\underset{\sim}{D}(\underline{x}, t, \underline{k}, \omega) \cdot \underline{E}_{0}(\underline{x}, t)=0 \tag{1.18}
\end{equation*}
$$

and is solved by

$$
\begin{equation*}
\operatorname{det} \underset{\sim}{D}(\underline{x}, t, \underline{k}, \omega)=0 \quad \Rightarrow \quad \omega=\Omega^{b}(\underline{x}, t, \underline{k}) \tag{I.19}
\end{equation*}
$$

Here, the local dispersion tensor $\underset{\sim}{D}$ is related to the dielectric kernel $\underset{\sim}{D}$ by

$$
\begin{equation*}
\underset{\sim}{D}(\underline{x}, t, \underline{k}, \omega) \equiv \int d^{3} s d \tau e^{-i(\underline{k} \cdot \underline{\underline{a}}-\omega \tau)}{\underset{\sim}{D}}_{\underset{\sim}{x}}\left(\underline{x}+\frac{1}{2} \underline{g}, t+\frac{1}{2} \tau ; \underline{x}-\frac{1}{2} \underline{g}, t-\frac{1}{2} \tau\right) \tag{1.20}
\end{equation*}
$$

and in terms of the definition (I.3) it is

$$
\begin{equation*}
\underset{\sim}{D}(\underline{x}, t, \underline{k}, \omega)=\left(k^{2}-\frac{\omega^{2}}{c^{2}}\right) \underset{\sim}{I}-\underline{k} \underline{k}-\frac{4 \pi i \omega}{c^{2}}{\underset{\sim}{l}}_{l o c}(\underline{x}, t, \underline{k}, \omega) \tag{I.21}
\end{equation*}
$$

The local conductivity ${\underset{\sim}{l}}_{l o c}$ is defined in terms of the conductivity kernel $\underset{\sim}{\sigma}$ by the same centered transform as in (I.20).

The set of local dispersion relations labelled by $\{b\}$ obtained as the roots of the characteristic equation in (I.19) are related to the local frequency and wavevector by

$$
\begin{equation*}
\omega(\underline{x}, t)=\Omega(\underline{x}, t, \underline{k}(\underline{x}, t)) \tag{I.22}
\end{equation*}
$$

and as such, this is to be interpreted as an equation for the phase $\phi(\underline{x}, t)$ of the eikonal wave. Thus, inserting the relations of (I.13) into (I.22), one obtains

$$
\begin{equation*}
-\partial_{t} \phi(\underline{x}, t)=\Omega(\underline{x}, t, \nabla \phi(\underline{x}, t)) \tag{I.23}
\end{equation*}
$$

as the equation to be solved in the lowest order of the eikonal method. Although a procedure has been outlined here for arriving at these local dispersion relations, the common method of obtaining them is to generalize the uniform dispersion relations $\left\{\omega^{b}(\underline{k} \mid \rho)\right\}$ of (I.10) by allowing the plasma parameters $\{\rho\}$ to have weak spatial-temporal dependence.

Equation (I.23) is known in classical mechanics as the Hamilton-Jacobi equation when the eikonal phase $\phi(\underline{x}, t)$ is interpreted as the action function with
the local dispersion relation $\Omega$ playing the role of the classical Hamiltonian. ${ }^{11}$ Thus the solution to (I.23) is given in terms of the characteristic trajectories governed by Hamilton's equations

$$
\begin{equation*}
\frac{d \underline{x}}{d t}=\frac{\partial \Omega}{\partial \underline{k}} \quad \frac{d \underline{k}}{d t}=-\frac{\partial \Omega}{\partial \underline{x}} \quad \frac{d \omega}{d t}=\frac{\partial \Omega}{\partial t} \tag{I.24}
\end{equation*}
$$

These trajectories evolve in the six dimensional phase space of the independent variables $(\underline{k}, \underline{x})$ and are the rays of geometrical optics. This is a slight generalization of the usual nomenclature which refers to the physical $\underline{x}$-space projection of these orbits as the light rays of electromagnetic theory. :

Before proceeding with the discusion of the method in which these trajectories are used to determine the eikonal phase, I shall begin to introduce an extremely simple example so that the following development may be illustrated at each point. Thus consider the local dispersion tensor (I.21) in vacuum ( $\sigma=0$ ) with transverse waves ( $\underline{k} \cdot \underline{E}=0$ ). The local dispersion relation (I.19) is then the familiar expression

$$
\begin{equation*}
\omega^{2}=\Omega^{2}(\underline{\underline{x}}, \underline{k})=k_{x}^{2}+k_{y}^{2} \tag{I.25}
\end{equation*}
$$

where I have set $c=1$ and have restricted the problem to two dimensions. At first glance, it would seem that this example does not require the application of the eikonal method at all; however I shall impose a boundary on the region of interest, thereby removing the appearance of spatial uniformity and justifying the dependence of the dispersion relation on $\underline{x}$.

The shape of the boundary as shown in Fig. 1 is that of a racetrack or stadium: two semicircles connected by parallel lines. It is to be parameterized by $\gamma$, the ratio of the halflength of a straight section to the semicircle radius, so that when $\gamma=0$ the boundary is a circle. In addition, for reasons to be explained later, the area is to remain at the constant value $\pi$ as $\gamma$ is varied.
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Therefore, the semicircle radius is a function of $\gamma$ and is given by

$$
\begin{equation*}
R(\gamma)=\left(1+\frac{4 \gamma}{\pi}\right)^{-1 / 2} \tag{1.28}
\end{equation*}
$$

Comparing (I.25) with (I.3), it is apparent that the underlying wave equation for this system is the Helmholtz equation in two dimensions

$$
\begin{equation*}
\left(\nabla^{2}+\omega^{2}\right) \psi(\underline{x})=0 \tag{I.27}
\end{equation*}
$$

where $\psi$ is any component of $\underline{E}$. The boundary condition is taken to be $\psi=0$ and hence this is the problem of transverse modes in an electromagnetic cavity or waveguide. On a broader level, this problem is also that of the modes of a drumhead and is the Schrödinger equation for a particle in a two dimensional infinite well of this shape; in some instances it may be useful to think in terms of these interpretations. Equation (I.27) is to be solved at a fixed value of $\boldsymbol{\gamma}$; this is not a time-dependent problem, but rather an investigation of the solutions as $\gamma$ is varied. With these considerations, (I.27) is an eigenvalue problem which possesses an infinite discrete spectrum for all values of $\gamma$.


Figure 1. Stadium boundary for the Helmholtz equation. This family of boundary shapes is governed by the parameter $\gamma$, the ratio of the halflength of the straight segment $a$ to the semicircle radius $R$. The area is to remain constant $(=\pi)$ as $\gamma$ is varied.

## 3. EBK QUANTIZATION

Returning now to the discussion of the equation for the eikonal phase, it is known ${ }^{11}$ that boundary conditions must be specified in order for (1.23) to be a well-posed problem. These can be of two types depending on the nature of the solution desired:

1) A propagating eikonal wave is evolved in space-time from initial data (at $t=0$ ) of the form

$$
\begin{equation*}
E(\underline{x}, 0)=\tilde{E}(\underline{x}, 0) e^{i \phi_{0}(x)} \tag{I.28}
\end{equation*}
$$

This supplies an initial condition $\phi_{0}$ for (I.23) and hence initial conditions for the rays in phase space via the definitions (I.13).
2) A normal mode of a time-independent wave system is required to be single-valued in space.

An example of the first case is a wave launched into a plasma from an external antenna. An initial wavefront $\left(\phi_{0}(\underline{x})=\right.$ constant $\left.=\phi_{0}^{0}\right)$ serves as the initial condition for a family of rays which propagate into the plasma (governed by (I.24)), are typically refracted and may eventually emerge from the plasma. The wavefront evolves in space-time as a line integral along the rays ${ }^{11}$

$$
\begin{equation*}
\phi\left(\underline{\underline{x}}, t \mid \phi_{0}^{0}\right)=\phi_{0}^{0}+\int_{0}^{t} d t^{\prime}\left[\underline{k}\left(t^{\prime} \mid \phi_{0}^{0}\right) \cdot \underline{\dot{x}}\left(t^{\prime} \mid \phi_{0}^{0}\right)-\omega\left(t^{\prime} \mid \phi_{0}^{0}\right)\right] \tag{I.29}
\end{equation*}
$$

where $\left(\underline{k}\left(t \mid \phi_{0}^{0}\right), \underline{x}\left(t \mid \phi_{0}^{0}\right), \omega\left(t \mid \phi_{0}^{0}\right)\right)$ are the solutions of (I.24) with the initial conditions on $\phi_{0}^{0}$. In three dimensions, the phase surface $\phi_{0}^{0}$ is two dimensional so that with a given initial value of $\underline{k}\left(\underline{x} \mid \phi_{0}^{0}\right)$ at each point on the surface by (l.13), this wavefront determines a two dimensional surface of initial conditions in the ray phase space. As this family of initial conditions evolves under (I.24), a three dimensional surface in phase space is generated. This surface is an example of a Lagrangian submanifold ${ }^{11}$ of phase space; that is, one may show that because
of the definitions (I.13) which are satisfied at every point on the manifold, the line integral in (1.29) is path-independent when interpreted as an integral along the manifold. This property of Lagrangian manifolds will be useful shortly. The construction of the full asymptotic solution for $\underline{E}(\underline{x}, t)$ for the propagating wave is deeply involved with the structure of the Lagrangian manifold and in this respect, the method bears many similarities to the treatment of the normal mode case. Therefore, I shall proceed to discuss eigenmodes and return to the propagating wave when the nature of this influence has been elucidated.

When the wave problem has normal mode solutions, the rays are confined to a region of $\underline{x}$-space which may encompass either the entire plasma or just a small part of it. For example, one could imagine a localized mode due to a large scale inhomogeneity in the plasma profile (such as an electromagnetic wave "trapped" in a density minimum, a model to which I shall return in Part II). The plasma is assumed to be stationary in time, or so slowly varying that it is effectively so; otherwise, the concept of normal mode has no meaning. In addition to confinement in physical space, I shall also assume that the region of interest contains no resonances, or points where the local wavenumber becomes infinite. Under these conditions, the local dispersion relation $\Omega(\underline{k}, \underline{x})$ is timeindependent and the surface of constant frequency, or frequency surface, defined by

$$
\begin{equation*}
\omega=\text { constant }=\Omega(\underline{x}, \underline{k}) \tag{I.30}
\end{equation*}
$$

is compact in phase space. In $N$ dimensions, this is a $2 N-1$ dimensional surface in the $2 N$ dimensional phase space. Since the value of the frequency (or Hamiltonian) is invariant along a phase space trajectory (as guaranteed by (I.24)), every orbit is confined to the frequency surface determined by the initial point.

Studies ${ }^{12,1}$ of recent years have indicated that two basic types of motion exist in multidimensional Hamiltonian systems; the recognition of this fact has many important consequences for the construction of the modes in terms of the rays.

A time-independent Hamiltonian system with $N$ degrees of freedom is said to be integrable ${ }^{13}$ if there exist $N$ independent, global constants of the motion. This set of invariant functions on phase space $\{\underline{I}(\underline{k}, \underline{x})\}$ must also be in involution, or form a set of "commuting observables"; in terms of the usual Poisson bracket on phase space, this condition is

$$
\begin{equation*}
\left\{I_{i}, I_{j}\right\}=0 \tag{I.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\{F(\underline{x}, \underline{k}), G(\underline{x}, \underline{k})\} \equiv \frac{\partial F}{\partial \underline{x}} \cdot \frac{\partial G}{\partial \underline{k}}-\frac{\partial F}{\partial \underline{k}} \cdot \frac{\partial G}{\partial \underline{x}} \tag{I.32}
\end{equation*}
$$

These functions $\{I\}$ are the conserved actions; when they exist a canonical transformation may be performed so that they and their conjugate angle variables $\{\underline{\theta}\}$ coordinatize phase space. It may be noted ${ }^{13}$ that in some cases a set of $N$ action variables might exist in some regions of phase space while not in others; even these cases are referred to as nonintegrable.

When the transformation to action-angle variables is possible, the Hamiltonian in the new variables is a function of the actions alone. The new Hamiltonian is

$$
\begin{equation*}
\tilde{\Omega}(L(\underline{\underline{x}}, \underline{\underline{k}})) \equiv \Omega(\underline{\underline{x}}, \underline{k}) \tag{I.33}
\end{equation*}
$$

in terms of which the equations governing the ray trajectories are

$$
\begin{equation*}
\frac{d \underline{\theta}}{d t}=\frac{\partial \tilde{\Omega}}{\partial \underline{I}} \equiv \underline{\underline{w}}(\underline{I}) \quad \frac{d \underline{I}}{d t}=-\frac{\partial \tilde{\Omega}}{\partial \underline{\theta}}=0 \tag{I.34}
\end{equation*}
$$

which shows the actions to be invariant along orbits and defines the constant angular frequencies $\underline{\square}(\underline{I})$. The existence of these $N$ invariants constrains a
trajectory to lie on an $N$ dimensional surface (instead of the previous requirement of the $2 N-1$ dimensional frequency surface); it may be shown that this surface in phase space has the geometry of an $N$-torus. ${ }^{11}$

When the ray system is completely integrable, the entire phase space is foliated by these $N$-tori, each labelled by the values of the $N$ actions on the torus. An $N$-torus has $N$ irreducible closed curves; that is, each "way around" the torus which cannot be continuously deformed into another. Thus, every path between two points on the torus can be continuously deformed into any other path modulo a number of irreducible closed curves. In fact, these closed curves $\{C\}$ serve to define the invariant actions themselves by ${ }^{1}$

$$
\begin{equation*}
I_{j}(\underline{x}, \underline{k}) \equiv \frac{1}{2 \pi} \oint_{C_{j}} \underline{k} \cdot d \underline{x} \tag{I.35}
\end{equation*}
$$

In order to see how this works, consider the example introduced in (I.25). The rays governed by this Hamiltonian are freely propagating (straight lines in $\underline{x}$-space) and undergo specular reflection at the boundary. In the case of a circular boundary $(\gamma=0)$, the trajectories are confined to an annulus and may or may not be closed; an example of a single initial condition is shown in Fig. 2. In the circle the orbits are integrable, and although the motion in the four dimensional phase space cannot be displayed, one may imagine it by "inflating" the annulus into a torus so that the rays travel from the interior of the annulus to the boundary along the top of the torus, reflect, and then proceed back to the interior along the bottom. Naturally, the restriction of the orbit to an annulus and the existence of the torus in phase space is due to the fact that angular momentum is conserved in the circularly symmetric geometry. The angular momentum is one of the conserved actions, as can be seen by expressing (1.25) in polar coordinates (a canonical transformation)

$$
\begin{equation*}
\omega^{2}=\Omega^{2}\left(r, k_{r}, k_{\theta}\right)=k_{r}^{2}+\frac{k_{\theta}^{2}}{r^{2}} \tag{I.36}
\end{equation*}
$$

and then computing (I.35) along $C_{\theta}$, a concentric circle being one of the irreducible circuits around the torus. Since (1.36) is independent of $\theta, k_{\theta}$ is constant and the integral is

$$
\begin{equation*}
I_{\theta}=\frac{1}{2 \pi} \int_{0}^{2 \pi} k_{\theta} d \theta=k_{\theta} \tag{I.37}
\end{equation*}
$$

The inner edge of the annulus, or radial turning point, is given by (I.36) with $k_{\rho}=0$ and it depends on $I_{\theta}$ and $\omega$,

$$
\begin{equation*}
a\left(\omega, I_{\theta}\right)=\frac{I_{\theta}}{\omega} \tag{I.38}
\end{equation*}
$$

Now, the "short" way around the torus may be taken as $C_{r}$, a radial path from $a\left(\omega, I_{\theta}\right)$ to $R$ and back. Therefore, the radial action $I_{r}$ is

$$
\begin{align*}
I_{r} & \equiv \frac{1}{2 \pi} \oint_{C_{r}} k_{r}\left(r ; I_{\theta}, \omega\right) d r \\
& =\frac{1}{\pi} \int_{a\left(\omega, I_{\theta}\right)}^{R} \frac{d r}{r}\left[\omega^{2} r^{2}-I_{\theta}^{2}\right]^{1 / 2}  \tag{I.39}\\
& =\frac{1}{\pi}\left\{\left[\omega^{2} R^{2}-I_{\theta}^{2}\right]^{1 / 2}-I_{\theta} \cos ^{-1} \frac{I_{\theta}}{\omega R}\right\}
\end{align*}
$$

Although this form for the radial action $I_{r}\left(I_{\theta}, \omega\right)$ cannot be explicitly inverted, it is the implicit definition of the new Hamiltonian $\omega=\tilde{\Omega}\left(I_{r}, I_{\theta}\right)$ in action-angle variables.

It can be shown ${ }^{11}$ that each torus of an integrable Hamiltonian system is a Lagrangian submanifold of phase space. A Lagrangian manifold is simply any $N$ dimensional surface in the $2 N$ dimensional phase space on which the phase integral

$$
\begin{equation*}
\phi=\int \underline{k} \cdot d \underline{x} \tag{I.40}
\end{equation*}
$$

gives the same value along curves continuously deformable into one another. Thus, the integral (I.40) vanishes around a closed curve which may be deformed
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Figure 2. Single trajectory in the ( $\gamma=0$ ) circle. Due to conservation of angular momentum $I_{\theta}$, an orbit with frequency (or wavenumber) $\omega$ is confined to the annulus between $r=a\left(\omega, I_{\theta}\right)=I_{\theta} / \omega$ and $r=R$.
to a point; the integral around other closed contours not shrinkable to a point (such as the irreducible curves on a torus, cf. Eq.(I.35)) may not vanish. There are many examples of Lagrangian submanifolds in the phase space of any system, as their definition depends only on the structure of phase space and not the Hamiltonian of the system; simple examples are the $N$ dimensional planes of either constant $\underline{k}$ or constant $\underline{x}$. The $N$-tori of integrable Hamiltonian systems are special, however, in that like the manifold generated in phase space by the propagating wave described earlier, they are invariant under the flow of the Hamiltonian; i.e., an orbit remains on the manifold determined by its initial condition.

In view of the multivaluedness of the phase due to these irreducible circuits, the conditions for single-valuedness have been shown ${ }^{14}$ to be

$$
\begin{equation*}
I \equiv I_{\underline{m}} \equiv \underline{m}+\frac{1}{4} \underline{\alpha} \quad \underline{m}=0,1,2, \ldots \tag{I.41}
\end{equation*}
$$

This is the result of the Einstein-Brillouin-Keller (EBK) ${ }^{1}$ quantization procedure for smooth, bound Hamiltonian systems; they generalize the usual one dimensional Bohr-Sommerfeld rules to nonseparable multidimensional problems. The integers $\underline{m}$ can be understood in terms of the desired single-valuedness of the wave function of the form $\exp (i \phi)$, but the corrections $\underline{\alpha}$ require a careful analysis of the relationship between the torus $\{I=\underline{m}\}$ and the wave function in both the $\underline{x}$ and $\underline{k}$ representations. For a good discussion of these Keller-Maslov indices and how they depend on the structure of the torus, I refer to the excellent review article of Percival. ${ }^{1}$ In the example (I.36) of rays in a circle, the conditions (I.41) become

$$
\begin{equation*}
I_{\theta}=m \equiv I_{m} \quad I_{r}=n+\frac{3}{4} \equiv I_{n} \quad m, n=0,1,2, \ldots \tag{I.42}
\end{equation*}
$$

Keller ${ }^{15}$ has shown that the quantization rules (l.41) must be amended when non-smooth Hamiltonians are considered, as is the case with this example due
to the infinite potential at the boundary; thus, the factor of $\frac{3}{4}$ in the radial action is partially due to effects produced by this "hard wall" which are not included in the usual EBK treatment.

With the actions quantized, it is a simple matter to derive the frequency spectrum for the normal mode problem. Expressing the integrable Hamiltonian in action-angle variables, the eigenfrequencies are

$$
\begin{equation*}
\omega_{\underline{m}} \equiv \tilde{\Omega}\left(\underline{I}_{\underline{m}}\right) \tag{I.43}
\end{equation*}
$$

Thus, the $N$ actions provide the labelling of the eigenvalues with $N$ mode numbers. In the example, the conditions (I.42) inserted into (I.39) gives the implicit equation for the eigenvalues $\left\{\omega_{m, n}\right\}$ of the Helmholtz equation in the circle (I.27). Of course, this problem is analytically solvable in terms of Bessel functions; Keller ${ }^{15}$ has shown that the eigenfrequencies obtained from (I.39) by numerical means compare favorably with the exact values (zeros of the Bessel functions) even down to low mode numbers.

In general, the asymptotic form of the $\boldsymbol{x}$-space representation of the wave is a superposition of eikonal "wavelets" (I.12), each of which might be thought of as being due to a trajectory passing through the point x. However, since the phase integral (I.40) is independent of path on the torus, it is more correct to think of each contribution in the superposition as coming from different points on the torus with the same $\underline{x}$ coordinate. Thus, the wave at a point $\underline{x}$ is the sum of contributions of the form (I.12), each term representing a point on the Lagrangian manifold (torus) which projects to the point $x$. These points are determined by

$$
\begin{equation*}
\underline{I}(\underline{x}, \underline{k})=\underline{I}_{\underline{m}} \quad \Rightarrow \quad\left\{\left(\underline{k}_{j}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right), \underline{x}\right)\right\} \tag{I.44}
\end{equation*}
$$

In the example of rays in a circle, thinking of the torus as the "inflated" annulus allows one to visualize that in this case there are two such points on the
torus, "above" and "below" each point in the interior of the annulus. However, for each point on the inside rim of the annulus there is only one point on the torus; this exception will give rise to an important effect later.

Now, the phase $\phi_{j}$ for each contributing wavelet at a point $\underline{\underline{x}}$ can be expressed as

$$
\begin{equation*}
\phi_{j}\left(\underline{x} \mid \underline{L}_{\underline{m}}\right)=\int^{\underline{x}} \underline{k}_{j}\left(\underline{x} \mid L_{\underline{m}}\right) \cdot d \underline{x} \tag{I.45}
\end{equation*}
$$

where $\underline{k}_{j}\left(\underline{x} \mid I_{\underline{m}}\right)$ is the point on the torus $\underline{I}_{\underline{m}}$ above $\underline{x}$ generating the $j$ th contribution to the wave. The integral is performed along any path on the torus beginning at a consistent arbitrary point (leading to an ovềrall constant phase factor) to the point ( $\left.\underline{k}_{j}, \underline{x}\right)$. In the example problem, the two branches of $\underline{k}(\underline{x})$ are most easily obtained from (I.38):

$$
\begin{equation*}
k_{r}^{( \pm)}\left(r \mid m, \omega_{m, n}\right)= \pm \frac{1}{r}\left[\omega_{m, n}^{2} r^{2}-m^{2}\right]^{1 / 2} \tag{I.46}
\end{equation*}
$$

which is degenerate on the inside rim of the annulus $\left(r=a\left(\omega, I_{\theta}\right)=m / \omega_{m, n} \equiv\right.$ $\left.a_{\omega, m}\right)$. Taking the phase to be zero at the point $(r, \theta)=\left(a_{\omega, m}, 0\right)$, the two phases $\phi^{( \pm)}$are computed by (I.45) to give

$$
\begin{align*}
& \phi^{(+)}\left(r, \theta \mid m, \omega_{m, n}\right)=m \theta+\sqrt{\omega_{m, n}^{2} r^{2}-m^{2}}-m \cos ^{-1}\left(\frac{m}{\omega_{m, n} r}\right) \\
& \phi^{(-)}\left(r, \theta \mid m, \omega_{m, n}\right)=m \theta-\sqrt{\omega_{m, n}^{2} r^{2}-m^{2}}+m \cos ^{-1}\left(\frac{m}{\omega_{m, n} r}\right)+2 \pi I_{n} \tag{1.47}
\end{align*}
$$

The amplitude factor for a scalar eikonal wave is simply related to the phase. The leading term in the amplitude expansion for the $j$ th wavelet can be shown ${ }^{1}$ to be

$$
\begin{equation*}
\tilde{\psi}_{0}^{(j)}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)=\left|\operatorname{det}\left(\frac{\partial^{2} \phi_{j}(\underline{x} \mid \underline{I})}{\partial \underline{x} \partial \underline{I}}\right)\right|_{\underline{I}=\underline{I}_{\underline{\underline{m}}}}^{1 / 2} \tag{I.48}
\end{equation*}
$$

With (I.47), the amplitudes of the wavelets in the example are

$$
\begin{equation*}
\tilde{\psi}_{0}^{1+1}\left(r \mid m, \omega_{m . n}\right)=\tilde{\psi}_{0}^{(-1}\left(r \mid m, \omega_{m . n}\right) \sim\left(\omega_{m . n}^{2} r^{2}-m^{2}\right)^{-1 / 4} \tag{I.49}
\end{equation*}
$$

$$
\begin{equation*}
\sim\left(r^{2}-a_{\omega, m}^{2}\right)^{-1 / 4} \tag{I.50}
\end{equation*}
$$

These formulas complete the solution of the wave equation to $O\left(\Lambda^{-1}\right)$ over most of the region of interest (i.e., at all points for which they are real and do not violate the eikonal assumptions). Combining equations (I.45) and (I.48), the asymptotic eikonal form for the normal modes of a scalar wave equation is

$$
\begin{equation*}
\psi_{\underline{m}}(\underline{x}) \sim \sum_{j=1}^{n} \tilde{\psi}_{0}^{(j)}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right) e^{i \phi_{j}\left(\underline{x} \mid I_{\underline{m}}\right)}+O\left(\Lambda^{-2}\right) \tag{I.51}
\end{equation*}
$$

This of course assumes that the time-independent Hamiltonian ray system is integrable so that the actions $\{\underline{I}\}$ exist; these are quantized by the EBK rules (I.41) to obtain the eigenfrequencies (I.43). The sum in (I.51) is over the finite number of values $\left\{\underline{k}_{j}\left(\underline{x} \mid I_{\underline{m}}\right)\right\}$ given by (I.44). These relationships indicate that a normal mode of a wave system labelled by mode numbers \{ㅍ\} corresponds asymptotically $\left(|\underline{k}|, \omega_{m, n} \rightarrow \infty\right)$ to the entire family of orbits on the torus $\underline{I}_{\underline{m}}$ in the phase space of the associated integrable ray system.

Using (I.47) and (I.49), the expression (I.51) for the example of the circle becomes

$$
\begin{equation*}
\psi_{m, n}(\underline{x}) \sim e^{i m \theta} \frac{\cos \left(\sqrt{\omega_{m, n}^{2} r^{2}-m^{2}}-m \cos ^{-1}\left(m / \omega_{m, n} r\right)-\frac{\pi}{4}\right)}{\left(\omega_{m, n}^{2} r^{2}-m^{2}\right)^{1 / 4}} \tag{I.52}
\end{equation*}
$$

In the reference cited above, Keller was the first to derive this formula for eigenmodes of the circle. Holding only in the annulus ( $a_{\omega . m}<r<R$ ), Keller has shown that (I.52) is indeed an asymptotic representation of the appropriate Bessel function solutions ${ }^{16}$ in that region. The exponentially decaying solutions in the inner disk ( $r<a_{\omega, m}$ ) may also be obtained, but I shall not discuss that here; I have used this example only in order to clarify the correspondence between the classical torus and the wave eigenmode. I shall now describe one of the dominant consequences of this relationship.

## 4. REGULAR RAYS AND WAVES

The singular behavior of the amplitude near $r=a_{\omega, m}$ in the case of the circle (I.50,I.52) illustrates a quite general feature of the formula (1.48). This feature is known as a caustic and it is characterized by the focusing of rays in physical space, as can be observed in Fig. 2 along the inside of the annulus; the term caustic means "bright spot" and refers to the high intensity (due to the focusing) in this region. A caustic is the multidimensional version of a turning point for the rays, and like the wave phase, it is properly interpreted in terms of the projection of the Lagrangian manifold onto $\underline{x}$-space. As discussed earlier, when the "inflated" annulus is projected back down to configuration space each point in the interior of the annulus possesses two branches of $\underline{k}(\underline{x})$, whereas points on $r=a_{\omega, m}$ have only one. This is a symptom of the fact that this projection is singular on $r=a_{\omega, m}$; thus, a small two dimensional region on the torus projects to a small region of the same dimension except near $a_{\omega, m}$ where the projection becomes one dimensional. This particular projection singularity is known as a fold catastrophe and in more dimensions more exotic singularities can occur. ${ }^{17}$ It can be shown ${ }^{3}$ that (I.48) tends to infinity near all points in x-space where this projection is singular, with some exponent characteristic of the type of catastrophe involved. Naturally, the exact solution of the wave equation does not become singular at caustics, but the intensity of the wave is large in those regions. It is only this asymptotic approximation to the wave in the coordinate representation which fails at caustics; in view of the assumptions (I.16) on the slow variation of the amplitude, one should not expect a good asymptotic solution in the neighborhood of a caustic.

The traditional method ${ }^{9}$ of dealing with these singularities (which appear even in one dimensional problems) involves the solution of a differential equa-
tion which approximates the one under consideration near the caustic, and the matching of exterior, interior, and boundary layer solutions. However, recognition of the role played by the Lagrangian manifold in the construction of the wave function and especially in the formation of caustics allows one to make full use of phase space concepts in order to determine the asymptotic behavior of the wave in the singular regions.

It can be shown ${ }^{2,18}$ that when the projection of some part of the Lagrangian manifold onto $\underline{x}$-space is singular, the projection of that part onto either $\underline{k}$-space or possibly some mixed coordinate-wavenumber space (e.g., $\left(k_{x}, y\right)$ ) will be nonsingular. Thus there is a procedure for constructing the mode in this "good" representation which will be nonsingular, and then the wave in the $\underline{x}$ representation in the neighborhood of the caustic is obtained by Fourier transforming on the appropriate $\underline{k}$ variables. Each basic type of caustic catastrophe has its own characteristic ${ }^{17,19}$ function which describes the behavior of the diffraction pattern near the caustic, and these may be derived by this method; the fold catastrophe found in the example is distinguished by the familiar Airy function pattern. In order to construct the complete asymptotic solution valid in all regions accessible by the rays, one must match these caustic solutions onto the eikonal form (I.51). This technique will not be developed further here, but it is introduced in order to impart an intuition for these modern phase space methods.

Having briefly reviewed the theory of the asymptotic method for obtaining normal modes in more than one dimension, it is useful at this point to actually exhibit an example of a short wavelength mode in order to visualize some of the aspects of the ray-wave correspondence upon which the method is based. Of course, the asymptotic nature of all of these results restrict the validity of
their comparison with any mode of finite wavelength, but this must be balanced by the limitations imposed by numerical analysis. Thus, I have attempted to concentrate on a range of the spectrum which seems to provide a reasonable basis for interpretation of wave properties in terms of the rays yet computationally manageable. When unexpected features arise; I shall consider modes of shorter wavelength in order to gauge the trend and to determine whether these aspects persist as opposed to being artifacts of the location in the spectrum. This will be a very important point and I shall often return to it.

For the continuing model of the Helmholtz equation (I.27) in the circle ( $\gamma=$ 0 in the more general boundary of Fig. 1), a typical eigenfunction is displayed in Fig. 3; this is $J_{40}\left(k_{40.5} r\right) \sin 40 \theta$ (angular action $m=40$, radial action $n=5$ ). The eigenvalue $k_{40,5}$ is the fifth zero of $J_{40}$ and has the value of 65.012 ; it is also the value of $\omega$ since by (I.27) and (I.25), $\omega^{2}=k^{2}$. This mode is approximately 200 levels above the ground state, and since the radius of the circle is unity, the eikonal conditions are satisfied to the extent that $k R \approx 65 \gg 1$.

Here it is important to understand the mode of display to be used throughout this thesis. Figure 3 a shows the nodal pattern of this eigenfunction in the positive quadrant $(x, y>0)$ with the boundary of the circle clearly visible. The irregularity in the boundary and the odd behavior of the nodal lines near crossings and near the origin are due to the computer routines which generated the contour plot. Figure 3 b is a perspective view of the intensity $|\psi|^{2}$ in the positive quadrant looking in the direction of the positive $y$ axis. The behavior of the nodal lines near the origin in Fig. 3a is explained by the extremely small amplitude of the wave in that region, as indicated in Fig. 3b.

Another point to be remembered is that due to the reflection symmetries of both the circle and stadium boundaries across both axes, the normal modes (for


Figure 3. a) Nodal structure of a "high angular momentum" eigenfunction in the positive quadrant $(x, y>0)$ of the $(\gamma=0)$ circle. This mode is $\psi_{m, n}=$ $\psi_{40.5}=J_{40}\left(k_{40.5} r\right) \sin 40 \theta$ with eigenvalue $k_{40.5}=65.012$. The coordinate axes are nodal lines (odd-odd parity). The irregular behavior of the nodal lines near the origion are due to imperfections in the contour plotting routine where the amplitude of the mode is extremely small.


Figure 3. b) Intensity distribution $|\psi|^{2}(x, y)$ in positive quadrant for the same eigenfunction. This perspective view (along the positive $y$ direction) clearly shows the large evanescent region (the disk $r \leqslant .7$ ) and the high intensity caustic around the interior rim of the annulus ( $r \approx .7$ ).
any value of $\gamma$ ) may be categorized by four definite parities. For simplicity (and other reasons to be explained later), I shall restrict attention to just one parity class; only modes which are odd under both $x$ and $y$ reflection will be considered. Thus, in the quadrant displays of the eigenfunctions both axes are nodal lines. The mode under present consideration is 200 levels above the ground state in the odd-odd parity class alone (or 800 levels above the ground state when all modes are considered); however, I shall usually refer to the number of levels without such a caveat, implying only modes of the same parity.

Comparing the perspective view of the intensity of Fig. 3b with the ray trajectories in Fig. 2, two features are immediately apparent. First, the wave is vanishingly small in the interior disk, an inaccessible region for the rays due to the conservation of angular momentum. This is a satisfactory and expected consequence of the picture that the wave is supported by the rays and hence confined to the annulus. The second quite noticeable aspect is the large amplitude of the wave function along the inside rim of the annulus. This of course is the caustic region and corresponds to the focusing of the rays in this vicinity as discussed above. Naturally the wave is not singular here (as is the projection of the torus or "inflated annulus" onto configuration space), but the intensity is enhanced. In fact, the juxtaposition of these two features dominates the appearance of the eigenfunction and both can be explained in terms of the projection of the phase space structure of the Lagrangian manifold.

The next higher mode in the spectrum (of the same parity) is rather different and is shown in Fig. 4. This is $J_{4}\left(k_{4.19} r\right) \sin 4 \theta$ with $k_{4.19}=65.067$ and thus has angular action $m=4$ and radial action $n=19$. Whereas the "high angular momentum" mode of Fig. 3 is concentrated away from the origin (extreme cases of this are termed whispering gallery modes), this "low angular momentum"
mode is distributed over almost the entire interior of the circle. Although the corresponding ray motion is not shown, the trajectories are still confined to an annulus with a very small value of $a_{\omega, m}$ as this mode represents almost diametric oscillations of the rays. The interior disk is nearly washed out by the surrounding caustic and this region of high intensity again dominates the structure of the wave. The amplitude peak appears higher in this figure than in the previous one, but the scales in which they have been depicted are not necessarily the same.

These two examples begin to indicate that, at least qualitatively, this region of the spectrum is sufficiently "asymptotic" to use for an investigation of wave properties with regard to the ray phase space. This will be made firmer when more quantitative analyses are made of these circular modes and interpreted in terms of predictions based on the EBK results. The main purpose here, however, is not to dwell on the well-known solutions of this problem in a circular boundary, but to establish a basis for discussing the properties of the modes in the more general problem of the stadium. In that case, the relationship between rays and waves is not known (as will be seen below) and it will be important to have confidence that when these new modes are studied, they are suitably located in the spectrum to provide insights into this correspondence.


Figure 4. a) Nodal structure of the "low angular momentum" circular eigenfunction $\psi_{m, n}=\psi_{4.19}=J_{4}\left(k_{4.19} r\right) \sin 4 \theta$, with $k_{4,1 \theta}=65.067$.
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Figure 4. b) Intensity distribution of the same mode. Note that the caustic region is extremely near the origin, obscuring the evanescent inner disk.

## 5. CHAOTIC RAYS AND WAVES

Returning then to the definition of the model problem, consider the Helmholtz equation (I.27) inside the stadium boundary of Fig. 1 with $\gamma>0$ and $\psi=0$ on the boundary. In the attempt to obtain short wavelength solutions, the substitution of an eikonal waveform into (I.27) yields to lowest order (under the assumtions beginning at (I.14)) the vacuum dispersion relation (I.25), irrespective of the geometry of the boundary. Again, the interpretation of (1.25) in terms of the Hamilton-Jacobi equation (I.23) leads to the consideration of the ray trajectories governed by (I.24) in order to hopefully construct the phase and amplitude of the solution. Figure 5 shows the typical evolution of a single initial condition, for the case $\gamma=1$.

Comparison of Fig. 5 with Fig. 2 immediately demonstrates the fact that the trajectories in the stadium are much more complicated than those in the circle. Even when an orbit is not closed in the circular case so that it completely fills the annulus, it is still restricted to that annulus in configuration space and to the surface of the torus in phase space. A single initial condition in the stadium, however, will eventually pass arbitrarily close to every point in $x$-space infinitely many times. In phase space, the trajectory is not constrained to lie on a torus or any other two dimensional manifold; instead, it passes arbitrarily close to every point on the entire three dimensional frequency surface infinitely many times. These properties have not only been indicated ${ }^{20}$ in numerical studies, but in fact, it has been shown ${ }^{21}$ analytically that the ray system inside the stadium (sometimes known as a billiard problem) is mixing ${ }^{13,22}$ for all $\gamma>0$.

Not every trajectory in this system has this property; there is a small class (technically, a set of measure zero) of periodic orbits, each of which lies on a one-dimensional (disconnected) manifold in phase space. Examples are the orbit


Figure 5. Typical example of a single trajectory in the $\gamma=1$ stadium boundary with specular reflection. This computer computer-generated picture was produced and provided to me by Dr. J. Meiss.
which travels between the midpoints of the semicircles, the diamond-shaped orbit which connects the midpoints of the straight sides and the midpoints of the semicircles, and the entire family of orbits which oscillate between the straight sections with $k_{x}=0$. However, each of these orbits is unstable in that almost any infinitesimal perturbation in the initial condition will produce an ergodic orbit. Chaotic orbits themselves are also unstable in the closely related sense that infinitesimally close initial conditions separate exponentially ${ }^{20}$ in time (asymptotically, as $t \rightarrow \infty$ ).

In view of these observations on the phase space of the ray system in the stadium, it is apparent that the next step in the EBK procedure is not possible. The only constant of the motion is the value of the Hamiltonian or frequency; the action invariants required for quantization do not exist and thus there is no Lagrangian manifold upon which to construct a correspondence between phase space and normal modes. The stadium problem is not unique in this respect and in fact it is the integrable system which is uncommon. A more generic Hamiltonian with $N$ degrees of freedom is one which is merely nonintegrable, i.e., one for which there are between zero and $N$ invariant actions depending on the region of phase space; these systems cannot be quantized by the EBK technique. Actually, Einstein ${ }^{23}$ (who was the first to observe that the quantization of the quantities ( 1.35 ) is the correct way to extend the Bohr-Sommerfeld rules) recognized the difficulty if a complete set of actions does not exist.

And yet, the Helmholtz equation does have solutions in the stadium geometry. Do the eigenfunctions reflect any properties of the ray system? Are there any dominant or distinguishing aspects of these waves such as the caustics of integrable ray systems? Is there any object in phase space (corresponding to the Lagrangian manifold of integrable systems) in terms of which one can understand

## these features?

I do not intend to provide complete and conclusive answers to these questions nor shall I offer a scheme for quantizing nonintegrable ray systems. However, I do hope to supply some insight into the ray-wave correspondence in these cases and to point out general properties one might expect to characterize waves supported by unstable rays. The example of the stadium is particularly suited to this endeavor because for $\gamma>0$ the rays are ergodic; thus the phase space is not complicated by the presence of tori in some regions indicating the existence of an additional invariant.

To begin, a typical eigenmode for the stadium with $\gamma=1$ is depicted in Fig. 6; the nodal curves and the perspective view of intensity are shown in the positive quadrant as for the circular case, except that now the boundary is a quarter-stadium. This and all other modes (including those shown in Figs. 3 and 4 of the circle) were obtained by numerically solving the Helmholtz boundary value problem using a novel technique developed by Riddell and Lepore. ${ }^{24}$ A discussion of this method and the details concerning its use, accuracy, etc., are deferred to Appendix A. At this point however, I should point out several matters to be borne in mind when viewing these diagrams.

First, the eigenvalue of the mode shown is $k=65.328$ and, as in the case of the circle, this mode is approximately 200 levels above the ground state in the odd-odd parity class. This would not have been true if the area were not held constant as $\gamma$ was increased, since the lowest order estimate of the asymptotic density of eigenvalues in two dimensions is inversely proportional to the area. Therefore, modes in this range of the spectrum ( $k \approx 65$ ) are the same elevation above the ground state and have the same average density for all $\gamma ;$ it is on this basis that the properties of the modes will be compared.


Figure 6. a) Nodal structure of a typical $\gamma=1$ stadium eigenfunction in the positive quadrant, with $k=65.326$. Again, the coordinate axes are nodal lines for this odd-odd parity mode.


Figure 6. b) Perspective of intensity distribution of the same mode in the positive quadrant, looking along the positive $y$-axis. The quarter-circular part of the stadium boundary is visible in the upper right-hand corner.

Secondly, the novelty of this numerical method lies in the fact that it does not rely on a discretization of the interior of the two dimensional region under consideration in order to compute eigenvalues or the eigenfunctions. Not only does this allow for extremely accurate determination of large eigenvalues (associated with short wavelength modes), but once the eigenvalue is known, the eigenfunction may be computed over the entire region or any subregion of any size, shape or scale. This capability permits the "magnification" of a very small domain in order to more closely investigate the mode structure or to check the accuracy of the solution.

A third point concerns just this subject of accuracy. Among the standards discussed in Appendix A upon which the statements of accuracy are based is the assumption that the precision of the numerical method in the circular case (where comparisons can be made with exact results) extends to the eigenvalues and eigenfunctions in the stadium, for modes in the same range of the spectrum. This proposition has been partially tested, and in every instance has led to satisfactory agreement with theory. Therefore, I rely on an absolute accuracy of $\pm .001$ in the eigenvalues and a relative error of $10^{-4}$ in the values of the eigenfunctions for the two circular modes presented, and these estimates are to be applied to the stadium modes near $k=65$ as well.

With these preliminaries designed to instill confidence in the numerical solutions, I shall proceed to point out some features of the $\gamma=1$ stadium mode in Fig. 6 with $k=65.326$. The seemingly random weaving of the nodal contours in (a) is in striking comparison with the rigidly geometric patterns found for circular modes or for almost every other textbook example. Smooth, boundary conforming nodal curves are the usual expectation, although Courant and Hilbert ${ }^{25}$ demonstrate how superpositions of degenerate modes can produce
rather more interesting patterns. Those examples and others are still very regular (maybe predictable?) in appearance when contrasted with these contours, however, although this is a subjective conclusion.

One peculiarity of this pattern is a considerable avoidance of nodal crossings. Although a similar behavior is noticeable in the circular displays, those very near misses are due to the contour plotting routine whereas most of the non-crossings in this stadium mode are real; this may be verified with the "magnification" capability of the numerical method. At one time, such avoided intersections were taken as a mark of (and almost a criterion for) the wave analogy of ray stochasticity. ${ }^{28}$ Somewhat like Hamiltonian integrability, however, the preponderance of nodal crossings found in the usual textbook examples is extraordinary and due to the separability of the wave function in some coordinate system. There are crossings in stadium nodal patterns but these are almost always accidental. It is also shown in Ref.[25] that an intersection of two nodal lines of a solution to the Helmholtz equation must occur perpendicularly; this property is reflected in the special intersections of the interior nodal lines with the axes and the boundary.

The most important information contained in this diagram concerns the local wavevector. As a contour plot, one may deduce from it a qualitative (though incomplete) picture of the general direction of the gradient of the wave function around the stadium. For short wavelength modes with slowly varying amplitudes, this gradient is proportional to the local wavevector $\underline{k}(\underline{x})$ in the sense as defined for eikonal waves (I.12,I.13). Thus, the random behavior of the nodes in the stadium indicate a fairly isotropic distribution of the direction of $\underline{k}(\underline{x})$, whereas the circular modes convey a definite anisotropy. Now this could be interpreted in terms of a similar behavior of the rays in both cases: The infinite number of directions taken by a trajectory passing near a given point infinitely
many times in the stadium as compared with the finite number of branches ( $k_{r}^{ \pm}$) of the Lagrangian manifold above each point in the circular annulus. These inferences will be made more quantitative in the next Chapter.

The perspective view of the intensity $|\psi|^{2}$ in the positive quadrant (Fig. 6b) also presents a quite different structure than that found for circular modes. It appears that this mode is characterized by small regions (several wavelengths) of high intensity interspersed randomly among low amplitude regions. At first this feature seems appealing when one considers the random or chaotic behavior of the rays in the stadium; however, another line of reasoning results in an apparent contradiction. The ergodic nature of the the rays implies that almost every trajectory will spend an equal amount of time in every neighborhood of the frequency surface as $t \rightarrow \infty$, so that time averages are equal to phase space averages. Another way of stating this is that the classical Liouville density in phase space covers the frequency surface uniformly in this limit. Projecting down from phase space to configuration space, the conclusion is that every orbit will eventually "uniformly cover" the entire interior of the stadium. Thus, a naive correspondence between rays and waves would lead to a prediction of a uniform intensity distribution over the stadium. This would be the natural conclusion if one interpreted the rays as classical particle orbits and the intensity $|\psi|^{2}$ as the quantum mechanical probability distribution which should approach the uniform classical quantity as the wavelength (of order $h$ ) goes to zero. This expectation has also been formulated mathematically by Shnirelman. ${ }^{27}$ Apparently, however, this is not what is exhibited by the mode in Fig. 6.

A reaction might be to question whether this mode is really typical and representative of the modes in this range of the spectrum, and whether this range contains modes which are of short enough wavelength for comparison with the
ray picture. In order to partially answer both of these objections, I present in Fig. 7 several successive modes in the spectrum near $k \approx 65$ and near $k \approx 100$.

In the case of the circle, the lower range at about 200 levels above the ground state seemed adequate for interpretation in terms of rays. As this Figure shows, the features indicated above are common to most stadium modes in this range as well as in the higher section which is approximately 600 levels above the ground state. These higher modes represent the present limit of my numerical method, but they do not seem to indicate a trend toward the more expected uniform intensity distribution.

Among the eigenfunctions displayed in Fig. 7, the ones at $k=65.556$ and 100.202 are conspicuously unlike their neighbors. These modes resemble standing waves in the rectangle formed by the straight sections of the stadium and are vanishingly small in the semicircular ends. The fact that the wavelength is shorter in the $y$ direction than in the $x$ direction ( $k_{y}>k_{x}$ ) seems to indicate that these modes correspond to rays which primarily oscillate between the straight sections; hence, for lack of a better name, they are referred ${ }^{15}$ to as bouncing ball modes. It is a mystery why there should exist modes which are associated with an isolated family of unstable periodic orbits, although about $10 \%$ of the modes found in both ranges of the spectrum studied are of this type. It is also a curious note that the eigenvalues of these modes are quite accurately predicted on the basis of the familiar formulas for rectangular modes, even though there is no boundary condition that requires $\psi=0$ in the semicircular ends. Thus, for the rectangle spanned by the straight sections of length $2 a(\gamma)$ and the circle diameters $2 R(\gamma)$ (remember, Fig. 7 shows only a quarter of this rectangle, $a \times R$ ) the quantization condition for the eigenvalue $k$ is

$$
\begin{equation*}
k_{m, n}=\frac{\pi}{2}\left[\frac{m^{2}}{a^{2}}+\frac{n^{2}}{R^{2}}\right]^{1 / 2} \quad m, n=0,1,2 \ldots \tag{I.53}
\end{equation*}
$$
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Figure 7. a) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=65.036$


Figure 7. b) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=65.326$


Figure 7. c) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=65.412$


Figure 7. d) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=65.556$ (bouncing ball mode)


Figure 7. e) Nodal structure and intensity distribution in $\boldsymbol{\gamma}=1$ stadium mode with eigenvalue $k=65.656$
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Figure 7. f) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=65.736$ (whispering gallery mode?)


Figure 7. g) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=100.107$ (whispering gallery or "diagonal orbit" mode?)


Figure 7. h) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=100.144$


Figure 7. i) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=100.202$ (bouncing ball mode)


Figure 7. j) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=100.269$


Figure 7. k) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=100.297$
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Figure 7. 1) Nodal structure and intensity distribution in $\gamma=1$ stadium mode with eigenvalue $k=100.386$

Here, the quantum numbers $m$ and $n$ are the numbers of half-wavelengths of the mode in the distance $2 a$ ( $x$ direction) and $2 R$ ( $y$ direction) respectively. Since $a=\gamma R$ and using (I.26), this condition can be expressed entirely in terms of $\gamma$

$$
\begin{equation*}
k_{m, n}=\frac{\pi}{2 \gamma}\left(1+\frac{4 \gamma}{\pi}\right)^{1 / 2}\left(m^{2}+\gamma^{2} n^{2}\right)^{1 / 2} \tag{1.54}
\end{equation*}
$$

Now the bouncing ball mode at $k=65.556$ has 13 half-wavelengths in the $y$ direction in the quadrant and about 5 or 6 in the $x$ direction; therefore, using $m=10$ and $n=26$ in (I.54) with $\gamma=1$, one obtains $k_{10.28}=$ 65.97. Such good agreement is also found for the mode at $k=100.202$; with $m=6$ and $n=42, k_{6,22}=100.48$.

Two other modes in Fig. 7 deserve special attention. The eigenfunction at $k=65.736$ exhibits an intensity structure which is almost entirely concentrated around the stadium boundary. This is very reminiscent of the whispering gallery ${ }^{15}$ or high angular momentum circular modes and could similarly correspond to rays skipping around the boundary. Although Keller ${ }^{15}$ has predicted that both bouncing ball and whispering gallery modes should exist for the two dimensional Helmholtz problem in an arbitrary convex domain, he assumes that the associated ray trajectories are stable (i.e., continually being refocused upon reflection so as to remain in the bouncing ball or whispering gallery regions). In that reference, Keller also expects whispering gallery modes to obey a one dimensional quantization rule around the perimeter $L$ (which for the stadium is $\boldsymbol{\gamma}$-dependent)

$$
\begin{equation*}
k_{m}=\frac{2 \pi m}{L(\gamma)}=\frac{m \pi^{1 / 2}(\pi+4 \gamma)^{1 / 2}}{(\pi+2 \gamma)} \quad m=0,1, \ldots \tag{I.55}
\end{equation*}
$$

This is just the condition for $m$ full wavelengths around the boundary. The mode at $k=65.736$ has $m \approx 64$ so that $k_{64}=58.96$. The fact that the mode does have some interior structure could explain this discrepancy. The mode at $\dot{k}=100.107$ is similar, but it also appears to have a high intensity
"ridge" running from the lower right (midpoint of semicircle) to the upper left (midpoint of straight segment). Although it is just speculation, this feature could correspond to the diamond-shaped closed ray trajectory which follows the same path in this quadrant. Again, like the whispering gallery and bouncing ball classes, this orbit is unstable and there is no theoretical basis for constructing a mode corresponding to it.

The modes of the $\gamma=1$ stadium are then of two types: most can be described as being "random" or "chaotic" (in a quite different sense as these terms refer to rays), whereas a small class of modes (bouncing ball, whispering gallery, etc.) seem to correspond naively to a definite set of "special" ray orbits. Percival ${ }^{1}$ has introduced the terms regular and irregular to differentiate between modes of systems whose rays are integrable and nonintegrable respectively. Thus, the circular modes are categorized as regular while the stadium modes should all be irregular since almost all ray trajectories are ergodic. Unfortunately, the small class of "special" modes does not seem to fit into this scheme and appear to be almost regular. One might be led to expect that this class of modes represents a set of measure zero in the full spectrum (as their associated rays are likewise unique) so that as $k \rightarrow \infty$ fewer would be present; I can only report that this is not what I have observed.

## 6. INTENSITY DISTRIBUTION $P(\psi)$

As an initial quantitative measure for distinguishing between regular and irregular eigenfunctions, Berry ${ }^{3}$ has proposed a simple test based on the concepts of eikonal theory. If one were to attempt to construct the wave at a point in the stadium, for example, an idea might be to follow a trajectory and keep track of the accumulated phase as computed by (I.40). Now in this example the rays freely propagate between reflections so that the phase integral between two points is just proportional to the length of the path:

$$
\begin{equation*}
\phi\left(\underline{x} \mid \underline{x}_{0}\right)=\int_{x_{0}}^{\underline{x}} \underline{k} \cdot d \underline{x}=|\underline{k}| L_{0}^{x} \tag{I.56}
\end{equation*}
$$

Setting the phase $\phi\left(\boldsymbol{x}_{0}\right)=0$ and initiating a ray at $\underline{x}_{0}$ which passes through the point $\boldsymbol{x}$, the phase integral in (I.56) gives the first contribution $\sim \exp i|\underline{k}| L_{0}^{x}$ to the wave at the point $\underline{x}$. Since almost all trajectories in the stadium are ergodic, this ray will eventually return arbitrarily close to the point $\underline{x}$ after traversing a length $\delta L_{1}$; thus, the next contribution to the wave at $\underline{z}$ is $\sim \exp i|\underline{k}| L_{1}$ where $L_{1}=L_{0}^{x}+\delta L_{1}$ is the total pathlength from the initial point $x_{0}$. The point $x$ will in fact be "nearly" visited an infinite number of times so that the wave at $x$ will be of the form

$$
\begin{equation*}
\psi(\underline{x}) \sim \sum_{j=0}^{\infty} A_{j} e^{i|\underline{k}| L_{j}} \tag{1.57}
\end{equation*}
$$

Since this system is mixing, the $L_{j}$ 's may be considered to be independent random variables and so the same is true for each term in the sum. With these assumptions, one concludes on the basis of the central limit theorem that $\psi(\underline{x})$ is a gaussian random variable for all $\underline{x}$. Thus, the probability of finding the value $\psi$ at any given point inside the stadium, without knowledge of the surrounding values, is distributed as a gaussian

$$
\begin{equation*}
P(\psi) \sim e^{-\theta \psi^{2}} \tag{I.58}
\end{equation*}
$$

There have been many shortcuts and assumptions in arriving at this result. The amplitude as well as phase contributions due to boundary reflections have been ignored, and nothing has been said about quantization. In fact, this is probably not even a correct interpretation of a stadium mode at all. However, it does serve to convey this general idea: if an irregular wave supported by stochastic rays may indeed be represented by a superposition of a large number (possibly infinite) of eikonal wavelets, then the chaotic paths of the rays could produce a phase decorrelation of the individual contributions. Then the final argument yields the prediction that an irregular wave function is a gaussian random variable at each point.

This is a simple statistical test to perform. Evaluating a single normalized eigenfunction $\psi$ at approximately 5000 points in the interior of the quadrant, the probability distribution $P(\psi)$ is constructed as a normalized histogram with 100 bins. For eigenfunctions normalized to unity in the quadrant of area $\pi / 4$, the width $\sigma$ of the numerical distribution $P(\psi)$ is $\sqrt{4 / \pi}$ because

$$
\begin{equation*}
\sigma^{2} \equiv \int \psi^{2} P(\psi) d \psi=\int \psi^{2} \frac{d^{2} x}{A}=\frac{1}{A}=\frac{4}{\pi} \tag{1.59}
\end{equation*}
$$

This is true for all modes at all values of $\boldsymbol{\gamma}$. Therefore, each numerical $P(\psi)$ at any value of $\boldsymbol{\gamma}$ may be compared with the same standard normalized gaussian prediction

$$
\begin{equation*}
P_{G}(\psi) \equiv \frac{1}{2 \sqrt{2}} \exp \left(-\frac{\pi \psi^{2}}{8}\right) \tag{I.60}
\end{equation*}
$$

The result for the stadium mode of Fig. 6 at $k=65.326$ is displayed in Fig. 8. Despite the rough form of the numerical data, it seems that the general shape of the probability distribution is fairly well described by the gaussian prediction. Actually, the jagged peaks are due to the finite wavelength of the mode as each peak in the distribution represents a local minimum or maximum in the wave (a wave peak). When the wavelength is shortened (larger eigenvalue) each mode
contains more waves and the peaks in $P(\psi)$ tend to coalesce. Figure 8 is typical of the general agreement with this theory found for all of the "chaotic" type of $\gamma=1$ stadium modes examined.

The bouncing ball modes, however, possess a somewhat different characteristic probability distribution as shown in Fig. 9. While the "wings" of the numerical $P(\psi)$ seem to fit the gaussian prediction, there is a definite disagreement near $\psi=0$. Of course, this central peak is readily explained upon consideration of the bouncing ball mode structure shown in Fig. 7: it reflects the large semicircular ends of the stadium where these modes are evanescent. In fact, with this connection, the distribution for bouncing ball modes is similar to those found for circular modes.

Figure 10 shows $P(\psi)$ for both the high and low angular momentum circular eigenfunctions previously discussed. In (a) the effect of an evanescent region is overwhelming and of course corresponds to the large interior disk where the high angular momentum mode has very low amplitude (see Fig. 3). Although the fit to the gaussian comparison seems better in (b) for the low angular momentum mode, there is still a central peak due not only to the comparatively small interior disc but also to the decaying amplitude toward the circle boundary. In fact, this Figure clearly points out the effect of the high intensity caustic region as the distribution is stretched out to large values of $\psi$. Thus, one could conclude that a regular mode is characterized by a non-gaussian probability distribution; in this case, $P(\psi)$ displays a balance between the extremes of high and low amplitude regions (since the width of $P(\psi)$ is constant) and in this way it describes the dominant features of this type of mode. On this basis, stadium bouncing ball modes with very similar distributions should probably be categorized as being regular even though the nature of the ray-wave correspondence which this
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Figure 8. Probability distribution $P(\psi)$ for $\gamma=1$ stadium mode with eigenvalue $k=65.326$ and comparison to gaussian prediction (I.60). Each jagged peak in the numerical data is due to a wave "crest" or "trough" in the eigenfunction.

## $\mathrm{P}(\psi)$



Figure 9. Probability distribution $P(\psi)$ for $\gamma=1$ bouncing ball stadium mode, $k=65.566$. Large central peak is due to the large number of small values of $\psi$ sampled in the semicircular ends of the stadium.


Figure 10. a) Probability distribution $P(\psi)$ for $\gamma=0$ high angular momentum mode of Fig. 3. The peak near $\psi=0$ represents the contribution from the large evanescent central disk region exhibited by this mode; the shift to the right of zero of this peak is due to (an unsatisfactory) binning procedure.


Figure 10. b) Probability distribution $P(\psi)$ for $\gamma=0$ low angular momentum mode of Fig. 4.


Figure 11. Variation of "goodness of fit" parameter $\mathcal{R}$ with $\gamma$. Dots at each value of $\gamma$ denote separate measurements on different individual eigenfunctions; squares denote measurements on bouncing ball modes; crosses denote superposition averages.
association entails remains unexplained.
In order to quantify this observation, for each mode studied I have measured the fit to the proposed gaussian (I.60) by computing the residual defined by

$$
\begin{equation*}
R \equiv\left\{\frac{1}{n} \sum_{i=1}^{n}\left[P\left(\psi_{i}\right)-P_{G}\left(\psi_{i}\right)\right]^{2}\right\}^{1 / 2} \tag{I.61}
\end{equation*}
$$

Here, $n$ is the number of bins in the histogram $P(\psi)$ (I have used $n=100$ ). This quantity was evaluated for sample eigenfunctions with $60 \leq k \leq 70$ at both $\boldsymbol{\gamma}=0$ and $\gamma=1$; in addition, I have also investigated the trend in $R$ as $\gamma$ takes on intermediate values. The results are shown in the graph of $R$ vs. $\gamma$ in Fig. 11.

At $\boldsymbol{\gamma}=0$, this "goodness of fit" parameter varies over a wide range from the worst fit (large $R$ ) for high angular momentum modes to the best for low angular momentum modes; this is plausible in view of Fig. 10. Almost all modes examined for $\boldsymbol{\gamma} \geq 0.25$ exhibit a uniformly better fit to the predicted gaussian by an average factor of about four. The obvious exceptions to this general behavior (denoted by the squares) are the bouncing ball modes, which have values of $R$ typical of low angular momentum circular modes; this again is consistent with earlier remarks. The intermediate value of $\gamma=0.125$ represents the case where the wavelength of the modes in this range of the spectrum is comparable to the irregularity in the boundary (the length of the straight section) and thus marks a transition between systems with regular and irregular modes (at least as far as this measurement is concerned). If this transition is truly a wave effect (the mode "sensing" the irregularity) then the threshold should decrease to lower values of $\gamma$ as the wavelength is shortened as in the ray limit (where rays are ergodic for all $\boldsymbol{\gamma}>0$ ). However, I shall soon exhibit a phenomenon which casts doubt on the existence of such a "wave threshold".

These data tend to substantiate the prediction that irregular modes can
be characterized as gaussian random functions. They also point out that in terms of $P(\psi)$ as a criterion, the classification of regular and irregular waves based on corresponding ray properties may need refinement (at least for this system) in order to account for the anomolous properties of bouncing ball modes. Moreover, while most stadium modes are irregular by this standard, they do not manifest the uniform intensity expected from a primitive concept of ray-wave correspondence. As previously argued, these are also aspects of higher eigenvalue ranges so that they do not appear to be finite wavelength effects.

Besides providing a few insights into the relationship between rays and waves in irregular wave systems, these initial observations have potential practical application. As the boundary value Helmholtz problem in two dimensions governs cylindrical electromagnetic cavity modes, the stadium results might be extrapolated to short wavelength modes of any irregularly shaped cavity. When such cavities are operated at frequencies far enough above the fundamental (so that a typical wavelength is much smaller than the irregularity scalelength), modes with properties similar to chaotic stadium eigenfunctions may be present. An example of this situation is in millimeter wave devices being developed for use in gyrotrons. ${ }^{28}$

With a view toward these applications, Manheimer ${ }^{29}$ points out that when cavities are operated at high frequencies (overmoded) it may be difficult to attain high mode purity due to the close spacing of the eigenvalues. Indeed, in the range of the spectrum near $k=65$, the average separation of the levels is about $\Delta k / k \approx 10^{-3}$. Thus, in the interest of determining the effect of mode mixing, I have considered the statistics of a linear superposition of two neighboring levels $\psi_{1}$ and $\psi_{2}$

$$
\begin{equation*}
\psi_{\alpha} \equiv \psi_{1}+\psi_{2} \cos \alpha \tag{1.62}
\end{equation*}
$$

where $\alpha$ is a random relative phase and $\psi_{\alpha}$ is to be properly normalized. The average probability distribution

$$
\begin{equation*}
\bar{P}(\psi) \equiv \frac{1}{\pi} \int_{0}^{\pi} P\left(\psi_{\alpha}\right) d \alpha \tag{1.63}
\end{equation*}
$$

is then computed by constructing the histogram $P\left(\psi_{\alpha}\right)$ at 13 values of $\alpha$ between 0 and $\pi$ and averaging. This procedure is intended to simulate a time average over one period of the field oscillation.

In the circular case, the neighboring levels chosen were the high and low angular momentum modes of Figs. 3 and 4 , for which $\Delta k=0.055$. An example of the superposed mode structure at a single value of $\alpha$ is shown in Fig. 12; although the nodal and intensity patterns for this combination appears "irregular", they are not quite as random as those found for chaotic stadium modes.

The average $\bar{P}(\psi)$ is displayed in Fig. 13 and the residual $R$ of the fit to the standard gaussian is plotted in Fig. 11 as the cross at $\boldsymbol{\gamma}=0$. The fit is now better than for any pure state, including that for irregular stadium modes, despite the fairly ordinary appearance of the wave function. One reason for this is the smoothing out of the "wings" of the probability distribution due to the better statistics involved in the averaging: the jagged peaks have coalesced with the varying amplitude of the wave peaks at different values of $\alpha$. Note that the central peak of $\bar{P}(\psi)$ near $\psi=0$ persists.

For the $\gamma=1$ stadium, I have studied the superposition of $k_{1}=85.326$ and $k_{2}=65.412(\Delta k=0.086)$. A typical individual mixture of these two modes is pictured in Fig. 14, which appears just as random as any of the pure modes. The averaged distribution $\bar{P}(\psi)$ shown in Fig. 15 is now an extremely good fit due to the averaging process and this is confirmed by its value of $R$ in Fig. 11 (the cross at $\gamma=1$ ). It seems that the net result of averaging over the relative phase of two superposed modes is about a factor of three in the "goodness of
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Figure 12. a) Nodal structure of superposition of neighboring low and high angular momentum circular modes $k=65.012,65.067$ (see Figs. 3, 4).
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Figure 12. b) Intensity distribution of same superposition.


Figure 13. Averaged probability distribution $\bar{P}(\psi)$ for the superposition of low and high angular momentum circular modes with standard gaussian comparison.
fit" to a gaussian. The superposition of many modes and subsequent averaging may produce better gaussian statistics even for the circular case.

In practical applications one may also be interested in the power either dissipated in the walls of a cavity with finite conductivity or output through a window. If $\psi$ is taken to be $E_{z}$, then the local power flux into the wall is proportional to $|\partial \psi / \partial \eta|^{2}$ where $\partial \psi / \partial \eta \equiv \psi_{\eta}$ is the normal derivative at the boundary. ${ }^{30}$ The actual problem of power through an output window is of course much more complicated, but it may be that in the neighborhood of the window $E_{z}$ (which is zero on the walls) is principally determined by $H_{\tan }$ (which is not zero on the walls, and is proportional to $\psi_{\eta}$ there). Therefore I have also studied the statistics of the normal derivative for regular and irregular modes.

As a comparison, both Berry ${ }^{31}$ and Manheimer and Ott ${ }^{30}$ have suggested that the mean square value of the normal derivative of an irregular mode should satisfy

$$
\begin{equation*}
\left\langle\psi_{\eta}^{2}\right\rangle_{B}=k^{2}\left\langle\psi^{2}\right\rangle_{A}=4 k^{2} / \pi \tag{1.84}
\end{equation*}
$$

where the average on the left is over the boundary and that on the right is over the interior (i.e., by (I.59) it is equal to the width $\sigma^{2}=4 / \pi$ ). I have tested this hypothesis and have examined the distribution $P\left(\psi_{\boldsymbol{\eta}}\right)$. Numerically, I could sample the normal derivative at only $50-100$ points along the one-dimensional boundary, as opposed to the approximately 5000 interior sample points available for constructing $P(\psi)$. In order to increase the statistics, and in the spirit of high frequency mode mixing, I have considered the superposition

$$
\begin{equation*}
\psi^{\underline{\theta}} \equiv \psi_{1} \cos \theta_{1}+\psi_{2} \cos \theta_{2} \tag{1.65}
\end{equation*}
$$

and have allowed $\theta_{1}$ and $\theta_{2}$ to vary independently between 0 and $\pi$ (keeping $\psi^{\underline{\theta}}$ properly normalized). The averaged distribution of normal derivative is thus constructed in analogy with (I.63)


Figure 14. a) Nodal structure of $\gamma=1$ stadium superposition of modes at $k=$ 65.326, 65.412 (see Figs. 7b, 7c).
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Figure 14. b) Intensity distribution for same superposition.


Figure 15. Averaged probability distribution $\bar{P}(\psi)$ for $\gamma=1$ stadium superposition and gaussian comparison.

$$
\begin{equation*}
\bar{P}\left(\psi_{\eta}\right) \equiv \frac{1}{\pi^{2}} \int_{0}^{\pi} P\left(\psi_{\eta}^{\frac{\theta}{\eta}}\right) d \theta_{1} d \theta_{2} \tag{I.66}
\end{equation*}
$$

For the case of regular modes at $\boldsymbol{\gamma}=0, \mathrm{I}$ again examined the combination of the low and high angular momentum modes previously introduced. The distribution $\bar{P}\left(\psi_{\boldsymbol{\eta}}\right)$ shown in Fig. 18a has a root mean square of 61.87 , which is to be compared with the value $k \approx 65.0$ (for both modes) to be used in (I.64). The distribution for the superposition of the two irregular modes at $\gamma=1$ ( $k_{1}=$ 65.326, $k_{2}=85.412$ ) is shown in Fig. 16b, where the width is 81.07 . In both cases the root mean square is near the predicted value (althaugh (I.64) does not apply to regular modes) and, perhaps surprisingly, $\bar{P}\left(\psi_{\eta}\right)$ for the superposition of two irregular modes is fairly well approximated by a gaussian.

These results on the probability distributions $P(\psi)$ and $P\left(\psi_{\eta}\right)$ and their averages over superposition phases have several implications for the design of electromagnetic cavities. If the cavity is of an irregular or nonseparable geometry and is to be operated at high frequencies, it may possess normal modes with properties similar to the irregular stadium modes; in that case, it may be difficult to compute the actual mode structure. However, one could use the fact that such modes obey gaussian statistics in the design of output windows or instrumentation which is to be contained inside the cavity. The knowledge that the probability of measuring a particular value of the field amplitude at any given point is distributed as a gaussian allows one to estimate the tolerance with which the apparatus should be constructed. In fact, these results seem to indicate that a superposition of several regular modes could also produce gaussian statistics so that this simple estimation procedure might apply to overmoded regularly shaped cavities as well. It should be remembered that while irregular modes may be described statistically in this manner, they are also characterized by a nonuniform and random or unpredictable spatial intensity distribution which
provides the prospect of unexpected intensity peaks ("hot spots") within the cavity or on the walls.


Figure 18. a) Averaged normal derivative probability distribution $\bar{P}\left(\psi_{\eta}\right)$ for superposition of low and high angular momentum circular modes, and gaussian comparison with same numerically determined width ( $=61.87$ ).
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Figure 16. b) Averaged normal derivative probability distribution $\bar{P}\left(\psi_{\eta}\right)$ for superposition of $\gamma=1$ stadium modes $k=65.326,65.412$, and gaussian comparison with same numerically determined width ( $=61.07$ ).

## 7. EVOLUTION OF MODES WITH $\gamma$

Before proceeding to further quantitative investigations of irregular waves, it is of interest to look at another qualitative aspect of the contrast between stadium and circular modes in terms of the differing properties of the corresponding rays. As previously stated, almost all orbits in the stadium are ergodic for all values of $\gamma>0$ whereas the graph of $R v 8 . \gamma$ in Fig. 11 seems to indicate that in order for wave functions to become irregular, $\boldsymbol{\gamma}$ has to be large enough for the wavelength to "sense" the change in the boundary. This is a quite intuitive result based on general principles of wave optics and in fact is consistent with the behavior of the rays in the geometrical optics limit. Thus, even though the modes in the range of the spectrum near $k=65$ meet the eikonal condition for $\gamma \gtrsim 0(k R(\gamma) \approx 65, R / \lambda \approx 10)$, the values of $k a=\gamma k R$ or $a / \lambda=\gamma R / \lambda$ are a factor of $\gamma$ smaller (where $a$, the halflength of the straight section and $R$, the radius of the semicircle, are both $\boldsymbol{\gamma}$-dependent since the area is held constant). For these modes, the threshold $\gamma$ for irregularity should be such that, using (I.26)

$$
\begin{equation*}
\frac{a(\gamma)}{\lambda}=\frac{\gamma R(\gamma)}{\lambda}=\frac{\gamma}{\lambda}\left(1+\frac{4 \gamma}{\pi}\right)^{-1 / 2} \approx 1 \tag{1.67}
\end{equation*}
$$

which for $k \approx 65$ gives $\gamma \approx .1$ as observed in Fig. 11.
In an attempt to observe this wave transition, I have followed the evolution of several eigenfunctions and eigenvalues as $\boldsymbol{\gamma}$ is increased slightly above zero. Figure 17 is a graph of the trajectories of six eigenvalues as a function of $\boldsymbol{\gamma}$ for $0 \leq \gamma \leq 0.07$. The parenthetical number labelling each curve refers to the value of $m$ (angular momentum) of that mode at $\gamma=0$. Immediately obvious is the quite disparate behavior of the high and low angular momentum modes, the latter displaying much greater sensitivity to the change in boundary shape even at very small $\boldsymbol{\gamma}$. A similar sensitivity of low angular momentum modes to perturbation has been noticed by Tabor ${ }^{32}$ in a different problem, but here these
modes seem to be "feeling" the straight section in a regime much lower than the threshold.

Equally striking is the evolution of the eigenfunctions of the low angular momentum modes. The pictures in Fig. 18 depict the changes in $J_{2}\left(k_{2,20} r\right) \sin 2 \theta$ at 0.01 intervals for $0 \leq \boldsymbol{\gamma} \leq 0.07$. Particularly interesting are the mode structures at $\gamma=0.02$ and $\gamma=0.05$. Further analysis shows that near $\gamma=$ 0.05 , the eigenvalue of this mode is very near another eigenvalue (although not shown in Fig. 17) so that this fairly chaotic pattern may be due to the mixing of nearly degenerate modes. This effect of the crossing of eigenvalue trajectories will be discussed below.

The structure of the mode in Fig. 18c is very reminiscent of that found in stadium bouncing ball modes. In the interval $0 \leq \boldsymbol{\gamma} \leq 0.02$, the nodal line which at $\gamma=0$ was the positive $x$ axis has swung radially leaving behind a large section of the quadrant with very small amplitude. In a way, this could almost be interpreted as an effect of spontaneous circular symmetry breaking and this is compatible with the ray picture: the low angular momentum mode represents almost diametrically oscillating rays (with $a_{\omega, m} \approx 0.03$ ) so that as $\gamma$ is increased slightly the most stable family of rays with nearly this property are the ones bouncing between the straight sections. Although there is no rigorous theory for this correspondence since even the low angular momentum ray torus in phase space is destroyed when $\boldsymbol{\gamma}$ differs from zero, it would be interesting to determine if the bouncing ball modes observed at $\gamma=1$ do indeed originate from small $m$ modes at $\gamma=0$. I have not followed the evolution of eigenvalues over the entire interval $0 \leq \gamma \leq 1$, for reasons which will be explained below.

The rather insensitive behavior of the high angular momentum eigenvalues in Fig. 17 is accompanied by a slight change in the eigenfunctions. Figure
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Figure 17. Evolution of six eigenvalues as $\boldsymbol{\gamma}$ is increased from zero. Numbers in parentheses denote angular mode number $m$ at $\gamma=0$. The inset illustrates schematically the possibility of an avoided eigenvalue degeneracy at the several trajectory intersections indicated in the main figure.



Figure 18. a) Nodal and intensity structure of $\gamma=0$ circular mode $J_{2}\left(k_{2.20} r\right) \sin 2 \theta$.


Figure 18. b) Nodal and intensity structure of the same mode at $\gamma=0.01$

$k=65.47587$


Figure 18. c) $\gamma=0.02$


Figure 18. d) $\gamma=0.03$


Figure 18. e) $\gamma=0.04$

$K=66.24605$


Figure 18. f) $\gamma=0.05$
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Figure 18. g) $\gamma=0.06$

$K=66.81640$


Figure 18. h) $\gamma=0.07$

19 shows that the rapidly oscillating angular structure of an $m=48$ mode is modulated so that the amplitude is diminished near $\theta=\pi / 4$ (although the caustic peak seems unaffected). These whispering gallery type modes may persist and evolve into similar structures such as the modes at $k=65.736$ and $k=$ 100.107, but again this connection has not been investigated.

In a later Chapter the spectrum of eigenvalues will be analyzed statistically at different $\gamma$ in terms of the probability distribution of neighboring level spacings $P(\Delta k)$. The graph of eigenvalue evolution in Fig. 17 has a bearing in this regard as it reveals several instances of apparent eigenvalue trajectory crossings. Such an intersection implies a degeneracy of modes at that value of $\gamma$, and as such is an important contribution to $P(\Delta k)$ at $\Delta k=0$. It is fairly common lore that eigenvalues generically do not cross under perturbation and that such a degeneracy marks a symmetry of the system. Although there has been much discussion ${ }^{33}$ of this phenomenon and its relation to the integrability of the corresponding ray system, I do not intend to address the general question of eigenvalue crossings for the present system except in the light of Fig. 17 and the computation of $P(\Delta k)$. It is well known that there is a two-fold degeneracy of modes in the circle $(\sin m \theta$ and $\cos m \theta)$ and although this is a result of the continuous angular symmetry, the degeneracy is removed when the modes are separated into reflection parity classes. This is the reason for concentrating on only one parity; crossings or near degeneracies due to this effect will not appear in Fig. 17 or in $P(\Delta k)$.

Considering the wide range of eigenvalue sensitivity to boundary perturbation exhibited in Fig. 17, it is natural to expect the several crossings indicated. However, it is difficult to determine numerically whether these trajectories actually intersect or narrowly avoid each other as schematically illustrated in the
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Figure 19. a) Nodal structure of the mode at $\gamma=0.0125$ which evolves from the circular high angular momentum mode $J_{48}\left(k_{48,3} r\right) \sin 48 \theta$ at $\gamma=0$.


Figure 19. b) Intensity distribution of the same mode. Note the diminished amplitude at the rim of the circle near $\theta=\pi / 4$.
inset; the numerical error in the eigenvalue produces an uncertainty in both trajectories in a small neighborhood of the apparent crossing. Even the computation of the eigenfunctions of the two modes involved at values of $\boldsymbol{\gamma}$ before and after the intersection is not necessarily a good test because in the vicinity of the near degeneracy there is considerable mixing and the identity of the eigenvalue-eigenfunction association is lost.

The behavior of the eigenvalues as a function of $\boldsymbol{\gamma}$ near $\boldsymbol{\gamma}=1$ is similar to that found for small $\boldsymbol{\gamma}$; that is, most modes are fairly insensitive to changes in the boundary, but there are exceptions. The eigenvalues of bouncing ball modes in this regime follow trajectories which can be understood in terms of the fact that they are quite accurately given by the rectangle quantization formula (I.54). Thus the first derivative is

$$
\begin{align*}
\frac{d k}{d \gamma} & =\frac{2 k}{4 \gamma+\pi}-\frac{k}{\gamma}+\frac{\gamma n^{2} k}{m^{2}+\gamma^{2} n^{2}}  \tag{I.68}\\
& \approx \frac{2 k}{4 \gamma+\pi}
\end{align*}
$$

where the approximation $n \gg m$ has been made corresponding to these modes with large $k_{y}$. From this it is clear that both the first and second derivatives are of the order of $k$. Other authors ${ }^{34}$ have used the second derivatives of eigenvalue trajectories to classify the regular and irregular spectrum, noting that irregular modes are generally more sensitive to perturbation. This result is contradictory in that respect; bouncing ball modes (which seem to share more of the properties of regular modes) are very sensitive whereas the chaotic irregular stadium modes are stable and insensitive to perturbation.

Whispering gallery modes on the other hand are much less sensitive. Considering the approximate perimeter quantization rule (I.55), one has the derivative

$$
\begin{equation*}
\frac{d k}{d \gamma}=\frac{2 k}{\pi}\left[\left(1+\frac{4 \gamma}{\pi}\right)^{-1 / 2}-\left(1+\frac{2 \gamma}{\pi}\right)\right] \tag{I.69}
\end{equation*}
$$

At $\gamma=1$, the numerical factor in brackets is about 0.052 which greatly diminishes the dependence on $k$. In fact, for very small $\gamma$,

$$
\frac{d k}{d \gamma} \sim \frac{4 k \gamma^{2}}{\pi^{3}}
$$

which explains the insensitivity of high angular momentum modes near $\gamma=0$.

## 8. THE WIGNER DISTRIBUTION

Up to this point, the discussion has centered on the general features of asymptotic normal modes manifested by the $\underline{x}$-space representation of the wave and their interpretation in terms of the properties of corresponding ray system in phase space. Integrable ray systems are characterized by the existence of tori (invariant Lagrangian manifolds) in phase space and each mode of the associated wave system corresponds (as the wavelength $\lambda \rightarrow 0$ ) to a single torus quantized by the EBK method. It has been demonstrated that perhaps the most dominant spatial features of a regular wave function (such as caustics) can be understood by considering the projection of the torus from phase space onto configuration space. In fact, this projection operation (and variations of it) lies at the heart of both the eikonal solution and the quantization procedure; nevertheless, the basic association of a wave with a ray phase space object is required before the projection can be effected. In other words, on the basis of the wave structure it is usually impossible to infer the geometry of the corresponding phase space manifold (if indeed one exists).

This difficulty has been emphasized in the discussion of the widely varying properties of the stadium eigenfunctions. Here, the corresponding ray system is nonintegrable; consequently, there is no theoretical basis for associating a given mode with a phase space object. Thus, while it is tempting to interpret the structure of the more regular stadium modes (bouncing balls, whispering galleries,etc.) as projections of periodic orbits or families of trajectories which remain "close together" in some sense for a "long time", this has been only speculation. The irregular modes especially illustrate the difficulty of deducing a ray manifold from exact wave features intermediated by a projection. One might expect these modes to represent the projection of the frequency surface
onto $\underline{x}$-space; but instead of exhibiting a uniform intensity distribution, they seem to be composed of small, randomly situated caustic regions. And yet, the identification of these localized high intensity domains as caustics necessitates the introduction of some convoluted phase space manifold with singular projection onto all these regions. Unfortunately, no such invariant manifolds exist for this system.

The problem of associating a phase space object with an asymptotic normal mode, based on its spatial representation, could be eliminated by considering a phase space representation of the wave. That is, instead of attempting to infer this relationship from the structure of the wave $\psi(\underline{x})$, one might examine a representation $\Psi(\underline{x}, \underline{k} \mid \psi)$, suitably constructed from $\psi(\underline{x})$, which would be a function on phase space. Hopefully one could define $\Psi$ so that in some sense it is concentrated in the neighborhood of the associated ray manifold.

In fact, many such representations have been constructed and studied; it is not a unique quantity. Several examples will be discussed further in Part II, and each has properties which might compel or preclude its use depending on the application. The important feature of all of them is that each conveys both the $\underline{k}$ and $\underline{x}$ information of the wave simultaneously. In this way, considering the Hamiltonian nature of the ray system, such a representation should provide a most natural description of the relationship between waves and rays.

Perhaps the most common example of a phase space representation is the Wigner function. Originally introduced by Wigner ${ }^{35}$ in 1932 in the field of quantum thermodynamics, it has recieved much attention of late with application to just this topic of regular and irregular waves. Defined by

$$
\begin{equation*}
W(\underline{x}, \underline{k}) \equiv \int_{-\infty}^{\infty} d^{N} s \psi\left(\underline{x}+\frac{1}{2} \underline{s}\right) \psi^{*}\left(\underline{x}-\frac{1}{\underline{s}} \underline{s}\right) e^{-i \underline{k} \cdot \underline{\underline{e}}} \tag{I.70}
\end{equation*}
$$

in $N$ dimensions, it is a real, bilinear functional of the wave function $\psi$. Many of
its properties will be discussed here, as they are required, and in Part II; for more complete details, the references of Berry, ${ }^{36}$ Voros ${ }^{37}$ and Leaf ${ }^{38}$ are suggested as well as others contained in Ref.[39].

The definition (I.70) is a centered local Fourier transform of the quantity $\psi \psi^{*}$ so that it is readily invertible,

$$
\begin{equation*}
\psi\left(\underline{x}+\frac{1}{2} \underline{g}\right) \psi^{*}\left(\underline{x}-\frac{1}{2} \underline{g}\right)=\int_{-\infty}^{\infty} \frac{d^{N} k}{(2 \pi)^{N}} W(\underline{x}, \underline{k}) e^{i \underline{k} \cdot \underline{\underline{g}}} \tag{I.71}
\end{equation*}
$$

The projection of the Wigner function onto configuration space is simply obtained by integrating over the $\underline{k}$ dependence

$$
\begin{equation*}
|\psi(\underline{x})|^{2}=\int_{-\infty}^{\infty} \frac{d^{N} k}{(2 \pi)^{N}} W(\underline{x}, \underline{k}) \tag{1.72}
\end{equation*}
$$

Similar expressions may be derived in terms of the $\underline{k}$ representation of the mode $\hat{\psi}(\underline{k})$. The relation (I.72) implies that the integral of the Wigner function over phase space is unity for wave functions normalized in $R^{N}$. Besides providing the transformations between the various representations, these equations indicate that the correspondence between wave functions and functions on phase space is not one-to-one; not every function of ( $\underline{x}, \underline{k}$ ) transformed by (I.71) is factorable.

Two examples may serve to illustrate the properties of the Wigner function. For the simple plane wave

$$
\psi(\underline{x}) \equiv \tilde{\psi}_{0} e^{i \underline{k}_{0} \cdot \underline{x}}
$$

the definition (I.70) trivially yields

$$
\begin{equation*}
W_{0}(\underline{x}, \underline{k})=(2 \pi)^{N}\left|\tilde{\psi}_{0}\right|^{2} \delta\left(\underline{k}-\underline{k}_{0}\right) \tag{1.73}
\end{equation*}
$$

In this case, the Wigner function is indeed concentrated in the desired region of phase space: that is, the rays corresponding to the plane wave all propagate on the $N$ dimensional surface $\underline{k}=\underline{k}_{0}$ in phase space (a Lagrangian manifold) and $W_{0}$ is nonzero only on that surface. In this case the Wigner function is singular which emphasizes the fact that it is to be regarded as a density on phase space.

In addition, Balasz ${ }^{40}$ has shown that the Wigner function can be a delta function only on $N$ dimensional planes in the $2 N$ dimensional phase space.

A more general behavior of the Wigner function is exemplified by the following problem from quantum mechanics. The eigenfunction solutions for the one dimensional Schrödinger equation in the harmonic oscillator potential are

$$
\begin{equation*}
\psi_{n}(x)=C_{n} H_{n}(\alpha x) e^{-\alpha^{2} x^{2} / 2} \tag{1.74}
\end{equation*}
$$

where $C_{n}$ is a normalization constant, $H_{n}$ is the $n$th Hermite polynomial and $\alpha=\sqrt{m \omega / h}$ combines the oscillator mass and frequency with $h$ into a characteristic inverse length. The energy levels are the familiar

$$
\begin{equation*}
E_{n}=\left(n+\frac{1}{2}\right) h \omega \quad n=0,1,2 \ldots \tag{1.75}
\end{equation*}
$$

Substituting (I.74) into (I.70), the integral may be explicitly evaluated ${ }^{41}$ to give

$$
\begin{align*}
W_{n}(x, k) & =2(-1)^{n} L_{n}\left(2\left(\alpha^{2} x^{2}+k^{2} / \alpha^{2}\right)\right) e^{-\alpha^{2} x^{2}-k^{2} / \alpha^{2}} \\
& =2(-1)^{n} L_{n}\left(4 h_{h o}(x, k) / \hbar \omega\right) e^{-2 h_{h o}(x, k) / \hbar \omega}  \tag{1.76}\\
W_{n}(r) & =2(-1)^{n} L_{n}\left(2 r^{2}\right) e^{-r^{2}}
\end{align*}
$$

Here, $L_{n}$ is the $n$th Laguerre polynomial, $h_{h o}(x, k)$ is the classical harmonic oscillator Hamiltonian with $p=\hbar k$ and $r$ is the radius in phase space in dimensionless variables $(\alpha x, k / \alpha)$ :

$$
\begin{align*}
h_{h o}(x, k) & =\frac{\hbar^{2} k^{2}}{2 m}+\frac{1}{2} m \omega^{2} x^{2} \\
& =\frac{1}{2}\left(\alpha^{2} x^{2}+k^{2} / \alpha^{2}\right) h \omega  \tag{I.77}\\
& =\frac{1}{2} h \omega r^{2}
\end{align*}
$$

Setting (I.77) equal to the value of the energy (I.75), the radius of the one dimensional torus in phase space corresponding to the $n$th level is

$$
\begin{equation*}
r_{n}=\sqrt{2 n+1} \tag{I.78}
\end{equation*}
$$

The Wigner function (I.76) for $n=20$ is shown in Fig. 20; it is plotted only as a function of $r$ since, by (1.77), it is azimuthally symmetric in the reduced variables. Including the large peak at the origin, $W_{20}(r)$ is oscillatory out to a radius $\gtrsim 8.0$ where there is a final, somewhat broader peak and then rapid decay. The position of this final peak is just inside the classical radius $r_{20}=$ $\sqrt{41} \approx 6.40$.

This example illustrates two significant points. First, in general the Wigner distribution is an oscillatory function on phase space (with wavelength similar to that of the underlying wave function) and it is not necessarily positive; its interpretation as a probability density suffers from this drawback. Secondly, even for this "large" value of $n$, the exact $W_{n}$ does not appear to be localized about the appropriate ray torus in phase space (and, except for more oscillations out to larger radius, not much change is observed for larger $n$ ). The only feature which encourages this expectation is the fact that even though the outer peak is not the largest in amplitude, it is the broadest. Thus, if the Wigner function were averaged locally in phase space (or coarse-grained) over several wavelengths, the rapidly oscillating behavior would disappear and only this last peak would survive (in nearly the correct position).

One further useful propery of the Wigner function deserves to be mentioned. In Part II, the equation governing $W(\underline{x}, \underline{k})$ will be derived from the equation for $\psi(x)$ in the general case (i.e., not restricting to the Schrödinger equation or scalar waves, but for a general vector integral wave equation as in (I.2)). It will be shown that under assumptions which roughly correspond to the eikonal approximation (I.14), this equation can be reduced to the form of the Liouville equation of classical mechanics generated by the ray Hamiltonian $\Omega(\underline{x}, \underline{k})$. This fact has enhanced the interpretation of the Wigner function as the wave analogy


Figure 20. Wigner function for the quantum mechanical harmonic oscillator state with $n=20$ plotted as a function of radius in phase space (see Eq.(I.77)). The Wigner function (I.76) is azimuthally symmetric in these reduced variables, and the final (broadest) peak is just inside the radius of the classical torus with the same action at $r_{20}=\sqrt{41} \approx 6.40$.
of the usual Liouville density of the associated ray system. On the basis of that perturbation scheme then, $W(\underline{x}, \underline{k})$, despite its oscillatory nature, is expected to approach the Liouville density in the geometrical optics limit.

Proceeding from the exact results above, consider now the case of a scalar wave described by the eikonal form

$$
\begin{equation*}
\psi(\underline{x})=\tilde{\psi}(\underline{x}) e^{i \phi(\underline{x})} \tag{I.79}
\end{equation*}
$$

Inserting (I.79) into (I.70), one has

$$
\begin{equation*}
W(\underline{x}, \underline{k})=\int_{-\infty}^{\infty} d^{3} s \tilde{\psi}\left(\underline{x}+\frac{1}{2} \underline{g}\right) \tilde{\psi}^{*}\left(\underline{x}-\frac{1}{2} \underline{g}\right) e^{i\left(\phi\left(\underline{x}+\frac{1}{2} \underline{g}\right)-\phi\left(\underline{x}-\frac{1}{2} \underline{g}\right)-\underline{k} \cdot \underline{g}\right)} \tag{I.80}
\end{equation*}
$$

Assuming the amplitude to be slowly varying and expanding the phase $\phi$ around the point $\underline{x}$, this is to lowest order

$$
\begin{align*}
W(\underline{x}, \underline{k}) & \approx|\tilde{\psi}(\underline{x})|^{2} \int_{-\infty}^{\infty} d^{3} s e^{i(\nabla \phi(\underline{x})-\underline{k}) \cdot \underline{\underline{e}}} \\
& \approx(2 \pi)^{3}|\tilde{\psi}(\underline{x})|^{2} \delta(\underline{k}-\nabla \phi(\underline{x}))  \tag{1.81}\\
& \approx(2 \pi)^{3}|\tilde{\psi}(\underline{x})|^{2} \delta(\underline{k}-\underline{k}(\underline{x}))
\end{align*}
$$

where the definition of the local wavevector $\underline{k}(\underline{x}) \equiv \nabla \phi(\underline{x})$ has been introduced.
This approximate result for the local plane wave is reminiscent of that for the true plane wave (I.73), except that here the Wigner function is confined to a more arbitrary Lagrangian manifold $\underline{k}=\underline{k}(\underline{x})$ in phase space. While this is reasonable, the fact that $W$ is singular on a nonlinear manifold contradicts the general theorem of Balasz mentioned above. Thus, although the approximations involved in (I.81) are responsible for this result (such as keeping only the linear term in the phase expansion), the final expression in (I.81) should not be considered to be the first term in an expansion of $W$ in the eikonal parameter; it is difficult to see how higher order terms could "soften" this singular behavior so as to produce a smooth Wigner function in the neighborhood of the manifold,
as it must be. Nevertheless, this form is plausible as a rough description of the Wigner function based on its interpretation in terms of the ray Liouville density.

As discussed previously, the eikonal approximation of a wave is generally composed of a sum of wavelets (I.79) due to a multiplicity of points on the phase space manifold ("branches") which project onto a single point in configuration space. For example, the normal mode expression for integrable ray systems (I.51) when inserted into (I.70) produces a sum of integrals

$$
\begin{align*}
W_{\underline{m}}(\underline{x}, \underline{k})= & \sum_{i, j}^{n} \int_{-\infty}^{\infty} d^{3} s \tilde{\psi}_{i}\left(\left.\underline{x}+\frac{1}{2} \underline{s} \right\rvert\, I_{\underline{m}}\right) \tilde{\psi}_{j}^{*}\left(\left.\underline{x}-\frac{1}{2} \underline{s} \right\rvert\, I_{\underline{m}}\right)  \tag{I.82}\\
& \times e^{i\left|\phi_{i}\left(\left.\underline{x}+\frac{1}{2} \underline{s} \right\rvert\, I_{\underline{m}}\right)-\phi_{j}\left(\left.\underline{x}-\frac{1}{2} \underline{g} \right\rvert\, I_{\underline{m}}\right)-\underline{k} \cdot \underline{e}\right|}
\end{align*}
$$

Making the same assumptions which led to (I.81), this becomes

$$
\begin{align*}
W_{\underline{m}}(\underline{x}, \underline{k}) \approx & \sum_{i . j}^{n} \tilde{\psi}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right) \tilde{\psi}_{j}^{*}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)  \tag{I.83}\\
& \int_{-\infty}^{\infty} d^{3} s e^{i\left(\frac{1}{2}\left(\underline{k}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)+\underline{k}_{j}\left(\underline{x} \mid I_{\underline{m}}\right)-\underline{k}\right] \cdot \underline{g}\right.}
\end{align*}
$$

If $W_{\underline{m}}$ is to be evaluated at a point in phase space near the manifold $\underline{I}_{\underline{m}}=$ $\underline{L}(\underline{x}, \underline{k})$ and the manifold is not too convoluted (i.e., the point $(\underline{x}, \underline{k})$ is near only one branch $\left(\underline{k}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right), \underline{x}\right)$ ) then all cross terms in (I.83) are rapidly oscillating and may be ignored. In that case, one has

$$
\begin{equation*}
W_{\underline{m}}^{(i)}(\underline{x}, \underline{k}) \approx(2 \pi)^{3}\left|\hat{\psi}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)\right|^{2} \delta\left(\underline{k}-\underline{k}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)\right) \tag{1.84}
\end{equation*}
$$

for points near the $i$ th branch of the torus $\underline{I}_{\underline{m}}$. Berry ${ }^{36}$ derived these results and has shown that with the formula (I.48) for $\tilde{\psi}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)$, this expression for $W_{\underline{m}}$ may be cast in a more symmetric form

$$
\begin{align*}
W_{\underline{m}}^{i i}(\underline{x}, \underline{k}) & \approx(2 \pi)^{3} \operatorname{det}\left(\frac{\partial^{2} \phi_{i}(\underline{x} \mid \underline{I})}{\partial \underline{x} \partial \underline{I}}\right)_{\underline{I}=\underline{I}_{\underline{m}}} \delta\left(\underline{k}-\underline{k}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)\right) \\
& \approx(2 \pi)^{3} \operatorname{det}\left(\frac{\partial \underline{k}_{i}(\underline{x} \mid \underline{I})}{\partial \underline{I}}\right)_{\underline{I}=\underline{I}_{\underline{m}}} \delta\left(\underline{k}-\underline{k}_{i}\left(\underline{x} \mid \underline{I}_{\underline{m}}\right)\right)  \tag{I.85}\\
W_{\underline{m}}(\underline{x}, \underline{k}) & \approx \delta\left(\underline{I}_{\underline{m}}-\underline{I}(\underline{x}, \underline{k})\right)
\end{align*}
$$

The determinant and the factor of $(2 \pi)^{3}$ constitute the Jacobian of the transformation $\underline{k}(\underline{x} \mid \underline{I}) \rightarrow \underline{I}(\underline{x}, \underline{k})$. The final expression is evidently valid in these new variables near all branches $\underline{k}_{i}$ and is correctly normalized:

$$
\begin{equation*}
\int \frac{d^{3} k}{(2 \pi)^{3}} d^{3} x W_{\underline{m}}(\underline{x}, \underline{k})=\int \frac{d^{3} \theta}{(2 \pi)^{3}} d^{3} I \delta\left(\underline{I}_{\underline{m}}-\underline{I}(\underline{x}, \underline{k})\right)=1 \tag{I.86}
\end{equation*}
$$

The singular behavior of (I.85) in the neighborhood of the torus $\underline{I}=\underline{I}_{\underline{m}}$ again contradicts the result of Balasz. Berry, however, has provided a more detailed analysis which indicates that the delta function is indeed softened in the geometrical optics approximation; in one dimension, $W(\underline{x}, \underline{k})$ has Airy function behavior near the torus. This appears to be verified in the exact result for the harmonic oscillator in Fig. 20 where the last peak does resemble an Airy function.

The most important aspect of (I.85) is that even though it is a rough approximation, it does match the invariant Liouville density on the torus. Allowing for a degree of oscillatory or exponential broadening, one may conclude that the Wigner function for an asymptotic normal mode of an integrable ray system (i.e., for a regular mode) is concentrated in the desired appropriate region of phase space. For these systems then, the computation of the Wigner function from an exact wave function should reveal the correct wave-ray manifold correspondence.

Since the eikonal solution for nonintegrable ray systems does not exist, the calculations leading up to (I.85) cannot be performed. In the case of ergodic systems, even if an infinite sum of eikonal wavelets were inserted into (I.70) one could not justify ignoring the cross terms because the "branches" $\underline{k}_{i}$ are
continuously distributed and hence are not isolated. Therefore, the analytic examination of (I.70) for an irregular wave does not indicate the phase space manifold to be associated with the mode.

Nevertheless, based on the satisfactory result (I.85) for regular modes and arguments concerning the asymptotic relationship between the Wigner function and the ray Liouville density, Voros ${ }^{37,4}$ and Berry ${ }^{3}$ have predicted that for ergodic ray systems one should expect

$$
\begin{equation*}
W_{n}(\underline{x}, \underline{k}) \sim \frac{1}{\Omega_{n}} \delta\left(\omega_{n}-\Omega(\underline{x}, \underline{k})\right) \tag{I.87}
\end{equation*}
$$

Here, $\omega_{n}$ is the frequency eigenvalue of the $n$th level, $\Omega(\underline{x}, \underline{k})$ is the ray Hamiltonian and, for normalization, $\Omega_{n}$ is the volume of the $n$th frequency surface

$$
\begin{equation*}
\dot{\Omega}_{n} \equiv \int \frac{d^{3} k}{(2 \pi)^{3}} d^{3} x \delta\left(\omega_{n}-\Omega(\underline{x}, \underline{k})\right) \tag{I.88}
\end{equation*}
$$

Expression (I.87) is of course the invariant ergodic Liouville density on the frequency surface. Therefore, this prediction embodies the concept that each mode of an irregular wave system corresponds to an entire frequency surface. In fact, this is a conjecture which could be considered a criterion for what might be referred to as wave stochasticity.

It would be interesting at this point to test both the regular (I.85) and irregular (I.87) expressions against the respective types of modes found in the model problem developed in previous Chapters. The difficulty is that for a two dimensional problem, the Wigner function depends on four variables ( $\underline{x}, \underline{k}$ ); it would have to be numerically computed by (I.70) as a two dimensional Fourier integral over numerical eigenfunctions as a function of these four parameters. In addition to problems of display, it has unfortunately been numerically infeasible to compute the exact Wigner functions for circular and stadium modes.

Taken as crude postulates for the Wigner function in these cases however,

Berry ${ }^{3}$ has shown that (I.85) and (I.87) have implications for the spatial features of regular and irregular eigenfunctions. Due to the inverse (I.71) and projection (1.72) relations, one may define statistical measures of a wave $\psi(\underline{x})$ in terms of a local spatial average of the Wigner function. Thus, the local average intensity $\Pi(\underline{x})$

$$
\begin{equation*}
\Pi(\underline{x}) \equiv \overline{|\psi(\underline{x})|^{2}}=\int \frac{d^{N} k}{(2 \pi)^{N}} \bar{W}(\underline{x}, \underline{k}) \tag{I.89}
\end{equation*}
$$

and the local spatial autocorrelation $C(\underline{x}, \underline{s})$

$$
\begin{align*}
C(\underline{x}, \underline{s}) & \equiv \overline{\psi\left(\underline{x}+\frac{1}{2} \underline{s}\right) \psi^{*}\left(\underline{x}-\frac{1}{2} \underline{s}\right)} / \Pi(\underline{x}) \\
& =\frac{1}{\Pi(\underline{x})} \int \frac{d^{N} k}{(2 \pi)^{N}} \bar{W}(\underline{x}, \underline{k}) e^{i \underline{k} \cdot \underline{\theta}} \tag{I.90}
\end{align*}
$$

are determined by the locally smoothed Wigner function

$$
\begin{equation*}
\bar{W}(\underline{x}, \underline{k}) \equiv \frac{1}{\Delta^{N}} \int_{\underline{x}-\frac{1}{2}}^{\underline{x}+\frac{1}{2}} \underline{\underline{x}} d^{N} x^{\prime} W\left(\underline{x}^{\prime}, \underline{k}\right) \tag{I.91}
\end{equation*}
$$

The integral in (I.91) also serves to define the overbar in (I.89) and (I.90); it is a simple local spatial average to be performed over a region of dimension $\Delta$ which encompasses many wavelengths yet small compared to the characteristic variation of the medium or wave amplitude. This procedure is intended to eliminate the short wavelength oscillations in these quantities constructed from an asymptotic wave $\psi(\underline{x})$.

In the case of the Wigner function, this spatial averaging will reduce the wave or "diffraction" effects and produce a distribution which will perhaps more clearly emphasize the region of phase space that corresponds to the wave. This expectation was made plausible above in the discussion of the harmonic oscillator Wigner function, although there it was noted that a local phase space average might be more suitable. Nevertheless, Berry ${ }^{3}$ has conjectured that in the limit of extremely short wavelength modes $(\lambda \rightarrow 0)$ under a spatial average such that

$$
\begin{equation*}
\Delta \rightarrow 0 \quad \text { with } \quad \frac{\lambda}{\Delta} \rightarrow 0 \tag{1.92}
\end{equation*}
$$

(so that infinitely many wavelengths are locally included), the smoothed Wigner function $\bar{W}$ may be crudely approximated by the expressions (1.85) and (1.87) in the regular and irregular cases respectively.

The substitution of (I.85) and (I.87) into the definitions of $I I$ (1.89) and $C$ (I.90) leads to general formulas for regular and irregular waves which may be found in Ref.[3]. Instead of reproducing these here, I shall again specialize to the stadium model problem in order to directly illustrate the calculations involved. In the case of the circle then, the hypothesis is that the smoothed Wigner function for asymptotic regular modes can be approximated by (I.85)

$$
\begin{equation*}
\bar{W}_{m, n}(\underline{x}, \underline{k})=\delta\left(I_{m}-I_{\theta}\left(k_{\theta}\right)\right) \delta\left(I_{n}-I_{r}\left(r, k_{r}, k_{\theta}\right)\right) \tag{I.93}
\end{equation*}
$$

The quantized values of the actions ( $I_{m}, I_{n}$ ) are given in (I.42) while the angular and radial actions ( $I_{\theta}, I_{r}$ ) themselves are defined in terms of the polar variables by (I.37) and (I.39)

$$
\begin{align*}
I_{\theta} & =k_{\theta} \\
I_{r}\left(r, k_{r}, k_{\theta}\right) & =\frac{1}{\pi}\left\{\frac{R}{r}\left[k_{r}^{2} r^{2}+k_{\theta}^{2}\left(1-\frac{r^{2}}{R^{2}}\right)\right]^{1 / 2}-k_{\theta} \cos ^{-1} \frac{k_{\theta} r}{R \sqrt{k_{r}^{2} r^{2}+k_{\theta}^{2}}}\right\} \tag{1.94}
\end{align*}
$$

The local average density $\Pi_{m . n}$ for this regular circular mode is thus determined by (I.93) inserted into (I.89)

$$
\begin{align*}
\Pi_{m . n}(r) & =\int \frac{d^{2} k}{(2 \pi)^{2}} \delta\left(m-k_{\theta}\right) \delta\left(I_{n}-I_{r}\left(r, k_{r}, k_{\theta}\right)\right) \\
& =\frac{1}{(2 \pi)^{2} r} \int d k_{\theta} d k_{r} \delta\left(m-k_{\theta}\right) \delta\left(I_{n}-I_{r}\left(r, k_{r}, k_{\theta}\right)\right) \\
& =\frac{1}{(2 \pi)^{2} r} \int d k_{r} \delta\left(I_{n}-I_{r}\left(r, k_{r}, m\right)\right)  \tag{1.95}\\
& =\frac{1}{(2 \pi)^{2} r} \sum_{ \pm}\left|\frac{\partial I_{r}}{\partial k_{r}}\right|_{ \pm}^{-1}(r, m, n)
\end{align*}
$$

The partial derivatives required here are to be evaluated at the two branches of $k_{r}$ (I.46) and may be computed using (I.94). Then, in terms of the EBK eigenvalue $\omega_{m . n}$, one obtains

$$
\begin{equation*}
\Pi_{m, n}(r)=\frac{1}{2 \pi} \frac{\omega_{m, n}^{2}}{\sqrt{\omega_{m . n}^{2} R^{2}-m^{2}} \sqrt{\omega_{m . n}^{2} r^{2}-m^{2}}} \tag{I.96}
\end{equation*}
$$

This expression has several very interesting and reasonable properties. It is defined only in the annulus between the radial turning point $a_{\omega, m}=m / \omega_{m, n}$ and the boundary of the circle $R$. In the vicinity of $r \gtrsim a_{\omega, m}, I$ tends to infinity corresponding to the caustic in that region; this behavior is due to the singular nature of the assumption (I.93) for $\bar{W}$ and would be "softened" if one used a smoother approximation describing the behavior of the Wigner function in the neighborhood of the torus $\underline{I}=I_{\underline{m}}$. The purely radial variation of $\Pi$ in the annulus is the same as that of the square of the amplitude of the EBK wave function given in (I.49); the radial and angular oscillations of the asymptotic solution (I.52) have been eliminated by the local averaging.

The calculation of the local autocorrelation function proceeds in much the same manner. Beginning with (I.93) inserted in (I.90), one has

$$
\begin{align*}
C_{m \cdot n}(\underline{x}, \underline{s}) & =\frac{1}{\Pi_{m, n}(r)} \int \frac{d^{2} k}{(2 \pi)^{2}} \delta\left(m-k_{\theta}\right) \delta\left(I_{n}-I_{r}\left(r, k_{r}, k_{\theta}\right)\right) e^{i \underline{k} \cdot \underline{\underline{e}}}  \tag{1.97}\\
& =\frac{1}{(2 \pi)^{2} r \Pi_{m \cdot n}(r)} \int d k_{r} \delta\left(I_{n}-I_{r}\left(r, k_{r}, m\right)\right) e^{i \underline{\underline{x} \cdot \underline{g}}}
\end{align*}
$$

Expressing $\underline{x}$ and $\underline{g}$ in polar coordinates

$$
\begin{align*}
x=r \cos \theta & y=r \sin \theta  \tag{I.98}\\
s_{x}=s \cos \phi & s_{y}=s \sin \phi \tag{I.99}
\end{align*}
$$

and with the transformation $\left(k_{x}, k_{y}\right) \rightarrow\left(k_{r}, k_{\theta}\right)$ given by

$$
\begin{align*}
& k_{x}=k_{r} \cos \theta-\frac{1}{r} k_{\theta} \sin \theta \\
& k_{y}=k_{r} \sin \theta+\frac{1}{r} k_{\theta} \cos \theta \tag{I.100}
\end{align*}
$$

the scalar product $\underline{\underline{k}} \cdot \underline{g}$ is

$$
\begin{equation*}
\underline{k} \cdot \underline{s}=k_{r} s \cos (\phi-\theta)+\frac{m s}{r} \sin (\phi-\theta) \tag{I.101}
\end{equation*}
$$

Now the integral (I.97) can be evaluated as

$$
\begin{align*}
\dot{C}_{m . n}(r, \theta ; s, \phi) & =\frac{e^{i \frac{m_{r}}{r} \sin (\phi-\theta)}}{(2 \pi)^{2} r \Pi_{m . n}(r)} \sum_{ \pm}\left|\frac{\partial I_{r}}{\partial k_{r}}\right|_{ \pm}^{-1}(r) e^{i k_{r}^{( \pm)}(r) \theta \cos (\phi-\theta)} \\
& =e^{i \frac{m_{\mathbf{m}}}{r} \sin (\phi-\theta)} \cos \left[\left|k_{r}\right|(r) s \cos (\phi-\theta)\right]  \tag{I.102}\\
& =e^{i \frac{m ⿷}{r} \sin (\phi-\theta)} \cos \left[\frac{s}{r} \sqrt{\omega_{m . n}^{2} r^{2}-m^{2}} \cos (\phi-\theta)\right]
\end{align*}
$$

Although the general behavior of this correlation is somewhat hidden in its fairly complicated structure, a few simplifications will serve to illustrate its important features. At fixed $\underline{x}(\boldsymbol{r}, \theta$ constant), this expression exhibits a pronounced dependence upon the angle $\phi$ of $\underline{\boldsymbol{s}}$. Thus, along the radial direction ( $\phi=\theta$ ) the correlation is determined by the local radial wavenumber $C=$ $\cos k_{r}(r)_{\boldsymbol{s}}$, whereas for $\underline{g}$ in the angular direction $\left(\phi=\theta_{ \pm} \frac{\pi}{2}\right)$ the variation is that of the angular wavenumber $C=\exp ( \pm i m s / r$ ) (for small $s, s / r \approx$ the angular deviation from the point $\underline{x}$ ). For intermediate angles $\phi-\theta$, the behavior is more complicated; the important conclusion here is that the correlation function, and hence the wave, exhibits a high degree of local anisotropy. As a function of position $\underline{x}$, the most visible property of (I.102) is the very slow (almost constant) dependence on $s$ in the radial direction near $r=a_{\omega, m}=m / \omega_{m, n}$ which indicates a high degree of wave correlation transverse to the caustic due to the focusing of rays. Both of these features (anisotropy and caustic correlation) have been shown to be properties of the more general formulas for $C$ derived by Berry. ${ }^{3}$

A numerical test of the formulas for $\Pi_{m . n}$ (I.96) and $C_{m . n}$ (I.102) against actual circular eigenfunctions is an indirect test of the hypothesis (I.93) for the asymptotic smoothed Wigner function in the specific circular model and
to some extent the formula (I.85) for general regular modes. However, in order to compare the expression (1.102) for $C$ with numerical data based on the study of eigenfunctions of the form $J_{m}\left(k_{m, n} r\right) \sin m \theta$ (as shown in Figs. 3 and 4), a slight adjustment must be made. Being complex ( $\sim \exp i(m s / r) \sin (\phi-\theta)$ ), formula (I.102) refers to asymptotic modes of the form (I.52) produced in the EBK analysis ( $\sim \exp i m \theta$ ) or, in other words, the superposition of parities $J_{m}\left(k_{m . n} r\right)(\cos m \theta+i \sin m \theta)$. Since (I.102) depends only on radius $r$ and relative angle $\phi-\theta$ (instead of absolute angle $\theta$ ), one may convince oneself that the actual numerical local correlation functions of both parities $\cos m \theta$ and $\sin m \theta$ are the same and correspond to the real part of (I.102). This is also justified by the consideration that one must have $C(\underline{x}, \underline{s}=0)=1$ whereas $\operatorname{Im} C(\underline{x}, \underline{s}=0)=0$. Thus, numerical computations of the correlation function should be compared with

$$
\begin{equation*}
C_{m . n}(r, \theta ; s, \phi)=\cos \left[\frac{m s}{r} \sin (\phi-\theta)\right] \cos \left[\frac{s}{r} \sqrt{\omega_{m \cdot n}^{2} r^{2}-m^{2}} \cos (\phi-\theta)\right] \tag{I.103}
\end{equation*}
$$

I have studied the correlation function of circular modes and in particular have given attention to the nature of the local averaging process described by (I.91) with the condition (I.92). Since it is numerically impossible to meet the requirement of vanishing wavelength, I have relied on the the results previously reported which indicate that the range of eigenvalues near $k=65$ is sufficiently asymptotic for the comparison of wave properties with predictions based on the EBK approximation. Consideration of finite wavelength modes then necessarily requires by (I.92) the local average to be performed over some finite area which is, however, of dimension small compared with the wave amplitude variation. With these limitations, I have found that for circular modes a local average over an area encompassing approximately two wave minima and maxima provides the best results. It should be noted that this process automatically introduces
anisotropy in the correlation function due to the influence of just one or two local waves. The local average was computed numerically as

$$
\begin{equation*}
C_{m, n}(\underline{x}, \underline{\underline{s}})=\frac{\int_{P_{\perp}(\underline{x}, \underline{g})} d^{2} x^{\prime} \psi_{m, n}\left(\underline{x}^{\prime}+\frac{1}{2} \underline{s}\right) \psi_{m, n}\left(\underline{x}^{\prime}-\frac{1}{2} \underline{\underline{s}}\right)}{\int_{P_{\perp}(\underline{x}, \underline{\underline{s}})} d^{2} x^{\prime} \psi_{m, n}^{2}\left(\underline{x}^{\prime}\right)} \tag{I.104}
\end{equation*}
$$

$P_{\Delta}(\underline{x}, \underline{s})$ is a square "patch" of area $\Delta^{2}$ centered at $\underline{x}$; this area is reduced, however, for values of $\underline{g}$ such that all points $\underline{x}^{\prime} \pm \frac{1}{2} \underline{s}$ lie inside the circle. The integrals in (I.104) were computed numerically with standard two dimensional integration routines; the fact that they may be accurately evaluated is largely due to the novel technique (see Appendix A) which allows for the determination of $\psi$ over any arbitrarily small or dense grid.

For the circular mode with $m=40, n=5$ shown in Fig. 3, a typical computation of the numerical correlation function is graphed in Fig. 21. For these examples, the center of the local smoothing area is at $\underline{x}=(r, \theta)=(.866, .877)$ and $C_{40,5}$ is plotted as a function of $s$ for three angles $\phi=0, \pi / 4, \pi / 2$. The numerical results at discrete values of $a$ denoted by crosses seem to accurately track the theoretical asymptotic formula (I.103). As similar good agreement is found for other positions $(r, \theta)$ and other modes in the same range (as well as for ones studied near $k=100$ ), two conclusions emerge. First, the use of the singular distribution (I.93) as a crude approximation to the smoothed Wigner function in the case of the circle appears to be extremely well justified, implying that the Wigner function for a short wavelength circular mode is very concentrated in the neighborhood of the corresponding torus in phase space. Extending this to the general case of integrable systems, it appears that the formula (I.85) for $\bar{W}$ is verified, which justifies to an extent the manipulations which produced it based on the well-understood EBK theory of regular waves. Secondly, the confidence that asymptotic expressions such as (I.103) are applicable to modes in the eigenvalue range near $k=65$ is again reinforced; this is important so that
numerical computations performed on stadium modes in the same range of the spectrum can be reliably regarded as tests of predictions of asymptotic theories for irregular waves.

Focusing attention now on the ergodic stadium ( $\gamma>0$ ) case, the hypothesis (I.87) for the smoothed Wigner function specialized to the free Hamiltonian (dispersion relation) (1.25) is

$$
\begin{equation*}
\bar{W}_{n}(\underline{k})=\frac{1}{\Omega_{n}} \delta\left(\omega_{n}-\sqrt{k_{x}^{2}+k_{y}^{2}}\right) \tag{I.105}
\end{equation*}
$$

Again, the normalization constant $\Omega_{n}$ is the volume of the $n t h$ frequency surface expected to correspond to the mode at $\omega=\omega_{n} \equiv k_{n}$. The implications of this assumption for the statistical properties of the modes are easily calculated since $\bar{W}$ depends only on the magnitude of $\underline{k}$. Thus, the local average density is

$$
\begin{align*}
\Pi_{n}(\underline{x}) & \equiv \frac{\int \frac{d^{2} k}{(2 \pi)^{2}} \delta\left(\omega_{n}-|\dot{k}|\right)}{\int d^{2} x \int \frac{d^{2} k}{(2 \pi)^{2}} \delta\left(\omega_{n}-|\underline{k}|\right)}  \tag{I.106}\\
& =\frac{1}{\iint_{A} d^{2} x}=\frac{1}{A}=\frac{1}{\pi}
\end{align*}
$$

where $A$ again is the constant area of the stadium. This expression is correctly normalized and simply reiterates the expectation of uniform intensity over the interior corresponding to the ergodic nature of the ray trajectories. As previously noted, qualitative visual inspection of many stadium modes already tends to cast doubt on this aspect of the assumption (I.105).

The local autocorrelation function is also easily determined

$$
\begin{align*}
C_{n}(\underline{x}, \underline{s}) & =\frac{1}{M_{n} \Omega_{n}} \int \frac{d^{2} k}{(2 \pi)^{2}} \delta\left(k_{n}-|\underline{k}|\right) e^{i \underline{k} \cdot \underline{\underline{g}}} \\
& =\frac{\int \frac{d^{2} k}{\left(\left.2 \pi\right|^{2}\right.} \delta\left(k_{n}-|\underline{k}|\right) e^{i \underline{k} \cdot \underline{\underline{g}}}}{\int \frac{d^{2} k}{|2 \pi|^{2}} \delta\left(k_{n}-|\underline{k}|\right)} \tag{I.107}
\end{align*}
$$

Using polar coordinates in $\underline{k}$ space


Figure 21. Locally averaged spatial autocorrelation function $C(\underline{x}, \underline{\varepsilon})$ for circular $(\gamma=0)$ mode $J_{40}\left(k_{40.5} r\right) \sin 40 \theta$, with $k_{40.5}=65.012$. The point $\underline{x}$ is fixed $(r, \theta)=(0.866,0.867)$ and the correlation is plotted as a function of $|\underline{s}|$ for three different angles $\phi$ of $\underline{s}$. Crosses denote numerical measurements, dotted line is theory based on Eq.(I.103). a) $\phi=0$. b) $\phi=\pi / 4$.



Figure 21. c) $\phi=\pi / 2$. d) Nodal structure of eigenfunction in "patch" $P_{\Delta}$ used for local smoothing of correlation function.

$$
\begin{equation*}
k_{x}=k \cos \theta_{k} \quad k_{y}=k \sin \theta_{k} \quad d^{2} k=k d k d \theta_{k} \tag{I.108}
\end{equation*}
$$

and (I.99) for $\underline{\underline{s}},(\mathrm{I} .107)$ becomes

$$
\begin{align*}
C_{n}(\underline{s}) & =\frac{\int k d k d \theta_{k} \delta\left(k_{n}-k\right) e^{i k \theta \cos \left(\theta_{k}-\phi\right)}}{\int k d k d \theta_{k} \delta\left(k_{n}-k\right)}  \tag{I.109}\\
& =\int_{0}^{2 \pi} \frac{d \theta_{k}}{2 \pi} e^{i k_{n} \cdot \cos \left(\theta_{k}-\phi\right)}
\end{align*}
$$

This is evaluated as a usual Bessel integral to give

$$
\begin{equation*}
C_{n}(s)=J_{0}\left(k_{n} s\right) \tag{I.110}
\end{equation*}
$$

This expression is at once quite different from the corresponding one for the circle (I.103). Not only is it independent of position $\underline{x}$ (a reflection of the constant value of $\Pi_{n}$ ), but it is also isotropic in the angle $\phi$ of $\underline{s}$. In contrast with the apparent disagreement noted for the expected uniform intensity distribution II, casual observation of the nodal patterns of stadium modes has hinted at this isotropic behavior. Indeed, this correlation isotropy is also a feature of the expression derived by Berry ${ }^{3}$ for general ergodic ray Hamiltonians in $N$ dimensions.

A numerical test of (I.110) using finite wavelength stadium modes, and with the same local averaging procedure described above for the circular case, must necessarily fail. This is because such a finite local average is influenced by only a few local waves and hence the correlation function so computed will reflect this anisotropy. This can be seen in Fig. 22 which graphs a typical local correlation function for the stadium mode at $k=65.326$ shown in Fig. 6. The correlation was computed by (I.104) over a "patch" $P_{\perp}(\underline{x}, \underline{s})$ centered at $\underline{x}=(x, y)=$ $(.76, .46)$ with the same area as that used for the circular mode with roughly the same wavelength. The numerical data is not only in obvious disagreement with the theory (I.110), but it also varies with the angle $\phi=0, \pi / 4, \pi / 2$ of $\underline{s}$.

In order to remove these local fluctuation effects it is necessary to include


Figure 22. Locally averaged spatial autocorrelation function for $\boldsymbol{\gamma}=1$ stadium mode at $k=65.326$. The point $\underline{x}$ is fixed $(x, y)=(0.76,0.46)$ and $C(\underline{x}, \underline{s})$ is plotted against $|\underline{s}|$ for three angles $\phi$ of $\underline{s}$. Crosses denote numerical measurements, solid line is theory based on Eq.(I.110). a) $\phi=0$. b) $\phi=\pi / 4$.
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Figure 22. c) $\phi=\pi / 2$. d) Nodal structure of eigenfunction in "patch" $P_{\perp}$ used for local smoothing.
more waves in the average. Increasing the size $\Delta$ of the "patch", however, violates the requirements of local averaging by sampling regions over which $I I$ appears to vary. If the intensity $I I$ were truly uniform as predicted by (I.106), the local average (I.104) could be replaced by an average over the entire interior of the stadium thereby including a large number of wavelengths. This is in fact the procedure I have used despite the apparent nonuniformity of $\Pi$; thus; the test of a possible $x$ dependence of the correlation is discarded in deference to a crude test for its dependence on s. The numerical computation is therefore taken to be

$$
\begin{equation*}
C_{n}(\underline{g})=\frac{\int_{A(\underline{g})} d^{2} x^{\prime} \psi_{n}\left(\underline{x}^{\prime}+\frac{1}{2} \underline{s}\right) \psi_{n}\left(\underline{x}^{\prime}-\frac{1}{2} \underline{g}\right)}{\int_{A(\underline{\underline{s}})} d^{2} x^{\prime} \psi_{n}^{2}\left(\underline{x}^{\prime}\right)} \tag{I.111}
\end{equation*}
$$

Here, $A(\underline{g})$ is the portion of the entire interior of the stadium such that all points $\underline{x}^{\prime} \pm \frac{1}{2} \underline{g}$ lie inside the boundary.

The result of the measurement (I.111) for the same mode studied in Fig. 22 ( $k=65.326$ ) is plotted in Fig. 23. While these data seem to fit the prediction (I.110) better than those produced by the local average, it is apparent that even the global average over all the waves does not yield a close agreement with theory. This judgement is made in regard to the standard set by the degree of success found for circular modes of roughly the same wavelength. Although the nodal curves in Fig. 6 seem to indicate a fairly random orientation of the local wave vector as a function of position, this isotropy is not convincingly reflected in the correlation function even when averaged over the entire interior.

The disagreement in this case is supported by the computation of the correlation function shown in Fig. 24 for the mode at $k=100.386$ (see Fig. $7(1)$ ). Here again, neither the expected isotropy nor the dependence on the magnitude of $\underline{g}$ is confirmed as well as the theory in the circular case. In fact, there does not even seem to be an obvious trend toward verification with the decrease in


Figure 23. Globally averaged spatial autocorrelation function for $\gamma=1$ stadium mode at $k=65.326$ (using Eq.(l.111)) plotted against $|\underline{s}|$ for three angles $\phi$ of s. Crosses are numerical measurements, solid line is theory (l.110). a) $\phi=0$. b) $\phi=\pi / 4$.


Figure 23. c) $\phi=\pi / 2$


Figure 24. Globally averaged spatial autocorrelation function for $\gamma=1$ stadium mode at $k=100.386$ (using Eq.(I.111)) plotted against $|\underline{s}|$ for three angles $\phi$ of g. Crosses are numerical measurements, solid line is theory (l.110). a) $\phi=0$. b) $\phi=\pi / 4$.


Figure 24. c) $\phi=\pi / 2$
wavelength as one would expect for an asymptotic conjecture.

Based on these numerical tests, a modest conclusion would be that the formula (I.110) for the correlation function is not accurate for typical stadium modes of finite wavelength. This evaluation is made with respect to the issues involved in the requirements for local averaging; even under global averaging, however, the simple form of (I.110) is not substantiated. The standard against which these results were appraised was the comparatively precise vindication of the integrable circular theory (I.103) and its evident applicability to regular modes in the same finite wavelength range of the spectrum. In addition, the validity of (I.110) as an asymptotic approximation seems to be doubtful considering the almost undiminished degree of disagreement when the eigenvalue is nearly doubled.

As an indirect investigation of the nature of the Wigner function, these findings can only cast doubt on the proposition (I.105) from which the expression (I.110) for the correlation function was derived. The foregoing remarks on the spatial smoothing procedure and the extent of applicabiltity to finite (but large) wavenumber stadium modes are relevant to the acceptibility of this conjecture for the Wigner function as well. The nonuniformity of the projection $\Pi$ and the anisotropy of the Fourier transform $C$ appear to indicate that the Wigner function for these short wavelength modes exhibits somewhat more structure than the uniform distribution over the frequency surface represented in (I.105). This additional structure could either be on the frequency surface or in the immediate neighborhood of it. While the latter possibility could be ascribed to phase space "diffraction" effects due to finite wavelength (and thus almost inconsequential), the existence of detail in the frequency surface might imply a correspondence of the wave with a subset of that manifold (as in the case of
regular waves). Short of actually computing the Wigner function (as the Fourier transform of the correlation function), it is difficult to determine the source of the discrepancy.

Naturally, it would be presumptuous to extend these conclusions to the conjecture (I.87) for the general case of a Hamiltonian (dispersion relation) characterized by ergodic rays since the stadium system is in many respects non-generic. Nevertheless, while this proposition seems extremely plausible, the evidence provided by the intensity distributions and correlation functions of several stadium modes over a wide range of the spectrum indicates that this facet of an asymptotic theory of irregular waves is not entirely correct. Thus, it remains an outstanding problem to determine, perhaps through the study of the Wigner function (or some other phase space representation), the appropriate correspondence between an irregular mode and a ray phase space manifold.

## 9. STATISTICS OF THE SPECTRUM: $P(\Delta E)$

The previous Chapters have examined qualitative and quantitative differences between spatial features of regular and irregular waves with respect to the properties of their corresponding ray systems. Statistical characteristics of eigenfunctions were compared with predictions based on the structure of the ray phase space; that is, a proposed correspondence between a mode of the wave system and a submanifold of the phase space was exploited in an attempt to explain and predict definite spatial properties of the waves. This procedure implicitly assumed that a stationary state of the wave system is associated with almost all the points on the corresponding manifold or, in other words, the entire "infinite time" evolution of any typical single trajectory on that manifold. This is true for both the integrable and the ergodic case: even in the integrable case, a phase space torus implicated in this correspondence is generically one on which the frequencies are incommensurate so that almost every trajectory is ergodic on the torus.

Many of the concepts of integrability and ergodicity of ray systems, however, are related to the actual temporal evolution of trajectories. Therefore, many authors have considered the evolution of initial (mixed) states of the complementary wave systems in order to discern properties which might distinguish the difference between regular and irregular wave systems and which may hopefully be related to ray quantities. Since the initial state of a bound wave system may be decomposed in terms of the normal modes, its subsequent evolution is governed by the frequencies of each independently oscillating component. In this respect, the properties of the spectrum become important and there has been considerable interest ${ }^{42,43,44}$ in characterizing the nature of wave stochasticity by contrasting the spectra of integrable and ergodic systems.

For the model of the Helmholtz equation in the stadium, I have computed the eigenvalues at $\gamma=0$ (circle) and $\gamma=1$ (stadium) in the range $50<$ $k<100$ (for the odd-odd parity case); these are listed in Appendix A $(\gamma=$ 0 ) and Appendix $B(\gamma=1)$. Before presenting the details of the numerical accuracy and the analysis of the results, I present in Fig. 25 an almost schematic comparison of the circle and stadium spectra over a small region containing about 30 eigenvalues. Each slash-marks the approximate position-of-a single eigenvalue; these were all computed numerically using the method of Appendix A even though those for the circle could be determined more accurately by other means. If it is not immediately apparent, I would like to draw attention to the rough distribution of the eigenvalues along the number lines and submit that whereas the stadium spectrum seems to be fairly evenly arranged, the circular levels tend to be clustered. This behavior for large eigenvalues of the circular problem is well known since the zeros of Bessel functions are given asymptotically by ${ }^{18}$

$$
\begin{equation*}
k_{m \cdot n} \sim\left(n+\frac{1}{2} m-\frac{1}{4}\right) \pi \tag{I.112}
\end{equation*}
$$

Thus, even within this one parity class ( $\sim \sin m \theta, m$ even) there is a high degree of near degeneracy at large $k$ (note that the exact degeneracy of $\sin m \theta$ and $\cos m \theta$ has been removed).

According to recent work by Berry and Tabor, ${ }^{5}$ level clustering in the asymptotic part of the spectrum is expected to be a feature of wave systems corresponding to generic integrable ray Hamiltonians. The opposite behavior, the tendency for the eigenvalues to "regularize" or "repel" each other, has been predicted by several authors ${ }^{8,45}$ to be a hallmark of irregular wave systems. More than just qualitative observations, these statements are expressed in terms


Figure 25. Schematic comparison of segments of the circular (left) and $\gamma=1$ stadium (right) spectra. Each slash represents one eigenvalue $k$. Note the high degree of clustering in the circular spectrum as opposed to the relatively uniform distribution of the stadium eigenvalues.
of the probability distribution of neighboring level separations. Thus, a clustered spectrum would be characterized by a peak in the distribution near zero separation (indicating a high probabilty for near degeneracies), whereas a more uniform spectrum would be described by a distribution which is peaked at a nonzero (nearly the mean) separation.

I have compiled this probability distribution from the eigenvalue data mentioned above over the range of the spectrum $50<k<100$ for both the circle and the stadium. Naturally, the true distribution is dominated by the contribution from asymptotic eigenvalues (due to the infinite spectrum) and so these are only partial results (as to be expected from any finite computation). It is hoped, however, that this part of the spectrum is far enough above the ground state and is large enough to provide suitable statistics so that the general features of the full distribution emerge. One advantage of the numerical method employed is that, in effect, any region of the spectrum can be studied without computing all lower eigenvalues; therefore, these results do not contain the extremely nonasymptotic separation data from the lower levels (approximately 200 states).

The construction of a probability distribution $P(\Delta k)$ from a finite set of eigenvalues $\left\{k_{i}\right\}$ is simple and straightforward. However, one would like to remove the lowest order effect of the dependency of the density of eigenvalues $n(k)$ on position in the spectrum. For two dimensional "free" motion confined to an area $A$, this asymptotic density is

$$
\begin{equation*}
n(k) d k=\frac{A}{(2 \pi)^{2}} 2 \pi k d k=\frac{1}{2} k d k \tag{1.113}
\end{equation*}
$$

The area has been set equal to $\pi$, the area of both the circle and the stadium; as previously mentioned, the area has been held constant as $\gamma$ was varied so that this density would remain unchanged. Expression (I.113) obviously indicates that the average separation of eigenvalues $\langle\Delta k\rangle$ diminishes as $k$ increases

$$
\begin{equation*}
\langle\Delta k\rangle \equiv n^{-1}(k) \sim k^{-1} \tag{I.114}
\end{equation*}
$$

In order to examine level separation data from different parts of the spectrum (e.g., near $k \approx 50$ and $k \approx 100$ ) on the same basis, one should consider instead the set of the squares of the eigenvalues $\left\{k_{i}^{2}\right\}$ which has uniform density. Thus, defining the quantity

$$
\begin{equation*}
E \equiv k^{2}=\omega^{2} \tag{I.115}
\end{equation*}
$$

in an obvious connection with the energy of the classical free particle, the density and mean separation of the set $\left\{E_{i}\right\}$ are

$$
\begin{align*}
n(E) & =n(k) \frac{d k}{d E}=\frac{1}{4}  \tag{I.116}\\
\langle\Delta E\rangle & =n^{-1}(E)=4
\end{align*}
$$

The estimates (I.113-I.116) of course describe the entire spectrum, i.e., they include the contributions from all four parity classes when applied to the present model with reflection symmetries. In order to use these formulas in the analysis of the single parity spectral data, one must divide the density by four (assuming each parity contains the same number of levels). Thus, for one parity the density and mean spacing are

$$
\begin{equation*}
n_{p}(E)=\frac{1}{18} \quad\langle\Delta E\rangle_{p}=18 \tag{I.117}
\end{equation*}
$$

Strictly speaking, the odd-odd parity class that has been studied throughout this work contains fewer eigenvalues since the $m=0$ modes do not appear ( $\sin m \theta=$ $0)$. Although the correction to the asymptotic density due to the absence of this measure zero set of modes is negligible, the effect is noticed at finite $k$ as seen below. The distribution of successive level spacings $P(\Delta E)$ within a single parity class is the object to which the foregoing predictions properly refer.

In the circular $(\gamma=0)$ case, my numerical procedure computed 451 oddodd parity eigenvalues between $k=50$ and $k=100$. This was compared with
the true set of 454 eigenvalues obtained using Sandia Library Bessel function routines. The discrepancy is due to the omission of 16 eigenvalues and the inclusion of 13 spurious ones; this drawback of my computational method is discussed in Appendix A. For the levels correctly identified, a direct comparison of individual values of $k$ revealed an absolute error of less than $\pm 0.001$ in $97 \%$ of the eigenvalues, less than $\pm 0.0005$ in $90 \%$ and a maximum error of 0.023 . Therefore, I have taken as a reliable error estimate in the computed values of $E=k^{2}$ to be $\pm 0.2$ and I assume this to be valid even when $\gamma \neq 0$.

The probability distribution for successive level separations $P(\Delta E)$ was constructed from the eigenvalue data in the form of a histogram. Various bin sizes $\Delta_{B} E=1,2$ and 4 were used in the attempt to strike a balance between bin statistics and histogram detail; the choice $\Delta_{B} E=2$ seemed to provide the optimum display. The histogram was normalized by its area so that it represents a probability distribution over the values of $0<\Delta E<\Delta E_{\max }$ observed. Figure 26 shows the results in the circular case for both the numerically obtained eigenvalues and the exact ones. It is evident that despite the errors in the former list, most of the structure in the exact histogram is retained by the "experimental" one.

For this integrable system the expected property of a clustered spectrum is unmistakably illustrated in these histograms. The obvious high probability of extremely small spacings is balanced by the presence of very large values so that the average is $\langle\Delta E\rangle=16.7$ numerically (compared to the exact $\langle\Delta E\rangle=16.544$ due to the absence of the $m=0$ modes). The smallest separation computed was 0.138 (although there is a near degeneracy of $\Delta E=0.003$ in the exact spectrum which was missed by the numerical method) with 15 observed spacings of $\Delta E<1$; the largest value determined was $\Delta E=71$.
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Figure 26. Histograms representing $P(\Delta E)$ for circular eigenvalue ( $E=k^{2}$ ) spacings, with bin size $\Delta_{B}=2$. Smooth curve is best exponential fit determined by examining the cumulative distribution $N(\Delta E)$. a) Numerically obtained eigenvalues.
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Figure 26. b) $P(\Delta E)$ with exact circular eigenvalues.

Quite different are the numerical results obtained for the $\gamma=1$ stadium spectrum. In the same interval $50<k<100$ I computed 445 eigenvalues with average separation $\langle\Delta E\rangle=16.4$. Here, of course, there is no exact spectrum for comparison, but as stated previously, it is assumed that the error in an individual value of $E$ is $\pm 0.2$ as in the circular case. This list contains nine less eigenvalues (about $2 \%$ ) than the exact count in the circle over the same interval, and the same flaw of omitting real eigenvalues and including spurious ones can be expected. Just as in the circle, however, it is assumed that the effect of these inaccuracies in identifying valid eigenvalues will be spread fairly evenly over the entire distribution $P(\Delta E)$.

The histogram constructed from the separation data with bin size $\Delta_{B} E=$ 2 is shown in Fig. 27. The maximum of the distribution near $\Delta E=12$ expresses the "repulsion" of neighboring levels and the tendency toward a uniform spectrum. While the minimum spacing computed was 0.175 , only four separations less than $\Delta E=1$ were detected in contrast with the much larger number in the circle. The largest value observed was only $\Delta E=50$ in keeping with the more compact distribution centered near $\langle\Delta E\rangle=18.4$. It is very difficult to see how a reasonable omission and/or inclusion of about ten eigenvalues could alter the shape of this histogram enough to indicate anything other than level repulsion.

As previously stated, several authors have provided theories which attempt to explain this observed difference between regular and irregular spectra in terms of the corresponding integrable and ergodic ray systems. In Ref.[5], Berry and Tabor not only predict clustering for integrable systems in general, but with arguments based on the EBK formalism deduce that the distribution $P(\Delta E)$ should be of exponential form


Figure 27. Histogram of $P(\Delta E)$ for $\gamma=1$ stadium eigenvalue spacings, with bin size $\Delta_{B} E=2$. The smooth curve gives the best fit of the form $(\Delta E)^{\alpha} \exp \left(-\beta(\Delta E)^{2}\right)$ determined by examining the cumulative distribution $N(\Delta E)$.
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$$
\begin{equation*}
P(\Delta E)=\alpha e^{-\alpha \Delta E} \tag{I.118}
\end{equation*}
$$

Here $P(\Delta E)$ is normalized over all $\Delta E \geq 0$ with average value $\langle\Delta E\rangle=\alpha^{-1}$. While the graph in Fig. 26 certainly appears to be of this form, it is difficult to actually verify by means of a numerical fit. This is because the shape of the histogram (with a finite amount of data) depends to a large extent on the choice of the bin size.

Casati suggested to me that one way to circumvent this effect of incomplete data is to consider instead the cumulative distribution

$$
\begin{equation*}
N(\Delta E) \equiv \int_{0}^{\Delta E} P(s) d s \tag{I.119}
\end{equation*}
$$

which measures the fraction of separations less than $\Delta E$. Even for a data set $\left\{\Delta E_{i}\right\}$ with only the order of 400 values this function is much more continuous than the histogram $P(\Delta E)$ and does not depend on the bin size. It is also just as straightforward to construct; the only difficulty is that it must be compared with the integral of the prediction for the probability distribution. This is easily accomplished in the circular case, however, as (1.118) may be integrated to give simply

$$
\begin{equation*}
N(\Delta E)=1-e^{-\alpha \Delta E} \tag{I.120}
\end{equation*}
$$

Figure 28 shows the "experimental" tabulation of the cumulative distribution in comparison with the best numerical least squares fit of the form (I.120). While it appears that there is only one free parameter $\alpha$ available for the fitting procedure, another overall multiplicative factor in (I.120) was introduced in order to compensate for the undetermined normalization of the experimental data. The data were subsequently divided by the best-fit value of this parameter so that normalized curves could be compared. The general shape of the prediction seems to be fairly well substantiated although the data indicates a somewhat
longer tail on the distribution $P(\Delta E)$ than the theory would suggest. Perhaps a more serious result is that the optimum value of $\alpha$ was found to be $\alpha=1 / 20.77$; this indirectly implies a failure in the theory (I.118) which requires $\alpha$ to be the inverse of the average separation $\alpha=\langle\Delta E\rangle^{-1}=\frac{1}{16}$ (or close to it). There are two possible explanations for this disagreement: (1) either the present integrable Hamiltonian is too special or does not meet the genericity requirements of Ref.[5] or (2), $P(\Delta E)$ for this system is truly not of the simple form (I.118) (perhaps $\sim$ $\exp \left(-\alpha(\Delta E)^{\boldsymbol{\beta}}\right)$ ). This problem is not resoived here and clearly requires further investigation.

There have been several approaches toward understanding and predicting this statistical property for irregular spectra and specifically for billiard systems like the stadium. In the recent review article on quantum stochasticity, Zaslavskii ${ }^{6}$ discusses the form of $P(\Delta E)$ for both limits $\Delta E \rightarrow 0$ and $\Delta E \rightarrow \infty$ in terms of the mixing property of the ray Hamiltonian and the measure of this behavior known as the Kolmogorov entropy. He and Casati and Guarneri ${ }^{45}$ also attempt to relate the observed level repulsion and general shape of the distribution to similar results found for the eigenvalues of random matrices as studied by Wigner, Porter and Dyson. ${ }^{48}$ Based upon the generic behavior of eigenvalues under parameter variation as formulated by Arnold, ${ }^{11}$ Berry ${ }^{47}$ has given a prediction for $P(\Delta E)$ at small $\Delta E$. Without further elaboration of these theories, I shall simply state that in all of them the expected form of the probability distribution is

$$
\begin{equation*}
P(\Delta E)=a(\Delta E)^{\alpha} e^{-\beta(\Delta E)^{2}} \tag{I.121}
\end{equation*}
$$

Thus, the repulsion of neighboring levels is described by

$$
\begin{equation*}
\left.P(\Delta E) \sim(\Delta E)^{\alpha} \quad \text { for } \quad \Delta E / / \Delta E\right\rangle \ll 1 \tag{I.122}
\end{equation*}
$$

and the fact that (I.121) is maximum at a nonzero value of $\Delta E$.

$\Delta E$

Figure 28. Cumulative distribution $N(\Delta E)$ of circular eigenvalue spacings. Solid smooth curve is best numerical fit of the form $1-\exp (-\alpha \Delta E)$ based on an exponential form for $P(\Delta E)$. The optimal value for $\alpha$ is $1 / 20.77$.

The histogram in Fig. 27 appears to have this form, but again a direct numerical test is hampered by the incomplete data effects mentioned above. The cumulative distribution $N(\Delta E)$ is shown in Fig. 29 compared with the theoretical curve determined by the integral of (I.121). Unfortunately, the result of this indefinite integral is not analytically transparent; therefore, it was computed numerically at each value of the parameters $(a, \alpha, \beta)$ as required by the fitting procedure. All three of these parameters were allowed to vary (even though normalization provides a relation among them) and the amplitude of the experimental curve was adjusted as in the circular case. However, the availability of the extra degree of freedom (three parameters instead of two) obviously allows for a much closer fit to the data than that found in Fig. 28. The optimal values found for the two shape parameters were $\alpha=0.71, \beta=0.0025$. The average value $\langle\Delta E\rangle$ of the normalized theoretical curve with these parameters is 16.1 compared with the data average 16.4.

Perhaps the most important (or controversial) aspect of this distribution is the value of the exponent $\alpha$ and its relation to other properties of either the wave or ray system. For example, Zaslavskii ${ }^{6}$ has given an interpretation of this small $\Delta E$ behavior in terms of the Kolmogorov entropy $K$ of the ray system; specifically, he predicts simply

$$
\begin{equation*}
\alpha=C / \ln K \tag{I.123}
\end{equation*}
$$

where $C$ is some constant depending on the system. The value of $K$ for the stadium billiard has not been measured, but using extremely simple formulas provided in Ref.[6] one obtains $K=2 \gamma$. Thus, with $K=2$ and $\alpha=0.71$ the constant $C$ is determined by (I.123) to be 0.49 ; this is in remarkable agreement with the value of about $1 / 2$ calculated by Zaslavskii and Filonenko ${ }^{48}$ for an entirely different system. The significance of this result is minimal, however,
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since one should really investigate the dependence of $\alpha$ on $K$ (or on $\gamma$ ) in order to determine the validity of (I.123).


Figure 29. Cumulative distribution $N(\Delta E)$ of stadium eigenvalue spacings with best-fit prediction (smooth solid curve) based on $P(\Delta E) \sim(\Delta E)^{\alpha} \exp \left(-\beta(\Delta E)^{2}\right)$. The optimal values are $\alpha=0.71, \beta=0.0025$.

## 10. CONCLUSION

The intent of Part I of this thesis was to illustrate and attempt to interpret the prominent features of short wavelength wave fields with regard to the corresponding ray trajectories of geometrical optics. In order to properiy establish these relationships for systems with more than one degree of freedom, it is necessary to consider the Hamiltonian flow of the rays in the natural setting of phase space. The spatial features of the waves were then discussed in terms of the projection of the ray phase space onto configuration space.

For $N$ dimensional wave systems which admit stationary state solutions, the rays associated with the normal modes remain in a bounded region of the $2 N$ dimensional phase space. In this case the solvability of the wave equation in the eikonal approximation then hinges upon the question of integrability of the ray Hamiltonian. Integrable rays are characterized by the existence of $N$ constants of the motion and are restricted to lie on $N$ dimensional tori in phase space. The correspondence between integrable rays and regular waves is constructed in terms of these Lagrangian manifolds; this is the basis of the EBK quantization procedure.

The identification of some of the more conspicuous consequences of the normal mode - ray torus correspondence was facilitated by the introduction of a familiar simple model. For normal modes of the two dimensional Helmholtz equation in the circle, the-existence of high intensity caustic regions juxtaposed with low amplitude evanescent regions were clearly seen to be the result of the projection of the torus onto $x$-space. Thus, caustics are associated with singularities in the projection. Evañescent regions are the projection of parts of phase space not accessible for rays on the particular torus involved. While these observations are by no means novel, the development of the implications of the

EBK technique for integrable rays/regular waves provides a foundation for the investigation of waves associated with nonintegrable rays.

The essential new results reported in Part I concern both the qualitative and quantitative investigation of irregular waves. These are normal modes of a wave problem for which the eikonal approximation produces a ray Hamiltonian characterized by ergodic trajectories. Specifically, the system is a modification of the integrable problem described above; the circular boundary is stretched into a stadium shape by the introduction of straight sides with length governed by a parameter $\boldsymbol{\gamma}$. For all values of $\gamma>0$ almost all ray orbits ergodically explore the entire three dimensional frequency (Hamiltonian $=$ constant) surface; in addition, initial conditions separate exponentially in time (unstable) and the system is mixing. A measure zero set of orbits are closed (not ergodic) but still unstable to initial perturbation; an example is the family of bouncing ball trajectories.

The absence of invariant Lagrangian manifolds (tori) defeats the application of the EBK method and thus motivates the search for other theories of normal mode - ray manifold correspondence (assuming one exists). Casual inspection of numerically constructed eigenfunctions has yielded two conclusions:
(1) Most irregular eigenfunctions appear to be composed of localized regions of relative high intensity randomly interspersed among larger areas of low amplitude. These are reminiscent of caustics, although there is no evidence of their relationship to projection singularities from the ray phase space. This wave structure appears to differ considerably from the uniform intensity distribution over the interior of the stadium which would be expected on the basis of the ergodic nature of the rays.
(2) Many eigenfunctions are quite regular in appearance and share many
of the features of circular modes. Moreover, most of these modes display an obvious relationship with underlying closed ray trajectories. This is especially so for the largest class of this type which correspond to the family of bouncing ball orbits. Also in this category are the whispering gallery modes which appear to have been identified.

These qualitative remarks contrasting the wide variety of eigenmode structures found in the stadium with the comparatively ordinary circular modes have been substantiated to a degree with a statistical analysis. The construction of the probability distribution $P(\psi)$ has provided one method for distinguishing between circular and the apparently regular stadium modes on the one hand and the irregular, random or chaotic stadium modes on the other. The principal conclusion is
(3) Irregular eigenfunctions may be described by gaussian statistics (i.e., $P(\psi)$ and $P(\partial \psi / \partial \eta)$ are well approximated by a gaussian distribution). This result supports the idea that a wave constructed from many contributions at. a point due to the multiple random passages of mixing ray trajectories is phase decorrelated. Like circular modes, the regular-appearing stadium eigenfunctions (such as bouncing ball modes) possess extremely non-gaussian distributions.

In this respect, the chaotic nature of most stadium modes seems to be related to the similar behavior of the corresponding rays despite the fact that the eigenfunctions do not exhibit uniform intensity over the interior.

It remains an enigma that bouncing ball modes should represent a modest fraction of the spectrum, and one which seems to persist as the eigenvalue is increased. Although the association of a class of modes with an unstable family of rays has not been placed on theoretical grounds, there are two points which make this seem reasonable. As Casati ${ }^{4 \theta}$ points out, even though an ergodic orbit
"covers" the entire stadium uniformly as $t \rightarrow \infty$, it will be trapped in nearly a bouncing ball fashion ( $k_{x}$ arbitrarily close to zero) for long periods of time (long enough to traverse the length of the straight sections) and this will occur infinitely many times. Thus, perhaps these modes represent the fraction of time all orbits (not just the bouncing ball family) spend in this region of phase space.

When viewed in phase space however, these periodic bouncing ball orbits are very special. Consider the family of initial conditions positioned along a straight section with $k_{x}=0, k_{y}=\omega \neq 0$. As the rays evolve, a Lagrangian manifold is generated in phase space, just as for the outflow of any one dimensional family of initial conditions. The difference is that this manifold (though disconnected because of the hard walls) continues to repeat itself; all other Lagrangian manifolds so generated will become extremely convoluted (due to the exponential separation of orbits) and eventually fill the frequency surface. The bouncing ball modes might correspond to the quantization of this manifold much like the quantization of tori for integrable systems. However, the finite value of $k_{x}$ exhibited by these modes remains to be explained, and this may require consideration of the uncertainty principle.

In a speculative manner, one could extend this line of reasoning to the Lagrangian manifold generated in phase space by almost any one dimensional family of initial conditions. As the manifold evolves, a piece of it may return close enough to an earlier piece so that, within the error introduced by the uncertainty principle, this part of the manifold could be considered to have "repeated". From this point on at least part of the manifold (with a degree of "fuzziness") is like the bouncing ball manifold in that it will continue to repeat itself (even though the actual trajectories are not necessarily periodic). With the uncertainty principle, one might expect such "fuzzy" manifolds surrounding periodic orbits
and possibly modes corresponding to them; this may be the explanation not only for the bouncing ball modes (with small $k_{2}$ ) but also for the mode which resembles the diamond-shaped periodic orbit. It may be that almost every orbit is embedded in some "fuzzy" Lagrangian manifold which, although probably extremely convoluted and multiply connected, eventually repeats itself (in the above sense). In this way, modes of nonintegrable systems may correspond to objects in the ray phase space generated after only a finite time (because of the uncertainty principle) and which therefore do not fill the entire frequency surface.

These ideas, while not providing concrete quantization rules, would explain the structure of the "regular" modes in the stadium (bouncing ball, whispering gallery and other "nearly periodic" modes) as well as the more common chaotic irregular modes which do not exhibit a uniform intensity distribution. As a consequence, they also imply the possibility of the existence of caustics in the irregular modes; that is, the projection of these "fuzzy manifolds" onto configuration space may be singular over small regions due to their convoluted structure. In fact, if the manifolds so constructed become extremely convoluted then one would expect many such regions; thus, it may be that caustics should be more prevalent in irregular waves than in regular waves. This seems to be what is observed for most chaotic stadium modes, but again, the connection between the modes and the rays is still unknown.

In order to further illuminate this connection I have attempted to study the Wigner function as an example of a phase space representation of the wave. This was done indirectly by numerically computing the local spatial autocorrelation of an eigenfunction and comparing the result with theoretical predictions derived from rather crude assumptions for the Wigner function. The numerical evidence
seems to support the following conclusions:
(4) The Wigner function associated with a short wavelength regular mode of an $N$ dimensional integrable ray system can be fairly well approximated by an $N$ dimensional delta function in phase space which is nonzero only on the torus which corresponds to the mode in the eikonal (EBK) theory.

This conclusion was inferred from the extremely accurate matching of the numerical correlation function of sample circular modes with the prediction based on this singular behavior of the Wigner function. In this way, the Wigner function provides a realization of the correspondence between regular modes and integrable rays.
(5) The Wigner function constructed from asymptotic irregular modes is probably not described as simply by a one dimensional delta function on the frequency surface corresponding to the frequency eigenvalue. It may have more complicated structure either within this surface or in the transverse direction off the manifold.

Again, this is a judgement inferred from the comparison of the numerical correlation data with theory based on just such a delta function assumption; here the agreement was not as clear as in the circular case. Since the Wigner function was not determined, the actual correspondence between irregular modes and chaotic rays remains uncertain. Perhaps there is no general rule of association; it may be that a different model such as the "finite time", uncertainty-principlefuzzy Lagrangian manifolds is required. I believe that the determination of this correspondence for general ray systems is a significant outstanding problem, and that the examination of the Wigner function or some other phase space representation of the wave is an important tool.

One reason for this is provided by the propagation into a plasma of exter-
nally launched short wavelength waves. The evolution of the rays in phase space generates a Lagrangian manifold, the projection of which governs the $\underline{x}$-space eikonal structure of the wave. According to numerical experiments ${ }^{50}$, these rays may separate exponentially asymptotically in time (just as the chaotic stadium rays). Even if the waves are only present for a finite time (due to damping, conversion, etc.) so that exponential separation is not achieved, one might expect the Lagrangian manifold to become extremely convoluted depending on the degree of ray instability. If this were indeed the case, the projection of the manifold onto configuration space may be singular over many small regions implying the existence of many caustics (as might be observed in the stadium modes). Therefore, any numerical computation of the amplitude of the waves based on the transport equations of eikonal theory would encounter frequent singularities necessitating the use of patching and matching subroutines. Extreme ray instability may render such a computation impractical.

It is important to note that the foregoing is quite speculative. To this point, there have been no actual computations of families of ray trajectories in order to observe the evolution of the Lagrangian manifold in phase space: does it become convoluted for unstable rays and after how long? In addition, there are no results on the numerical evaluation of the transport equations in more than one dimension even for the case of well-behaved regular rays. ${ }^{51}$ Therefore, to my knowledge there is no experience of the numerical effect of caustic singularities, let alone the consequences of possibly frequent ones as suggested above. It would certainly be enlightening to perform these computations.

If the foregoing speculation indeed proves correct, one might consider instead the possibility of constructing a phase space representation of the wave and numerically analyze its evolution as the wave propagates into the plasma. Such
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a distribution, for which the Wigner function is a candidate, would be localized in phase space near the ray Lagrangian manifold (for short wavelength waves). Additionally, since the caustic phenomenon is a consequence of the projection procedure, one would not expect singularities in the evaluation of this quantity. In a sense, the Hamiltonian nature of the rays impels the consideration of a phase space representation as the natural one for waves in inhomogeneous media. In general, either the $\underline{x}$ - or $\underline{k}$-space representations are obtainable from these phase space distributions; however, it would perhaps be more desirable to cast the relevant wave-plasma interaction processes in terms of the phase space representation itself. A systematic exploration of wave phase space distributions is the subject of Part II.
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## PART II

## PHASE SPACE REPRESENTATIONS

## 1. INTRODUCTION

Central to the elucidation of the relationship between geometric ray optics and physical wave optics is the development of the concept of the ray phase space. Formally, the eikonal method of solution of a wave equation provides a bridge which transforms that- problem into the Hamilton-Jacobi equation for the eikonal phase. While this phase is properly a function on space-time (as is the wave field), it is determined by analyzing the characteristic ray trajectories in phase space generated by the local dispersion relation via Hamilton's equations. Thus, the rays evolve in phase space on some manifold and the structure of the wave in physical space-time is (in this asymptotic scheme) dependent upon the projection of this manifold onto configuration space.

This procedure consists then of lifting the space-time (or wavevector-frequency) problem into the joint phase space ( $\underline{x}, t, \underline{k}, \omega$ ) for proper interpretation and analysis with subsequent projection back down to the appropriate space. In Part I, it was demonstrated that this lifting and projection process has two undesirable consequences:

1) The Einstein-Brillouin-Keller (EBK) theory is invalid when the ray system is nonintegrable. Thus, the relationship between wave field and phase space manifold is unknown and furthermore, it cannot be determined solely from observation of the wave in either the $(\underline{x}, t)$ or $(\underline{k}, \omega)$ representation.
2) Even if the appropriate correspondence may be determined, the construction of the wave field under the eikonal prescription may suffer complications due to singularities in the projection procedure. While modern eikonal theory provides a clear understanding and treatment of these caustic singularities, they may present serious practical difficulties in more than one dimension.

The introduction of the ray phase space provides two important clarifications. Lying at the heart of the Hamiltonian formalism, it is in this space that the ray trajectories of geometrical optics are most naturally described and investigated. In phase space there is a unique flow determined by the Hamiltonian (local dispersion relation) which preserves volume: rays do not cross or even focus as they may in configuration space. In addition, when eikonal theory is valid the ray phase. space is crucial to the understanding and determination of the wave field in spacetime. It would seem, however, that a more natural description of the wave would be gained by constructing a phase space representation of the field. Thus, viewing the wave as a function on phase space may perhaps provide a more direct association with the ray trajectories. More importantly, perhaps the simplifications achieved by lifting the rays into phase space will have corresponding consequences for the properties of such a phase space representation of the wave.

There are many schemes for defining what is meant by a phase space representation of a field. ${ }^{1}$ In Part II, I shall discuss three examples. Each method has advantages and drawbacks which may affect its application to any particular problem, although certain physical results should be independent of the description chosen.

Associated with the phase space representation of a field is the concept of the phase space representation of an operator. In the mathematics literature, this object is usually given the generic name Symbol, and I shall use that terminology interchangeably with "phase space representation". Thus, each phase space method described will concern Symbols of operators and fields, although the Symbols will have different definitions and will be given different names.

An important ingredient in each scheme is the derivation of the equation
governing the phase space representation of the field. This is accomplished in the most direct fashion by viewing the original wave equation for the field in an abstract (representation-free) operator form. The phase space representation of this equation is then immediately obtained by introducing the Symbols of both the operator and the field and by invoking the corresponding Symbol calculus. This is nothing more than the rules which translate the abstract operations (e.g., compositions of operators, adjoints, etc.) into operations on the corresponding Symbols; these rules are specific to the method chosen and will be derived.

In Chapter 2, I shall define perhaps the simplest example of a Symbol and briefly discuss its properties. As mentioned above, there is a relatively large and growing assemblage of mathematical literature which concerns the classification of pseudodifferential operators on the basis of the properties of their associated Symbols; the particular type of Symbol introduced in this Chapter will be the one most often considered in the literature. I shall present a simplified definition of a pseudodifferential operator but I do not intend to provide a rigorous or even satisfying discussion of the mathematical foundations of this theory. However, it should become clear that such operators arise quite naturally in plasma wave theory, and the specific type of Symbol developed here illustrates the way in which the more common concept of partial differential operator is extended. In order to keep track of Symbol types, I shall refer to this example as an Ordinary Symbol. The calculus of Ordinary Symbols is easily derived and the suitability of this phase space method for the purposes described above will be discussed.

A second, perhaps more advantageous, phase space representation will be the subject of Chapter 3. The Weyl Symbol of an operator will be defined and will be seen to be intimately related to the Ordinary Symbol. Indeed, this relationship may be exploited to give a new derivation of the Weyl Symbol calculus. The
familiar Wigner function of Part I will emerge as a special case of this phase space representation: it is, in a sense, the Weyl Symbol of the field. Thus, in this scheme, the Weyl Symbol of the abstract operator equation governing the field directly provides the equation for the Wigner function. This result permits the opportunity to study the Wigner function from a quite different point of view: instead of constructing it from the field, the equation governing this phase space distribution may be analyzed and, in some cases, solved.

That these abstract concepts imply physically meaningful and important consequences (for plasma wave theory in particular) can now be demonstrated. The Weyl Symbol of the wave electromagnetic field (a tensor Wigner function) will be related to the more familiar notions of the local spectral tensor and the wave action density. The Weyl calculus provides an exact equation for the spectral tensor in terms of the local dispersion tensor and sources which account for discreteness and nonlinear effects. When eikonal-like assumptions are made, this exact equation is reduced to the wave kinetic equation for the wave action density. Thus, the Weyl Symbol formalism permits a direct derivation of this important equation in a way which can easily be extended to include nonlinearities.

The remainder of Part II will concern a third and somewhat different type of phase space representation. In Chapter 4, I consider the coherent state representation of the electromagnetic wave field. Although this quantity is perhaps more familiar in the context of quantum field theory, ${ }^{2}$ it will be seen to provide a useful description of the classical field as well (especially in the short wavelength regime). In fact, this representation will be shown to be closely related to the Weyl formalism and this association is exploited in order to derive the phase space equation governing it. This equation may be directly treated
with a phase space version of the eikonal method; the result is a procedure for determining both the phase and the leading order amplitude of the short wavelength wave along rays in phase space.

These ideas are applied to the simplified example of an electromagnetic wave trapped in a quadratic density well. While traditional WKB methods provide the correct spectrum for this problem, the WKB eigenmodes suffer from caustic singularities at the turning points. In contrast, the solution of the phase space WKB equations for the coherent state representation yields not only the exact spectrum but the exact eigenmodes as well. Thus, the advantage of this description is that it provides a method of constructing the field in phase space to avoid caustics (rays do not focus in phase space) and gives a uniform approximation of the field over all space when projected back down onto configuration space.

## 2. SYMBOLS

In this Chapter I shall introduce the notion of the Symbol of an operator and give a brief discussion of its usefulness and its properties. Since there is a considerable body of mathematical literature devoted to this concept ${ }^{1,3}$ and its relation to the study of pseudodifferential operators, I shall not strive for mathematical precision or completeness. However, even though modern eikonal theory is increasingly being described in terms of these ideas, ${ }^{4}$ I shall attempt to maintain a closer association with the application to plasma wave theory and other physical implications than generally available in these references.

The motivation is to develop a phase space representation of the basic wave equation introduced at the beginning of Part I:

$$
\begin{equation*}
\int d^{3} x^{\prime} d t^{\prime} \quad \underset{\sim}{D}\left(\underline{x}, t, \underline{x}^{\prime}, t^{\prime}\right) \cdot \underline{E}\left(\underline{x}^{\prime}, t^{\prime}\right)=0 \tag{II.1}
\end{equation*}
$$

Again, $E$ is the wave electric field and $\underset{\sim}{D}$ is the two-point dispersion kernel composed of the vacuum Maxwell operator and a linear response model of the plasma. In order to somewhat simplify the notation, I shall usually deal with the similar one dimensional scalar problem

$$
\begin{equation*}
\int d x^{\prime} D\left(x, x^{\prime}\right) E\left(x^{\prime}\right)=j_{\bullet}(x) \tag{II.2}
\end{equation*}
$$

as the extension to vector fields and many dimensions will either be apparent at each step or explicitly noted. I have also allowed for a source term on the right hand side of (II.2) which may be taken to account for any departures from the usual linear treatment of plasma waves (such as external sources, discreteness effects or higher order nonlinear wave processes).

The dispersion kernel $D\left(x, x^{\prime}\right)$ is the configuration space (or in many dimensions, space-time) representation of the abstract dispersion operator $\mathbf{D}$. Similarly, $E(x)$ and $j_{s}(x)$ are the $x$-space representations of the abstract fields $E$ and $j_{s}$. It
will be important for the following discussion to view (II.2) as just the $x$-space description of the abstract equation

$$
\begin{equation*}
\mathrm{D} E=j_{\theta} \tag{II:3}
\end{equation*}
$$

This statement may perhaps be made more reasonable by using the Dirac notation of quantum mechanics. Equation (II.3) projected onto the basis states $|x\rangle$ of the position operator is

$$
\begin{equation*}
\langle x \mid \mathbf{D} E\rangle=\left\langle x \mid j_{0}\right\rangle \tag{II.4}
\end{equation*}
$$

Now, with the projection operator (or completeness) identity familiar from quantum mechanics, ${ }^{5}$

$$
\begin{equation*}
\int d x^{\prime}\left|x^{\prime} \backslash x^{\prime}\right|=\mathbf{I} \tag{II.5}
\end{equation*}
$$

this becomes

$$
\begin{equation*}
\left.\int d x^{\prime}\langle x| \mathbf{D}\left|x^{\prime} X x^{\prime}\right| E\right\rangle=\left\langle x \mid j_{0}\right\rangle \tag{II.6}
\end{equation*}
$$

Defining the configuration space representations as

$$
\begin{align*}
\langle x| \mathrm{D}\left|x^{\prime}\right\rangle & \equiv D\left(x, x^{\prime}\right) \\
\left\langle x^{\prime} \mid E\right\rangle & \equiv E\left(x^{\prime}\right)  \tag{II.7}\\
\left\langle x \mid j_{\bullet}\right\rangle & \equiv j_{\bullet}(x)
\end{align*}
$$

equation (II.2) is recovered.
I have stressed the difference between the abstract representation-free expression (II.3) and its $x$-space representation (II.2) because the abstract form will be the starting point for developing the phase space equations. As an example of the fact that other representations of (II.3) are possible, the wavenumber- or $k$-space description is often used

$$
\begin{equation*}
\int \frac{d k^{\prime}}{2 \pi} \hat{D}\left(k, k^{\prime}\right) \hat{E}\left(k^{\prime}\right)=\hat{j}_{\Omega}(k) \tag{II.8}
\end{equation*}
$$

where the $k$-space quantities are related to their $x$-space counterparts by the usual Fourier transform

$$
\begin{align*}
\hat{E}(k) & \equiv \int d x^{\prime} E\left(x^{\prime}\right) e^{-i k x^{\prime}}  \tag{II.9}\\
\hat{D}\left(k, k^{\prime}\right) & \equiv \int d x d x^{\prime} e^{-i k x} D\left(x, x^{\prime}\right) e^{i k^{\prime} x^{\prime}}
\end{align*}
$$

Consider for a moment the case where (II.2) can be expressed as a finite order differential equation for $E(x)$. That is,

$$
\begin{align*}
\int d x^{\prime} D\left(x, x^{\prime}\right) E\left(x^{\prime}\right) & =\mathbf{D}\left(\stackrel{2}{x}_{x}^{\left.\frac{1}{D_{x}}\right) E(x)}\right. \\
& \equiv \sum_{m}^{M} d_{m}(x) D_{x}^{m} E(x)  \tag{II.10}\\
D_{x} & \equiv-i \partial_{x} \tag{II.11}
\end{align*}
$$

Here, the superscript notation above the arguments of $\mathbf{D}$ denotes the order of the differentiation and the multiplication by the $x$-dependent coefficients $d_{m}(x)$ as shown. The definition of the derivative operator $D_{z}$ incorporates the factor of $-i$ for purposes to be seen shortly. In $N$ dimensions, the obvious generalization for the form of $\mathbf{D}\left(x, D_{x}\right)$ is

$$
\begin{equation*}
\mathbf{D}\left(\underline{x}, D_{x}^{1}\right)=\sum_{\underline{m}}^{\underline{M}} d_{\underline{m}}(\underline{x}) D_{x}^{m} \tag{II.12}
\end{equation*}
$$

where $\underline{m}=\left(m_{1}, m_{2}, \ldots, m_{N}\right), m=m_{1}+m_{2}+\cdots+m_{N}$, and

$$
\begin{equation*}
D_{x}^{m}=\frac{\partial^{m}}{\partial x_{1}^{m_{1}} \partial x_{2}^{m_{2}} \cdots \partial x_{N}^{m_{N}}} \tag{II.13}
\end{equation*}
$$

The sum is over all possible combinations of derivatives with respect to the variables $x_{i}$ which may include time.

Writing $E(x)$ in terms of its Fourier transform, (II.10) becomes

$$
\begin{equation*}
\sum_{m} d_{m}(x)\left(-i \partial_{x}\right)^{m} \int \frac{d k}{2 \pi} e^{i k x} \hat{E}(k)=j_{0}(x) \tag{II.14}
\end{equation*}
$$

or

$$
\begin{gather*}
\int \frac{d k}{2 \pi}\left[\sum_{m} d_{m}(x) k^{m}\right] e^{i k x} \hat{E}(k)=j_{s}(x) \\
\equiv \int \frac{d k}{2 \pi} d(x, k) e^{i k x} \hat{E}(k)  \tag{II.15}\\
d(x, k) \equiv \sum_{m} d_{m}(x) k^{m} \tag{II.16}
\end{gather*}
$$

Expressions (II.15) and (II.16) define the quantity $d(x, k)$, which may be referred to as the Symbol of a (partial) differential operator. Simply stated, an operator whose action in the $x$-representation may be written as in (II.10) is associated with a Symbol obtained by replacing the differentiation $D_{x}$ by $k$. Hence, the differential operator being a polynomial in $D_{x}$ with $x$-dependent coefficients is represented by a Symbol which is the same polynomial in $k$

$$
\begin{equation*}
\mathbf{D}\left(\frac{2}{x}, D_{x}^{1}\right) \quad \leftrightarrow \quad d(x, k)=\mathbf{D}(x, k) \tag{II.17}
\end{equation*}
$$

Comparing the action of the operator in terms of its kernel (II.2) and its Symbol (II.15) one has

$$
\begin{align*}
\int d x^{\prime} D\left(x, x^{\prime}\right) E\left(x^{\prime}\right) & =\int \frac{d k}{2 \pi} d(x, k) e^{i k x} \hat{E}(k)  \tag{II.18}\\
& =\int \frac{d k}{2 \pi} d x^{\prime} d(x, k) e^{i k x} e^{-i k x^{\prime}} E\left(x^{\prime}\right)
\end{align*}
$$

which implies

$$
\begin{equation*}
D\left(x, x^{\prime}\right)=\int \frac{d k}{2 \pi} d(x, k) e^{i k\left(x-x^{\prime}\right)} \tag{II.19}
\end{equation*}
$$

This relation just involves a Fourier transform which is assumed to be invertible to give

$$
\begin{equation*}
d(x, k)=\int d s D(x, x-s) e^{-i k \theta} \tag{II.20}
\end{equation*}
$$

These expressions show that the Symbol $d(x, k)$ may be obtained directly from the kernel $D\left(x, x^{\prime}\right)$ by a kind of Fourier transform on just one of the
arguments of the two-point function. Taken together, I shall use these formulas to extend the definition of the Symbol for any operator in terms of its $x$-space kernel representation. Since I shall be introducing other definitions of Symbols in the next Chapters, I shall refer to this particular object as the Ordinary Symbol. Being a joint function of $(x, k)$ it is a candidate for a physically useful phase space representation of the operator.

It is not difficult to see that the definition (II.20) coincides with the expression found for the Symbol in the case of a differential operator. From (II.10) one concludes that this type of operator is represented by a kernel of the form

$$
\begin{align*}
\mathbf{D} \quad & \rightarrow \quad \mathbf{D}\left(\frac{2}{x}, D_{x}^{1}\right)=\sum_{m}^{M} d_{m}(x) D_{x}^{m} \\
& \Rightarrow \quad D\left(x, x^{\prime}\right)=\sum_{m}^{M} d_{m}(x) D_{x}^{m} \delta\left(x-x^{\prime}\right) \tag{II.21}
\end{align*}
$$

When this is inserted into (II.20) the polynomial of (II.16) is obtained. Thus, the extension of (II.20) to operators with kernels that are not of the simple form of (II.21) implies the construction of Ordinary Symbols which are not polynomial in $k$. Such an operator cannot be written down in the $x$-representation in the familiar form (II.10) of a differential operator even though its action may be defined in terms of its kernel (or Symbol). This more general type of operator is called a pseudodifferential operator.

Much of the discussion in the mathematical references concentrates on the meaning of integrals like those in (II.19,II.20), especially in regard to their convergence. Thus, the behavior of the differentiability properties of Symbols (with respect to both arguments) is examined; in this way pseudodifferential operators are classified according to the form of their Symbols. While such investigations are obviously necessary, they are beyond the scope of this presentation. I shall assume that the requirements of convergence are met (or can be dealt with) when
the formalism is applied to the physically meaningful operators involved in this treatment of plasma wave theory.

As an illustration of the preceding development, consider the dispersion operator with the kernel given in equation (I.3):

$$
\begin{gather*}
\underset{\sim}{D}\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime}\right)=\left[\left(\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) \underset{\sim}{I}+\nabla \nabla\right] \delta\left(\underline{x}-\underline{x}^{\prime}\right) \delta\left(t-t^{\prime}\right)  \tag{II.22}\\
+\frac{4 \pi}{c^{2}} \frac{\partial}{\partial t} \sigma\left(\underline{x}, t ; \underline{x}^{\prime}, t^{\prime}\right)
\end{gather*}
$$

Obviously, the first part of this kernel (due to the vacuum Maxwell equations) represents a partial differential operator. In order to see what type of operator the conductivity kernel $\underset{\sim}{\text { represents, assume a uniform and stationary plasma }}$ so that this two-point function depends only on the space-time separation. In this case, the integral (II.20) which produces the Symbol from the kernel reduces to the usual Fourier transform; therefore, the Symbol associated with (II.22) is the familiar uniform plasma dispersion tensor

$$
\begin{align*}
d(\underline{x}, t, \underline{k}, \omega)=\underset{\sim}{\underset{D}{x}}(\underline{k}, \omega) & =\left(k^{2} \underset{\sim}{I}-\underline{k k}\right)-\frac{\omega^{2}}{c^{2}}\left(\underset{\sim}{I}+\frac{4 \pi i}{\omega} \hat{\sim}(\underline{k}, \omega)\right)  \tag{II.23}\\
& \equiv\left(k^{2} \underline{\sim}-\underline{k k}\right)-\frac{\omega^{2}}{c^{2}} \hat{\epsilon}(\underline{k}, \omega)
\end{align*}
$$

As expected, the partial differential operator piece of (II.22) is transformed into the ( $\underline{k}, \omega$ )-polynomial piece of (II.23). Focusing on just the longitudinal component of this expression for example, one has the scalar dielectric function

$$
\begin{equation*}
-\frac{c^{2}}{\omega^{2}} \hat{k} \cdot d \underline{\sim}(\underline{k}, \omega) \cdot \hat{k}=\hat{k} \cdot \hat{\epsilon}(\underline{k}, \omega) \cdot \hat{k} \equiv \hat{\epsilon}(\underline{k}, \omega) \tag{II.24}
\end{equation*}
$$

In the Vlasov model of an unmagnetized plasma in thermal equilibrium the dielectric function $\hat{\epsilon}$ has the form ${ }^{6}$

$$
\begin{equation*}
\hat{\epsilon}(\underline{k}, \omega)=1+\sum_{\text {apecie: }} \frac{1}{k^{2} \lambda_{0}^{!}} Z\left(\frac{\omega}{k v_{0}}\right) \tag{II.25}
\end{equation*}
$$

Here the dependence on $(\underline{k}, \omega)$ through the plasma dispersion function $Z$ is much more complicated than just polynomial; this implies that even in uniform plasma the dispersion operator is generally a pseudodifferential operator.

- Naturally, in a nonuniform plasma the integral in the definition of the Symbol (II.20) does not reduce to the usual Fourier transform so that without a more specific model for the two-point conductivity kernel the Symbol cannot be computed. However, one might expect that if the plasma is only weakly nonuniform then the dispersion operator $\mathbf{D}$ would be only slightly modified and that the Symbol of the longitudinal component, for example, would be similar in form to (II.25). In fact, this is often the method used to obtain the local plasma dispersion tensor; allowing for weak spatial dependence in the temperature of a species produces a slowly varying Debye length $\lambda_{\text {. }}$ and thermal velocity $v_{0}$ so that in this way the dielectric function becomes a function of both ( $\underline{k}, \omega$ ) and ( $\underline{x}, t$ ). Evidently, the Symbol $\epsilon(\underline{x}, t, \underline{k}, \omega)$ remains non- $(\underline{k}, \omega)$-polynomial in this approximation, supporting the premise that the dispersion operator $\mathbf{D}$ is in general a pseudodifferential operator in nonuniform plasma.

The foregoing discussion indicates that the study of pseudodifferential operators and their Symbols (or phase space representations) is indeed appropriate as they arise quite naturally in plasma wave physics. As further substantiation, it may be pointed out that the definition of the Symbol (II.20) has been used by several authors ${ }^{4,7,8}$ for constructing the local dispersion tensor $\underset{\sim}{D}(\underline{x}, t, \underline{k}, \omega)$ in traditional eikonal treatments of plasma wave propagation; this is usually a matter of convention and without recognition of the more general application of these ideas. It is not the purpose here, however, to describe these techniques nor to dwell on this particular aspect of the theory of Symbols.

Having defined and discussed the concept of the Symbol of an operator,
the remainder of this Chapter will be devoted to the derivation of an equation governing the phase space representation of the wave field. This is most directly effected by beginning with the representation-free abstract operator expression of the wave equation (II.3)

$$
\begin{equation*}
\mathbf{D} E=j_{0} \tag{II.26}
\end{equation*}
$$

Now whereas $\mathbf{D}$ is an operator with a well-defined Symbol, the electric field $E$ and source current $j$, are not operators. These quantities should be viewed as elements of some function space upon which operators act to produce other elements; this is in analogy to the action of the Hamiltonian operator on the wave function in the Hilbert space of quantum mechanics. Naturally, these ideas require more mathematical rigor than I present here; however, I shall only attempt to justify the following manipulations on the basis of this analogy with the perhaps more familiar context of quantum mechanics.

In order to construct an operator representing the field, multiply (II.26) on both sides by the adjoint or dual element $E^{\dagger}$ of the field

$$
\begin{equation*}
\mathbf{D} E E^{\dagger}=j_{0} E^{\dagger} \tag{II.27}
\end{equation*}
$$

In Dirac notation, this equation would be written

$$
\begin{equation*}
\mathbf{D}|E \times E|=\left|j_{0} X E\right| \tag{II.28}
\end{equation*}
$$

Now consider the adjoint of (II.26):

$$
\begin{align*}
E^{\dagger} \mathbf{D}^{\dagger} & =j_{\theta}^{\dagger}  \tag{II.29}\\
\langle E| \mathbf{D}^{\dagger} & =\left\langle j_{0}\right|
\end{align*}
$$

Finally, assuming $\mathrm{D}^{\dagger}$ is invertible and substituting (II.29) into (II.28) one obtains

$$
\begin{array}{ll}
\mathbf{D}\left(E E^{+}\right)=\left(j_{\theta} j_{0}^{+}\right)\left(\mathbf{D}^{+}\right)^{-1}  \tag{II.30}\\
\text { or } & \mathbf{D}|E \times E|=\left|j_{\theta} X j_{\theta}\right|\left(\mathbf{D}^{+}\right)^{-1}
\end{array}
$$

This equation now involves only operators. The operator representing the field $E$ is the bilinear quantity

$$
\begin{equation*}
E E^{+} \quad(\text { or }|E \backslash E|) \tag{II.31}
\end{equation*}
$$

which is usually known in quantum mechanics as the projection or density operator. In the plasma physics context it will be convenient to call expression (II.31) the correlation or spectral operator of the field. Similarly, $\left(j_{0} j_{g}\right)$ is the operator associated with the correlaton of the current sources.

Throughout the remainder of Part II, operators of this type will appear and will be important in the development of the various phase space methods I shall introduce. To get a feeling for the operator ( $E E^{\dagger}$ ) it should suffice to give its $x$-space "kernel" representation and to compute its Ordinary Symbol. In Dirac notation and using the definitions (II.7) one has simply

$$
\begin{equation*}
\left(E E^{\dagger}\right)\left(x, x^{\prime}\right) \equiv\langle x \mid E\rangle E\left|x^{\prime}\right\rangle \equiv E(x) E^{*}\left(x^{\prime}\right) \tag{II.32}
\end{equation*}
$$

The Symbol is now given by (II.20):

$$
\begin{align*}
\left(E E^{\dagger}\right)(x, k) & \equiv \int d s\left(E E^{\dagger}\right)(x, x-s) e^{-i k} \\
& =E(x) e^{-i k x} \int d x^{\prime} E^{*}\left(x^{\prime}\right) e^{i k x^{\prime}}  \tag{II.33}\\
& =E(x) \hat{E}^{*}(k) e^{-i k x}
\end{align*}
$$

The connotation "correlation operator" is due to the result (II.32) for the $x$ space description of $\left(E E^{+}\right)$; the autocorrelation function of the field is defined as an average (usually an ensemble average) of this expression. Thus, since the Symbol of the field is a type of Fourier transform of the "unaveraged" correlation function, it may be interpreted as an "unaveraged" local spectral function. In addition, as the form in (II.33) is the product of the $x$ and $k$ representations, it is almost what one might expect for a phase space representation. In fact, apart from the multiplicative phase factor this definition is just the mixed kernel
$\langle x| E \chi E|k\rangle$. Similar relations are obtained of course for any field (such as $j_{s}$ ) and these are easily extended to many dimensions and vector fields.

The basic representation-free equation (II.3) has now been manipulated into equation (II.30) which involves only operators. Each side of (II.30) is an operator (being the product of two operators) so that the phase space representation of this equation is simply

$$
\begin{equation*}
\left[\mathbf{D}\left(E E^{\dagger}\right)\right](x, k)=\left[\left(j_{s} j_{s}^{\dagger}\right)\left(\mathbf{D}^{\dagger}\right)^{-1}\right](x, k) \tag{II.34}
\end{equation*}
$$

The equality of the two operators implies the equality of their Symbols. However, in order to derive an equation for the field correlation Symbol $\left(E E^{\dagger}\right)(x, k)$ one must determine the rule for expressing the Symbol of the product of two operators in terms of the Symbols of the individual operators. This rule is an element of the calculus of the Ordinary Symbols; the calculation requires only a short digression and will be instructive of the manipulations involved in many of the other derivations to follow.

Consider the product of two operators in terms of their kernels

$$
\begin{align*}
\mathbf{C} & \equiv \mathbf{A B} \\
C(x, y) & =\int d x^{\prime} \mathcal{A}\left(x, x^{\prime}\right) B\left(x^{\prime}, y\right) \tag{II.35}
\end{align*}
$$

The Symbol of C is by (II.20)

$$
\begin{align*}
c(x, k) & \equiv \int d s C(x, x-s) e^{-i k} \\
& =\int d s d x^{\prime} A\left(x, x^{\prime}\right) B\left(x^{\prime}, x-s\right) e^{-i k \theta} \tag{II.36}
\end{align*}
$$

Now, using (II.19) to express the kernels $A$ and $B$ in terms of their Symbols, (II.36) becomes

$$
\begin{gather*}
c(x, k)=\int d s d x^{\prime} \frac{d k_{1}}{2 \pi} \frac{d k_{2}}{2 \pi} e^{i k_{1}\left(x-x^{\prime}\right)} e^{i k_{2}\left(x^{\prime}-x+s\right)} e^{-i k s}  \tag{II.37}\\
\times a\left(x, k_{1}\right) b\left(x^{\prime}, k_{2}\right)
\end{gather*}
$$

The integrals over $s$ and $k_{2}$ yield immediately

$$
\begin{align*}
c(x, k) & =[\mathbf{A B}](x, k) \\
& =\int d x^{\prime} \frac{d k^{\prime}}{2 \pi} e^{-i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)} a\left(x, k^{\prime}\right) b\left(x^{\prime}, k\right) \tag{II.38}
\end{align*}
$$

Thus, the Symbol of the product of two operators at the point $(x, k)$ in phase space is not simply given by the product of the Symbols at that point. The product Symbol is given by this generalization of the convolution rule to a nonuniform medium; in uniform plasma, the Symbols $a, b$ and $c$ would be functions of $k$ only, and this integral would reduce to the product $\hat{a}(k) \hat{b}(k)$.

The relation (II.38) may be cast in a more compact and perhaps more useful form as follows: change variables in the integral to $x^{\prime}=x+s$,

$$
\begin{equation*}
c(x, k)=\int d s \frac{d k^{\prime}}{2 \pi} e^{-i\left(k^{\prime}-k\right) \cdot} a\left(x, k^{\prime}\right) b(x+s, k) \tag{II.39}
\end{equation*}
$$

and Taylor expand the Symbol $b$ around $x$

$$
\begin{equation*}
c(x, k)=\int d s \frac{d k^{\prime}}{2 \pi} e^{-i\left(k^{\prime}-k\right) \cdot} a\left(x, k^{\prime}\right) e^{\bullet \partial_{x}} b(x, k) \tag{II.40}
\end{equation*}
$$

The exponential operator here is a shorthand way of writing the Taylor expansion; it is to be interpreted in terms of its power series and questions of convergence are ignored for simplicity. Now that $b(x, k)$ is independent of the integration variables, it may be taken outside of the integral to the right; the integral is now an operator (of $x$-differentiation) acting on $b$. The relation

$$
\begin{equation*}
e^{-i\left(k^{\prime}-k\right) \cdot} a\left(x, k^{\prime}\right) e^{\circ \partial_{x}}=e^{-i\left(k^{\prime}-k\right) \cdot} a\left(x, k^{\prime}\right) e^{-i \overleftarrow{\partial_{k}} \partial_{x}} \tag{II.41}
\end{equation*}
$$

holds since $a$ is independent of $k$, and it also may be verified by power series expansion. The left-pointing arrow above the $k$-derivative indicates that it operates on all functions of $k$ (not $k^{\prime}$ ) standing to the left (i.e., not on $b$ ). With these steps, (II.40) becomes

$$
\begin{equation*}
c(x, k)=\left[\int d s \frac{d k^{\prime}}{2 \pi} e^{-i\left(k^{\prime}-k\right) \cdot} a\left(x, k^{\prime}\right)\right] e^{-i \overleftarrow{\partial_{k}} \vec{\partial}_{x}} b(x, k) \tag{II.42}
\end{equation*}
$$

The integrations are now trivial and one finally has

$$
\begin{equation*}
[\mathbf{A B}](x, k)=a(x, k) e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}} b(x, k) \tag{II.43}
\end{equation*}
$$

This is the desired compact form of (II.38); it is to be interpreted in terms of that integral form or its power series:

$$
\begin{equation*}
a(x, k) e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}} b(x, k)=\sum_{n=0}^{\infty} \frac{(-i)^{n}}{n!} \frac{\partial^{n} a(x, k)}{\partial k^{n}} \frac{\partial^{n} b(x, k)}{\partial x^{n}} \tag{II.44}
\end{equation*}
$$

From this it is apparent that if $a$ is the Symbol of a partial differential operator (i.e., it is an $N$ th degree polynomial in $k$ ), then this is a finite series of $x$ differentiation on $b$ (of order $N$ ). Furthermore, the earlier result for a uniform medium is recovered in that if the Symbols are independent of position (specifically, $b$ not a function of $x$ ), then the Symbol of the product is the product of the Symbols (only the first term of the power series $=1$ contributes).

Returning to the wave operator equation (II.30) and its Symbol (II:34), one may immediately apply the rule (II.43) to obtain

$$
\begin{equation*}
d(x, k) e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}}\left(E E^{\dagger}\right)(x, k)=\left(j_{\cdot} j_{\theta}^{\dagger}\right)(x, k) e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}}\left(d^{\dagger}\right)^{-1}(x, k) \tag{II.45}
\end{equation*}
$$

This is the desired phase space equation for the Symbol of the field correlation operator $\left(E E^{\dagger}\right)(x, k)$. The four dimensional analog for the correlation tensor Symbol is simply

The rather complicated structure of this tensor equation may be somewhat clarified if expressed in explicit component form:

$$
\begin{align*}
\sum_{n=0}^{\infty} \sum_{i=1}^{t} \sum_{\nu=1}^{3} \frac{(-i)^{n}}{n!} & \frac{\partial^{n} d_{\mu \nu}}{\partial k_{i}^{n}} \frac{\partial^{n}\left(E_{\nu} E_{\sigma}^{\dagger}\right)}{\partial x_{i}^{n}}  \tag{II.47}\\
& =\sum_{n=0}^{\infty} \sum_{i=1}^{4} \sum_{\nu=1}^{3} \frac{(-i)^{n}}{n!} \frac{\partial^{n}\left(j_{\mu} j_{\nu}^{\dagger}\right)}{\partial k_{i}^{n}} \frac{\partial^{n}\left(d^{\dagger}\right)_{\nu \sigma}^{-1}}{\partial x_{i}^{n}}
\end{align*}
$$

Due to the usual Fourier transform convention with opposite signs for space and time $\left(e^{i(k x-\omega t)}\right)$ this equation is correct for $\left(x_{4}, k_{4}\right)=(t, \omega)$ but $\left(\partial_{x_{4}}, \partial_{k_{4}}\right)=$ $\left(-\partial_{t}, \partial_{\omega}\right)$. In addition, it must be remembered that this is an expression relating two tensors and must be satisfied for all components ( $\mu \sigma$ ).

Let me reiterate the meaning of this equation. It is a (possibly infinite order) partial differential equation (or integral equation, cf. Eq.(II.38)) for the "unaveraged" local spectral tensor defined in (II.33) (or its analogous vector form). The left hand side involves ( $\underline{k}, \omega$ )-derivatives of the local dispersion tensor $\underset{\sim}{d}(\underline{x}, t, \underline{k}, \omega)$, defined in the space-time tensor form of (II.20), and ( $\underline{x}, t)$-derivatives of $\left(\underline{E} E^{\dagger}\right)(\underline{x}, t, \underline{k}, \omega)$. It is important to remember that in this formalism $(\underline{x}, t, \underline{k}, \omega)$ are all independent variables. If the dispersion tensor is only a polynomial in $(\underline{k}, \omega)$ (cf. Eq.(II.16)) then the left hand side reduces to a finite order differential action on ( $E E^{+}$).

The right hand side can be viewed in two ways, depending upon the meaning of the current field $\underline{j}_{\boldsymbol{j}}$. Taken as a given source field (such as an externally supplied current), it represents an inhomogeneous term in an otherwise linear equation for $\left(E E^{+}\right)$. In this case, the right hand side is a function on phase space composed of ( $\underline{k}, \omega$ ) derivatives of the "unaveraged" current spectral tensor and space-time gradients of the inverse adjoint dispersion tensor (the calculation of the Symbol ( $\left.d_{d}^{\dagger}\right)^{-1}$ in terms of $\underset{\sim}{d}$ will be discussed shortly). Thus, the entire right hand side is a known source for the left hand side at each point in phase space.

The possibility exists, however, (due to the form of the basic equation (II.2)) that this term may be extended to include nonlinearly generated currents so that $\underline{\underline{j}}$, could be considered a functional of $\underline{E}$. Of course, this might have significant implications for the nature of the abstract vector space in which the operator equation (II.3) is to be viewed, but it seems as if this circumstance could be
treated from the standpoint of either (II.2) or (II.46). In this case, then, the right hand side would contain ( $\underline{k}, \omega$ )-derivatives of nonlinear terms in $\left(\underline{E E^{*}}\right.$ ) as well as gradients of the given tensor $\left(d_{i}^{\dagger}\right)^{-1}$.

I shall not enter into a discussion of appropriate boundary or initial conditions for this equation which must be supplied for a well-posed problem. In fact, for the following reasons, I shall proceed to introduce another type of phase space representation.

The primary advantage of this Ordinary Symbol description is the natural way in which it extends the familiar differential operator to the concept of a pseudodifferential operator: Furthermore, the computations required to obtain the rules for translating operations on abstract operators into corresponding Symbol operations (the Symbol calculus) are perhaps the simplest with regard to alternative representations. Again, possibly for these reasons, this type of Symbol is perhaps the one most often studied in the mathematical literature and it has been used in several previous treatments of eikonal theory.

In my view, these advantages are far outweighed by the following drawbacks:

1) While the product rule was fairly easy to derive, it appears to result in an unsymmetrical treatment of $\underline{x}$ and $\underline{k}$ in the integral form (II.38) and of ( $\partial_{x}, \partial_{k}$ ) in the differential form (II.43). In itself, this is not a serious deficit; yet, besides its aesthetic aspect, this point has another consequence. One would desire to develop a formalism which could make contact with the usual WKB treatment involving the identification of the local dispersion relation as a Hamiltonian governing the evolution of the ray trajectories. This Hamiltonian ray theory treats $\underline{x}$ and $\underline{k}$ on a rather equal footing and one would expect that a phase space wave description with this property would provide a more direct connection with the rays.
2) A further aesthetic difficulty is illustrated with the calculation of the Symbol $d^{\dot{\prime}}(x, k)$ of the adjoint operator $D^{\dagger}$. The rule for computing $d^{\dot{\dagger}}$ from the Symbol $d$ is also an element of the Symbol calculus and may be obtained as follows:

Begin with the definition of $d^{\dagger}$ in terms of the adjoint kernel

$$
\begin{equation*}
d^{\dagger}(x, k) \equiv \int d s D^{\dagger}(x, x-s) e^{-i k s} \tag{II.48}
\end{equation*}
$$

and the adjoint condition

$$
\begin{equation*}
D^{\dagger}\left(x, x^{\prime}\right) \equiv D^{*}\left(x^{\prime}, x\right) \tag{II.49}
\end{equation*}
$$

so that one has

$$
\begin{equation*}
d^{\dagger}(x, k)=\int d s D^{*}(x-s, x) e^{-i k} \tag{II.50}
\end{equation*}
$$

Now from (II.19),

$$
\begin{equation*}
D^{*}(x-s, x)=\int \frac{d k^{\prime}}{2 \pi} d^{*}\left(x-s, k^{\prime}\right) e^{i k^{\prime}} \tag{II.51}
\end{equation*}
$$

with which (II.50) becomes

$$
\begin{align*}
d^{\dagger}(x, k) & =\int d s \frac{d k^{\prime}}{2 \pi} d^{*}\left(x-s, k^{\prime}\right) e^{-i k s} e^{i k^{\prime}} \\
& =\int \frac{d k^{\prime}}{2 \pi} d s e^{i\left(k^{\prime}-k\right) \varepsilon} e^{-\varepsilon \partial_{x}} d^{*}\left(x, k^{\prime}\right)  \tag{II.52}\\
& =\int \frac{d k^{\prime}}{2 \pi} d s e^{i\left(k^{\prime}-k\right) \bullet} e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}} d^{*}\left(x, k^{\prime}\right)
\end{align*}
$$

where the intermediate steps are similar to those used in deriving the product rule (II.39-II.42). The integrals are easily performed to give

$$
\begin{align*}
d^{\dagger}(x, k) & =\int \frac{d k^{\prime}}{2 \pi} \delta\left(k^{\prime}-k\right) e^{-i \stackrel{\leftarrow}{\partial_{k}} \overrightarrow{\partial_{x}}} d^{*}\left(x, k^{\prime}\right) \\
& =e^{-i \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} \int \frac{d k^{\prime}}{2 \pi} \delta\left(k^{\prime}-k\right) d^{*}\left(x, k^{\prime}\right)  \tag{II.53}\\
d^{\dagger}(x, k) & =e^{-i \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} d^{*}(x, k)
\end{align*}
$$

Here the exponential operator has been moved to the left of the integral (and the arrow on the $k$-differentiation accordingly reversed) since the only $k$ dependence is in the delta function.

This result has two implications. First, it is apparent that the Symbol $d^{\dagger}$ of the adjoint operator $\mathbf{D}^{+}$is not simply the adjoint of the Symbol $d$ of $\mathbf{D}$. Thus, for scalar Symbols one does not have in general $d^{\dagger}=d^{*}$; for tensor Symbols the relation analogous to (II.53) is

$$
\begin{equation*}
d_{\mu \nu}^{\dot{\dagger}}(\underline{x}, t, \underline{k}, \omega)=e^{-i \overrightarrow{\partial_{\underline{k}}} \cdot \overrightarrow{\partial_{\underline{x}}} d_{\nu \mu}^{*}(\underline{x}, t, \underline{k}, \omega)} \tag{II.54}
\end{equation*}
$$

so that $d_{\mu \nu}^{\dagger} \neq d_{\nu \mu}^{*}$. These observations are true unless the Symbol $d$ contains no products of "conjugate" variables $x_{i} k_{i},(i=1,4)$. The second point follows from the first: if the operator $\mathbf{D}$ is self-adjoint then (II.53,II.54) imply that its Symbol is not self-adjoint if it contains $x k$ products.

These are serious considerations in most applications to plasma wave physics. As the discussion of the example (II.22-II.25) indicates, the local dispersion tensor as well as other phase space functions of interest in general do involve $x k$ products. In addition, many of these operators are self-adjoint; for instance, one often uses just the hermitian part of the dispersion tensor to define the dispersion relation. Thus, the correspondence between self-adjoint operators and their Ordinary Symbols is somewhat complicated.

These deficiencies have, of course, been addressed in the mathematical literature and, as one might expect, the $x k$ product problem is deeply rooted in the fundamental non-commutativity of the position and momentum operators of quantum mechanics. There is no ultimate resolution of this difference between wave/quantum mechanics and ray/classical mechanics; no unambiguous correspondence between operators and phase space functions has been developed with a Symbol calculus which preserves the basic operator commutation properties.

With regard to the Ordinary Symbol formulation, these issues have been successfully treated in the eikonal approximation with the introduction of the concepts of principal and subprincipal Symbols ${ }^{9,10}$ but I shall not discuss these here.
3) Let me cite another example of the complications which arise in this Ordinary Symbol description and which also emphasizes its unequal treatment of $x$ and $k$. Throughout the development of the concept of the Symbol (II.10-II.20) I have concentrated on the relationship between the phase space Symbol and the $x$-space kernel representation. As pointed out earlier, however, one should be able to begin with the $k$-space expression of the basic equation (II.8), consider its form for a differential operator and extend this to a natural definition of a phase space Symbol representation. A brief calculation will reveal that this procedure leads to a different definition of the Symbol.

According to (II.21), the $x$-space kernel of a differential operator has the form

$$
\begin{equation*}
D\left(x, x^{\prime}\right)=\sum_{m}^{M} d_{m}(x) D_{x}^{m} \delta\left(x-x^{\prime}\right) \tag{II.55}
\end{equation*}
$$

which, by (II.9), produces a $k$-space kernel

$$
\begin{align*}
\hat{D}\left(k, k^{\prime}\right) & =\sum_{m}^{M} \int d x d x^{\prime} e^{-i k x} d_{m}(x) D_{x}^{m} \delta\left(x-x^{\prime}\right) e^{i k^{\prime} x^{\prime}} \\
& =\sum_{m}^{M} \int d x e^{-i k x} d_{m}(x) D_{x}^{m} e^{i k^{\prime} x} \\
& =\sum_{m}^{M} k^{\prime m} \int d x d_{m}(x) e^{-i\left(k-k^{\prime}\right) x}  \tag{II.56}\\
& =\sum_{m}^{M} k^{\prime m} \hat{d}_{m}\left(k-k^{\prime}\right)
\end{align*}
$$

Here the Fourier transforms of the coefficients $d_{m}$ have been introduced; if the $d_{m}$ are polynomial in $x$ the final form may be expressed

$$
\begin{align*}
\hat{D}\left(k, k^{\prime}\right) & =\sum_{m}^{M} d_{m}\left(D_{k}\right) k^{\prime m} \delta\left(k-k^{\prime}\right)  \tag{II.57}\\
D_{k} & \equiv i \partial_{k}
\end{align*}
$$

Thus, the action of the $k$-space kernel becomes

$$
\begin{align*}
\int \frac{d k^{\prime}}{2 \pi} \hat{D}\left(k, k^{\prime}\right) \hat{E}\left(k^{\prime}\right) & =\int d k^{\prime} \sum_{m} d_{m}\left(D_{k}\right) k^{\prime m} \delta\left(k-k^{\prime}\right) \hat{E}\left(k^{\prime}\right) \\
& =\sum_{m} d_{m}\left(D_{k}\right) k^{m} \hat{E}(k)  \tag{II.58}\\
& =\mathbf{D}\left(\dot{D}_{k}^{2}, \stackrel{1}{k}\right) \hat{E}(k) \\
& \equiv \hat{\mathbf{D}}\left(\stackrel{1}{k}, D_{k}^{2}\right) \hat{E}(k)
\end{align*}
$$

where (II.10) provides the basis for the use of $D$. Of course this notation is only symbolic if the $d_{m}$ are not polynomial in $x$, in which case these operations are to be understood in terms of (II.56). One might expect that the $k$-space description of the action of a differential operator would be obtained by the replacement $D_{x} \rightarrow k$ and $x \rightarrow D_{k}$; note, however, that the order of multiplication and differentiation has been inverted.

Now, in a manner similar to the steps in (II.14-II.16), one may use (II.56) to define a Symbol by rewriting $\hat{E}(k)$ in terms of $E(x)$ :

$$
\begin{align*}
\hat{\mathbf{D}}\left(\frac{1}{k}, \bar{D}_{k}^{2}\right) \hat{E}(k) & =\int \frac{d k^{\prime}}{2 \pi} \hat{D}\left(k, k^{\prime}\right) \hat{E}\left(k^{\prime}\right) \\
& =\int \frac{d k^{\prime}}{2 \pi}\left[\sum_{m} k^{\prime m} \int d x^{\prime} d_{m}\left(x^{\prime}\right) e^{-i\left(k-k^{\prime}\right) x^{\prime}}\right] \int d x E(x) e^{-i k^{\prime} x} \\
& =\int d x\left[\int \frac{d k^{\prime}}{2 \pi} d x^{\prime} \sum_{m} d_{m}\left(x^{\prime}\right) k^{\prime m} e^{i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)}\right] e^{-i k x} E(x) \\
& \equiv \int d x \hat{d}(k, x) e^{-i k x} E(x) \tag{II.59}
\end{align*}
$$

The Symbol $\hat{d}(k, x)$ has been defined in analogy to the definition (II.15). To see that this is a consistent procedure, observe that the reason for introducing $E(x)$
in (II.59) (or $\hat{E}(k)$ in (II.14)) is to simplify the action of $D_{k}\left(D_{x}\right)$ by allowing it to operate on the Fourier transform kernel $e^{-i k x}\left(e^{i k x}\right)$. Now, whereas the result in (II.15) was strightforward, the expression

$$
\begin{equation*}
\hat{\mathbf{D}}\left(\hat{k},{\stackrel{D}{D_{k}}}_{\mathrm{g}}^{\mathrm{E}}\right) \hat{E}(k)=\int d x\left[\sum_{m} d_{m}\left(D_{k}\right) k^{m} e^{-i k x}\right] E(x) \tag{II.60}
\end{equation*}
$$

is somewhat more complicated by the ordering and requires the treatment of (II.59) to move the exponential factor outside the brackets to the right.

The important point here is that if one begins with the $k$-space kernel representation of a wave problem, then the natural definition of a phase space Symbol which obtains is

$$
\begin{align*}
\hat{d}(k, x) & =\int \frac{d k^{\prime}}{2 \pi} d x^{\prime}\left[\sum_{m} d_{m}\left(x^{\prime}\right) k^{\prime m}\right] e^{i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)}  \tag{II.61}\\
& =\int \frac{d k^{\prime}}{2 \pi} d x^{\prime} d\left(x^{\prime}, k^{\prime}\right) e^{i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)}
\end{align*}
$$

The identification of the term in brackets with the usual Symbol of a differential operator has been made and evidently the two types of Symbols are not equal. Indeed, using (II.20) to express $\hat{d}(k, x)$ in terms of the $x$-space kernel, one has

$$
\begin{align*}
\hat{d}(k, x) & =\int \frac{d k^{\prime}}{2 \pi} d x^{\prime} \int d s D\left(x^{\prime}, x^{\prime}-s\right) e^{-i k^{\prime} \cdot} e^{i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)} \\
& =\int d x^{\prime} d s D\left(x^{\prime}, x^{\prime}-s\right) e^{-i k\left(x^{\prime}-x\right)} \delta\left(x^{\prime}-x-s\right)  \tag{II.62}\\
& =\int d s D(x+s, x) e^{-i k}
\end{align*}
$$

This "uncentered" transform should be contrasted with (II.20) which defines $d(x, k)$.

As in the derivation of the product rule, the integral relation (II.61) may be converted into a more compact differential form. The steps should be familiar:

$$
\begin{align*}
\hat{d}(k, x) & =\int \frac{d k^{\prime}}{2 \pi} d s d\left(x+s, k^{\prime}\right) e^{i\left(k^{\prime}-k\right) \epsilon} \\
& =\int \frac{d k^{\prime}}{2 \pi} d s e^{i\left(k^{\prime}-k\right) \epsilon} e^{i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}} d\left(x, k^{\prime}\right)  \tag{II.63}\\
& =e^{i \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} d(x, k)
\end{align*}
$$

Once again, the $x k$ product ambiguity is seen to be responsible for the difference between these Symbols. Furthermore, if one of the Symbols is real with $x k$ products, the other may be complex.
4) While the previous three points apply to Ordinary Symbols in general, there is one particular class of operators which suffers additional handicaps in this representation. The field correlation or spectral operator ( $\underline{E E^{\dagger}}$ ) is an example of an operator whose Symbol necessarily contains $x k$ products; from (II.33) the "unaveraged" spectral tensor Symbol is

$$
\begin{equation*}
\left(E_{\mu} E_{\nu}^{\dagger}\right)(\underline{x}, \underline{k})=E_{\mu}(\underline{x}) \hat{E}_{\nu}^{*}(\underline{k}) e^{-i \underline{k} \cdot \underline{x}} \tag{II.64}
\end{equation*}
$$

The operator is manifestly self-adjoint whereas this expression clearly is not. Moreover, by either (II.61) or (II.62) the Symbol of the $k$-representation is

$$
\begin{equation*}
\left(E_{\mu} E_{\nu}^{+}\right)(\underline{k}, \underline{x})=\hat{E}_{\mu}(\underline{k}) E_{\nu}^{*}(\underline{x}) e^{i \underline{k} \cdot \underline{x}} \tag{II.65}
\end{equation*}
$$

which is the adjoint of (II.64). These observations illustrate the drawbacks described above in that 1) one usually prefers a self-adjoint spectral tensor, and 2) the formalism seems to present the choice of two equally good Symbols for the field.

A more serious difficulty is met when one attempts to use this phase space description of the field in the geometric optics limit. Even without consideration of the equation (II.46) governing ( $E E^{+}$), it is evident from (II.64) that the asymptotic eikonal form of the spectral tensor will be

$$
\begin{align*}
\left(\underline{E} E^{+}\right)(\underline{x}, \underline{k}) & \sim \underline{\tilde{E}}(\underline{x}) e^{i \phi(\underline{x})} e^{-i \underline{k} \cdot \underline{x}} \int d^{4} x^{\prime} \underline{\tilde{E}}^{*}\left(\underline{x}^{\prime}\right) e^{-i \phi\left(\underline{x}^{\prime}\right)} e^{i \underline{k} \cdot \underline{x}^{\prime}}  \tag{II.66}\\
& \sim \tilde{\tilde{E}}(\underline{x}) \underline{\tilde{E}}^{*}(\underline{k}) e^{i \phi(\underline{x})-\hat{\phi}(\underline{k})} e^{-i \underline{k} \cdot \underline{x}}
\end{align*}
$$

Here, $\phi(\underline{x})$ and $\underline{E}(\underline{x})$ are the WKB phase and amplitude of $\underline{E}(\underline{x})$. The Fourier transform integral has been evaluated in the stationary phase approximation ${ }^{11,12}$ such that the local wavevector relation is satisfied

$$
\begin{align*}
\nabla \phi(\underline{x}) & \equiv \underline{k}(\underline{x})=\underline{k}  \tag{II.67}\\
& \Rightarrow \quad \underline{x}_{0}(\underline{k})
\end{align*}
$$

in terms of which the phase of the $k$-representation is defined by Legendre transform

$$
\begin{equation*}
\hat{\phi}(\underline{k})=\phi\left(\underline{x}_{0}(\underline{k})\right)-\underline{k} \cdot \underline{x}_{0}(\underline{k}) \tag{II.68}
\end{equation*}
$$

The amplitude $\underline{\tilde{E}}(\underline{k})$ is proportional to $\underline{\tilde{E}}\left(\underline{x}_{0}(\underline{k})\right)$ with a multiplicative factor resulting from the residual gaussian-like integral.

It is the amplitude factor $\underline{\tilde{E}}(\underline{x}) \tilde{\tilde{E}}^{*}(\underline{k})$ which is troublesome in this limit. The discussion of WKB (or EBK) techniques in Part I indicated that $\underline{\tilde{E}}(\underline{x})$ has singularities at caustics (or multidimensional turning points) arising from the projection of the ray phase space Lagrangian manifold onto $x$-space. Similarly, the projection of that manifold onto $k$-space will produce $k$-caustics ${ }^{12}$ and associated singularities in $\hat{\tilde{E}}(\underline{k})$. Therefore, this Symbol representation (II.66) of short wavelength fields will have singularities near all points $(\underline{x}, \underline{k})$ in phase space where either $\underline{\tilde{E}}(\underline{x})$ or $\underline{\tilde{E}}(\underline{k})$ is singular. Figure 30 illustrates this phenomenon with a simple example.

Of course if the Symbol $\left(\underline{E} \underline{E}^{\dagger}\right)(\underline{x}, \underline{k})$ is computed either from the exact fields or as the solution of (II.46) these singularities would be replaced by finite but large amplitudes in the same regions of phase space. Nevertheless, the usefulness of this description now becomes questionable. As discussed at the beginning of Part II, one would desire a phase space representation which "adheres" to the


Figure 30. Schematic illustration of the singularities in phase space characterizing the Ordinary Symbol of the spectral tensor $\left(E E^{\dagger}\right)(\underline{x}, \underline{k})$ when it is evaluated in the geometrical optics approximation. These singularities are simply the linear extension into phase space of the singularities present in both $\underline{\tilde{E}}(\underline{x})$ and $\underline{\tilde{\tilde{E}}}(\underline{k})$ due to the caustic catastrophes in the projection of the ray manifold onto $\underline{x}$ - or $\underline{k}$-space.
rays, i.e., one that is of large amplitude (in some sense) near the ray manifold and small amplitude off of it. Obviously, this expectation is not fulfilled with this type of Symbol.
5) The final objection to be mentioned here is again of an aesthetic quality. It has been seen that the method of naturally extending the action of differential operators with the introduction of the Ordinary Symbol has led to $x k$ product difficulties and an unsymmetrical treatment of $x$ and $k$. In addition to this "phase space effect", however, there is the result that the definition of the Symbols in terms of either the $x$-space or $k$-space kernel (II.20,II.62) representation is via an "uncentered" transform. It would seem that a transform which symmetrically involves both arguments of the kernel might provide a more aesthetic definition of a phase space representation, even though it would not be a natural extension of differential operator formalism. Thus, while the Ordinary Symbol is a legitimate candidate for a phase space representation, many of its intrinsic qualities are unfavorable and discourage its further development here as a phase space theory of wave fields.

## 3. WEYL SYMBOLS

The disadvantages of the Ordinary Symbol description of operators and fields listed at the end of Chapter 2 motivate the introduction of a representation which is more symmetrical in the treatment of $x$-space $\left(x, x^{\prime}\right), k$-space $\left(k, k^{\prime}\right)$ and phase space $(x, k)$ variables. Such a Symbol does exist and this Chapter will explore its properties, its calculus and its potential as a suitable phase space representation for plasma wave fields.

I shall refer to the symmetrized Symbol defined by

$$
\begin{equation*}
D(x, k) \equiv \int d s D\left(x+\frac{1}{2} s, x-\frac{1}{2} s\right) e^{-i k s} \tag{II.69}
\end{equation*}
$$

as the Weyl Symbol ${ }^{13}$ of the operator D. Like the definition of the Ordinary Symbol (II.20), this expression is a type of Fourier transform on the separation $s$ of the two arguments in the $x$-space kernel $D$; however, unlike (II.20), the transform is "centered" around the point $x$ and involves both arguments. The inverse of (II.69) may be verified to be

$$
\begin{equation*}
D\left(x, x^{\prime}\right)=\int \frac{d k}{2 \pi} D\left(\frac{1}{2}\left(x+x^{\prime}\right), k\right) e^{i k\left(x-x^{\prime}\right)} \tag{II.70}
\end{equation*}
$$

This kind of Symbol has received somewhat less attention in the mathematical literature, possibly due to its tenuous connection to the theory of pseudodifferential operators. ${ }^{14}$ It has, however, been taken as the definition of the local dispersion tensor in several treatments of conventional eikonal methods for plasma waves ${ }^{15,16}$ and in fact was presented in that role in Chapter 2 of Part I. As in the case of the Ordinary Symbol, these techniques do not exploit the full potential of the phase space representation induced by this construction. The Weyl Symbol has also been used by many authors ${ }^{17,18,19}$ to define an operator-phase space function correspondence in quantum mechanics.

With the definition of the Weyl Symbol of an operator, the object now is
to determine the associated phase space representation of the abstract equation (II.3) or, more precisely, its operator form (II.30). This of course entails the derivation of the product rule for Weyl Symbols. It will be most efficient in ${ }^{-}$the calculation of this and other elements of the Weyl Symbol calculus to make use of an intimate relationship between Weyl Symbols and Ordinary Symbols. This connection is readily obtained upon substitution of the inverse formula (II.19) into the definition (II.69)

$$
\begin{align*}
D(x, k) & =\int d s \frac{d k^{\prime}}{2 \pi} d\left(x+\frac{1}{2} s, k^{\prime}\right) e^{i\left(k^{\prime}-k\right) e} \\
& =2 \int d x^{\prime} \frac{d k^{\prime}}{2 \pi} d\left(x^{\prime}, k^{\prime}\right) e^{2 i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)} \tag{II.71}
\end{align*}
$$

The factor of 2 arises from the change in variables $x^{\prime}=x+\frac{1}{2} s$ and becomes $2^{N}$ in the $N$ dimensional form of (II.71) which is immediately apparent. This relation is an integral over all phase space similar to the Fourier type integrals already encountered in the previous Chapter, the difference being the factor of 2 in the exponent (which remains 2 in $N$ dimensions). Although it was not stated in that Chapter, such relations are invertible (assuming all integrals exist) so that one also has

$$
\begin{equation*}
d(x, k)=2 \int d x^{\prime} \frac{d k^{\prime}}{2 \pi} D\left(x^{\prime}, k^{\prime}\right) e^{-2 i\left(k^{\prime}-k\right)\left(x^{\prime}-x\right)} \tag{II.72}
\end{equation*}
$$

It was also seen in Chapter 2 that phase space integrals like this may be cast in a compact differential form which sometimes provides insights into the properties of the relationship. Thus, the manipulations of (II.71) proceed

$$
\begin{align*}
D(x, k) & =\int d s \frac{d k^{\prime}}{2 \pi} e^{i\left(k^{\prime}-k\right) \bullet} e^{\frac{a}{2} \partial_{x}} d\left(x, k^{\prime}\right) \\
& =\int d s \frac{d k^{\prime}}{2 \pi} e^{i\left(k^{\prime}-k\right) \bullet} e^{\frac{i}{2} \stackrel{\leftarrow}{\partial_{k}} \overrightarrow{\partial_{x}}} d\left(x, k^{\prime}\right)  \tag{II.73}\\
& =e^{\frac{i}{2}} \overrightarrow{\partial_{k}} \frac{\overrightarrow{\partial_{x}}}{\int} d s \frac{d k^{\prime}}{2 \pi} e^{i\left(k^{\prime}-k\right) \bullet} d\left(x, k^{\prime}\right) \\
D(x, k) & =e^{\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} d(x, k)
\end{align*}
$$

Similar operations on the inverse integral (II.72) reveal that the obvious inverse of relations of the form (II.73) also holds

$$
\begin{equation*}
d(x, k)=e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} D(x, k) \tag{II.74}
\end{equation*}
$$

The interpretation of these expressions is that if neither type of Symbol contains $x k$ products then they are equal.

As an example of the application of these exponential operators, consider the case where $d(x, k)$ is the Ordinary Symbol of a differential operator (II.16). The Weyl Symbol of the differential operator may be computed using (II.73) in its power series expansion:

$$
\begin{align*}
D(x, k) & \equiv e^{\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} \sum_{m} d_{m}(x) k^{m} \\
& =\sum_{m} \sum_{n=0}^{\infty} \frac{1}{n!}\left[\left(\frac{i}{2} \partial_{x}\right)^{n} d_{m}(x)\right] \partial_{k}^{n} k^{m} \tag{II.75}
\end{align*}
$$

The $k$-derivatives reduce the exponents of $k^{m}$ so that terms in the power series $\partial_{k}^{n}$ vanish for $n>m$. Thus, with

$$
\partial_{k}^{n} k^{m}=\left\{\begin{array}{cc}
\frac{m!}{(m-n)!} k^{m-n} & n \leq m  \tag{II.76}\\
0 & n>m
\end{array}\right.
$$

(II.75) becomes

$$
\begin{align*}
D(x, k) & =\sum_{m} \sum_{n=0}^{m} \frac{m!}{n!(m-n)!} k^{m-n}\left(\frac{i}{2} \partial_{x}\right)^{n} d_{m}(x)  \tag{II.77}\\
& =\sum_{m}\left(k+\frac{1}{2} \partial_{x}\right)^{m} d_{m}(x)
\end{align*}
$$

having recognized the form of the binomial expansion. This formula may be verified with the integral relations (II.71). It also suggests that Weyl Symbols, although symmetrized for several reasons, do not provide a natural extension of differential operators as do Ordinary Symbols.

The inverse (II.74) may be applied to (II.77) in order to illustrate the way in which it "undoes" the operation of (II.73,II.75). Begin with

$$
\begin{equation*}
e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} \sum_{m}\left(k+\frac{i}{2} \partial_{x}\right)^{m} d_{m}(x)=\sum_{m} \sum_{n=0}^{\infty} \frac{1}{n!} \partial_{k}^{n}\left(k+\frac{i}{2} \partial_{x}\right)^{m}\left(-\frac{i}{2} \partial_{x}\right)^{n} d_{m}(x) \tag{II.78}
\end{equation*}
$$

expand the binomial and use (II.78) to find

$$
\begin{align*}
\partial_{k}^{n}\left(k+\frac{j}{2} \partial_{x}\right)^{m} & =\partial_{k}^{n} \sum_{l=0}^{m}\binom{m}{l} k^{l}\left(\frac{i}{2} \partial_{x}\right)^{m-l}  \tag{II.79}\\
& =\sum_{l=0}^{m}\binom{m}{l} \frac{l!}{l l-n)!} k^{l-n}\left(\frac{i}{2} \partial_{x}\right)^{m-l}, \quad(n \leq l)
\end{align*}
$$

Now (II.78) is

$$
\begin{aligned}
& \sum_{m} \sum_{l=0}^{m}\binom{m}{l}\left(\frac{1}{2} \partial_{x}\right)^{m-l} \sum_{n=0}^{l}\binom{l}{n} k^{l-n}\left(-\frac{i}{2} \partial_{x}\right)^{n} d_{m}(x) \\
&=\sum_{m} \sum_{l=0}^{m}\binom{m}{l}\left(\frac{i}{2} \partial_{x}\right)^{m-l}\left(k-\frac{i}{2} \partial_{x}\right)^{l} d_{m}(x)
\end{aligned}
$$

so that the derivatives of $d_{\boldsymbol{m}}$ cancel when the binomial theorem is used once again

$$
\begin{equation*}
\sum_{m}\left(\frac{\dot{1}}{2} \partial_{x}+k-\frac{i}{2} \partial_{x}\right)^{m} d_{m}(x)=\sum_{m} k^{m} d_{m}(x) \tag{II.80}
\end{equation*}
$$

and the form of the Ordinary Symbol $d(x, k)$ is recovered.
Having demonstrated that the Weyl Symbol is indeed obtainable from the Ordinary Symbol with this exponential operator method, one may exploit the technique for a new and short derivation of the product rule in the Weyl calculus. Recalling that the rule (II.43) which translates the operator composition into the

Ordinary Symbol product is

$$
\begin{align*}
\mathbf{C} & =\mathbf{A B} \\
\Rightarrow \quad c(x, k) & =a(x, k) e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}} b(x, k) \tag{II.81}
\end{align*}
$$

one may immediately use (II.73) and (II.74) to introduce the Weyl Symbols of the operators into this expression:

$$
\begin{equation*}
e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} C(x, k)=\left(e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} A(x, k)\right) e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}}\left(e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} B(x, k)\right) \tag{II.82}
\end{equation*}
$$

The exponential operator on the left hand side may be inverted to give

$$
\begin{equation*}
C(x, k)=e^{\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}}\left[\left(e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} A(x, k)\right) e^{-i \stackrel{i}{\partial_{k}} \overrightarrow{\partial_{x}}}\left(e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} B(x, k)\right)\right] \tag{II.83}
\end{equation*}
$$

The term in brackets may be viewed as nothing more than the multiplicative product of two functions of $x$ and $k$ (albeit, not $A$ and $B$; cf. Eq.(II.44)) so that the action of the operator from the left on this product must be determined.

It should suffice to state that the easily verifiable formula

$$
\begin{align*}
\partial_{x}^{n} f(x) g(x) & =\sum_{m=0}^{n}\binom{n}{m}\left(\partial_{x}^{n-m} f\right)\left(\partial_{x}^{m} g\right)  \tag{II.84}\\
& =f(x)\left(\overleftarrow{\partial_{x}}+\overrightarrow{\partial_{x}}\right)^{n} g(x)
\end{align*}
$$

generalizes to two variables as
(and indeed to $2 N$ independent commuting derivatives)

$$
\begin{equation*}
\partial_{\underline{\underline{k}}}^{n} \cdot \partial_{\underline{\underline{x}}}^{n} f(\underline{x}, \underline{k}) g(\underline{x}, \underline{k})=f(\underline{x}, \underline{k})\left[\left(\overleftarrow{\partial_{k}}+\overrightarrow{\partial_{\underline{k}}}\right) \cdot\left(\overleftarrow{\partial_{\underline{x}}}+\overrightarrow{\partial_{\underline{x}}}\right]^{n} g(\underline{x}, \underline{k})\right. \tag{II.88}
\end{equation*}
$$

to assert that

$$
\begin{equation*}
e^{i \partial_{k} \partial_{x}} f(x, k) g(x, k)=f(x, k) e^{i \|\left(\overleftarrow{\partial_{k}}+\overrightarrow{\partial_{k}}\right)\left(\overleftarrow{\partial_{x}}+\overrightarrow{\left.\partial_{x}\right)}\right.} g(x, k) \tag{II.87}
\end{equation*}
$$

Consequently, with (II.87), the product rule (II.83) becomes

$$
\begin{equation*}
C(x, k)=\left(e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} A(x, k)\right) e^{\frac{i}{2}\left(\overleftarrow{\partial_{k}}+\overrightarrow{\partial_{k}}\right)\left(\overleftarrow{\partial_{x}}+\overrightarrow{\left.\partial_{x}\right)}\right.} e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}}\left(e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} B(x, k)\right) \tag{II.88}
\end{equation*}
$$

which may be rewritten

$$
\begin{equation*}
C(x, k)=A(x, k) e^{-\frac{i}{2} \overleftarrow{\partial_{k}} \overleftarrow{\partial_{x}}} e^{\frac{i}{2}\left(\overleftarrow{\partial_{k}}+\overrightarrow{\left.\partial_{k}\right)} \mid \overleftarrow{\partial_{x}}+\overrightarrow{\left.\partial_{x}\right)}\right.} e^{-i \overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}} e^{-\frac{i}{2} \overrightarrow{\partial_{k}} \overrightarrow{\partial_{x}}} B(x, k) \tag{II.89}
\end{equation*}
$$

where the arrows have kept track of the correct functions to be differentiated by each operator. Now, since the $x$ and $k$ derivatives commute, the exponentials can be combined

$$
\begin{align*}
& =A(x, k) e^{\dot{\frac{i}{2}}\left(\overleftarrow{\partial_{x}} \overrightarrow{\partial_{k}}-\overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}\right)} B(x, k) \tag{II.90}
\end{align*}
$$

and again all manipulations may be verified by means of power series expansions. Therefore, the product rule for Weyl Symbols is

$$
\begin{align*}
& C(x, k)=A(x, k) e^{i} \overleftarrow{H}_{2}^{2}  \tag{II.91}\\
& B(x, k) \\
& \overleftrightarrow{L} \equiv \overleftarrow{\partial_{x}} \overrightarrow{\partial_{k}}-\overleftarrow{\partial_{k}} \overrightarrow{\partial_{x}}
\end{align*}
$$

Of course, this formula could have been derived with only the definition (II.69) and its inverse (II.70) in a manner similar to that presented for Ordinary Symbols although the calculation is much longer. ${ }^{19}$. The integral form of (II.91) may also be obtained by combining (II.71), (II.72) and the integral form of the Ordinary Symbol product (II.38). The resulting expression is

$$
\begin{gather*}
C(x, k)=4 \int d x_{1} d x_{2} \frac{d k_{1} d k_{2}}{(2 \pi)^{2}} e^{-2 i\left[\left(k_{1}-k\right)\left(x_{2}-x\right)-\left(k_{2}-k\right)\left(x_{1}-x\right)\right]}  \tag{II.92}\\
\times A\left(x_{1}, k_{1}\right) B\left(x_{2}, k_{2}\right)
\end{gather*}
$$

from which (II.91) may be derived using the familiar Taylor series arguments.
Both (II.91) and (II.92) are similar to (II.43) and (II.38) in that they involve exponential bi-directional operators or nonlocal integral relations, but they differ in two significant aspects. In the Weyl Symbol products, $x$ and $k$ are treated on an equal basis, ostensibly because of the symmetric $x$-space definition (II.69). Perhaps more importantly, the symmetrized defnition has led to the bi-directional operator $\overleftrightarrow{L}$ of (II.91) which is reminiscent of the Poisson bracket
of Hamiltonian ray theory (see Chapter 3, Part I). In fact, expanding (II.91) in power series the first two terms are

$$
\begin{align*}
C(x, k) & =A(x, k) B(x, k)+A(x, k) \stackrel{i}{2} B(x, k)+\ldots \\
& =A(x, k) B(x, k)+\frac{i}{2}\left(\left(\partial_{x} A\right)\left(\partial_{k} B\right)-\left(\partial_{k} A\right)\left(\partial_{x} B\right)\right)+\ldots  \tag{II.93}\\
& =A(x, k) B(x, k)+\frac{i}{2}\{A, B\}+\ldots
\end{align*}
$$

although the higher terms cannot be expressed so simply by means of the Poisson bracket. Thus, not only has the Weyl Symbol rectified the $x$-space and phase space symmetry deficiencies found in the Ordinary Symbol formalism, there is also the suggestion of a possibly closer connection to geometric optics.

The Weyl product rule is straightforwardly extended to many dimensions and tensor operators. Hence, the Weyl Symbol or phase space representation of the basic operator wave equation (II. $3, \mathrm{II} .30$ ) is
where

$$
\begin{align*}
(x, k) & =(\underline{x}, t, \underline{k}, \omega) \\
\left(\partial_{x}, \partial_{k}\right) & =\left(\partial_{\underline{x}},-\partial_{t}, \partial_{\underline{k}}, \partial_{\omega}\right)  \tag{II.95}\\
\overleftrightarrow{L} & =\overleftarrow{\partial_{\underline{x}}} \cdot \overrightarrow{\partial_{\underline{k}}}-\overleftarrow{\partial_{\underline{k}}} \cdot \overrightarrow{\partial_{\underline{x}}}+\overleftarrow{\partial_{\omega}} \overrightarrow{\partial_{t}}-\overleftarrow{\partial_{t}} \overrightarrow{\partial_{\omega}}
\end{align*}
$$

In expanded component form this is

$$
\begin{align*}
& \sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j_{1}, j_{2} \ldots j_{n}}^{4} \sum_{\nu=1}^{3} \frac{(i / 2)^{n}}{n!}\binom{n}{m}(-1)^{m} \frac{\partial^{n} D_{\mu \nu}}{\partial\left(x^{n-m}\right) \partial\left(k^{m}\right)} \frac{\partial^{n}\left(E_{\nu} E_{\sigma}^{+}\right)_{W}}{\partial\left(k^{n-m}\right) \partial\left(x^{m}\right)} \\
& \quad=\sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j_{1}, j_{2}, \ldots j_{n}}^{t} \sum_{\nu=1}^{3} \frac{(i / 2)^{n}}{n!}\binom{n}{m}(-1)^{m} \frac{\partial^{n}\left(j_{\mu} j_{\nu}^{\dagger}\right) W}{\partial\left(x^{n-m}\right) \partial\left(k^{m}\right)} \frac{\left.\partial^{n}\left(D^{\dagger}\right)\right)_{\nu \sigma}^{-1}}{\partial\left(k^{n-m}\right) \partial\left(x^{m}\right)} \tag{II.96}
\end{align*}
$$

with the notation for the derivatives being

$$
\begin{align*}
\frac{\partial^{n}}{\partial\left(x^{n-m}\right) \partial\left(k^{m}\right)} & \equiv \frac{\partial^{n}}{\partial x_{j_{1}} \partial x_{j_{2}} \cdots \partial x_{j_{n-m}} \partial k_{j_{n-m+1}} \cdots \partial k_{j_{n}}}  \tag{II.97}\\
\frac{\partial}{\partial x_{4}} & \equiv-\frac{\partial}{\partial t}
\end{align*}
$$

The elements of this equation are the Weyl Symbols of the dispersion tensor
 the inverse adjoint dispersion tensor $\left({\underset{\sim}{*}}^{+}\right)^{-1}$. The Weyl Symbol $\underset{\sim}{D}$ is given by the tensor analogy of (II.69) in terms of the dispersion kernel ${\underset{\sim}{\sim}}_{D}^{D}$ and is the same as that used in Eqs.(I.20,I.21); the form of its adjoint and inverse adjoint (which may be computed in terms of $\underset{\sim}{D}(x, k)$ ) will be discussed shortly.

The field spectral tensor $\left(E E^{\dagger}\right) w$ is obtained from (II.69) by $\left(\underline{E E}^{+}\right)_{W}(\underline{x}, t, \underline{k}, \omega)=\int d^{3} s d \tau \underline{E}\left(\underline{x}+\frac{1}{2} \underline{s}, t+\frac{1}{2} \tau\right) \underline{E}^{*}\left(\underline{x}-\frac{1}{2} \underline{s}, t-\frac{1}{2} \tau\right) e^{-i \underline{k} \cdot \underline{\underline{a}}+i \omega \tau}$
and similarly for $\left(\underset{\sim}{j}{\underset{\sim}{f}}_{\dagger}^{\dagger}\right) w$. This definition should be familiar from Part I; evidently, the symmetrized Weyl formalism has led to the identification of the Wigner function (here, a tensor Wigner function) as the Symbol or phase space representation of the field. Consequently, (II.94) is an equation governing the evolution of the Wigner function constructed from the electric field with a source due to the Wigner function of the nonlinear currents. Because of this connection with the Wigner function, the Weyl Symbol description is often referred to as the Wigner-Weyl correspondence between operators and phase space functions.

Several properties of the Wigner function were enumerated in Chapter 8 of Part I. Among these were the important relationships between this phase space distribution and statistical measures of the field. Thus, from (II.70) with $D \rightarrow$ $\left(E E^{\dagger}\right)_{W}$, one has both

$$
\begin{align*}
\underline{E}\left(x+\frac{1}{2} s\right) \underline{E}^{*}\left(x-\frac{1}{2} s\right) & =\int \frac{d^{4} k}{(2 \pi)^{4}}\left(\underline{E} E^{\dagger}\right) w(x, k) e^{i k}  \tag{II.99}\\
|\underline{E}(x)|^{2} & =\int \frac{d^{4} k}{(2 \pi)^{4}}\left(\underline{E E^{\dagger}}\right) w(x, k)
\end{align*}
$$

and similar projection rules may be verified for $k$-space

$$
\begin{align*}
\underline{\hat{E}}\left(k+\frac{1}{2} \kappa\right) \underline{E}^{*}(k-\underset{\underline{1}}{ }(k) & =\int d^{4} x\left(\underline{E E^{\dagger}}\right) w(x, k) e^{-i \kappa x}  \tag{II.100}\\
|\underline{\hat{E}}(k)|^{2} & =\int d^{4} x\left(\underline{E E^{\dagger}}\right) w(x, k)
\end{align*}
$$

As in the Ordinary Symbol description (for which, incidentally, formulas similar to (II. 99, II.100) also hold) these relations indicate that the Weyl Symbol of the field correlation operator is an "unaveraged" local spectral tensor and its projections are "unaveraged" (yet "centered") intensities and correlations.

The short wavelength eikonal form of the Wigner function was also constructed in Part I. It was seen that for stationary, bound integrable ray systems this phase space distribution is sharply localized (in fact, asymptotically a delta function) in the neighborhood of the appropriate corresponding ray Lagrangian manifold. This was also seen to be the case for general propagating (unbound, time-dependent) waves. For chaotic rays, it was hypothesized (though not verified) that the Wigner function would still "adhere" to the rays in some sense and in fact provide a basis for determining the ray manifold-wave correspondence. This asymptotic character of the Wigner function should be contrasted with that of the Ordinary Symbol of the field. The promise of such a close relationship with the geometric optics solution of the wave equation, along with the appearance of the Poisson bracket, enhances the desirability of this representation over the Ordinary Symbol.

There are two important properties of Weyl Symbols in general that also contribute to its usefulness. Due to the symmetry of the $x$-space kernel definition (II.69), the Symbol of the adjoint operator is simply

$$
\begin{align*}
D^{\dagger}(x, k) & \equiv \int d s D^{*}\left(x-\frac{1}{2} s, x+\frac{1}{2} s\right) e^{-i k s} \\
& =\int d s D^{*}\left(x+\frac{1}{2} s, x-\frac{1}{2} s\right) e^{i k s}  \tag{II.101}\\
& =\left[\int d s D\left(x+\frac{1}{2} s, x-\frac{1}{2} s\right) e^{-i k s}\right]^{*} \\
& =D^{*}(x, k)
\end{align*}
$$

The relation for a tensor Symbol is also easily derived:

$$
\begin{equation*}
\left(D^{\dagger}\right)_{\mu \nu}(x, k)=D_{\nu \mu}^{*}(x, k) \tag{II.102}
\end{equation*}
$$

Therefore, in the Weyl representation one has the fortunate circumstance that the Symbol of the adjoint operator is just the adjoint of the Symbol. For scalar Symbols then, a self-adjoint operator is associated with a real Symbol. The manifest hermiticity of the spectral operator ( $E E^{\dagger}$ ) implies that the Wigner tensor is self-adjoint. Most significantly, these assertions are valid irrespective of the presence of $x k$ products which plague the Ordinary Symbol representation.

Another characteristic of Weyl Symbols not only provides further motivation for their use as a suitable phase space representation, but it will be needed in the next Chapter as well. This property concerns the expectation value of the measurement of some wave attribute $A$ in the field $E$. From the representationfree abstract point of view, this is interpreted as the action of the operator $\mathbf{A}$ (which represents the attribute) on the field $E$ with subsequent projection onto $E$. Such a concept will be seen to be important here although it is perhaps more familiar in the context of quantum mechanics. Therefore, with the help of the Dirac notation, the expectation value is

$$
\begin{equation*}
\langle\mathbf{A}\rangle_{E} \equiv E^{+} \mathbf{A} E \quad \text { or } \quad\langle E| \mathbf{A}|E\rangle \tag{II.103}
\end{equation*}
$$

In terms of the $x$-space representation this is

$$
\begin{align*}
\langle\mathbf{A}\rangle_{E} & =\int d x d y\langle E \mid x\rangle x|\mathbf{A}| y \chi y|E\rangle \\
& =\int d x d y E^{*}(x) \mathcal{A}(x, y) E(y)  \tag{II.104}\\
& =\int d x d y A(x, y)\left(E E^{\dagger}\right)(y, x) \\
& \equiv \operatorname{Tr} \mathbf{A}\left(E E^{\dagger}\right)
\end{align*}
$$

which defines the trace of an operator. Thus, the field spectral operator may be interpreted as a density operator against which the observable $\mathbf{A}$ is weighted in the wave field $E$.

The phase space representation of (II.104) is obtained with the use of (II.70):

$$
\begin{align*}
\langle\mathbf{A}\rangle_{E} & =\int d x d y \frac{d k_{1} d k_{2}}{(2 \pi)^{2}} e^{i k_{1}(x-y)} e^{i k_{2}(y-x)} A\left(\frac{1}{2}(x+y), k_{1}\right)\left(E E^{\dagger}\right) W\left(\frac{1}{2}(x+y), k_{2}\right) \\
& =\int \frac{d k_{1} d k_{2}}{(2 \pi)^{2}} d r d s e^{i\left(k_{1}-k_{2}\right) \cdot} A\left(r, k_{1}\right)\left(E E^{\dagger}\right)_{W}\left(r, k_{2}\right) \\
& =\int \frac{d k}{2 \pi} d x A(x, k)\left(E E^{\dagger}\right)_{W}(x, k) \tag{II.105}
\end{align*}
$$

It may be shown by means of the integral form of the Weyl product (II.92) that this expression is equivalent to

$$
\begin{equation*}
\langle\mathbf{A}\rangle_{E}=\operatorname{Tr} \mathbf{A}\left(E E^{+}\right)=\int \frac{d k}{2 \pi} d x\left[\mathbf{A}\left(E E^{\dagger}\right)\right](x, k) \tag{II.106}
\end{equation*}
$$

This result is reminiscent of the classical expression for the expectation value of the phase function $A(x, k)$ with respect to a phase space density $\left(E E^{\dagger}\right) w(x, k)$. The fact that a similar relation does not obtain for the Ordinary Symbol description marks another advantage for the Weyl representation. Nevertheless, there is a non-classical aspect to (II.105); while ( $\left.E E^{\star}\right)_{W}(x, k)$ is real (for scalar fields), it was seen by example in Part I that it is not necessarily nonnegative. Indeed, it may be shown ${ }^{20}$ that any phase space representation which satisfies the projection relations (II.99,II.100) and (II.105) cannot be positive for all functions $E(x)$.

In the discussion of Part I, however, it was indicated that under a suitable local averaging of the Wigner function a positive phase space density might be expected. ${ }^{21}$

With these observations, it seems that the Weyl phase space representation offers enough satisfactory characteristics to warrant its further development and, in particular, the investigation of the phase space equation (II.94). In many respects, this equation presents a much more difficult problem than the underlying wave equation (II.1). It will be seen, however, that under certain assumptions it provides a direct connection between the geometric optics solution of (II.1) and the Liouville Theorem of classical mechanics. Thus, this formalism enables a clear and concise derivation of the wave kinetic equation governing the wave action density.

In the spirit of the eikonal method for obtaining the geometrical optics approximation (see Part I) to the wave solution of (II.1), I shall postulate an ordering of the derivatives of the various elements in (II.94). To this end, consider the power series expansion of (II.94)

$$
\begin{equation*}
\underset{\sim}{D}(1+\underset{2}{i} \overleftrightarrow{L}+\cdots) \cdot\left(E E^{\dagger}\right) w=\left(\underline{j}_{s}{\underset{\sim}{\theta}}_{\dagger}^{\dagger}\right) w\left(1+\frac{i}{2} \overleftrightarrow{\mathcal{L}}+\cdots\right) \cdot\left({\underset{\sim}{D}}^{\dagger}\right)^{-1} \tag{II.107}
\end{equation*}
$$

The exponential expression (rather than the integral formula, cf. (II.92)) permits the straightforward identification of the relative orders of variation involved in the evolution of $\left(\underline{E E^{+}}\right) \boldsymbol{w}$. Consistent with the assumption of a weakly inhomogeneous medium (compared to a typical short wavelength $\lambda$ of the waves), one requires

$$
\begin{equation*}
\left|\partial_{x} \underset{\sim}{D}\right| \sim \frac{1}{L} \tag{II.108}
\end{equation*}
$$

where $L$ is the scalelength (timescale) of the plasma variation. As a quadratic function of the wave field $\underline{E}$, one might expect ( $\underline{E E^{+}}$) to also exbibit only this slowly varying behavior; therefore, I shall look for solutions which satisfy

$$
\begin{equation*}
\left|\partial_{x}\left(E E^{\dagger}\right) w\right| \sim \frac{1}{L} \tag{II.109}
\end{equation*}
$$

For order of magnitude estimates, I shall also take the $k$-derivatives to be

$$
\begin{equation*}
\left|\partial_{k} D \underset{\sim}{D}\right| \sim\left|\partial_{k}\left(\underline{E} E^{\dagger}\right)_{W}\right| \sim \lambda \tag{II.110}
\end{equation*}
$$

These assumptions imply that terms on the left hand side of (II.107) have relative scale given by

$$
\begin{equation*}
\left|\underset{\sim}{D}(\overleftrightarrow{\mathcal{L}})^{n}\left(\underline{E E^{\dot{\dagger}}}\right) W\right| \sim\left(\frac{\lambda}{L}\right)^{n} \tag{II.111}
\end{equation*}
$$

which provides a small expansion parameter for wavelengths (periods) short compared to scalelengths (timescales).

In addition to this space-time scale ordering, I shall also restrict attention to that region of phase space for which the wave system is only slightly dissipative and nearly linear and undriven. Thus, the anti-hermitian part of $\underset{\sim}{D}$ and the current sources are assumed to be small in the sense that

$$
\begin{align*}
& \frac{\left|D^{\prime \prime}\right|}{\left|D_{\sim}^{\prime}\right|} \ll 1  \tag{II.112}\\
& \left|\left(\underset{\sim}{j}{\underset{\sim}{f}}_{\bullet}^{+}\right) w\right| \ll|\underset{\sim}{D}|^{2}\left|\left(E E^{+}\right) w\right|
\end{align*}
$$

While these ordering arguments are common to traditional WKB treatments, an actual form for the solution has not been postulated. Naturally, the justification for these assumptions must eventually be based on the properties of the solutions which emerge.

With (II.108-II.112) providing estimates of the relative order of terms in (II.107), one finds the lowest order equation to be

$$
\begin{equation*}
{\underset{\sim}{\sim}}^{\prime}(\underline{x}, t, \underline{k}, \omega) \cdot\left(\underline{E E^{+}}\right) w(\underline{x}, t, \underline{k}, \omega)=0 \tag{II.113}
\end{equation*}
$$

This condition is similar to the usual result of conventional WKB methods at lowest order (see Chapter 2, Part I). The structure of (II.113) is more
complicated, however, in that it is a matrix equation (at each point ( $\underline{x}, t, \underline{k}, \omega$ )) and must be satisfied for each element. Fortunately, since the spectral tensor is self-adjoint in the Weyl representation and because only the hermitian part of the dispersion tensor is involved, the adjoint of (II.113) implies

$$
\begin{align*}
& {\left[{\underset{\sim}{D}}^{\prime} \cdot\left(E E^{\dagger}\right) w\right]^{\dagger}=\left(\underline{E E^{\dagger}}\right)_{W}^{\dagger} \cdot\left({\underset{\sim}{D}}^{\prime}\right)^{\dagger}=\left(E E^{\dagger}\right) w \cdot \underset{\sim}{D^{\prime}}=0}  \tag{II.114}\\
& \Rightarrow \quad D_{\sim}^{\prime} \cdot\left(\underline{E E}{ }^{\dagger}\right)_{W}=\left(\underline{E E^{\dagger}}\right) \boldsymbol{W} \cdot D_{\sim}^{\prime}
\end{align*}
$$

In this approximation, the dispersion tensor and the spectral tensor are represented by commuting hermitian matrices and can therefore be simultaneously diagonalized. This property is not only important at lowest order, but it will allow the equation generated in the next order to be decoupled so that the inherent tensor nature of (II.94,II.107) can be treated by scalar equations.

Taking advantage of this result, it is simplest to view (II.113) in the basis in which both matrices are diagonal. This basis is that of the eigenvectors of ${\underset{\sim}{N}}^{\prime}$

$$
\begin{align*}
D_{\sim}^{\prime}(\underline{\boldsymbol{x}}, t, \underline{k}, \omega) \cdot e^{\hat{\alpha}}(\underline{\boldsymbol{x}}, t, \underline{\boldsymbol{k}}, \omega) & =D^{\alpha}(\underline{\underline{x}}, t, \underline{\boldsymbol{k}}, \omega) e^{\hat{\alpha}}(\underline{\boldsymbol{x}}, t, \underline{\boldsymbol{k}}, \omega)  \tag{II.115}\\
\text { for } \quad \alpha & =1,2,3
\end{align*}
$$

The vectors $e^{\hat{\alpha}}$ are also called the local polarization vectors as they give the local direction of the field just as in the traditional WKB treatment. It must be pointed out, however, that the polarization vectors defined in WKB methods are not functions on phase space; in those theories it is assumed that a solution $\underline{k}=\underline{k}(\underline{x}, t)$ can be found so that

$$
\begin{equation*}
\hat{e}(\underline{x}, t, \underline{k}, \omega) \rightarrow \hat{e}(\underline{x}, t, \underline{k}(\underline{x}, t), \omega(\underline{x}, t, \underline{k}(\underline{x}, t))) \rightarrow \hat{e}(\underline{x}, t) \tag{II.116}
\end{equation*}
$$

On the contrary, in this presentation ( $\underline{x}, t, \underline{k}, \omega$ ) are independent variables.
As ${\underset{\sim}{x}}^{\prime}$ is hermitian, it can be shown that the polarization vectors are orthogonal and satisfy a completeness relation

$$
\begin{equation*}
\hat{e}^{\hat{\alpha}} \cdot \hat{e}^{\hat{\beta}}=\sum_{\mu=1}^{3} \bar{e}_{\mu}^{\alpha} e_{\mu}^{\beta}=\delta^{\alpha \beta} \quad \text { and } \quad \sum_{\alpha=1}^{3} \bar{e}_{\mu}^{\alpha} e_{\nu}^{\alpha}=\delta_{\mu \nu} \tag{II.117}
\end{equation*}
$$

The overbar notation here signifies the complex conjugate transpose vector (the left eigenvectors of ${\underset{\sim}{\sim}}^{\prime}$ ) and all vectors have been normalized. The superscripts label the eigenvector while the subscripts denote components with respect to the usual Cartesian basis.

The local eigenvalues $D^{\alpha}$ of ${\underset{\sim}{x}}^{\prime}$ are real and are the components of ${\underset{\sim}{~}}^{\prime}$ in its diagonal representation $\tilde{D}$. The unitary transformation which effects this change of basis is well known to be

$$
\begin{align*}
S_{\mu}^{\alpha} \equiv \bar{e}_{\mu}^{\alpha} & \left(S^{\dagger}\right)_{\nu}^{\beta} \equiv e_{\nu}^{\beta} \\
\tilde{D}^{\alpha \beta} & =\sum_{\mu, \nu} S_{\mu}^{\alpha} D_{\mu \nu}^{\prime}\left(S^{+}\right)_{\nu}^{\beta}=\sum_{\mu, \nu} \bar{e}_{\mu}^{\alpha} D_{\mu \nu}^{\prime} e_{\nu}^{\beta}  \tag{II.118}\\
& =\sum_{\mu} \bar{e}_{\mu}^{\alpha} D^{\beta} e_{\mu}^{\beta}=D^{\alpha} \delta^{\alpha \beta}
\end{align*}
$$

where (II:115,II.117) have been used. It is easy to show that the inverse of this transformation is

$$
\begin{equation*}
D_{\mu \nu}^{\prime}=\sum_{\alpha, \beta} e_{\mu}^{\alpha} \tilde{D}^{\alpha \beta} e_{\nu}^{\beta}=\sum_{\alpha} D^{\alpha} e_{\mu}^{\alpha} \bar{e}_{\nu}^{\alpha} \equiv \sum_{\alpha} P_{\mu \nu}^{\alpha} D^{\alpha} \tag{II.119}
\end{equation*}
$$

which defines the projection operators ${\underset{\sim}{\sim}}^{\boldsymbol{\alpha}}$ onto the eigenvector subspaces. These expressions indicate that the eigenvalues $D^{\alpha}(\underline{x}, t, \underline{k}, \omega)$ are the same local scalar dispersion functions as those encountered in traditional WKB theories (when the Weyl transform is used to construct the local dispersion tensor): the difference again, is that the usual condition that the determinant of ${\underset{\sim}{\prime}}^{\prime}$ vanish $\left(\Rightarrow D^{1} D^{2} D^{3}\right.$ $=0$ ) is not required by (II.113). Nevertheless, it will be seen shortly that these eigenvalues do determine the local dispersion relations which govern the propagation of waves with the corresponding polarizations.

As previously remarked, the transformation (II.118) also diagonalizes the local spectral tensor $\left(\underline{E} E^{+}\right)_{W}$ so that with respect to the polarization basis it will be represented as in (II.119)

$$
\begin{equation*}
\left(E_{\mu} E_{\nu}^{\perp}\right)_{W}=\sum_{\alpha} P_{\mu \nu}^{\alpha} W^{\alpha} \tag{II.120}
\end{equation*}
$$

This defines the real diagonal elements $W^{\alpha}(\underline{x}, t, \underline{\boldsymbol{k}}, \omega)$ which will be interpreted as the scalar Wigner functions of the waves with each polarization. Now, inserting (II.119) and (II.120) into the lowest order equation (II.113), one obtains

$$
\begin{align*}
{\left[D_{\sim}^{\prime} \cdot\left(\underline{E E^{+}}\right) W\right]_{\mu \nu} } & =\sum_{\sigma} \sum_{\alpha \beta} P_{\mu \sigma}^{\alpha} D^{\alpha} P_{\sigma \nu}^{\beta} W^{\beta}=0 \\
& =\sum_{\alpha} P_{\mu \nu}^{\alpha} D^{\alpha} W^{\alpha}=0 \tag{II.121}
\end{align*}
$$

having used the "orthogonality" of the projection operators

$$
\begin{equation*}
\sum_{\sigma} P_{\mu \sigma}^{\alpha} P_{\sigma \nu}^{\beta}=\delta^{\alpha \beta} P_{\mu \nu}^{\alpha} \tag{II.122}
\end{equation*}
$$

which follows from (II.117). The result (II.121) simply expresses the fact that in the polarization basis (II.113) is an equation for a diagonal matrix, being the product of two diagonal matrices. Therefore, each diagonal element of (II.121) must satisfy

$$
\begin{equation*}
D^{\alpha}(\underline{x}, t, \underline{k}, \omega) W^{\alpha}(\underline{x}, t, \underline{k}, \omega)=0 \tag{II.123}
\end{equation*}
$$

at each point $(\underline{x}, t, \underline{k}, \omega)$ of phase space.
The relationship between this phase space method and the rays of geometrical optics begins to emerge with this equation. Under the approximation scheme in which (II.123) represents the lowest order term of (II.94), one has the condition that at each point in phase space either $D^{\alpha}$ or $W^{\alpha}$ (or both) must vanish. The restriction $D^{\alpha}(\underline{x}, t, \underline{k}, \omega)=0$ is equivalent to the usual WKB condition $\operatorname{det} \underset{\sim}{D^{\prime}}=0$ and in the same way implicitly defines the local dispersion relation

$$
\begin{equation*}
D^{\alpha}(\underline{x}, t, \underline{k}, \omega)=0 \quad \Rightarrow \quad \omega^{\alpha}=\Omega^{\alpha}(\underline{x}, \underline{k}, t) \tag{II.124}
\end{equation*}
$$

More generally, the vanishing of a single eigenvalue $D^{\alpha}$ may yield multiple solutions (or branches) for $\omega^{\alpha}$, all corresponding to the same polarization. In addition, more than one eigenvalue $D^{\alpha}$ may vanish at a point (or on some
manifold) in phase space; this possibility introduces coupling between the linear modes at the next order and requires special treatment. ${ }^{22}$ I shall not consider such a degeneracy in this presentation.

The frequency manifold defined by (II.124) is the surface on which the rays generated in conventional WKB methods propagate. According to (II.123) it is also the only region of phase space where $W^{\alpha}(\underline{x}, t, \underline{k}, \omega)$ is allowed to be nonzero. While this result is satisfactory in that it draws a connection between the Wigner function and the rays, two points must remain clear:

1) As explained in Chapter 2 of Part I, the dispersion relation (II.124) as it arises in traditional WKB techniques is in reality a partial differential (HamiltonJacobi) equation for the eikonal phase; that is $\underline{k}, \omega \equiv \nabla \phi,-\partial_{t} \phi$. Thus, the rays are introduced as the characteristic trajectories for solving this equation. In this treatment, however, $\underline{k}, \omega$ are independent of $\underline{\underline{x}}, t$; therefore, while (II.124) defines the same frequency manifold, it does not induce the ray trajectories.
2) The discussion of Part I also indicated that in many cases the rays are confined to evolve on lower dimensional submanifolds of the frequency surface (e.g., the Lagrangian manifolds of integrable ray systems). This situation is not precluded by the condition (II.123), however, as $W^{\alpha}$ is not required to be nonzero everywhere that $D^{\alpha}$ vanishes. Hence, the Wigner function may be concentrated on subsets of the frequency surface.

In view of these considerations, an apparently appropriate form for the solution of (II.123) is

$$
\begin{equation*}
W^{\alpha}(\underline{x}, t, \underline{k}, \omega)=J^{\alpha}(\underline{x}, \underline{k}, t) \delta\left(D^{\alpha}(\underline{x}, t, \underline{k}, \omega)\right) \tag{II.125}
\end{equation*}
$$

where again, by (II.118)

$$
\begin{align*}
W^{\alpha}(\underline{\boldsymbol{x}}, t, \underline{\boldsymbol{k}}, \omega) & \equiv \bar{e}^{\hat{\alpha}}(\underline{x}, t, \underline{\boldsymbol{k}}, \omega) \cdot\left(\underline{E E^{\prime}}\right) w(\underline{\boldsymbol{x}}, t, \underline{\boldsymbol{k}}, \omega) \cdot e^{\hat{\alpha}}(\underline{\boldsymbol{x}}, t, \underline{\underline{k}}, \omega)  \tag{II.126}\\
D^{\alpha}(\underline{\boldsymbol{x}}, t, \underline{\boldsymbol{k}}, \omega) & \equiv \bar{e}^{\hat{\alpha}}(\underline{x}, t, \underline{\boldsymbol{k}}, \omega) \cdot{\underset{\sim}{D}}^{\prime}(\underline{\boldsymbol{x}}, t, \underline{\boldsymbol{k}}, \omega) \cdot e^{\hat{\alpha}}(\underline{\boldsymbol{x}}, t, \underline{\underline{k}}, \omega)
\end{align*}
$$

The assertion (II.125) exhibits the desired behavior of vanishing where $D^{\alpha}$ is nonzero and allows for a variation of additional structure on the frequency manifold itself. I shall use this expression at next order, as representing the information contained in the lowest order equation (II.113), to $\overline{\text { derive the equation }}$ governing the "amplitude" $J(\underline{x}, \underline{k}, t)$.

In this approximation, the next higher order terms of (II.107) are

$$
\begin{equation*}
\underset{\sim}{i} D_{\sim}^{\prime} \stackrel{\leftrightarrow}{L} \cdot\left(E E^{\dagger}\right) w+i{\underset{\sim}{D}}^{\prime \prime} \cdot\left(E E^{\dagger}\right) w=(\underline{\underbrace{}_{-}}{\underset{\theta}{j}}_{\dagger}^{\dagger}) w \cdot\left({\underset{\sim}{D}}^{\dagger}\right)^{-1} \tag{II.127}
\end{equation*}
$$

Here I have assumed that the inequalities (II.112) indicating the relative sizes of ${\underset{\sim}{D}}^{\prime \prime}$ and $\left(\underline{j}_{\theta}{\underset{\theta}{j}}_{\dagger}^{\dagger}\right) w$ imply that the dissipation and sources enter at this order $\sim(\lambda / L)$. Now derivatives of the hermitian dispersion tensor and the spectral tensor appear; in analogy with (II.93) and with (II.95), the first term of (II.127) may be written as

$$
\begin{align*}
{\underset{\sim}{\prime}}^{\prime} \stackrel{\leftrightarrow}{L} \cdot\left(\underline{E E^{\dagger}}\right)_{w} & =\frac{\partial D^{\prime}}{\partial \omega} \cdot \frac{\partial\left(E E^{\dagger}\right) w}{\partial t}-\frac{\partial D^{\prime}}{\partial t} \cdot \frac{\partial\left(\underline{E E^{\dagger}}\right)_{w}}{\partial \omega}+\left\{{\underset{\sim}{D}}^{\prime} \cdot\left(\underline{E E^{\dagger}}\right)_{w}\right\}  \tag{II.128}\\
& \equiv\left[{\underset{\sim}{D}}^{\prime} \cdot \cdot\left(\underline{E E^{\dagger}}\right) w\right]
\end{align*}
$$

This defines the extended Poisson bracket (to include time) and the "dot" notation signifies the intended matrix product.

As was the case at lowest order, this equation simplifies when expressed in the basis of the polarization vectors. The introduction of this basis, however, initially increases the complexity of the Poisson bracket term; therefore, in order to clarify the ensuing discussion I shall treat this term first and then return to the source and dissipation terms later. In component form and using (II.119,II.120), the Poisson bracket in (II.127) becomes

$$
\begin{equation*}
\sum_{\nu}\left[D_{\mu \nu}^{\prime}\left(E_{\nu} E_{\sigma}^{+}\right) w\right]=\sum_{\nu} \sum_{\alpha \beta}\left[D^{\alpha} P_{\mu \nu}^{\alpha}, W^{\beta} P_{\nu \sigma}^{\beta}\right] \tag{II.129}
\end{equation*}
$$

Thus, since the projection operators ${\underset{\sim}{\sim}}^{\alpha}$ are functions on phase space by their definition (II.119) in terms of the polarization vectors, the bracket on the right
contains many more terms than the one on the left.
The first simplifying assumption I shall make is that only one polarization is in the system; that is, only $W^{*}$ is nonzero ( $W^{\beta}=0$ everywhere for $\beta \neq s$ ). Also, because of (II.125), not only does $W^{*}$ vanish where $D^{*} \neq 0$, but so do its derivatives; this is in contrast to the derivatives of $D^{0}$ itself which may not vanish even where $D^{\bullet}$ does. As previously remarked, I assume that where $W^{*}$ is nonzero $\left(D^{\bullet}=0\right)$ there is no degeneracy of eigenvalues ( $D^{\alpha} \neq 0$ for $\alpha \neq s$ ). Under these conditions, (II.129) is

$$
\begin{align*}
\sum_{\nu \alpha}\left[D^{\alpha} P_{\mu \nu}^{\alpha}, W^{v} P_{\nu \sigma}^{\bullet}\right]= & \sum_{\nu \alpha}\left\{D^{\alpha} W^{v}\left[P_{\mu \nu}^{\alpha}, P_{\nu \sigma}^{\bullet}\right]+P_{\mu \nu}^{\alpha} P_{\nu \sigma}^{\bullet}\left[D^{\alpha}, W^{s}\right]\right.  \tag{II.130}\\
& \left.+D^{\alpha}\left[P_{\mu \nu}^{\alpha}, W^{*}\right] P_{\nu \sigma}^{\bullet}+P_{\mu \nu}^{\alpha}\left[D^{\alpha}, P_{\nu \sigma}^{\bullet}\right] W^{\bullet}\right\}
\end{align*}
$$

where the rule for differentiating a product has been used to expand the bracket in the usual fashion.

The first and third terms on the right hand side of (II.130) reduce to sums over only $\alpha \neq 3$ since either $D^{\bullet}$ or $W^{\bullet}$ vanishes. Contracting the projection operators in the second term and using their orthogonality (II.122), only the $\alpha=s$ contribution survives. Thus, the $\mu \sigma$ component of the bracket is

$$
\begin{equation*}
P_{\mu \sigma}^{\bullet}\left[D^{\bullet}, W^{*}\right]+\sum_{\nu, \alpha \neq \theta} D^{\alpha}\left\{W^{\bullet}\left[P_{\mu \nu}^{\alpha}, P_{\nu \sigma}^{\bullet}\right]+\left[P_{\mu \nu}^{\alpha}, W^{\bullet}\right] P_{\nu \sigma}^{\bullet}\right\}+\sum_{\nu \alpha} P_{\mu \nu}^{\alpha}\left[D^{\alpha}, P_{\nu \sigma}^{\bullet}\right] W^{*} \tag{II.131}
\end{equation*}
$$

Although this expression is written in terms of quantities in the polarization basis, the $\mu \sigma$ index refers to the component with respect to the Cartesian basis; one must yet perform the transformation (II.118) in order to obtain matrix elements of (II.131) in the polarization basis. Fortunately, however, not every component of (II.131) in the new basis will be required.

The evolution of $W^{*}$ will be obtained by extracting the ss component of (II.131). According to (II.118), this is accomplished by the premultiplication of
$\bar{e}_{\mu}^{*}$, postmultiplication by $e_{\sigma}^{*}$ and contracting. This operation yields

$$
\begin{align*}
\left(\left[D_{\sim}^{\prime}, \cdot\left(E E^{\dot{*}}\right) W\right]\right)^{* \theta}= & \sum_{\mu \nu \sigma} \bar{e}_{\mu}^{*}\left[D_{\mu \nu}^{\prime},\left(E_{\nu} E_{\sigma}^{*}\right) W\right] e_{\sigma}^{\theta} \\
= & {\left[D^{\bullet}, W^{*}\right]+W^{*} \sum_{\mu \nu \sigma, \alpha \neq \theta} D^{\alpha} \bar{e}_{\mu}^{\theta}\left[P_{\mu \nu}^{\alpha}, P_{\nu \sigma}^{\bullet}\right] e_{\sigma}^{\theta} } \\
& +\sum_{\mu \nu, \alpha \neq \theta} D^{\alpha} \bar{e}_{\mu}^{*}\left[P_{\mu \nu}^{\alpha}, W^{*}\right] e_{\nu}^{\theta}+W^{*} \sum_{\nu \sigma} \bar{e}_{\nu}^{*}\left[D^{*}, P_{\nu \sigma}^{s}\right] e_{\sigma}^{\theta} \tag{II.132}
\end{align*}
$$

The third and fourth terms of the result vanish identically on inserting polarization vectors for the projection operators, expanding the brackets and using the orthogonality properties (II.117) as follows

$$
\begin{align*}
& \sum_{\mu \nu, \alpha \neq \theta} D^{\alpha} \bar{e}_{\mu}^{*}\left[P_{\mu \nu}^{\alpha}, W^{v}\right] e_{\nu}^{*}=\sum_{\mu \nu, \alpha \neq \theta} D^{\alpha}\left\{\bar{e}_{\mu}^{s} e_{\mu}^{\alpha}\left[\bar{e}_{\nu}^{\alpha}, W^{*}\right] e_{\nu}^{\theta}+\bar{e}_{\mu}^{*}\left[e_{\mu}^{\alpha}, W^{v}\right] \bar{e}_{\nu}^{\alpha} e_{\nu}^{s}\right\} \\
& =\sum_{\nu, \alpha \neq \theta} D^{\alpha} \delta^{\alpha \bullet}\left\{\bar{e}_{\nu}^{\bullet}\left[e_{\nu}^{\alpha}, W^{\prime}\right]+\text { c.c. }\right\}=0 \\
& \sum_{\nu \sigma} \bar{e}_{\nu}^{s}\left[D^{*}, P_{\nu \sigma}^{s}\right] e_{\sigma}^{*}=\sum_{\nu \sigma} \bar{e}_{\nu}^{\theta} e_{\nu}^{*}\left[D^{*}, \bar{e}_{\sigma}^{\theta}\right] e_{\sigma}^{s}+\bar{e}_{\nu}^{\theta}\left[D^{*}, e_{\nu}^{\theta}\right] \bar{e}^{s} \sigma e_{\sigma}^{s} \\
& =\sum_{\nu}\left[D^{\bullet}, \bar{e}_{\nu}^{e} e_{\nu}^{\bullet}\right]=0 \tag{II.133}
\end{align*}
$$

In the last step I have used the fact that the polarization vectors are normalized to a constant everywhere; thus, derivatives of their norm vanish. Finally, the ss diagonal component of the bracket in the polarization basis is

$$
\begin{equation*}
\left(\left[D_{\sim}^{\prime}, \cdot\left(\underline{E E^{\dagger}}\right) W\right]\right)^{\bullet \bullet}=\left[D^{\bullet}, W^{*}\right]+W^{*} \sum_{\mu \nu \sigma, \alpha \neq \theta} D^{\alpha} \bar{e}_{\mu}^{\theta}\left[P_{\mu \nu}^{\alpha}, P_{\nu \sigma}^{\bullet}\right] e_{\sigma}^{\theta} \tag{II.134}
\end{equation*}
$$

It will also be necessary to consider the trace of the matrix (II.131). Setting $\mu=\sigma$ and summing one has

$$
\begin{align*}
\operatorname{Tr}\left(\left[D_{\sim}^{\prime}, \cdot\left(E E^{\dagger}\right) w\right]\right)=\left[D^{\bullet}, W^{\bullet}\right] & +W^{*} \sum_{\mu \nu, \alpha \neq \theta} D^{\alpha}\left[P_{\mu \nu}^{\alpha}, P_{\nu \mu}^{\bullet}\right] \\
& +\sum_{\mu \nu, \alpha \neq \theta} D^{\alpha}\left[P_{\mu \nu}^{\alpha}, W^{*}\right] P_{\nu \mu}^{\bullet}+W^{*} \sum_{\mu \nu \alpha}\left[D^{\alpha}, P_{\nu \mu}^{*}\right]_{\mu \nu}^{\alpha} \tag{II.135}
\end{align*}
$$

With expansion of the brackets in terms of polarization vectors similar to that used in (II.133), it is easily shown that the last two terms of this expression are also identically zero. The trace is then given by

$$
\begin{equation*}
\operatorname{Tr}\left(\left[D_{\sim}^{\prime}, \cdot\left(\underline{E E^{\dagger}}\right) w\right]\right)=\left[D^{\bullet}, W^{*}\right]+W^{\bullet} \sum_{\mu \nu, \alpha \neq \bullet} D^{\alpha}\left[P_{\mu \nu}^{\alpha}, P_{\nu \mu}^{\bullet}\right] \tag{II.136}
\end{equation*}
$$

It is interesting to compare this expression with the result (II.134) for the single diagonal ss component of the bracket matrix. Again resorting to the substitution of eigenvectors $\hat{e}$ for projection operators $\underset{\sim}{P}$, the only piece of the second term in (II.134) which survives is

$$
\begin{equation*}
\sum_{\mu \nu \sigma, \alpha \neq 0} D^{\alpha} \bar{e}_{\mu}^{\theta}\left[P_{\mu \nu}^{\alpha}, P_{\nu \sigma}^{\theta}\right] e_{\sigma}^{\theta}=\sum_{\mu \nu, \alpha \neq \theta} D^{\alpha} \bar{e}_{\mu}^{\theta} \bar{e}_{\nu}^{\alpha}\left[e_{\mu}^{\alpha}, e_{\nu}^{\theta}\right] \tag{II.137}
\end{equation*}
$$

The similar summation in (II.138) becomes

$$
\begin{equation*}
\sum_{\mu \nu, \alpha \neq 0} D^{\alpha}\left[P_{\mu \nu}^{\alpha}, P_{\nu \mu}^{o}\right]=\sum_{\mu \nu, \alpha \neq 0} D^{\alpha}\left\{\bar{e}_{\mu}^{\infty} \bar{e}_{\nu}^{\alpha}\left[e_{\mu}^{\alpha}, e_{\nu}^{\infty}\right]+e_{\mu}^{\alpha} e_{\nu}^{\alpha}\left[\bar{e}_{\nu}^{\alpha}, \bar{e}_{\mu}^{\infty}\right]\right\} \tag{II.138}
\end{equation*}
$$

Evidently, the trace (II.136) exceeds the 88 component by

$$
\begin{equation*}
\sum_{\mu \nu, \alpha \neq 0} D^{\alpha} e_{\mu}^{\alpha} e_{\nu}^{\theta}\left[\bar{e}_{\nu}^{\alpha}, e_{\mu}^{\boldsymbol{s}}\right] \tag{II.139}
\end{equation*}
$$

This is the complex conjugate of (II.137) and, as expected, is easily shown to be the sum of the other two diagonal $(\alpha \neq s)$ components of the bracket matrix (II.131). This observation will be of use when I return to the bracket; for now, however, I wish to focus attention on the other terms in (II.127).

The damping and source contributions to the $\mathcal{O}(\lambda / L)$ evolution equation for $W^{\boldsymbol{*}}$ are much easier to transform into the polarization basis than was the Poisson bracket because they contain no derivatives. Quickly then, the ss component of the dissipation term is simply

$$
\begin{equation*}
\left(D^{\prime \prime} \cdot\left(\underline{E E^{+}}\right) W\right)^{\bullet \bullet}=\left(D^{\prime \prime}\right)^{\bullet 0} W^{\bullet} \tag{II.140}
\end{equation*}
$$

since $\left(E E^{\dot{\prime}}\right)_{w}$ has only one nonvanishing element in this basis. For the same reason, this expression is also the value of the trace

$$
\begin{equation*}
\left({\underset{\sim}{D}}^{\prime \prime} \cdot\left(\underline{E E^{\dagger}}\right) w\right)^{\bullet!}=\operatorname{Tr}\left({\underset{\sim}{D}}^{\prime \prime} \cdot\left(\underline{E E^{+}}\right)_{W}\right) \tag{II.141}
\end{equation*}
$$

The source term of (II.127) requires a little more care since I have not discussed the meaning of the inverse Symbol; that is, it must be realized that the Weyl Symbol of the inverse operator $\left(\underset{\sim}{\mathbf{D}^{\dagger}}\right)^{-1}$ is not simply the inverse of the Weyl Symbol of $\underset{\sim}{\mathbf{D}^{\dagger}}$. Due to the Weyl product rule (II.91), $\left({\underset{\sim}{~}}^{\dagger}\right)^{-1}(\underline{x}, t, \underline{k}, \omega)$ must satisfy the differential equation

$$
\begin{gather*}
{\underset{\sim}{\mathbf{D}}}^{\dagger} \cdot\left(\underset{\sim}{\mathbf{D}^{\dagger}}\right)^{-1}=\underset{\sim}{\mathbf{I}} \\
\Rightarrow \quad{\underset{\sim}{D}}^{\dagger}(\underline{x}, t, \underset{k}{\boldsymbol{k}}, \omega) e^{\frac{i}{2}} \cdot\left(\underset{\sim}{D^{\dagger}}\right)^{-1}(\underline{x}, t, \underline{k}, \omega)=\underset{\sim}{I} \tag{II.142}
\end{gather*}
$$

Fortunately, the source contribution enters at first order (due to the assumed magnitude of $\left({\underset{j}{\theta}}^{\underline{j}_{\theta}^{\dagger}}\right) w$ ) so that considering the estimates (II.108-II.112), the derivatives in (II.142) may be ignored. Therefore, consistent with these approximations one may take

$$
\begin{equation*}
{\underset{\sim}{D}}^{\dagger}(\underline{x}, t, \underline{k}, \omega) \cdot\left(\underset{\sim}{D^{\dagger}}\right)^{-1}(\underline{x}, t, \underline{k}, \omega)=\underset{\sim}{I} \tag{II.143}
\end{equation*}
$$

The dispersion tensor has been separated into its hermitian and anti-hermitian parts with relative magnitudes assumed to be as in (II.112). It is easily verified that the standard formula

$$
\begin{equation*}
\left({\underset{\sim}{D}}^{\dagger}\right)^{-1}=\left({\underset{\sim}{D}}^{\prime}-i{\underset{\sim}{D}}^{\prime \prime}\right)^{-1} \approx\left(\underset{\sim}{D^{\prime}}\right)^{-1}+i\left({\underset{\sim}{D}}^{\prime}\right)^{-1} \cdot{\underset{\sim}{D}}^{\prime \prime} \cdot\left({\underset{\sim}{D}}^{\prime}\right)^{-1}+\cdots \tag{II.144}
\end{equation*}
$$

satisfies (II.143) to $O(\lambda / L)$. In the polarization basis this expression is just

$$
\begin{align*}
\left(D^{\dagger-1}\right)^{\alpha \beta} & \approx\left(D^{\prime-1}\right)^{\alpha \beta}+i \sum_{\gamma \lambda}\left(D^{\prime-1}\right)^{\alpha \gamma}\left(D^{\prime \prime}\right)^{\gamma \lambda}\left(D^{\prime-1}\right)^{\lambda \beta}  \tag{II.145}\\
& \approx \frac{\delta^{\alpha \beta}}{D^{\alpha}}+i \frac{\left(D^{\prime \prime}\right)^{\alpha \beta}}{D^{\alpha} D^{\beta}}
\end{align*}
$$

Here I have used the fact that the hermitian part ${\underset{\sim}{D}}^{\prime}$ (and hence $\left({\underset{\sim}{D}}^{\prime}\right)^{-1}$ ) is diagonal in this basis. From (II.145), both the ss component of the source
contribution in (II.127)

$$
\begin{align*}
{\left[\left(\underline{j}_{\theta} \underline{j}_{\theta}^{\dagger}\right) w \cdot\left(D_{\sim}^{\dagger}\right)^{-1}\right]^{\theta \theta} } & =\sum_{\alpha}\left(j_{\theta} j_{\theta}^{\dot{\theta}}\right)_{W}^{\alpha \alpha}\left(D^{\dagger-1}\right)^{\alpha \theta} \\
& \approx \frac{\left(j_{\theta} j_{b}^{\dagger}\right)^{\theta}}{D^{\theta}}+i \sum_{\alpha} \frac{\left(j_{\theta} j_{\theta}^{\dagger}\right)_{W^{\alpha}}^{*}\left(D^{\prime \prime}\right)^{\alpha \theta}}{D^{\alpha} D^{\theta}} \tag{II.146}
\end{align*}
$$

and the trace

$$
\begin{align*}
\operatorname{Tr}\left[\left(\dot{j}_{\theta} \dot{j}_{\theta}^{\dagger}\right)_{W} \cdot\left(D_{\sim}^{\prime}\right)^{-1}\right] & =\sum_{\alpha \beta}\left(j_{\theta} j_{\theta}^{\dagger}\right)_{W}^{\beta^{\alpha}}\left(D^{\dagger-1}\right)^{\alpha \beta} \\
& \approx \sum_{\alpha} \frac{\left(j_{\theta} j_{\dot{\circ}}^{\dagger}\right)_{W}^{\alpha \alpha}}{D^{\alpha}}+i \sum_{\alpha \beta} \frac{\left(j_{\theta} j_{\dot{j}}^{\prime}\right)_{W}^{\beta \alpha}\left(D^{\prime \prime}\right)^{\alpha \beta}}{D^{\alpha} D^{\beta}} \tag{II.147}
\end{align*}
$$

may be obtained.
The discussion of the lowest order equation and the Poisson bracket at this order has emphasized that the manifold on which the Wigner function $W^{*}$. (or, more precisely, its amplitude $J^{\circ}$ ) evolves is the surface on which $D^{\bullet}=0$. Taking note of this, it would seem that a few terms in both (II.146) and (II.147) are much larger than the others as $D^{*}$ appears in the denominator in these expressions. To demonstrate that these terms are in fact not singular, consider the $s s$ component (II.146); the largest term in the sum is produced when $\alpha=s$ :

$$
\begin{align*}
& {\left[\left(j_{0} \underline{j}_{0}^{+}\right) w \cdot\left(D_{\sim}^{\dot{j}}\right)^{-1}\right]^{\bullet \bullet} \approx \frac{\left(j_{0} j_{j}^{+}\right) \ddot{w}}{D^{\bullet}}+i \frac{\left(j_{0} j_{0}^{+}\right) \ddot{w^{\prime}}\left(D^{\prime \prime}\right)^{\bullet \bullet}}{\left(D^{\bullet}\right)^{2}}} \\
& \approx \frac{\left(j_{0} j_{0}^{\circ}\right) \ddot{W}}{D^{\bullet}}\left(1+i \frac{\left(D^{\prime \prime}\right)^{\bullet \bullet}}{D^{\bullet}}\right)  \tag{II.148}\\
& \approx \frac{\left(j_{0} j_{0}^{+}\right) \ddot{W}}{D^{\bullet}-i\left(D^{\prime \prime}\right)^{\circ \theta}}
\end{align*}
$$

In view of the vanishing of $D^{*}$, the approximation here that $\left(D^{\prime \prime}\right)^{\bullet \bullet} \ll D^{*}$ which permits the final step of (II.148)) is questionable. It should be borne in mind, however, that the same approximation was invoked in the derivation of the inverse formula (II.144,II.145) so that the result of (II.148) is justified. The fact
that the denominator now has a small imaginary part removes the apparent singularity as $D^{\bullet} \rightarrow 0$ and is the appropriate expression.

A similar argument can be made for the trace formula (II.147) where the largest terms are obviously those for which $\alpha=\beta=s$

$$
\begin{align*}
& \approx \frac{\left(j_{0} j_{0}^{+}\right)_{W}}{D^{\prime \prime}-i\left(D^{\prime \prime}\right)^{0 \cdot \theta}} \tag{II.149}
\end{align*}
$$

As to be expected from (II.145), the nondegenerate vanishing of $D^{\bullet}\left(D^{\alpha \gamma^{\bullet}} \neq 0\right)$ makes the 38 element of the diagonal much larger than the others so that it is also equal to the trace in this approximation.

Inserting the ss component results for the Poisson bracket (II.134,II.137), the dissipation (II.140) and the sources (II.148) into the first order equation (II.127), it is found that the evolution of the Wigner function $W^{*}$ expressed in the polarization basis must obey

$$
\begin{equation*}
\left[D^{\bullet}, W^{\bullet}\right]+W^{\bullet} \sum_{\mu \nu \alpha \neq 0} D^{\alpha} \bar{e}_{\mu}^{*} \bar{e}_{\nu}^{\alpha}\left[e_{\mu}^{\alpha}, e_{\nu}^{0}\right]=-2\left(D^{\prime \prime}\right)^{\bullet 0} W^{*}-\frac{2 i\left(j_{0} J_{\Delta}^{+}\right)_{W}^{\mu}}{D^{\bullet}-i\left(D^{\prime \prime}\right)^{\bullet 0}} \tag{II.150}
\end{equation*}
$$

The corresponding trace expressions (II.136,II.138,II.141,III.149) require

Comparison of these two equations implies that if $W^{*}$ is to satisfy both, one must have that the polarization vector coupling in the Poisson bracket must at least be of higher order. That is, it cannot be shown that these terms vanish identically due to their orthogonality; instead, this is a dynamical result of the evolution equation to this order and in this approximation. In view of this, both (II.150) and (II.151) agree and the evolution equation is finally

$$
\begin{equation*}
\frac{\partial D^{\bullet}}{\partial \omega} \frac{\partial W^{\bullet}}{\partial t}-\frac{\partial D^{\bullet}}{\partial t} \frac{\partial W^{*}}{\partial \omega}+\left\{D^{\bullet}, W^{\bullet}\right\}=-2\left(D^{\prime \prime}\right)^{\bullet \bullet} W^{\bullet}-\frac{2 i\left(j_{\bullet} j_{0}^{+}\right) W^{\circ \theta}}{D^{\bullet}-i\left(D^{\prime \prime}\right)^{\bullet \bullet}} \tag{II.152}
\end{equation*}
$$

where I have used (II.128) to write the bracket $[,, \mathrm{d}]$ in terms of the usual timeindependent bracket $\{\cdot, \cdot\}$.

This equation governs the evolution of the Wigner distribution for the polarization $s$ on the manifold defined by $D^{\boldsymbol{\theta}}=0$. Therefore, the quantities $\left(j_{0} j_{\dot{\circ}}\right)^{g \circ}(\underline{\boldsymbol{x}}, t, \underline{k}, \omega)$ and $\left(D^{\prime \prime}\right)^{\circ 0}(\underline{x}, t, \underline{\boldsymbol{k}}, \omega)$ as well as all derivatives of $D^{*}$ and $W^{*}$ must be evaluated on this surface by setting $\omega=\Omega^{\bullet}(\underline{x}, \underline{k}, t)$. This information can be incorporated into (II.152) to some extent by introducing the solution (II.125) of the lowest order equation which explicitly exhibits this restriction. Thus, recognizing that

$$
\begin{equation*}
\left[D^{*}, W^{*}\right]=\left[D^{\bullet}, J^{\bullet} \delta\left(D^{\bullet}\right)\right]=\left[D^{*}, J^{\bullet}\right] \delta\left(D^{*}\right) \tag{II.153}
\end{equation*}
$$

follows from the antisymmetry of the bracket, the substitution of (II.125) into (II.152) yields

$$
\begin{equation*}
\left[\frac{\partial D^{\bullet}}{\partial \omega} \frac{\partial J^{\bullet}(\underline{x}, \underline{k}, t)}{\partial t}+\left\{D^{\bullet}, J^{\bullet}\right\}\right] \delta\left(D^{\bullet}\right)=-2\left(D^{\prime \prime}\right)^{\bullet \bullet} J^{\bullet} \delta\left(D^{\bullet}\right)-\frac{2 i\left(j_{\bullet} j_{\theta}^{\dagger}\right)_{W}^{\bullet \theta}}{D^{\bullet}-i\left(D^{\prime \prime}\right)^{\bullet \bullet}} \tag{II.154}
\end{equation*}
$$

Note that I have dropped the term proportional to $\left(\partial J^{*} / \partial \omega\right)$ since by its definition (II.125) the amplitude $J^{\bullet}(\underline{x}, \underline{k}, t)$ is independent of $\omega$ on the frequency manifold. The appearance of delta functions in (II.154) means that this expression must be interpreted as a density which requires integration; the delta functions are removed by integrating with respect to $D^{\boldsymbol{*}}$. Performing this operation, which implies a direction of integration transverse to the frequency surface given by $D^{\boldsymbol{e}}=0$, the result is

$$
\begin{equation*}
\frac{\partial D^{\bullet}}{\partial \omega} \frac{\partial J^{\bullet}}{\partial t}+\frac{\partial D^{\bullet}}{\partial \underline{x}} \cdot \frac{\partial J^{\bullet}}{\partial \underline{k}}-\frac{\partial D^{\bullet}}{\partial \underline{k}} \cdot \frac{\partial J^{\bullet}}{\partial \underline{x}}=-2\left(D^{\prime \prime}\right)^{\bullet \bullet} J^{\bullet}+2 \pi\left(j_{\bullet} j_{\bullet}^{\dot{b}}\right)_{W}^{\bullet a} \tag{II.155}
\end{equation*}
$$

having explicitly written out the terms in the Poisson bracket. In arriving at this expression, I have taken the limiting form of the integral over the source
term with $\left(D^{\prime \prime}\right)^{00}$ tending to zero in the denominator; hence, I have used ${ }^{23}$

The principal value integral vanishes
because the integrand is antisymmetric in $\omega$ : that is, both $D^{*}$ and $\left(j_{0} j_{0}\right)_{W}^{90}$ are real (diagonal components of hermitian matrices) and hence symmetric in $\omega$ by definition (II.98) (in terms of real $x$-space representations) so that the factor in parentheses is antisymmetric under $\omega \rightarrow-\omega$.

As in (II.152), the derivatives in (II.155) must be evaluated at $D^{*}=0$. Thus, using the standard relations

$$
\begin{aligned}
& \left(\frac{\partial D^{\bullet}}{\partial \underline{\underline{x}}}\right)_{t \cdot \underline{k}, \omega}=-\left(\frac{\partial D^{\bullet}}{\partial \omega}\right)_{\underline{\underline{x}}, t \cdot \underline{k}}\left(\frac{\partial \Omega^{\bullet}}{\partial \underline{x}}\right)_{\underline{\underline{k}}, t} \\
& \left(\frac{\partial D^{\bullet}}{\partial \underline{k}}\right)_{\underline{\underline{x}}, t, \omega}=-\left(\frac{\partial D^{\bullet}}{\partial \omega}\right)_{\underline{\underline{x}}, t \cdot \underline{k}}\left(\frac{\partial \Omega^{\bullet}}{\partial \underline{k}}\right)_{\underline{x}, t} \\
& \text { for } \quad D^{\bullet}\left(\underline{x}, t, \underline{k}, \Omega^{\bullet}(\underline{x}, \underline{k}, t)\right)=0
\end{aligned}
$$

in (II.155) and dividing by ( $\partial D^{*} / \partial \omega$ ), the evolution of $J^{*}$ is given by

$$
\begin{equation*}
\frac{\partial J^{\bullet}(\underline{x}, \underline{k}, t)}{\partial t}-\frac{\partial \Omega^{\bullet}}{\partial \underline{x}} \cdot \frac{\partial J^{\bullet}}{\partial \underline{k}}+\frac{\partial \Omega^{*}}{\partial \underline{k}} \cdot \frac{\partial J^{*}}{\partial \underline{x}}=2 \gamma^{\bullet}(\underline{x}, \underline{k}, t) J^{*}+\frac{2 \pi\left(j_{j} J_{0}^{+}\right)_{w^{*}}^{*}\left(\underline{x}, \underline{k}, t, \Omega^{*}\right)}{\left(\partial D^{\bullet} / \partial \omega\right)_{D^{\bullet}}-0} \tag{II.159}
\end{equation*}
$$

Here, the local growth rate $\boldsymbol{\gamma}^{\circ}(\underline{x}, \underline{k}, t)$ is defined as the imaginary part of the frequency in the usual manner by
and the notation of $\Omega^{\bullet}$ as an argument implies the substitution of the dispersion relation $\Omega^{\bullet}(\underline{x}, \underline{k}, t)$ for the argument $\omega$.

In contrast to the lowest order condition (11.123), this result at first order does, to some extent, introduce the notion of the ray trajectories in phase space.

## Defining

$$
\begin{align*}
& \frac{d \underline{x}}{d t} \equiv \frac{\partial \Omega^{\bullet}}{\partial \underline{k}} \quad \frac{d \underline{k}}{d t} \equiv-\frac{\partial \Omega^{\bullet}}{\partial \underline{x}} \\
& \text { and } \quad \frac{d J^{\bullet}(\underline{x}, \underline{k}, t)}{d t} \equiv\left[\frac{\partial}{\partial t}+\frac{d \underline{x}}{d t} \cdot \frac{\partial}{\partial \underline{x}}+\frac{d \underline{k}}{d t} \cdot \frac{\partial}{\partial \underline{k}}\right] J^{*}(\underline{x}, \underline{k}, t) \tag{II.161}
\end{align*}
$$

it is clear that (II.159) gives the total time derivative of the quantity $J^{*}$ along paths in phase space generated by (II.161). Of course, these are immediately recognized as the usual Hamiltonian ray equations introduced at lowest order in traditional WKB methods in order to solve the eikonal equation. In this treatment, however, the rays appear not for the determination of the $x$ - or $k$ space eikonal phase of the wave, but for the propagation of the "amplitude" of the wave along the frequency manifold in phase space.

In the absence of dissipation and sources, the evolution equation (II.159) simply states that $J^{*}$ is constant along the ray trajectories. In analogy with a similar result of classical mechanics, this suggests that the "amplitude" $J^{*}$ should be interpreted as a kind of Liouville phase space density for the propagation of waves in the short wavelength regime. Allowing for dissipation, the solution of (II.159) is

$$
\begin{equation*}
J^{*}(\underline{x}(t), \underline{k}(t), t)=J^{\bullet}\left(\underline{x}_{0}, \underline{k}_{0}, 0\right) e^{\underline{2} \int^{t} \gamma^{\bullet}\left(\underline{x}\left(t^{\prime}\right), \underline{k}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}} \tag{II.162}
\end{equation*}
$$

which explicitly conveys the non-Hamiltonian damping (or growth) of this phase space density from its initial value depending on the local value of $\boldsymbol{\gamma}^{s}$. The factor of two is appropriate as $J$ is quadratic in the field amplitude, yet it arises naturally here from the $\underset{\underset{\sim}{\mathcal{L}}}{ }$ in (II.127) and the approximation scheme (II.108II.112) that has been used.

As was the case in the Ordinary Symbol description, the source contribution $\left(\underset{\sim}{j} \underline{j}_{\boldsymbol{j}}\right) w$ may represent given external currents, discreteness effects, nonlinearly generated currents,etc. If this term is independent of $J^{*}$, then (II.159) is a
linear inhomogeneous equation for $J^{*}$. If, however, the current $\underline{j}_{\boldsymbol{j}}(\underline{x}, t)$ depends nonlinearly on the field $\underline{E}(\underline{x}, t)$, then using (II. 69, II. 70 ) the source $\left(\underline{j}_{\theta} \underline{j}_{8}\right) w$ may be written as a nonlinear functional of $J^{*}$; in this case, (II.159) becomes a nonlinear equation.

All these properties of the evolution equation (II.159) stimulate further examination of the properties of $J^{*}$. Aside from its interpretation as a "wave Liouville density" evoked by the homogeneous form of (II.159), the identification of $J^{*}$ as an "amplitude" arose from its definition in the solution (II.125) of the lowest order equation. Indeed, that relation may be used to determine $J^{*}$ in terms of $W^{*}$ by integrating with respect to $D^{*}$

$$
\begin{align*}
J^{*}(\underline{x}, \underline{k}, t) & =\int d D^{\bullet} W^{*}(\underline{x}, t, \underline{k}, \omega) \\
& =\int d \omega \frac{\partial D^{*}}{\partial \omega}(\underline{\boldsymbol{x}}, t, \underline{k}, \omega) W^{\bullet}(\underline{x}, t, \underline{k}, \omega)  \tag{II.163}\\
& \approx \frac{\partial D^{*}}{\partial \omega}\left(\underline{x}, t, \underline{k}, \Omega^{\bullet}\right) \int d \omega W^{*}(\underline{x}, t, \underline{k}, \omega) \\
& \approx \frac{\partial D^{\bullet}}{\partial \omega}\left(\underline{x}, t, \underline{k}, \Omega^{*}\right) W^{*}(\underline{x}, \underline{k} ; t)
\end{align*}
$$

The approximation here is that $\left(\partial D^{*} / \partial \omega\right)$ is slowly varying (consistent with (II.110)) and $\tilde{W}^{*}$ is

$$
\begin{equation*}
\tilde{W}^{\bullet}(\underline{x}, \underline{k} ; t) \equiv \hat{e}^{\hat{a}}\left(\underline{x}, \underline{k}, t, \Omega^{\bullet}\right) \cdot \int d^{3} s \underline{E}\left(\underline{x}+\frac{1}{2} \underline{s}, t\right) \underline{E}^{*}\left(\underline{x}-\frac{1}{2} \underline{s}, t\right) e^{-i \underline{k} \cdot \underline{e}} \cdot e^{\hat{a}}\left(\underline{x}, \underline{k}, t, \Omega^{\bullet}\right) \tag{II.164}
\end{equation*}
$$

where the Weyl projection formula (II.99) has been used.
In a stationary uniform plasma, the combination of (II.163,II.164) reduces to the usual expression for the energy of the mode at $(\underline{k}, \omega$ ) divided by the frequency ${ }^{8}$

$$
\begin{equation*}
J^{*}(\underline{k})=\left|E^{*}(\underline{k})\right|^{2}\left(\frac{\partial D^{\bullet}(\underline{k}, \omega)}{\partial \omega}\right)_{\omega=\omega^{*}(\underline{k})} \sim \frac{U^{\bullet}(\underline{k})}{\omega^{*}(\underline{k})} \tag{II.165}
\end{equation*}
$$

As this formula is reminiscent of the classical relation between the energy and
the action of a harmonic oscillator, the quantity $J(\underline{k})$ is known as the wave action density in $\underline{k}$-space for the normal mode $\omega(\underline{k})$. This concept is supported by the fact that in the absence of dissipation or sources, the action is invariant under the flow of the rays; allowing for weak dissipation and/or sources (interactions), $J$ is an adiabatic constant of the motion. Because of the uniform medium result (II.165), it would appear that $J(\underline{x}, \underline{k}, t)$ is an appropriate extension of the wave action to nonuniform, nonstationary plasma as a density on $(\underline{z}, \underline{k})$ phase space.

The equation (II.159) which governs the evolution of the wave action density is known as the wave kinetic equation because of its resemblence to the Vlasor equation of particle kinetic theory. This equation has been derived by others with quite different approaches although it is usually only treated in the uniform medium case. The most common method of derivation ${ }^{24}$ proceeds from the quantum field-theoretic concept of the occupation number $n_{\underline{k}}$ of a mode and the changes in that number due to nonlinear interactions with other modes; the classical limit then assumes large occupation numbers with smooth (as opposed to discrete) variation in time. As $n_{\underline{k}}$ is proportional to the square of the amplitude of the wave, the connection between the classical relation (II.165) and the usual quantum electrodynamic model of modes as oscillators provides the identification of the occupation number as the wave action in the classical limit. Although the classical, irreversible aspect of dissipation is generally just inserted into the kinetic equations which appear, it must be stated that the primary focus of these methods is the form of the source terms which are taken to represent nonlinear couplings among modes and the approximations which can be made to simplify them. In this regard, the extension to nonuniform nonstationary plasma is typically achieved by assuming local spatial dependence of the occupation numbers and postulating ${ }^{25}$ the replacement of $(\partial / \partial t)$ by the full convective operator (II.161).

Other non-quantum mechanical derivations have been given based on traditional WKB treatments of wave propagation. As such, these approaches introduce the ray trajectories at lowest order and, as in Part I, arrive at an evolution equation for the amplitude of the wave at next order. This equation, which adequately describes the transport of wave energy, momentum and action in nonuniform dissipative plasma (including external sources), is of course set in $x$ space (or $k$-space) and these quantities are densities on $x$ - or $k$-space. In order to obtain an equation on phase space, the $x$-space action density has been lifted into a phase space density using various procedures. One technique ${ }^{15}$ is to label the contribution to the amplitude at a point due to a single ray by the initial value of the wavevector of that ray; in this way the amplitude becomes an implicit function of $k$. Another method ${ }^{26}$ relies on the asymptotic form of the Wigner function given in Eq.(I.81) for a sum of eikonal wavelets; thus, a transformation is effected in the transport equation from the Lagrangian variable labelling the wavelet to the value of $\underline{k}$ appearing in the delta function. Both of these schemes for introducing phase space representations into fundamentally $x$-space equations tacitly assume a relationship $\underline{k}(\underline{x})$ (either through initial conditions or the eikonal phase) and this poses difficulties in each case: either quantities appearing in the resulting equations are tied to initial conditions (requiring the inversion of all trajectories) or the eikonal phase label may be continous (invalidating the assumption used for the Wigner function). In addition, neither method incorporates the possibility of nonlinear sources.

The procedure employed in the present derivation of the wave kinetic equation therefore has several advantages. In contrast to the conventional WKB approaches, this is inherently a phase space method from the outset so that $\underline{x}, t$ and $\underline{k}, \omega$ are independent variables and all functions on phase space are well defined by the Weyl transform. No assumption has been made on the form of the Wigner
distribution (i.e., it is not based on the eikonal description of the wave) yet the exact equation (II.94) which governs its evolution has been solved under an ordering hierarchy compatible with the customary WKB approximations. This leads to a natural definition for the wave action density as the "amplitude" of the Wigner function on the frequency manifold, an identification which leads to a reasonable extension of the wave action in a uniform plasma. The form of the exponential operator in (II.94) in conjunction with the approximation scheme used not only produces the Poisson bracket as the time advancement operator (the phase space total time derivative (II.161)) but it also allows one to proceed to higher order in a straightforward manner.

Once again, the steps in the development of this equation were as follows: It is assumed that one is given the form of the linear dispersion operator $\mathbf{D}$ from which one constructs the local dispersion tensor $\underset{\sim}{D}$ in the Weyl representation (II.69) as a function on phase space $(\underset{x}{\boldsymbol{x}}, t, \underline{k}, \omega)$ and its hermitian $\left(\underset{\sim}{D^{\prime}}\right)$ and antihermitian $\left(\underset{\sim}{D}{ }^{\prime \prime}\right)$ parts are identified. In the Weyl formalism, the wave field is represented by the local spectral tensor $\left(E E^{\dagger}\right) W$ which is related to the field by (II.98); a similar definition is used to construct the phase space representation of the current source contributions $\left(\underline{j}, \underline{j}_{\rho}^{+}\right) w$ not included in the usual linear treatment of wave propagation. The general form of the wave equation in configuration space (II.1) is then translated directly (using the Weyl calculus) into the equation in phase space (II.94) which connects these phase space functions. At lowest order (under the ordering assumptions (II:108-II.112)) the basis of the local polarization vectors is introduced in order to simplify the tensor equation and the local dispersion relation (although not the rays) emerges along with the solution (II.125). This solution defines the quantity $J(\underline{x}, \underline{k}, t)$ which is shown to be the wave action density on ( $\underline{x}, \underline{k}$ ) space in nonuniform plasma. Substitution of the lowest order solution into the next higher order equation results in the
wave kinetic equation which governs $J$ (and also serves to define the rays in this treatment). Dissipation (due to ${\underset{\sim}{\prime}}^{\prime \prime}$ ) and general sources are included while linear mode coupling (degenerate eigenvalues of ${\underset{\sim}{\prime}}^{\prime}$ ) is not for simplicity; this situation could be treated in much the same manner as used in traditional WKB methods.

As previously remarked, this formalism permits the treatment of nonlinear interactions among waves. If $\underline{j}_{\boldsymbol{j}}(\boldsymbol{z}, t)$ can be written as a nonlinear functional of $\underline{E}(\underline{x}, t)$, then the Weyl transform produces the current spectral tensor which is now also a nonlinear functional of $\underline{E}$. These factors of $\underline{E}$ can be paired and, using the inverse Weyl transform, replaced by $\left(\underline{E} E^{\dagger}\right)_{W}$ so that $\left(\underline{j}_{\theta} \underline{j}_{6}^{\dagger}\right) w$ is a nonlinear functional of the field spectral tensor. Introduction of the polarization basis and use of the lowest order solution allows this term to be expressed as a nonlinear functional of wave action densities (typically evaluated at different $\underline{k}$, yet local in $\underline{x}$ ). Thus, it seems reasonable that the manipulations involved in the simplification of these nonlinearities in uniform plasma could be carried over to this description.

In summary, the derivation presented here offers a classical wave (as opposed to plasmon) phase space (instead of $x$-space) treatment which results in the wave kinetic equation in nonuniform nonstationary plasma as an approximation to the exact tensor phase space equation governing the local spectral tensor of the wave field in the presence of dissipation and sources. In spite of the improvements over previous work that have been discussed here, there are, however, several aspects of the development and of the formalism in general which require attention:

1) The first criterion for determining the validity of the ordering scheme, and indeed of the solution itself, is to verify that the solution satisfies the approximations. .Specifically, the solution (II.125) of the lowest order equation
and the result (II.159) at next order should be compared with the assumptions made in (II.108-II.110) which specify the magnitude of the $(\underline{x}, t)$ - and $(\underline{k}, \omega)$ derivatives of the spectral tensor $\left(\underline{E E^{\dagger}}\right)_{W}(\underline{x}, t, \underline{k}, \omega)$. Thus, one should consider the size of

$$
\begin{align*}
& \left|\left(\partial_{\underline{x}}, \partial_{t}\right)\left(\underline{E E^{\dagger}}\right) w\right| \stackrel{?}{\sim}\left(L^{-1}, T^{-1}\right)  \tag{II.166}\\
& \left|\left(\partial_{\underline{k}}, \partial_{\omega}\right)\left(\underline{E E^{\dagger}}\right) w\right|^{2}\left(k^{-1}, \omega^{-1}\right)
\end{align*}
$$

with

$$
\begin{align*}
\left(\underline{E E^{+}}\right)_{W}(\underline{x}, t, \underline{k}, \omega) & =W^{*}(\underline{x}, t, \underline{k}, \omega) e^{\hat{\theta}} \hat{e}^{\boldsymbol{\theta}}(\underline{x}, t, \underline{k}, \omega) \\
W^{v}(\underline{x}, t, \underline{k}, \omega) & =J^{*}(\underline{x}, \underline{k}, t) \delta\left(D^{\bullet}(\underline{x}, t, \underline{k}, \omega)\right)  \tag{II.167}\\
D_{\sim}^{\prime}(\underline{x}, t, \underline{k}, \omega) & =\sum_{\alpha} D^{\alpha} e^{\hat{\alpha}} e^{\hat{\alpha}}(\underline{x}, t, \underline{k}, \omega)
\end{align*}
$$

The derivatives in (II.166) consist of contributions from differentiating the action density $J$, the polarization vectors $\hat{e}$ and the delta function. The presence of the delta function, however, would appear to render all of these terms to be singular so that (II.166) is violated. Therefore, in order to justify this solution, I wish to impose the following interpretation: Since only a one dimensional delta function appears here, restricting the support of $W^{*}$ to the seven-dimensional frequency manifold in the eight-dimensional extended phase space, local coordinates in the neighborhood of this surface may be constructed so that one "direction" (evidently, the $D^{0}$ direction) is "perpendicular" to the surface. It is along this direction that the solution has singular derivatives while derivatives in the other directions (lying "in" the manifold) act only on the amplitude of $W^{*}$, that is, on the action $J$. Thus, the derivatives which appear in the wave kinetic equation should be understood as the pieces of those derivatives "parallel" to the surface $D^{*}=0$. In fact, this has already been incorporated into (II.159) with the substitution of (II.158) into (II.155): the trajectories which convect $J$ evolve on this manifold.

Of course, now the question arises as to the order of the derivatives on the
action density. By the hypothesis of a weakly dissipative plasma with weak sources (or coupling), the right hand side of (II.159) drives changes in $J$ which are of a magnitude consistent with the assumed order of the derivatives of $J$ on the left side. Now, the foregoing argument requires the action density to be somewhat smooth on the frequency manifold and in particular, this assumption would be violated if $J$ were concentrated on a submanifold of this surface; in that case, the pieces of the derivatives in (II.159) along directions "perpendicular" to that submanifold would be large. In this regard, it was shown in Part I that the rays of time-independent integrable systems as well as those of monochromatic propagating waves evolve on Lagrangian manifolds which are three-dimensional surfaces in ( $\boldsymbol{x}, \underline{\underline{k}}$ ) phase space. Since $J$ is convected by the rays, it must in these cases vanish everywhere except on these submanifolds of the frequency surface; in contradiction to the smoothness assumption stated above. In the case of propagating waves, however, the possibility exists that the Lagrangian manifold may become so convoluted that it nearly fills the frequency surface; allowing for a small wave-like spreading or broadening of the action density off the manifold (due to higher order corrections), a smooth variation of $J$ on the frequency surface may be achieved as these "diffraction edges" from neighboring "leaves" of the Lagrangian manifold coalesce. This circumstance would imply the existence of many leaves "above" each point in $x$-space and hence, in terms of the traditional eikonal description of the wave, many contributions to the field at that point; the convoluted nature of the rays also might be expected to produce a decorrelation of the phases of each contribution. In view of these considerations, it would seem that the smoothness assumptions on the action density imposed in the present derivation require that the wave system under consideration be incoherent. With these qualifications then, the derivation given for the wave kinetic equation is a justifiable procedure for approximating the
exact equation governing the local spectral tensor.
2) As a consideration relevant to the preceding discussion, it is interesting to compare the results (II.125) and (II.159) with the statements presented in Part I concerning the properties of the spectral tensor or Wigner function. Clearly, these solutions illustrate the analogy between this wave phase space density and the Liouville density of classical mechanics and therefore substantiate to an extent the approximations given for the Wigner function corresponding to integrable and chaotic wave systems. However, it was pointed out in Part I that a true Wigner function exhibits oscillations in phase space (even for short wavelength fields) and that the singular delta function approximation to this distribution requires the stipulation of some averaging procedure in order to eliminate this purely wave attribute. Nevertheless, such singular behavior has emerged in the course of this derivation even though no local smoothing was imposed; in many ways, this is similar to the outcome of the construction of the Wigner function for an eikonal wave. In addition, the lack of an averaging. procedure hinders the identification of $\left(E E^{\dagger}\right) w$ as the local spectral tensor since the definition of this quantity (as well as its $x$-space counterpart, the twopoint correlation tensor) generally demands some averaging (usually an ensemble average so that the random phase approximation can be invoked). Thus, while the Weyl formalism seems to provide many of the desired results expected of a suitable phase space representation, the Wigner function may be in some respects inadequate for making a connection with similar quantities which are typically of interest in plasma wave theory.
3) Finally, the singular nature of the result (II.125) has a further consequence. In spite of the fact that the present derivation appears to be valid only for incoherent waves (in order for (II.159) to follow consistently from (II.125)), let
me consider for a moment the extension of the wave kinetic equation to the case of coherent waves within the Weyl representation context. In the simple case of a monochromatic wave propagating into a stationary plasma, the evolution of the rays in phase space generates the three-dimensional Lagrangian manifold upon which the wave action is defined. This property of the action density can be expressed by using the form given in Eq.(I.81) for the Wigner function of a coherent wave:

$$
\begin{equation*}
J(\underline{x}, \underline{k}, t) \sim \frac{\partial D}{\partial \omega}(\underline{x}, \underline{k}, \Omega(\underline{x}, \underline{k}))|\tilde{E}(\underline{x}, t)|^{2} \delta(\underline{k}-\underline{k}(\underline{x})) \tag{II.168}
\end{equation*}
$$

Here $\underline{k}(\underline{x})$ is the gradient of the eikonal phase and $\tilde{E}$ is the amplitude of the wave (appropriately projected by the polarization vectors).

The wave kinetic equation with no dissipation or sources can be written in the form

$$
\begin{equation*}
\frac{\partial J}{\partial t}+\frac{\partial}{\partial \underline{x}} \cdot(J \dot{\dot{x}})+\frac{\partial}{\partial \underline{k}} \cdot(J \underline{\dot{k}})=0 \tag{II.169}
\end{equation*}
$$

since the flow in phase space given by $\dot{\underline{z}}(\underline{x}, \underline{k})$ and $\underline{\dot{k}}(\underline{x}, \underline{k})$ is divergenceless. Integrating over $\underline{k}$ and using the Weyl projection relations (II.99), the $\underline{x}$-space action density is defined and found to satisfy

$$
\begin{align*}
& \frac{\partial J_{x}(\underline{x}, t)}{\partial t}+\frac{\partial}{\partial \underline{x}} \cdot \int \frac{d^{3} k}{(2 \pi)^{3}} J(\underline{x}, \underline{k}, t) \underline{\dot{x}}(\underline{x}, \underline{k})=0 \\
& J_{x}(\underline{x}, t) \equiv \int \frac{d^{3} k}{(2 \pi)^{3}} J(\underline{x}, \underline{k}, t)  \tag{II.170}\\
& \sim \frac{\partial D}{\partial \omega}(\underline{x}, \underline{k}(x), \Omega(\underline{x}, \underline{k}(\underline{x})))|\tilde{E}(\underline{x}, t)|^{2}
\end{align*}
$$

The $\underline{k}$ derivative in (II.169) vanishes with the divergence theorem and (II.168) has been used in the final step. This expression for the wave action density in $\underline{x}$-space conforms to the usual definition as the energy density divided by the frequency. Inserting (II.168) into the remaining integral in (II.170) involving $\underline{\dot{x}}$, one has

$$
\begin{equation*}
\frac{\partial J_{x}(\underline{x}, t)}{\partial t}+\frac{\partial}{\partial \underline{x}} \cdot\left(J_{x}(\underline{x}, t) \underline{\dot{x}}(\underline{x}, \underline{k}(\underline{\dot{x}}))\right)=0 \tag{II.171}
\end{equation*}
$$

Evidently, $J_{x}$ is convected along the ray trajectories in $x$-space with the appropriate ray velocity obtained from the projection of Hamilton's equations.

While (II.171) is written in a form which implies that the total action (the integral of the density $J_{x}$ over all space) is conserved, it is easy to show that $J_{x}$ is not constant along these $\underline{\underline{x}}$-space orbits. Thus, (II.171) is rearranged to give

$$
\begin{align*}
{\left[\frac{\partial}{\partial t}+\underline{\dot{x}}(\underline{x}, \underline{k}(\underline{x})) \cdot \frac{\partial}{\partial \underline{x}}\right] J_{x}(\underline{x}, t) } & =-J_{x}(\underline{x}, t) \frac{\partial}{\partial \underline{x}} \cdot \underline{\dot{x}}(\underline{x}, \underline{k}(\underline{x})) \\
& =-J_{x}\left[\left(\frac{\partial}{\partial \underline{x}} \cdot \underline{\dot{x}}\right)_{\underline{k}}+\left(\frac{\partial \underline{\underline{x}}}{\partial \underline{k}}\right)_{\underline{x}}: \frac{\partial \underline{k}(\underline{x})}{\partial \underline{x}}\right] \tag{II.172}
\end{align*}
$$

This expression should be familiar as it is similar to the usual energy transport equation which arises at first order in conventional WKB methods. The point I wish to make here is that, as discussed in Part I, the rays in $\underline{x}$-space are not in general divergence-free; they may intersect and focus (producing the caustic phenomenon). Hence, not only is $J_{x}$ not constant along $\underline{x}$-space trajectories but it may become singular at caustics (near where the last term on the right in (II.172) tends to infinity).

This result followed directly from the form (II.168) assumed for the action density associated with a coherent wave; that is, the asymptotic form of the Wigner function being so singularly concentrated on the Lagrangian manifold (with no broadening) is responsible for the singular behavior of its projection onto $\underline{x}$-space. Although it is assumed that higher order corrections to the solution of (II.94) would "soften" this effect, in practice these may be difficult to include. This criticism of the Weyl formalism along with those raised in the previous two points emphasizes the importance of incorporating some averaging or smoothing procedure when constructing a sensible phase space representation of a wave field.

## 4. THE COHERENT STATE REPRESENTATION

In this Chapter I shall introduce yet another phase space representation for a wave field and the equation corresponding to (II.1) which governs its evolution. Motivated by the necessity of imposing an averaging structure on the construction of a suitable phase space density so that it be smooth (as discussed in the last Chapter), this Symbol formalism incorporates a local spatial average of a single realization of the field (as opposed to an average over an entire ensemble). The definition in one dimension is

$$
\begin{equation*}
\varepsilon(x, k) \equiv \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \int d x^{\prime} E\left(x^{\prime}\right) e^{-\left(x^{\prime}-x\right)^{2} / 2 \sigma^{2}} e^{-i k\left(x^{\prime}-x\right)} \tag{II.173}
\end{equation*}
$$

which may be called a local Fourier transform of the field; that is, the field $E$ in $x$-space is multiplied by a gaussian "window" of width $\sigma$ centered at the point $x$ and then Fourier transformed around $x$. Expressing $E(x)$ in terms of its Fourier transform $\hat{E}(k)$, the definition of $\mathcal{E}$ may also be written

$$
\begin{equation*}
\mathcal{E}(x, k)=2^{\frac{1}{2}} \pi^{\frac{1}{4}} \sigma^{\frac{1}{2}} \int \frac{d k^{\prime}}{2 \pi} \hat{E}\left(k^{\prime}\right) e^{-\frac{1}{2} \sigma^{2}\left(k^{\prime}-k\right)^{2}} e^{i k^{\prime} x} \tag{II.174}
\end{equation*}
$$

The construction of $\mathcal{E}(x, k)$ is fundamentally different from that prescribed in either the Ordinary or Weyl Symbol methods because it is linear (not quadratic) in the field amplitude $E$. However, even though $\mathcal{E}$ will be the primary quantity of interest in this Chapter, it may itself be viewed as the amplitude of a proper phase space density; thus, being inherently complex, the absolute square $|\mathcal{E}(x, k)|^{2}$ will form the smooth positive probability distribution which will be related to previous field Symbols and to physically meaningful objects as well. Not only is $|\mathcal{E}(x, k)|^{2}$ positive, it is easily verified with (II.173) that its integral over all phase space is

$$
\begin{equation*}
\int d x \frac{d k}{2 \pi}|\mathcal{E}(x, k)|^{2}=\int d x|E(x)|^{2} \tag{II.175}
\end{equation*}
$$

independent of the smoothing length $\sigma$.

The definition (II.173) is easily generalized to many dimensions (including time) in an obvious way. Therefore, for simplicity of notation, the discussion of this Chapter will generally consider only one spatial dimension, although time may be included explicitly in some calculations. In addition, only scalar fields will be treated; the techniques of the preceding Chapter should indicate the extension of the following development to vector fields.

At this point the width $\sigma$, which designates the meaning of "local" in this construction, is arbitrary and most of the results of this Chapter will be independent of its value. In specific cases, however, a judicious choice of the width may greatly simplify the mathematical analysis. For the purpose of future application to short wavelength fields in weakly inhomogeneous plasma, it will be convenient to think of $\sigma$ as intermediate between the wavelength and the scalelength; this provides a method for determining a local wavelength as well as allowing $\mathcal{E}$ to reflect the slow amplitude variation of the field in $x$-space. In this regard, (II.173) has two interesting limiting forms

$$
\begin{array}{lll}
\mathcal{E}(x, k) \rightarrow 2^{\frac{1}{2}} \pi^{\frac{1}{4}} \sigma^{\frac{1}{2}} E(x) & \text { as } & \sigma \rightarrow 0  \tag{II.176}\\
\mathcal{E}(x, k) \rightarrow \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \hat{E}(k) & \text { as } & \sigma \rightarrow \infty
\end{array}
$$

which are easily understood: $\sigma \rightarrow 0$ signifies an extremely narrow window sampling only the value of $E$ at $x$, whereas $\sigma \rightarrow \infty$ is the usual infinite window encompassing the entire field which produces the Fourier transform. In this sense, the finite $\sigma$ local Fourier transform can be thought of as an intermediate representation of the field.

The use of a gaussian window function with constant width for the implementation of local averaging can in principle be generalized to a gaussian with a spatially dependent or anisotropic width (in many dimensions), and even to a non-gaussian window. Different window shapes have been studied in application to signal theory and nonstationary spectral analysis ${ }^{27}$ and quantum
mechanics. ${ }^{28}$ The results of this Chapter; however, are heavily dependent on the choice of a constant-width gaussian; the manipulations involved in many calculations are specific to this selection and may have to be drastically altered for application to other window shapes.

As in the previous examples of phase space representations of a field, the definition (II.173) is invertible:

$$
\begin{align*}
& E(x)=\pi^{\frac{1}{4} \sigma^{\frac{1}{2}} \int \frac{d k}{2 \pi} \mathcal{E}(x, k)} \\
& \hat{E}(k)=2^{-\frac{1}{2}} \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \int d x \mathcal{E}(x, k) e^{-i k x} \tag{II.177}
\end{align*}
$$

The first of these is just a simple projection onto $x$-space while the second is similar to a Fourier transform; the difference is that the same value of $k$ appears both in the phase and in the argument of $\mathcal{\varepsilon}$. These relations are unlike the inversion formulas for Ordinary and Weyl Symbols in that since $\mathcal{E}$ is linear in the field, phase information is retained in its construction and projection.

In order to demonstrate this important feature and to provide an illustration of the character of this local Fourier transform, take $E(x)$ to be a plane wave with wavenumber $k_{0}$. The simple calculation of (II.173) yields

$$
\begin{equation*}
\mathcal{E}(x, k)=2^{\frac{1}{2}} \pi^{\frac{1}{4}} \sigma^{\frac{1}{2}} E_{0} e^{i k_{0} x} e^{-\frac{1}{2} \sigma^{2}\left(k-k_{0}\right)^{2}} \tag{II.178}
\end{equation*}
$$

which exhibits the underlying plane wave structure in the $x$-direction modulated by a gaussian along $k$. This amplitude $\mathcal{E}$ in turn produces a phase space density of the form

$$
\begin{equation*}
|\mathcal{E}(x, k)|^{2}=2 \pi^{\frac{1}{2}} \sigma\left|E_{0}\right|^{2} e^{-\sigma^{2}\left(k-k_{0}\right)^{2}} \tag{II.179}
\end{equation*}
$$

which should be compared with the corresponding form of the Wigner function given in Eq.(I.73); obviously, this probability density is much smoother (for finite $\sigma)$ than the singular delta function behavior found in that representation. This expression also manifestly conforms to the Fourier uncertainty principle: the
width in $k$-space ( $\sigma^{-1}$ ) is inverseley proportional to the localization length $\sigma$ of the wave in $x$-space.

Before proceeding to develop the structure of this phase space method, two further examples of $\mathcal{E}$ should serve to convince the reader of the advantages of this description which follow from its smoothing property. As a generalization of the plane wave construction given above, consider an eikonal wave with rapidly varying phase and slowly varying amplitude. The local Fourier transform is

$$
\begin{align*}
\mathcal{E}(x, k) & =\pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \int d x^{\prime} \tilde{E}\left(x^{\prime}\right) e^{i \phi\left(x^{\prime}\right)} e^{-i k\left(x^{\prime}-x\right)} e^{-\left(x^{\prime}-x\right)^{2} / 2 \sigma^{2}} \\
& \approx \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \tilde{E}(x) e^{i \phi(x)} \int d x^{\prime} e^{-i(k-k(x))\left(x^{\prime}-x\right)} e^{-\left(x^{\prime}-x\right)^{2} / 2 \sigma^{2}}  \tag{II.180}\\
& \approx 2^{\frac{1}{2}} \pi^{\frac{1}{4}} \sigma^{\frac{1}{2}} \tilde{E}(x) e^{i \phi(x)} e^{-\frac{1}{2} \sigma^{2}(k-k(x))^{2}} \\
|\mathcal{E}(x, k)|^{2} & \approx 2 \pi^{\frac{1}{2}} \sigma|\tilde{E}(x)|^{2} e^{-\frac{1}{2} \sigma^{2}(k-k(x))^{2}}
\end{align*}
$$

Here, the phase $\phi$ has been expanded in a Taylor series around the point $\boldsymbol{x}$ keeping only the first derivative term and using the usual eikonal definition $\phi^{\prime}(x) \equiv$ $k(x)$; this truncation requires that the quadratic term $\sim\left(x^{\prime}-x\right)^{2} \phi^{\prime \prime}(x)$ be much smaller than the linear term. Thus, since the gaussian window effectively cuts off the integral at $\left|x^{\prime}-x\right| \approx \sigma$, this approximation is justified if

$$
\begin{array}{cccc}
\left(x^{\prime}-x\right) k(x) \gg\left(x^{\prime}-x\right)^{2} \frac{d k}{d x}(x) & \rightarrow & \frac{\sigma}{\lambda(x)} \gg \frac{\sigma^{2}}{\lambda(x) L}  \tag{II.181}\\
\Rightarrow \quad \sigma \ll L
\end{array}
$$

where the second derivative of the phase has been estimated in keeping with the conventional WKB ordering. In the same spirit, the amplitude $\tilde{E}$ has been evaluated at $x$ and its Taylor expansion neglected. The condition (II.181) reiterates the notion that for short wavelength fields in a weakly nonuniform medium, the window should be narrow compared to the scalelength. The fact that the result (II.180) is similar to that found for a plane wave implicitly suggests that $\sigma$ be large enough to include sufficiently many wavelengths in order that
the appropriate local wavelength be represented in $\mathcal{E}(x, k)$. Again, this exercise serves to emphasize the smoothness of this phase space description when (II.180) is compared with Eq.(I.81).

Another case for which $\mathcal{E}(x, k)$ may be explicitly and exactly constructed is provided by the quantum mechanical harmonic oscillator. As presented in Eq.(I.74), the eigenfunctions for this system are

$$
\begin{equation*}
\psi_{n}(x)=C_{n} H_{n}(\alpha x) e^{-\frac{1}{2} \alpha^{2} x^{2}} \tag{II.182}
\end{equation*}
$$

where $C_{n}$ is a normalization constant, $H_{n}$ is the $n$th Hermite polynomial and $\alpha=\sqrt{m \omega / h}$ combines the oscillator mass and frequency with $h$ to form a characteristic inverse length. Inserting (II.182) into (II.173) for $E$, one has

$$
\begin{equation*}
\mathcal{E}_{n}(x, k)=\frac{C_{n}}{\pi^{\frac{1}{4} \sigma^{\frac{1}{2}}} \int d x^{\prime} B_{n}\left(\alpha x^{\prime}\right) e^{-\frac{1}{2} \alpha^{2} x^{2}} e^{-\left(x^{\prime}-x\right)^{2} / 2 \sigma^{2}} e^{-i k\left(x^{\prime}-x\right)}} \tag{II.183}
\end{equation*}
$$

This integral may be evaluated ${ }^{29}$ for any smoothing length $\sigma$ in terms of Hermite polynomials; unfortunately, the result does not provide immediate insight into the structure of $\mathcal{E}$ in phase space. For the special choice of $\sigma=\alpha^{-1}$, however, an extremely transparent expression is obtained:

$$
\begin{align*}
\mathcal{E}_{n}(x, k) & =C_{n} \pi^{\frac{1}{4}} \alpha^{-\frac{1}{2}} e^{-\frac{1}{4}\left(\alpha^{2} x^{2}+k^{2} / \alpha^{2}\right)} e^{\frac{1}{2} i k x}\left(\alpha x-\frac{i k}{\alpha}\right)^{n} \\
& =C_{n} \pi^{\frac{1}{4}} \alpha^{-\frac{1}{2}} e^{-\frac{1}{4} r^{2}} e^{\frac{1}{4} i r^{2} \sin 2 \theta} r^{n} e^{-i n \theta} \\
\left|\mathcal{E}_{n}(x, k)\right|^{2} & =\frac{1}{2^{n} n!} e^{-\frac{1}{2}\left(\alpha^{2} x^{2}+k^{2} / \alpha^{2}\right)}\left(\alpha^{2} x^{2}+\frac{k^{2}}{\alpha^{2}}\right)^{n}  \tag{II.184}\\
& \equiv \frac{1}{2^{n} n!} r^{2 n} e^{-\frac{1}{2} r^{2}}
\end{align*}
$$

where polar coordinates $(r, \theta)$ in phase space have been defined in terms of the dimensionless variables $\alpha x$ and $k / \alpha$ and the actual value of $C_{n}$ has been used. Again, this choice of the smoothing length $\sigma=\alpha^{-1}$ is rather special, but it is easy to show that this value represents the geometric mean of the characteristic wavelength and the scalelength of the oscillator in the $n$th mode. That is, the
wavelength at $x=0$ and the amplitude for the $n$th state are

$$
\begin{align*}
\frac{\hbar^{2} k^{2}(0)}{2 m}=n h \omega & \Rightarrow \quad k \sim \sqrt{2 n} \alpha \\
\frac{1}{2} m \omega^{2} L^{2}=n h \omega \quad & \Rightarrow \quad L \sim \sqrt{2 n} \alpha^{-1}  \tag{II.185}\\
\text { or } \quad \lambda L \sim L / k & \sim \alpha^{-2} \sim \sigma^{2}
\end{align*}
$$

Unlike the Wigner function for this example (see Eqs.(I.76,I.77)), the density $\left|\mathcal{E}_{n}(x, k)\right|^{2}$ exhibits no oscillations in phase space; instead, it rises as a power of the radius to a gaussian peak at $r_{n}=\sqrt{2 n}$ which, for large $n$, is the radius of the classical torus. Applying Stirling's formula, one determines that the height of the peak at $r_{n}$ scales as $n^{-\frac{1}{2}}$ while its width approaches unity (in dimensionless units); these values are in agreement with the fact that $\left|\mathcal{E}_{n}^{2}\right|$ is normalized over phase space by (II.175) so that the volume under it is unity. Thus, in the classical limit $(n \rightarrow \infty)$, the peak shrinks in height although it becomes more localized around the classical orbit in the sense that the ratio of the width to the radius $r_{n}$ decreases.

Now that the typical beharior of $|\mathcal{E}(x, k)|^{2}$ has been elucidated to some extent, an important connection with the Weyl representation will be made. To begin, observe that with the use of (II.173,II.174) $|\mathcal{E}(x, k)|^{2}$ may be written

$$
\begin{align*}
|\mathcal{E}(x, k)|^{2}=2^{\frac{1}{2}} \int d & x_{1} \frac{d k_{1}}{2 \pi} E\left(x_{1}\right) \hat{E}^{*}\left(k_{1}\right) e^{-i k_{1} x_{1}}  \tag{II.186}\\
& \times e^{i\left(k_{1}-k\right)\left(x_{1}-x\right)} e^{-\left(x_{1}-x\right)^{2} / 2 \sigma^{2}} e^{-\frac{1}{2} \sigma^{2}\left(k_{1}-k\right)^{2}}
\end{align*}
$$

Since the product of the factors of $E$ and the phase on the first line are recognizable as the Ordinary Symbol of the field (II.64), one may use the transformation (II.72) to introduce the Wigner function (Weyl Symbol)

$$
\begin{align*}
&|\mathcal{E}(x, k)|^{2}=2^{\frac{3}{2}} \int d x_{2} \frac{d k_{2}}{2 \pi}\left(E E^{+}\right) W\left(x_{2}, k_{2}\right) \int d x_{1} \frac{d k_{1}}{2 \pi} e^{i\left(k_{1}-k\right)\left(x_{1}-x\right)}  \tag{II.187}\\
& \times e^{-2 i\left(k_{2}-k_{1}\right)\left(x_{2}-x_{1}\right)} e^{-\left(x_{1}-x^{2} / 2 \sigma^{2}\right.} e^{-\frac{1}{2} \sigma^{2}\left(k_{1}-k\right)^{2}}
\end{align*}
$$

The $k_{1}$ and $x_{1}$ integrals may be readily evaluated to give

$$
\begin{equation*}
|\mathcal{E}(x, k)|^{2}=2 \int d x^{\prime} \frac{d k^{\prime}}{2 \pi}\left(E E^{\prime}\right)_{W}\left(x^{\prime}, k^{\prime}\right) e^{-\left(x^{\prime}-\left.x\right|^{2} / \sigma^{2}\right.} e^{-\sigma^{2}\left(k^{\prime}-k\right)^{2}} \tag{II.188}
\end{equation*}
$$

This relation explicitly shows that $|\mathcal{E}|^{2}$ is a local gaussian-weighted phase space average of the Wigner function over an area which respects the Fourier uncertainty principle. As a result, the square of the local Fourier transform may be called a "coarse-grained" Wigner function and thus it is a more suitable model for the local spectral function.

Unlike the phase space integrals (II.71,II.72) encountered previously which transform one Symbol representation into another, this connection between $|\mathcal{E}|^{2}$ and $\left(E E^{\dagger}\right)_{W}$ is noninvertible. This fact is not wholly because (II.188) involves a smoothing procedure (note that the definition of $\mathcal{E}$ itself is invertible); instead, it is a fundamental property of this representation which has its basis in an underlying abstract theory. Indeed, the definition (II.173) was not chosen simply because of its appealing physical qualities and the interesting smooth phase space density it generates. In most discussions of this formalism, the quantity $\mathcal{E}(x, k)$ is referred to as the coherent state representation ${ }^{2}$ and it has its primary application in quantum theories of radiation and optics. Indeed, this representation (and variations of it) have been used by several authors ${ }^{30,31}$ recently with application to quantum mechanics; the intent and results of the present treatment, however, will be seen to be quite different. For use in this classical wave theory, I shall now give a brief outline of the relevant features of this underlying structure.

The basic idea here is that $\mathcal{E}(x, k)$ is an actual representation of the field $E$ rather than a representation of the operator $E E^{\dagger}$ which was used to define the Ordinary and Weyl Symbols. In this sense, it is more closely related to $E(x)$ or $\hat{E}(k)$ because it describes the field by its projection on some set of basis vectors in the abstract function space. Let a member of this set of basis functions be called $\phi$ so that in Dirac notation one has the transformation

$$
\begin{equation*}
\langle\phi \mid E\rangle=\int d x^{\prime}\left\langle\phi \mid x^{\prime}\right\rangle x^{\prime}|E\rangle \tag{II.189}
\end{equation*}
$$

Comparing this to (II.173) with $\left\langle x^{\prime} \mid E\right\rangle=E\left(x^{\prime}\right)$ and $\left\langle\phi \mid x^{\prime}\right\rangle=\phi^{*}\left(x^{\prime}\right)$, it is apparent that the $x$-space representation of these basis states $\phi\left(x^{\prime}\right)$ is given by

$$
\begin{equation*}
\phi\left(x^{\prime}\right)=\pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} e^{i k\left(x^{\prime}-x\right)} e^{-\left(x^{\prime}-x\right)^{2} / 2 \sigma^{2}} \tag{II.190}
\end{equation*}
$$

Evidently, each function $\phi$ has two labels, the values of $x$ and $k$. Thus, each $\phi_{x . k}$ can be thought of as representing a point in phase space just as the quantity $|x\rangle$ represents a point in $x$-space; a difference is that while the $x^{\prime}$-representation of $|x\rangle$ is a delta function, the $x^{\prime}$-representation (II.190) of $\phi_{x . k}$ is a gaussian around $x$ (and it is easy to show that its $k^{\prime}$-representation is a gaussian around $k$ ). Indeed, these elements $\phi_{x, k}$ are often called ${ }^{31}$ "gaussian basis states" since their projection onto either $x$ - or $k$-space is gaussian.

Before discussing other properties of these basis elements, it may be observed that the function $\phi_{x . k}(y)$ satisfies the following differential equation

$$
\begin{equation*}
\left[\frac{x}{\sigma}+\sigma \frac{d}{d y}\right] \phi_{x, k}(y)=\left[\frac{x}{\sigma}+i \sigma k\right] \phi_{x, k}(y) \tag{II.191}
\end{equation*}
$$

With the identification of $-i(d / d y)$ as the $x$-representation of the operator $\mathbf{k}$, it is seen that $\phi_{x . k}$ is an eigenstate of the operator

$$
\begin{align*}
\mathbf{a}\left|\phi_{x . k}\right\rangle & =\left(\frac{\mathbf{x}}{\sigma}+i \sigma k\right)\left|\phi_{x . k}\right\rangle \\
\mathbf{a} & \equiv \frac{\mathbf{x}}{\sigma}+i \sigma \mathbf{k} \tag{II.192}
\end{align*}
$$

This operator a is manifestly non-hermitian and consequently its eigenvalues are complex with real and imaginary parts given by $x / \sigma$ and $\sigma k$ respectively. Moreover, the form of a should be familiar from quantum mechanics where it is often introduced (with a factor of $2^{-\frac{1}{2}}$ and $\sigma=\sqrt{h / m \omega}$ ) as the lowering operator in the analysis of the harmonic oscillator. In that application, however, the eigenstates $\phi_{x . k}$ of a are usually neglected in favor of the eigenstates of the

Hamiltonian, $\mathbf{a s}^{\dagger}$. The quantum electrodynamic theory of radiation treats the electromagnetic field as a collection of harmonic oscillators and thus extends the concept of raising and lowering operators to creation and annihilation operators and their product, the occupation number operator (although in the field quantization method, $\mathbf{a}$ is no longer expressed in terms of $\mathbf{x}$ and $\mathbf{k}$ ).

It may be shown ${ }^{2}$ that the basis states $\phi_{x, k}$ are not orthogonal for different labels $(x, k)$; however, the overlap integral of $\phi_{x, k}(y)$ and $\phi_{x^{\prime}, k^{\prime}}(y)$ does diminish exponentially as $\left(x^{\prime}-x\right)^{2} / \sigma^{2}+\sigma^{2}\left(k^{\prime}-k\right)^{2}$ increases. It is also a fact that the set $\phi_{x, k}$ is overcomplete ${ }^{2}$ and this property is responsible for the noninvertibility of (II.188).

With this brief account of the basic framework of the coherent state representation, one may proceed to a more elegant derivation of (II.188); in addition; this approach provides insight into the origin of this relationship between $|\mathcal{E}|^{2}$ and $\left(E E^{+}\right)_{W}$. Consider the Weyl Symbol of the spectral operator $\left|\phi_{x, k} X \phi_{x, k}\right|$, or in other words, the Wigner function associated with the eigenstate $\phi_{x, k}$ :

$$
\begin{align*}
\left(\phi_{x . k} \phi_{x . k}^{\dagger}\right) w\left(x^{\prime}, k^{\prime}\right)= & \int d s \phi_{x . k}\left(x^{\prime}+\frac{1}{2} s\right) \phi_{x, k}^{*}\left(x^{\prime}-\frac{1}{2} s\right) e^{-i k^{\prime}} \\
= & \pi^{-\frac{1}{2}} \sigma^{-1} \int d s e^{-\left(x^{\prime}-x+\frac{1}{2} s\right)^{2} / 2 \sigma^{2}} e^{-\left(x^{\prime}-x-\frac{1}{2} s\right)^{2} / 2 \sigma^{2}} \\
& \times e^{i k\left(x^{\prime}-x+\frac{1}{2} s\right)} e^{-i k\left(x^{\prime}-x-\frac{1}{2} s\right)} e^{-i k^{\prime}} \\
= & 2 e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} e^{-\sigma^{2}\left(k^{\prime}-k\right)^{2}} \tag{II.193}
\end{align*}
$$

This formula explicitly illustrates the notion that the state $\phi_{x . k}$ represents the point ( $x, k$ ) in phase space. Now the results of (II.103-II.105) of Chapter 3 may be directly applied by forming the trace of the operator product

$$
\begin{align*}
\operatorname{Tr}\left(\left|\phi_{x . k} X \phi_{x . k} \| E X E\right|\right) & =\left|\left\langle\phi_{x . k} \mid E\right\rangle\right|^{2}=|\mathcal{E}(x, k)|^{2} \\
|\mathcal{E}(x, k)|^{2} & =\int d x^{\prime} \frac{d k^{\prime}}{2 \pi}\left(\phi_{x . k} \phi_{x: k}^{\dagger}\right) W\left(x^{\prime}, k^{\prime}\right)\left(E E^{+}\right)_{W}\left(x^{\prime}, k^{\prime}\right) \\
& =2 \int d x^{\prime} \frac{d k^{\prime}}{2 \pi}\left(E E^{\dagger}\right)_{W}\left(x^{\prime}, k^{\prime}\right) e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} e^{-\sigma^{2}\left(k^{\prime}-k\right)^{2}} \tag{II.194}
\end{align*}
$$

and (II.188) is recovered.

The interpretation of this expression developed in the preceding Chapter is that it is the expectation value of the operator $\left|\phi_{x, k} X \phi_{x . k}\right|$ in the field $E$. Conversely, it may also be construed to express the expectation value of the operator $|E X E|$ in the state $\phi_{x . k}$. This latter translation of (II.194) implies that $|\mathcal{E}(x, k)|^{2}$ is the measure of the mean amount of field in the unit-area cell in phase space centered at $(x, k)$.

In addition to being a smooth phase space density, $|\mathcal{E}(x, k)|^{2}$ induces locally averaged statistical quantities as well. Projecting (II.194) onto $x$-space by integrating over $k$, one obtains

$$
\begin{align*}
\int \frac{d k}{2 \pi}|\mathcal{E}(x, k)|^{2} & =2 \int d x^{\prime} \frac{d k^{\prime}}{2 \pi}\left(E E^{+}\right) W\left(x^{\prime}, k^{\prime}\right) e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} \int \frac{d k}{2 \pi} e^{-\sigma^{2}\left(k^{\prime}-k\right)^{2}} \\
& =\frac{1}{\sqrt{\pi} \sigma} \int d x^{\prime} e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} \int \frac{d k^{\prime}}{2 \pi}\left(E E^{\dagger}\right) W\left(x^{\prime}, k^{\prime}\right) \\
& =\frac{1}{\sqrt{\pi} \sigma} \int d x^{\prime}\left|E\left(x^{\prime}\right)\right|^{2} e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} \\
& \left.\left.\equiv \frac{1}{\sqrt{\pi} \sigma}\langle | E(x)\right|^{2}\right\rangle_{\sigma} \tag{II.195}
\end{align*}
$$

where (II.99) has been used for the projection of $\left(E E^{+}\right) w$. The result is the locally averaged (over length $\sigma$ ) field intensity in $x$-space. The Fourier transform of (II.194) gives

$$
\begin{align*}
& \int \frac{d k}{2 \pi}|\mathcal{E}(x, k)|^{2} e^{i k \theta}=2 \int d x^{\prime} \frac{d k^{\prime}}{2 \pi}\left(E E^{\dagger}\right) W\left(x^{\prime}, k^{\prime}\right) e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} \cdot e^{i k^{\prime}} \\
& \quad \times \int \frac{d k}{2 \pi} e^{-i\left(k^{\prime}-k\right)} e^{-\sigma^{2}\left(k^{\prime}-k\right)^{2}} \\
&= \frac{e^{-s^{2} / 4 \sigma^{2}}}{\sqrt{\pi} \sigma} \int d x^{\prime} e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} \int \frac{d k^{\prime}}{2 \pi}\left(E E^{\dot{\dagger}}\right) W\left(x^{\prime}, k^{\prime}\right) e^{i k^{\prime}} \\
&= \frac{e^{-\theta^{2} / 4 \sigma^{2}}}{\sqrt{\pi} \sigma} \int d x^{\prime} E\left(x^{\prime}+\frac{1}{2} s\right) E^{*}\left(x^{\prime}-\frac{1}{2} s\right) e^{-\left(x^{\prime}-x\right)^{2} / \sigma^{2}} \\
& \equiv \frac{e^{-\theta^{2} / 4 \sigma^{2}}}{\sqrt{\pi} \sigma}\left\langle E\left(x+\frac{1}{2} s\right) E^{*}\left(x-\frac{1}{2} s\right)\right\rangle_{\sigma} \tag{II.196}
\end{align*}
$$

again with the use of (II.99). Thus, the local $\sigma$-averaged spatial autocorrelation function is

$$
\begin{align*}
C_{E}(x, s) & =\frac{\left\langle E\left(x+\frac{1}{2} s\right) E^{*}\left(x-\frac{1}{2} s\right)\right\rangle_{\sigma}}{\left\langle\left. E(x)\right|^{2}\right\rangle_{\sigma}}  \tag{II.197}\\
& =e^{i^{2} / 4 \sigma^{2} \frac{\int d k|\mathcal{E}(x, k)|^{2} e^{i k s}}{\int d k|\mathcal{E}(x, k)|^{2}}}
\end{align*}
$$

Evidently, the Fourier transform of $|\mathcal{E}(x, k)|^{2}$ in (II.196) has an inherent exponential decay in $s$ which must be corrected for in (II.197).

Similar formulas for the local $k$-space average intensity and correlation function are obtained by integrating and Fourier transforming (II.194) over $x$ and using the $k$-projection rules for $\left(E E^{+}\right)_{W}$ in (II.100). The results are

$$
\begin{align*}
\int d x|\mathcal{E}(x, k)|^{2} & \left.=\left.2 \sqrt{\pi} \sigma\langle | \hat{E}(k)\right|^{2}\right\rangle_{1 / \sigma} \\
\int d x|\mathcal{E}(x, k)|^{2} e^{-i \kappa x} & =2 \sqrt{\pi} \sigma e^{-\frac{1}{4} \sigma^{2} \kappa^{2}}\left\langle\hat{E}\left(k+\frac{1}{2} \kappa\right) \hat{E}^{*}\left(k-\frac{1}{2} \kappa\right)\right\rangle_{1 / \sigma} \\
\langle\hat{f}(k)\rangle_{1 / \sigma} & \equiv \int \frac{d k^{\prime}}{2 \pi} \hat{f}\left(k^{\prime}\right) e^{-\sigma^{2}\left(k^{\prime}-\left.k\right|^{2}\right.}  \tag{II.198}\\
C_{E}(k, \kappa) & =e^{\frac{1}{4} \sigma^{2} \kappa^{2}} \frac{\int d x|\mathcal{E}(x, k)|^{2} e^{-i \kappa x}}{\int d x|\mathcal{E}(x, k)|^{2}}
\end{align*}
$$

Expressions (II.195-II.198) explicitly illustrate the result of Wigner ${ }^{20}$ that any
nonnegative phase space density cannot yield the exact $x$ - or $k$-space intensities upon projection; here, locally averaged intensities are obtained although (II.177) may be used to compute the exact intensities from the "density amplitude" $\mathcal{E}(x, k)$.

Having discussed some of the important general properties of the coherent state representation $\mathcal{E}(x, k)$ and its associated phase space density $|\mathcal{E}(x, k)|^{2}, \mathrm{I}$ shall now turn to the derivation of the equation (corresponding to (II.1)) which governs the evolution of $\mathcal{E}$. As in preceding Chapters, this is most easily achieved in a rather indirect fashion, although unlike the methods used previously, I shall not introduce a "coherent state Symbol calculus". Instead, I shall first derive yet another relationship between this representation and the Weyl formalism so that the Weyl Symbol calculus may be immediately applied.

To this end, consider the form of the definition (II.173) when $\mathcal{E}$ is evaluated at $(2 x, 2 k)$ :

$$
\begin{equation*}
\mathcal{E}(2 x, 2 k)=\pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \int d x^{\prime} E\left(x^{\prime}\right) e^{-\left(x^{\prime}-\left.2 x\right|^{2} / 2 \sigma^{2}\right.} e^{-3 i k\left(x^{\prime}-2 x\right)} \tag{II.199}
\end{equation*}
$$

which, although unmotivated and somewhat artificial, can be manipulated with the change of variables $x^{\prime}=x+\frac{1}{2} s$ to become

$$
\begin{equation*}
\mathcal{E}(2 x, 2 k)=\frac{1}{2} \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} e^{2 i k x} \int d s E\left(x+\frac{1}{2} s\right) e^{-\left(x-\frac{1}{2} \sigma^{2} / 2 \sigma^{2}\right.} e^{-i k s} \tag{II.200}
\end{equation*}
$$

The form of this integral is much like that used in the definition of Weyl Symbols (II.69,II.98) except that two different functions appear in the integrand. Indeed, recalling the definition (II.190) of the coherent state basis functions, this is the Weyl Symbol or mixed Wigner function associated with the operator and kernel

$$
\begin{equation*}
\left|E \backslash \phi_{0.0}\right| \quad \leftrightarrow \quad\left(E \phi_{0.0}^{\dagger}\right)(x, y)=\pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} E(x) e^{-y^{2} / 2 \sigma^{2}} \tag{II.201}
\end{equation*}
$$

which is composed of the field $E$ and the "ground state" of the coherent basis representing the origin in phase space. Therefore, (II.200) may be written

$$
\begin{equation*}
2 \mathcal{E}(2 x, 2 k) e^{-2 i k x}=\left(E \phi_{0,0}^{\dagger}\right)_{W}(x, k) \tag{II.202}
\end{equation*}
$$

Now that the local Fourier transform has been identified as the Weyl Symbol of some operator (albeit, with a nonlocal correspondence), the Weyl product rule can be invoked to translate the operator equation which governs ( $E \phi_{0.0}^{\dot{\dagger}}$ ) into a phase space equation for $\mathcal{E}(x, k)$. The abstract representation-free equation for the field is again, from (II.3)

$$
\begin{equation*}
\mathbf{D}|E\rangle=\left|j_{0}\right\rangle \tag{II.203}
\end{equation*}
$$

where $\mathbf{D}$ is the dispersion operator and $\left|j_{\boldsymbol{o}}\right\rangle$ is the field of current sources. Multiplying this equation from the left by ( $\phi_{0.0}$ ), one has

$$
\begin{equation*}
\mathrm{D}\left|E X \phi_{0,0}\right|=\left|j_{0} X \phi_{0.0}\right| \tag{II.204}
\end{equation*}
$$

A similar step was taken in the derivation of the equation (II.30) for the field spectral operator $|E X E|$, followed by the introduction of the adjoint of (II.203). That step was crucial because it specified that the adjoint or dual element introduced in the multiplication was indeed the dual element of the field $\langle E|$. Here, in order to complete the specification of the representation, one must supply an operator equation for $\left|\phi_{0,0}\right\rangle$. This is not too difficult since $\phi_{0,0}$ is the ground state in the coherent basis; thus, (II.192) holds with eigenvalue $x=k=$ 0

$$
\begin{equation*}
\mathbf{a}\left|\phi_{0.0}\right\rangle=0 \tag{II.205}
\end{equation*}
$$

and its adjoint is

$$
\begin{equation*}
\left\langle\phi_{0.0}\right| \mathbf{a}^{\dagger}=\left\langle\phi_{0.0}\right|\left(\frac{\mathbf{x}}{\sigma}-i \sigma \mathbf{k}\right)=0 \tag{II.206}
\end{equation*}
$$

Now, multiplying (II.206) by $|E\rangle$ from the left, one finds that the mixed density operator must satisfy

$$
\begin{equation*}
\left|E \chi_{\phi_{0.0}}\right|\left(\frac{\mathbf{x}}{\sigma}-i \sigma \mathbf{k}\right)=0 \tag{II.207}
\end{equation*}
$$

with a similar expression for the current source $\left|j_{s}\right\rangle \phi_{0.0} \mid$. The entire set of operator equations which correspond to (II.203) for this representation are therefore

$$
\begin{align*}
\mathbf{D}\left|E \times \phi_{0.0}\right| & =\left|j_{\mathrm{s}} \times \phi_{0.0}\right| \\
\left|E \times \phi_{0.0}\right|\left(\frac{\mathbf{x}}{\sigma}-i \sigma \mathbf{k}\right) & =0  \tag{II.208}\\
\left|j_{0} \times \phi_{0.0}\right|\left(\frac{\mathbf{x}}{\sigma}-i \sigma \mathbf{k}\right) & =0
\end{align*}
$$

These operator relations can be immediately written as phase space equations for the corresponding Weyl Symbols using the product or composition rule (II.91) from the previous Chapter. The result is

$$
\begin{align*}
D(x, k) e^{\frac{i}{2}}\left(E \phi_{0.0}^{\dagger}\right) w(x, k) & =\left(j_{s} \phi_{0.0}^{\dagger}\right) w(x, k) \\
\left(E \phi_{0.0}^{\dagger}\right) w(x, k) e^{\frac{i}{2}}\left(\frac{x}{\sigma}-i \sigma k\right) & =0  \tag{II.209}\\
\left(j_{s} \phi_{0,0}^{\dagger}\right) w(x, k) e^{\frac{i}{2}}\left(\frac{x}{\sigma}-i \sigma k\right) & =0
\end{align*}
$$

where the Weyl Symbol of the operator $\mathbf{a}$ is simply given by its scalar form since it involves no $x k$ products. Finally, the equations for the mixed Wigner functions $\left(E \phi_{0,0}^{\dagger}\right)_{W}$ and $\left(j_{0} \phi_{0,0}^{\dagger}\right)_{W}$ become equations for the corresponding coherent state representations $\mathcal{E}$ and $J_{0}$ with the use of (II.202). Thus, the first of (II.209) may be written

$$
\begin{equation*}
D(x, k) e^{i \stackrel{i}{2}} \mathcal{E}(2 x, 2 k) e^{-2 i k x}=J_{0}(2 x, 2 k) e^{-2 i k x} \tag{II.210}
\end{equation*}
$$

which is subject to the conditions provided by the last two of (II.209)

$$
\begin{align*}
& \mathcal{E}(2 x, 2 k) e^{-2 i k x} e^{\frac{\dot{L}}{2}}\left(\frac{x}{\sigma}-i \sigma k\right)=0  \tag{II.211}\\
& J_{0}(2 x, 2 k) e^{-2 i k x} e^{\frac{i}{2} \stackrel{x}{L}}\left(\frac{x}{\sigma}-i \sigma k\right)=0
\end{align*}
$$

These are the equations which govern the local Fourier transform or coherent state representation of the field $\mathcal{E}(x, k)$, defined in (II.173). The primary equation (Il.210) is driven by the local Fourier transform $J_{s}$ of the current source
field which is also defined by (II.173) in terms of $j_{\theta}(x)$. The local dispersion function $D(x, k)$ which appears here is not the coherent state representation of the operator $\mathbf{D}$ (indeed, such a quantity has not even been defined in this presentation); instead, it is the usual Weyl Symbol of D constructed from the two-point dispersion kernel under the "centered" Weyl transform (II.69). This is a (possibly infinite order) partial differential equation for $\mathcal{E}(x, k)$ with the operator $e^{\frac{i}{2}}{ }_{\text {defined by (II.91). }}$

While (II.210) is the basic equation of interest since it contains the information about the plasma in $D(x, k)$, it must be solved subject-to the conditions given in (II.211). Naturally, from the procedure which was used to develop these equations, these conditions should be automatically satisfied; that is, if $\mathcal{E}$ or $J_{0}$ is constructed from $E$ and $j_{0}$ by (II.173), then direct computation verifies that (II.211) are satisfied identically. However, if the field $E$ is unknown and (II.210) is used to determine $\mathcal{E}$ (and hence $E$, by (II.177)) these conditions must be solved in conjunction with (II.210). More generally, if time is included so that (II.210) describes the propagation of $\mathcal{E}$ in the plasma from initial conditions, the subsidiary equations might have to be applied in order that $\mathcal{E}(x, k ; t)$ remains of the form of a local Fourier transform (II.173).

The discussion of the properties of $\mathcal{E}(x, k)$ and its density $|\mathcal{E}(x, k)|^{2}$ encourage the investigation of this set of equations; the primary motivation lies in the observation that this representation holds the promise of producing a much smoother phase space density, or local spectral function, than found in previous formalisms. Thus, if the solution of these equations could be computed in a way which involves the geometric optics rays yet did not generate singularities at caustics, this analytical or numerical scheme might find application to short wavelength wave problems in inhomogeneous plasma (as well as other media)
if conventional methods frequently suffer these singularity difficulties. As this formulation is inherently a phase space technique, the reliance on the eikonal description (and thus, the identification of $k(x)$ ) is absent; the possibility exists then of applying this method to the construction of chaotic wave fields. In addition, this representation offers closer contact with experimentally measured quantities (such as the local field intensity, the field correlation and spectral functions) since these measurements can always be considered to be coarse-grained in some sense, and usually refer to a single realization of the field.

In an effort to develop a method for solving (II.210), it would be convenient to cast $\mathcal{E}$ in a form which automatically satisfies (II.211) so that these conditions can be discarded. That this is indeed possible will now be demonstrated; however, this simplification is made at the expense of introducing the complex variables

$$
\begin{align*}
z=\frac{1}{\sqrt{2}}\left(\frac{x}{\sigma}+i \sigma k\right) & \bar{z}
\end{align*}=\frac{1}{\sqrt{2}}\left(\frac{z}{\sigma}-i \sigma k\right), ~\left(z=\frac{-i}{\sigma \sqrt{2}}(z-\bar{z})\right.
$$

Here, $\bar{z}$ denotes the complex conjugate of $z$ and these two variables have been made dimensionless with appropriate use of the smoothing length $\sigma$. Now, substituting $(z, \bar{z})$ for $(x, k)$ in the definition (II.173) of $\mathcal{E}(x, k)$, one has

$$
\begin{align*}
\mathcal{E}(x, k)=\tilde{\mathcal{E}}(z, \bar{z})= & \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} \int d x^{\prime} E\left(x^{\prime}\right) e^{-i\left(\frac{-i}{\sigma \sqrt{2}}\right)(z-\bar{x})\left(x^{\prime}-\frac{\sigma}{\sqrt{2}}(z+\bar{z})\right)} \\
& \times e^{-\left\{x^{\prime}-\frac{\sigma}{\sqrt{2}}(z+\bar{z})\right)^{2} / 2 \sigma^{2}}  \tag{II.213}\\
= & \pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} e^{\frac{1}{4}(z-\bar{z})^{2}} \int d x^{\prime} E\left(x^{\prime}\right) e^{-\left(x^{\prime}-\sqrt{2} \sigma \bar{z}\right)^{2} / 2 \sigma^{2}}
\end{align*}
$$

Interestingly, the integral really only involves the combination $\bar{z}$ of $x$ and $k$. Furthermore, the basic equation (II.210) and the conditions (II.211) include the multiplicative phase factor $e^{-2 i k x}$ with $\mathcal{E}(2 x, 2 k)$ so that one should consider the form of

$$
\begin{align*}
& \text { II. } 4 \text { The Coherent State Representation } \\
& \text { 248 } \\
& \begin{aligned}
\tilde{\mathcal{E}}(z, \bar{z}) e^{-\frac{i}{2} k x} & =\pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} e^{-\frac{1}{4}\left(z^{2}-\bar{z}^{2}\right)} e^{\frac{1}{4}(z-\bar{z})^{2}} \int d x^{\prime} E\left(x^{\prime}\right) e^{-\left(x^{\prime}-\sqrt{2} \sigma \bar{z}\right)^{2} / 2 \sigma^{2}} \\
& =\pi^{-\frac{1}{4}} \sigma^{-\frac{1}{2}} e^{-\frac{1}{2} z \bar{x}} e^{\frac{1}{2} \bar{z}^{2}} \int d x^{\prime} E\left(x^{\prime}\right) e^{-\left(x^{\prime}-\sqrt{2} \sigma \bar{z}\right)^{2} / 2 \sigma^{2}} \\
& \equiv e^{-\frac{1}{2} z \bar{z}} \mathcal{f}(\bar{z})
\end{aligned}
\end{align*}
$$

Thus, the only dependence on the combination of $x$ and $k$ given by $z$ is in the gaussian factor $\exp \left(-\frac{1}{2}|z|^{2}\right)$ and the remainder of $\mathcal{E}(x, k) e^{-\frac{i}{2} k x}$ has been assembled in the definition of $\bar{F}(\bar{z})$.

In order to see how these complex coordinates simplify the conditions (II.211); the bi-directional operator $\overleftrightarrow{\mathcal{L}}$ should be expressed in terms of $(z, \bar{z})$. The form of the derivatives with respect to ( $z, \bar{z}$ ) follow from (II.212)

$$
\begin{align*}
\partial_{x}=\frac{1}{\sigma \sqrt{2}}\left(\partial_{z}+\partial_{\bar{z}}\right) & \partial_{k}=\frac{i \sigma}{\sqrt{2}}\left(\partial_{z}-\partial_{\bar{z}}\right)  \tag{II.215}\\
\partial_{z}=\frac{1}{\sqrt{2}}\left(\sigma \partial_{x}-i \sigma^{-1} \partial_{k}\right) & \partial_{\bar{z}}
\end{align*}=\frac{1}{\sqrt{2}}\left(\sigma \partial_{x}+i \sigma^{-1} \partial_{k}\right)
$$

and it is easily verified that $\overleftrightarrow{L}$ becomes

$$
\begin{equation*}
\overleftrightarrow{L}=\overleftarrow{\partial_{x}} \overrightarrow{\partial_{k}}-\stackrel{\leftarrow}{\partial_{k}} \overrightarrow{\partial_{x}}=i\left(\overleftarrow{\partial_{\bar{z}}} \overrightarrow{\partial_{z}}-\overleftarrow{\partial_{z}} \overrightarrow{\partial_{\bar{z}}}\right) \tag{II.216}
\end{equation*}
$$

As $\overleftrightarrow{L}$ has been previously identified as the classical Poisson bracket operator, this result implies that the change of variables $(x, k) \rightarrow(\bar{z},-i z)$ is a canonical transformation on phase space, even though it is a complex one.

Recognizing that the right operand of the requirement (II.211) on $\mathcal{E}$ is just $\bar{z}$, the substitution of (II.214) and (II.216) into this equation produces

$$
\begin{equation*}
e^{-2 z_{\bar{z}}} \bar{f}(2 \bar{z}) e^{-\frac{1}{2}\left(\overleftarrow{\partial_{\bar{z}}} \overrightarrow{\partial_{z}}-\overleftarrow{\partial_{z}} \overrightarrow{\partial_{\bar{z}}}\right)} \bar{z}=0 \tag{II.217}
\end{equation*}
$$

Expanding the exponential operator in power series, only the first two terms survive since the right operand is linear in $\bar{z}$; (II.217) becomes

$$
\begin{equation*}
e^{-2 \bar{z} \bar{z}} f(2 \bar{z})\left[1+\underset{2}{\underline{2}} \stackrel{\leftarrow}{\partial_{z}} \overrightarrow{\partial_{\bar{z}}}\right] \bar{z}=e^{-2 z \bar{z}} \mathcal{f}(2 \bar{z})(\bar{z}-\bar{z})=0 \tag{II.218}
\end{equation*}
$$

Hence, expressing $\mathcal{E}$ in terms of $(z, \bar{z})$ in the form (II.214) identically satisfies the condition (II.211) on $\mathcal{E}$ and the same treatment of the current source would of course relieve the condition on $J_{0}$.

Having dispensed with these subsidiary conditions, attention may now be focused on the basic equation (II.210) which governs $\mathcal{E}$. In complex coordinates $(z, \bar{z})$ and with the definition (II.214) this is

$$
\begin{equation*}
\tilde{D}(z, \bar{z}) e^{\frac{1}{2}\left(\overleftarrow{\partial_{z}} \overrightarrow{\partial_{\bar{z}}}-\overleftarrow{\partial_{\bar{z}}} \vec{\partial}_{z}\right)} e^{-2 z \bar{z}} f(2 \bar{z})=e^{-2 z \bar{z}} \tilde{J}_{z}(2 \bar{z}) \tag{II.219}
\end{equation*}
$$

where the functions of complex variables are defined by

$$
\begin{align*}
\tilde{D}(z, \bar{z}) & \equiv D(x, k) \\
e^{-\frac{i}{2} k x} J(x, k) & \equiv e^{-\frac{1}{2} z \bar{z}} \tilde{J}_{\theta}(\bar{z}) \tag{II.220}
\end{align*}
$$

For simplicity in the following analysis of this equation I will continue to consider only one dimensional scalar fields and I shall now also make the following assumptions

1) $D(x, k)$ is real (corresponding to a real eigenvalue of the hermitian part of the dispersion tensor)
2) $J_{0}(x, k)=0$, i.e., no sources are present

Both of these assumptions as well as the stipulation of scalar fields in one dimension could be relaxed in the ensuing discussion although somewhat tedious calculations similar to those detailed in Chapter 3 would be required. As the procedure to be developed will again involve ordering arguments, the inclusion of weak damping and sources should be straightforward at the appropriate order.

From the outset, the method I shall employ to solve this phase space equation differs from that used in the previous Chapter for the Weyl Symbol $\left(E E^{-}\right)_{W}$. In that technique, no assumption was made as to the form of the solution and only ordering arguments were invoked to estimate the magnitude
of the derivatives involved in the expansion of the exponential operator. Being quadratic in the field, it was assumed that $\left(E E^{\dagger}\right)_{W}$ would exhibit only a slow variation in phase space, similar to the variation of $D$, so that only the first two terms in the expansion of $\exp \left(\frac{i}{2}\right)$ were retained. Here, this assumption is not valid: inspection of the examples given in (II.178,II.180,II.184) of the form of $\mathcal{E}(x, k)$ indicate that it displays the same rapid phase behavior as the field in $x$ space from which it was constructed. It must be remembered that the equation under consideration (II. $210, \mathrm{II} .219$ ) governs the "amplitude" $\mathcal{E}$ of the spectral density and not $|\mathcal{E}(x, k)|^{2}$ itself which exhibits a much smoother, positive and non-oscillatory behavior in phase space.

Although a different approach will be used in the following development, the application is intended to be the same; that is, I consider short wavelength solutions to (II.219) in a weakly inhomogeneous plasma. Therefore, the conditions on the variation of $D$ are again

$$
\begin{equation*}
\left|\partial_{x} D(x, k)\right| \sim L^{-1} \quad\left|\partial_{k} D(x, k)\right| \sim \lambda \tag{II.221}
\end{equation*}
$$

where the scalelength $L$ is to be much larger than a typical local wavelength $\lambda$. For use in (II.219), these estimates should be written in terms of the complex variables ( $z, \bar{z}$ ) and this is accomplished with (II.215):

$$
\begin{align*}
& \left|\partial_{z} \tilde{D}(z, \bar{z})\right| \sim\left|\left(\sigma \partial_{x}+i \sigma^{-1} \partial_{k}\right) D(x, k)\right| \sim\left|\frac{\sigma}{L}+i \frac{\lambda}{\sigma}\right| \\
& \left|\partial_{\bar{z}} \tilde{D}(z, \bar{z})\right| \sim\left|\left(\sigma \partial_{x}-i \sigma^{-1} \partial_{k}\right) D(x, k)\right| \sim\left|\frac{\sigma}{L}-i \frac{\lambda}{\sigma}\right| \tag{II.222}
\end{align*}
$$

Thus, the variation of $\tilde{D}$ with respect to either of the dimensionless complex variables is the same. Furthermore, I will now take the smoothing length $\sigma$ to be intermediate between the two length scales

$$
\begin{equation*}
\lambda \ll \sigma \ll L \tag{II.223}
\end{equation*}
$$

and for concreteness, I shall choose it to be approximately the geometric mean

$$
\begin{equation*}
\sigma \approx \sqrt{L \lambda} \quad \Rightarrow \quad \frac{\sigma}{L} \approx \frac{\lambda}{\sigma} \ll 1 \tag{II.224}
\end{equation*}
$$

As a consequence, the terms in the magnitude of $\partial_{z} \tilde{D}$ and $\partial_{\bar{z}} \tilde{D}$ in (II.222) are roughly equal and both quantities are much less than unity.

Since it has been pointed out that $\mathcal{E}(x, k)$ exhibits a rapidly oscillating wave structure on phase space, I propose to solve (II.219) in a manner very similar to conventional eikonal methods. That is, the ( $x, k$ ) plane will be treated as a twodimensional configuration space (since in this formalism $x$ and $k$ are independent) and the usual WKB techniques will be applied. In this spirit, I assume a solution of the form

$$
\begin{equation*}
\mathcal{F}(\bar{z})=\mathcal{G}(\bar{z}) e^{i \Phi(\bar{z})} \tag{II.225}
\end{equation*}
$$

and define the "local wavenumber" in phase space to be

$$
\begin{equation*}
\mathcal{K}(\bar{z}) \equiv \frac{d \Phi(\bar{z})}{d \bar{z}} \tag{II.226}
\end{equation*}
$$

In terms of the ansatz (II.225), it should be recalled from (II.214) that the desired solution $\mathcal{E}(x, k)$ is

$$
\begin{align*}
\mathcal{E}(x, k) & =\tilde{\varepsilon}(z, \bar{z})=e^{\frac{i}{2} k x} e^{-\frac{1}{2} x \bar{z}} \mathcal{F}(\bar{z}) \\
& =e^{\frac{1}{4} z^{2}-\frac{1}{4} \bar{z}^{2}-\frac{1}{2} x \bar{z}} e^{i \Phi(\bar{z})} \mathcal{G}(\bar{z})  \tag{II.227}\\
& =e^{\frac{i}{2} k x} e^{-\frac{1}{4}\left(x^{2} / \sigma^{2}+\sigma^{2} k^{2}\right)} e^{i \Phi\left(\frac{1}{\sqrt{2}}\left(\frac{x}{\sigma}-i \sigma k\right)\right)} \mathcal{G}\left(\frac{1}{\sqrt{2}}\left(\frac{x}{\sigma}-i \sigma k\right)\right)
\end{align*}
$$

As in the traditional eikonal procedure, one should first postulate the expected relative ordering of the derivatives of the wavenumber $K(\bar{z})$ and the amplitude $\mathcal{G}(\bar{z})$. For this, I am guided by the forms of $K$ and $\mathcal{G}$ found in the exact solutions (II.178) and (II.184). For the plane wave example (II.178), it is easily shown that $\mathcal{E}(x, k)$ expressed in terms of $(z, \bar{z})$ is

$$
\begin{equation*}
\tilde{\varepsilon}(z, \bar{z}) \sim e^{i \sqrt{2} \sigma k_{0} \bar{z}+\frac{1}{4} z^{2}+\frac{1}{4} \bar{z}^{2}-\frac{1}{2} z \bar{z}-\frac{1}{2} \sigma^{2} k_{0}^{2}} \tag{II.228}
\end{equation*}
$$

Setting this equal to the second line of (II.227), the phase $\Phi(\bar{z})$ is determined to be

$$
\begin{equation*}
\Phi(\bar{z})=\sqrt{2} \sigma k_{0} \bar{z}-\frac{i}{2} \bar{z}^{2}-\frac{i}{2} \sigma^{2} k_{0}^{2} \tag{II.229}
\end{equation*}
$$

so that by (II.226) $K(\bar{z})$ is

$$
\begin{equation*}
K(\bar{z})=\sqrt{2} \sigma k_{0}-i \bar{z} \tag{II.230}
\end{equation*}
$$

These formulas indicate that unlike the usual application of the WKB method, the eikonal phase and its derivative will in general be complex in this formalism; this could have been expected from the examples given for $\mathcal{E}$ in which the gaussian waveforms require an imaginary part of the phase. That these contributions should be included in the phase (as opposed to being in the amplitude $\mathcal{G}$ ) can be justified by noting the relative sharpness of the gaussian peaks in the examples compared to their location in phase space. In the plane wave case, inspection of (II.178) reveals a gaussian peak at $k=k_{0}$ of width $1 / \sigma$ so that this modulation has relative scale $\sigma / \lambda_{0} \gg 1$; this rapid variation therefore is appropriately included in the phase rather than in the slowly varying amplitude. Indeed, in this case the amplitude $\mathcal{G}$ is constant $=E_{0}$.

The magnitude of $K$ in (II.230) is $\sim \sigma / \lambda_{0}$ which, again, is to be much greater than unity by choice of $\sigma$. In order for both terms which constitute $\mathcal{K}$ to be of similar order, one must have that $|\bar{z}| \sim|x / \sigma-i \sigma k| \sim \sigma / \lambda_{0}$; or, by (II.224), the coordinate $x$ is to be macroscopic $\sim L$ and $k$ should also be large $\sim k_{0}$. Thus, this plane wave example suggests that both $\Phi^{\prime}=K(\bar{z})$ and $(z, \bar{z})$ be taken as $\mathcal{O}(\sigma / \lambda \sim L / \sigma)$.

These conclusions are supported by a similar analysis of the harmonic oscillator result (II.184). Expressing $\mathcal{E}$ again in terms of $(z, \bar{z})$ one has

$$
\begin{equation*}
\tilde{\mathcal{E}}(z, \bar{z}) \sim e^{\frac{1}{4} z^{2}-\frac{1}{4} \bar{z}^{2}-\frac{1}{2} z \bar{z}} \bar{z}^{n} \tag{11.231}
\end{equation*}
$$

and setting this equal to the second line of (II.227), the phase $\Phi$ and the local phase space wavenumber $K$ are found to be simply

$$
\begin{equation*}
\Phi(\bar{z})=-i n \ln \bar{z} \quad \Rightarrow \quad K(\bar{z})=\frac{-i n}{\bar{z}} \tag{II.232}
\end{equation*}
$$

If $X$ and $\bar{z}$ are to be of the same order as suggested by the previous example, this relation implies that both have magnitude $\sim n^{\frac{1}{2}}$. Indeed, this estimate is consistent with the estimates given in (II.185), which may be translated into conditions on $\overline{\boldsymbol{z}}$, as well as the fact that the variation scale of (II.231) in the radial direction is $\sim n^{-\frac{1}{2}} \sim K^{-1}$ (as given by the width of the gaussian peak to the radius of the classical orbit). Further inspection of the solution (II.184) reveals that the oscillations of $\varepsilon$ in the angular direction have wavelength $r^{-1} \partial_{\theta} \mathcal{E}(r, \theta) \sim$ $n / r \sim n^{-\frac{1}{2}}$ which is also consistent with the assumed magnitude of $K$.

These arguments therefore suggest that in the following eikonal treatment of (II.225) in (II.219), one should take

$$
\begin{equation*}
\Phi^{\prime}(\bar{z})=K(\bar{z}) \sim \bar{z} \sim \frac{\sigma}{\lambda} \sim \frac{L}{\sigma} \equiv \frac{1}{\epsilon} \tag{II.233}
\end{equation*}
$$

Once this scale has been set, the variation of $K$ and $\mathcal{G}$ may be asserted to be of lower order (in the usual WKB spirit)

$$
\begin{equation*}
\left|\partial_{\frac{2}{2}}^{n+1} \mathcal{K}\right| \sim\left|\mathcal{G}^{-1} \partial \frac{n}{z} \mathcal{G}\right| \sim \epsilon^{n} \quad n \geq 0 \tag{II.234}
\end{equation*}
$$

Observe that $K^{\prime} \sim O(1)$, as substantiated by (II.230) and (II.232). These estimates are accompanied by the weak inhomogeneity assumptions on the plasma which follow from (II.222)

$$
\begin{equation*}
\left|\partial_{z}^{n} \tilde{D}(z, \bar{z})\right| \sim\left|\partial_{\bar{z}}^{n} \tilde{D}(z, \bar{z})\right| \sim \epsilon^{n} \tag{II.235}
\end{equation*}
$$

Now (II.225) can be substituted into (II.219) to obtain

$$
\begin{equation*}
\tilde{D}(z, \bar{z}) e^{\frac{1}{2}\left(\overleftarrow{\partial_{z}} \overrightarrow{\partial_{\bar{z}}}-\left(\overleftarrow{\partial_{\bar{z}}} \overrightarrow{\partial_{z}}\right)\right.} \mathcal{G}(2 \bar{z}) e^{i \phi(2 \bar{z})-2 z \bar{z}}=0 \tag{II.236}
\end{equation*}
$$

where $J_{B}$ has been discarded as previously discussed. The exponential operator is to be expanded in power series (without truncation, as was done in the preceding Chapter), the derivatives applied and the relative order of the resulting terms to be assessed. The first few terms in the expansion are

$$
\begin{align*}
\tilde{D}(z, \bar{z}) \mathcal{G}(2 \bar{z})+ & \left\{\tilde{D}_{z}(z, \bar{z})\left[(i \mathcal{K}(2 \bar{z})-z) \mathcal{G}(2 \bar{z})+\mathcal{G}^{\prime}(2 \bar{z})\right]+\tilde{D}_{\bar{z}}(z, \bar{z}) \bar{z} \mathcal{G}(2 \bar{z})\right\} \\
+ & \frac{1}{2}\left\{\tilde{D}_{z z}\left[(i K-z)^{2} \mathcal{G}+2(i \mathcal{K}-z) \mathcal{G}^{\prime}+i \mathcal{K}^{\prime} \mathcal{G}+\mathcal{G}^{\prime \prime}\right]\right. \\
& \left.+2 \tilde{D}_{z \bar{z}}\left[(i K-z) \bar{z} \mathcal{G}+\bar{z} \mathcal{G}^{\prime}+\frac{1}{2} \mathcal{G}\right]+\tilde{D}_{\bar{z} \bar{z}} \bar{z}^{2} \mathcal{G}\right\} \\
+ & \frac{1}{6}\left\{\tilde { D } _ { z z z } \left[(i K-z)^{3} \mathcal{G}+3(i K-z)^{2} \mathcal{G}^{\prime}+3(i K-z) i \mathcal{K}^{\prime} \mathcal{G}\right.\right. \\
& \left.+3(i K-z) \mathcal{G}^{\prime \prime}+3 i \mathcal{K}^{\prime} \mathcal{G}^{\prime}+i K^{\prime \prime} \mathcal{G}+\mathcal{G}^{\prime \prime \prime}\right] \\
+ & 3 \tilde{D}_{z z \bar{z}}\left[(i K-z)^{2} \bar{z} \mathcal{G}+(i K-z) \mathcal{G}+2(i K-z) \bar{z} \mathcal{G}^{\prime}+\bar{z} i K^{\prime} \mathcal{G}\right. \\
& \left.+\mathcal{G}^{\prime}+\bar{z} \mathcal{G}^{\prime \prime}\right] \\
+ & \left.3 \tilde{D}_{z \bar{z} \bar{z}}\left[(i K-z) \bar{z}^{2} \mathcal{G}+\bar{z} \mathcal{G}+\mathcal{G}^{\prime}\right]+\tilde{D}_{\overline{z z z}} \bar{z}^{3} \mathcal{G}\right\}+\cdots \tag{II.237}
\end{align*}
$$

It should be noted that since the right operand of (II.236) is evaluated at the double argument $2 \bar{z}, K$ and $\mathcal{G}$ as well as their derivatives should be evaluated at $2 \bar{z}$ everywhere they appear in this expansion, just as in the first line. The derivatives denoted by primes therefore indicate differentiation with respect to the proper argument (here, $2 \bar{z}$ ) and the factors of 2 from the chain rule have been incorporated in the numerical coefficients as they appear. The arguments of $\tilde{D}$ are, of course, still $(\boldsymbol{z}, \overline{\boldsymbol{z}})$ and the subscripts denote partial derivatives. In addition, the multiplicative phase factors $\exp (i \Phi-2 z \bar{z})$ have been divided out.

Applying the ordering assumptions (II.233-II.235) to the terms in the expansion (II.237), the lowest order collection is $O(1)$ :

$$
\begin{align*}
& \hline \text { II. } 4 \text { The Coberent State Representation } \\
& \begin{aligned}
&\left\{\tilde{D}(z, \bar{z})+\left[(i K-z) \tilde{D}_{z}+\bar{z} \tilde{D}_{\bar{z}}\right]\right. \\
&+\frac{1}{2}\left((i K-z)^{2} \tilde{D}_{z z}+2(i K-z) \bar{z} \tilde{D}_{z \bar{z}}+\bar{z}^{2} \tilde{D}_{\overline{z z}}\right] \\
&+\frac{1}{8}\left((i K-z)^{3} \tilde{D}_{z z z}+3(i K-z)^{2} \bar{z} \tilde{D}_{z z \bar{z}}+3(i K-z) \bar{z}^{2} \tilde{D}_{z \bar{z} \bar{z}}\right. \\
&\left.\left.\quad+\bar{z}^{3} \tilde{D}_{\overline{z z z}}\right]+\cdots\right\} \mathcal{G}(2 \bar{z})=0
\end{aligned}
\end{align*}
$$

where again, $K$ is meant to be $K(2 \bar{z})$. The dots indicate that although terms only through the third derivatives have been retained, a familiar pattern seems to be suggested; that pattern is evidently the Taylor series expansion of the dispersion function

$$
\begin{equation*}
\tilde{D}(z+(i K-z), \bar{z}+\bar{z})=\tilde{D}(i K(2 \bar{z}), 2 \bar{z}) \tag{II.239}
\end{equation*}
$$

and hence all the terms in (II.238) can be re-summed and expressed in closed form. The lowest order equation may then be written

$$
\begin{align*}
\tilde{D}(i K(2 \bar{z}), 2 \bar{z}) \mathcal{G}(2 \bar{z}) & =0  \tag{II.240}\\
\text { or } \quad \tilde{D}(i K(\bar{z}), \bar{z}) & =0
\end{align*}
$$

Here, since only $2 \bar{z}$ appears as an argument, it has been replaced by just $\bar{z}$.

Inspection of (II.237) shows that under the ordering (II.233-II.235) only even powers of $\epsilon$ are represented in the expansion. It is interesting to note that this fact implies that the true expansion parameter is the physical quantity $\epsilon^{2} \sim$ $(\sigma / L)(\lambda / \sigma) \sim(\lambda / L)$ which does not involve the value of the arbitrary smoothing length $\sigma$ (although the inequality (II.223) must still apply). Assembling the next higher order $O\left(\epsilon^{2}\right)$ terms of (II.237), one has

$$
\begin{align*}
\left\{\tilde{D}_{z}(z, \bar{z})\right. & +\left[(i K-z) \tilde{D}_{z z}+\bar{z} \tilde{D}_{z \bar{z}}\right] \\
& \left.+\frac{1}{2}\left[(i K-z)^{2} \tilde{D}_{z z z}+2(i K-z) \bar{z} \tilde{D}_{z z \bar{z}}+\bar{z}^{2} \tilde{D}_{z \overline{z z}}\right]+\cdots\right\} \quad \mathcal{G}^{\prime}(2 \bar{z}) \\
& +\frac{1}{2}\left\{\tilde{D}_{z z}+\left[(i K-z) \tilde{D}_{z z z}+\bar{z} \tilde{D}_{z z \bar{z}}\right]+\cdots\right\} \quad i K^{\prime}(2 \bar{z}) \mathcal{G}(2 \bar{z}) \\
& +\frac{1}{-}\left\{\tilde{D}_{z \bar{z}}+\left[(i K-z) \tilde{D}_{z z \bar{z}}+\bar{z} \tilde{D}_{z \bar{z} \bar{z}}\right]+\cdots\right\} \quad \mathcal{G}(2 \bar{z})=0 \tag{II.241}
\end{align*}
$$

As in the lowest order equation, the terms have been arranged to suggest the appearance of the Taylor series for $\tilde{D}_{z}, \tilde{D}_{z z}$ and $\tilde{D}_{z \bar{z}}$ around the point $(z, \bar{z})$. Thus, these can be re-summed as before to give

$$
\begin{align*}
& \tilde{D}_{z}(i K(2 \bar{z}), 2 \bar{z}) \mathcal{G}^{\prime}(2 \bar{z})+\frac{1}{2}\left[i K^{\prime}(2 \bar{z}) \tilde{D}_{z z}(i K(2 \bar{z}), 2 \bar{z})\right. \\
& \left.\quad+\tilde{D}_{z \bar{z}}(i K(2 \bar{z}), 2 \bar{z})\right] \mathcal{G}(2 \bar{z})=0 \tag{II.242}
\end{align*}
$$

which, since all quantities are evaluated at $2 \bar{z}$, becomes

$$
\begin{align*}
\tilde{D}_{z}(i K, \bar{z}) \frac{d \mathcal{G}(\bar{z})}{d \bar{z}} & =-\frac{1}{2}\left[\left(\frac{\partial \tilde{D}_{z}}{\partial \bar{z}}\right)_{K}+\left(\frac{\partial \tilde{D}_{z}}{\partial z}\right)_{\bar{z}} \frac{d i K(\bar{z})}{d \bar{z}}\right] \mathcal{G}(\bar{z})  \tag{II.243}\\
& =-\frac{1}{2}\left(\frac{d \tilde{D}_{z}}{d \bar{z}}\right) \mathcal{G}(\bar{z})
\end{align*}
$$

The results at the lowest two orders of this perturbation method seem to imply that the nonlocal nature of the exact equation (II.236) might just be an artifact of the differential representation. That is, although the left and right operands of (II.238) are evaluated at different points in phase space, the technique of expanding the exponential operator, assuming a solution of the form (II.225), differentiating and re-summing terms at each order (assuming convergence) finally produces the local equations (II.240,II.243). In this regard, it is crucial that all terms in the expansion of the exponential operator be retained because the ordering (II.233) generates low-order contributions at each power of $\overleftrightarrow{L}$. This is quite different than the truncation procedure employed in Cbapter

3, although, of course, the phase space density being treated there was different than in the present case. Nonetheless, the relative magnitude of higher order derivatives on either $\mathcal{E}$ or the Wigner function $\left(E E^{\dagger}\right)_{W}$ in the context of an exponential operator expression such as (II.236) has never been investigated (above second order) in exactly solvable problems; this is because the examples given of the plane wave and harmonic oscillator exhaust the cases for which either of these phase space representations can be explicitly constructed. The quadratic Hamiltonian of the harmonic oscillator admits no higher than second derivatives when inserted in (II.236) or (II.94) (although, being a polynomial in $x$ and $k$, the techniques involving the Taylor series re-summation apply exactly). The evidence provided by the uniform medium example, in which $D$ is only a function of $k$ so that only $x$-derivatives act on $\mathcal{E}$, gives $\partial_{x}^{n} \mathcal{E} \sim k_{0}^{n}$. The ultimate justification of the ordering imposed in this analysis, however, must come from examining its validity for solutions determined by this method.

The application of "conventional" eikonal concepts to the phase space equation (II.236) appears to have succeeded thus far; indeed, the lowest order equations (II.240) and (II.243) turn out to be exactly analogous ${ }^{15,32}$ to the one dimensional equations derived at lowest orders in traditional $x$-space WKB methods. The ordering assumptions (II.233) are slightly different than in the customary WKB formulation (although it was shown that the true expansion parameter turns out to be the same ( $\lambda / L$ ), and of course the Taylor series re-sum is unique. Most significant however, is that the final equations are one complex-dimensional describing a wave in the two-dimensional phase space.

True to the usual lowest order equation, (II.240) is in actuality the HamiltonJacobi differential equation for the phase $\phi(\bar{z})$. To be sure, the one spatial dimension analysis has neglected the time dependence of the wave and the
dispersion kernel; thus, in this model of a stationary plasma, the field $E$ (and consequently, $\mathcal{E}$ ) has an overall $\exp (-i \omega t)$ time dependence (which factors out of the equations) and $D(x, k)$ should be parameterized by the frequency $\omega$. Accounting for this in (II.240), the eikonal equation is

$$
\begin{equation*}
\tilde{D}(i K, \bar{z} ; \omega)=0 \quad \Rightarrow \quad \omega=\tilde{\Omega}(\bar{z}, K) \tag{II.244}
\end{equation*}
$$

By its construction, this is just the expected local dispersion relation

$$
\begin{equation*}
D(x, k ; \omega)=\tilde{D}(z, \bar{z} ; \omega)=0 \quad \Rightarrow \quad \omega=\Omega(x, k)=\tilde{\Omega}(\bar{z},-i z) \tag{II.245}
\end{equation*}
$$

except with $z$ replaced by $i \mathcal{K}$. The reason for expressing $\tilde{\Omega}$ in terms of $-i z$ is so that the dispersion relation is defined in terms of canonical variables; the usual Poisson bracket on ( $x, k$ ) phase space of these variables is

$$
\begin{equation*}
\{\bar{z},-i z\}=\left(\partial_{x} \bar{z}\right)\left(-i \partial_{k} z\right)-\left(-i \partial_{z} z\right)\left(\partial_{k} \bar{z}\right)=1 \tag{II.246}
\end{equation*}
$$

as can be verified from the definitions (II.212).
Following the formalism of Hamilton-Jacobi theory and conventional WKB methods, the differential equation (II.244) may be solved by introducing characteristic trajectories. In view of the analogy between (II.244) and (II.245), these trajectories are generated by Hamilton's equations in canonical form

$$
\begin{equation*}
\dot{\bar{z}}=\frac{\partial \tilde{\Omega}(\bar{z}, K)}{\partial K} \quad \dot{K}=-\frac{\partial \tilde{\Omega}(\bar{z}, K)}{\partial \bar{z}} \tag{II.247}
\end{equation*}
$$

With the introduction of these "rays", it is essential to recognize the implications of applying eikonal methods to wave equations in phase space. The traditional WKB analysis of $x$-space wave equations generates ray trajectories in $(x, k)$ phase space and the properties of this flow and its projection onto $x$-space is responsible for the form of the short wavelength field in $x$-space. The phase space in which the rays evolve is now the "configuration space" for the present wave equation (II.210,II.236) and, to avoid confusion with the rays generated by (II.247), I
shall refer to them as the "underlying" or "physical" trajectories. The concept of a "local phase space wavenumber", induced by the eikonal phase $\Phi$ and its derivative $K$, therefore necessitates the consideration of a $(\bar{z}, K)$ phase space above the physical $(x, k)$ or $\bar{z}$ phase space. It is in this "doubled" phase space that the trajectories governed by (II.247) evolve. For clarity, I shall refer to the $(x, k)$ phase space as $U$ ("underlying") and the "doubled" phase space as $P$; a schematic illustration of this structure is given in Fig. 31.

Other authors have introduced the concept of a "doubled" phase space ${ }^{33,34}$ in connection with equation (II.94) for the Wigner function $\left(E E^{+}\right)_{W}(x, k)$. The space $P$ considered here, in relation to the coherent state representation, has the property that, although it is four-dimensional (for an underlying one-dimensional wave problem with a two-dimensional physical phase space $\mathcal{U}$ ), a complex structure has naturally arisen so that it may be treated as a two complex-dimensional space; this is an advantage in both analytical and numerical investigations. A logical question may be raised, however, as to the relationship between the trajectories generated by (II.247) in $P$ and the physical rays which evolve in $U$. More precisely, one should examine the projection of the trajectories in $P$ onto $U$ in order to discover any possible correspondence with the physical rays.

Consider, for example, points in $P$ given by $(\bar{z}, K)=(\bar{z},-i z)$. Observe that these points are indeed elements of $P$ (because both $\bar{z}$ and $K$ are dimensionless complex variables) but it is the rather special set above the $\bar{z}$ plane (U) for which $K=(i \bar{z})^{*}$. Now it is easily shown that the Hamiltonian flow (II.247) preserves this relationship, i.e., that $K(t)=-i z(t)$ satisfies these equations. Thus, one has for $K=-i z$

$$
\begin{equation*}
\dot{K}(\bar{z}, K=-i z)=-\left.\frac{\partial \tilde{\Omega}(\bar{z}, K)}{\partial \bar{z}}\right|_{K=-i z}=-\frac{\partial \tilde{\Omega}(\bar{z},-i z)}{\partial \bar{z}} \tag{II.248}
\end{equation*}
$$

which, when (II.215) is applied, becomes


Figure 31. Schematic illustration of the "doubled phase space" $P$ induced by the eikonal solution of the phase space equation (II.219). The familiar "underlying" phase space $U$ is coordinatized by either real variables $(x, k)$ or the complex variable $\bar{z}$; this is to be viewed as the "configuration space" of $P$ with the complex-valued variable $K$ being the momentum conjugate to $\bar{z}$ ("local phase space wavenumber"). Orbits in $P$ are projected onto $U$ in order to determine their relationship to "physical" ray trajectories.

$$
\begin{align*}
-\frac{\partial \tilde{\Omega}(\bar{z},-i z)}{\partial \bar{z}} & =-\frac{1}{\sqrt{2}}\left(\sigma \frac{\partial \Omega(x, k)}{\partial x}+\frac{i}{\sigma} \frac{\partial \Omega(x, k)}{\partial k}\right) \\
& =-\frac{1}{\sqrt{2}}\left(-\sigma \dot{k}(x, k)+\frac{i}{\sigma} \dot{x}(x, k)\right)  \tag{II.249}\\
\dot{K}(\bar{z}, K=-i z) & =-\frac{i}{\sqrt{2}}\left(\frac{\dot{z}(x, k)}{\sigma}+i \sigma \dot{k}(x, k)\right)=-i \dot{z}(\bar{z},-i z)
\end{align*}
$$

Furthermore, at these points $\dot{\bar{z}}$ is given by

$$
\begin{align*}
\dot{\bar{z}}(\bar{z}, K=-i z) & =\left.\frac{\partial \tilde{\Omega}(\bar{z}, K)}{\partial K}\right|_{K=-i z}=\frac{\partial \tilde{\Omega}(\bar{z},-i z)}{\partial(-i z)} \\
& =i \frac{\partial \tilde{\Omega}(\bar{z},-i z)}{\partial z}  \tag{II.250}\\
\frac{\dot{x}}{\sigma}-i \sigma \dot{K} & =i\left(\sigma \frac{\partial \Omega(x, k)}{\partial x}-\frac{i}{\sigma} \frac{\partial \Omega(x, k)}{\partial k}\right)
\end{align*}
$$

The logical interpretation of this calculation is then as follows: at all points in $P$ where $K=-i z$ the flow is given by $\dot{K}=-i \dot{z}(\bar{z},-i z)$ and $\dot{\bar{z}}=\dot{\bar{z}}(\bar{z},-i z)$ so that by the uniqueness of solutions of Hamiltons equations, $K(t)=-i z(t)$ along trajectories which pass through these points. Moreover, identifying the real and imaginary parts in the last line of (II.250) shows that the projection $\bar{z}(t)$ of these rays onto the $\bar{z}$ plane $U$ reproduces the physical trajectories.

The conclusion to be drawn here is that all of the "physical" orbits in the underlying phase space $U$ (generated by the usual dispersion relation $\Omega(x, k)$ ) are contained in the projection onto $\mathbb{U}$ of all trajectories in the "doubled" phase space $P$ generated by $\tilde{\Omega}(\bar{z}, K)$. The special class of trajectories in $P$ which participates in this correspondence are those which lie on the two-dimensional manifold given by $\mathcal{K}(\bar{z})=(i \bar{z})^{*}$ or

$$
\begin{equation*}
\operatorname{Re} \bar{z}=\frac{x}{\sigma \sqrt{2}} \quad \operatorname{Im} \bar{z}=\frac{-\sigma k}{\sqrt{2}} \quad \operatorname{Re} K=\frac{\sigma k}{\sqrt{2}} \quad \operatorname{Im} K=\frac{-x}{\sigma \sqrt{2}} \tag{II.251}
\end{equation*}
$$

In other words, the projection onto $U$ of the flow in $P$ restricted to this manifold produces a llow in $U$; this should be compared with the projection onto $x$-space
of the flow in phase space $U$, which does not result in a flow. Therefore, one would expect that the construction of $\mathcal{E}$ along the "physical" trajectories in $U$ should be free of singularities because these "configuration-space" orbits are divergenceless.

The projection of all other trajectories in $P$ (i.e., those for which $K \neq$ $-i z$ ) onto $U$ are "unphysical" in the sense that they do not correspond to possible orbits in $U$ generated by $\Omega(x, k)$. One may conclude from the foregoing discussion of the "physical" trajectories that these "unphysical" paths in $U$ are important for the construction of $\mathcal{E}$ in the "non-classical" regions of $(x, k)$ phase space off the classical orbit. That is, at a fixed value of the frequency $\omega$, the projection of the frequency surface $\omega=\tilde{\Omega}(\bar{z}, \mathcal{K})$ in $\mathcal{P}$ onto $U$ will produce the "physical" orbits, which lie on the frquency manifold $\omega=\Omega(x, k)$ in $U$, as well as "unphysical" trajectories which are not on this manifold. Naturally, all "physical" and "unphysical" orbits are important since $\mathcal{E}$ should be constructed everywhere in phase space $U$ in order to reconstruct the field $E$ in $x$ - or $k$ - space by yet another projection. However, the examples given indicate that in the short wavelength limit, $\mathcal{E}$ decays rapidly away from the classical orbit so that in practice, perhaps only the "physical" rays and nearby "unphysical" trajectories (for broadening) need be considered.

One further point should be made in regard to the lowest order equation (II.240). As this equation determines a Hamiltonian system of rays in the $(\bar{z}, K)$ phase space $P$, it is worthwhile to observe that these rays have the same integrability properties as the underlying Hamiltonian system on $(x, k)$ phase space. From a practical analytical standpoint this means that, for a wave problem in more than one dimension, if a set of invariants $\{I\}$ can be found so that in the traditional eikonal method the branches $k(x \mid I)$ may be determined
(at least implicitly), then in terms of the complex variables on $(x, k)$ phase space, one may also determine $z(\bar{z} \mid I)$ in principle. Since the system in $P$ is related to the system in $U$ by just replacing $z$ by $i K$, these relations imply that $K(\bar{z} \mid I)$ and hence $\Phi(\bar{z} \mid I)$ may be constructed without following trajectories as discussed in Part I. Indeed, this is the method which will be used in the examples that follow.

As previously remarked, the equation derived at next order for the amplitude $\mathcal{G}(\bar{z})$ is very similar to the corresponding equation typically found in conventional $x$-space WKB treatments. Indeed, (II.243) may be rearranged and more compactly expressed as

$$
\begin{equation*}
\frac{d}{d \bar{z}}\left[\mathcal{G}^{2}(\dot{\bar{z}})\left(\frac{\partial \tilde{D}}{\partial z}\right)(i K(\bar{z}), \bar{z})\right]=0 \tag{II.252}
\end{equation*}
$$

The notation here for the partial derivative $\tilde{D}_{z}$ means the derivative of $\tilde{D}(z, \bar{z})$ with respect to $z$ evaluated at $z=i K(\bar{z})$; thus, this is simply

$$
\begin{equation*}
\frac{d}{d \bar{z}}\left[\mathcal{G}^{2}(\bar{z}) \frac{\partial \tilde{D}}{\partial K}(i K(\bar{z}), \bar{z})\right]=0 \tag{II.253}
\end{equation*}
$$

Being subject to the lower order solution, the usual relation

$$
\begin{equation*}
\left(\frac{\partial \tilde{D}(i K, \bar{z} ; \omega)}{\partial K}\right)_{\bar{z} . \omega}=-\left(\frac{\partial \tilde{\Omega}(\bar{z}, K)}{\partial K}\right)_{\bar{z} . \omega}\left(\frac{\partial \tilde{D}(i K, \bar{z} ; \omega)}{\partial \omega}\right)_{\bar{z}, K} \tag{II.254}
\end{equation*}
$$

applies so that (II.253) may be written

$$
\begin{equation*}
\frac{d}{d \bar{z}}\left[\mathcal{G}^{2}(\bar{z}) \dot{\bar{z}}(\bar{z}, \mathcal{K}(\bar{z})) \tilde{D}_{\omega}(i \mathcal{K}(\bar{z}), \bar{z} ; \tilde{\Omega}(\bar{z}, \mathcal{K}(\bar{z})))\right]=0 \tag{II.255}
\end{equation*}
$$

where (II.247) has been used to introduce $\dot{\bar{z}}$.
Evidently, the solution of the amplitude equation is

$$
\begin{equation*}
\mathcal{G}(\bar{z}) \sim\left[\dot{\bar{z}}(\bar{z}, K(\bar{z})) \tilde{D}_{\omega}(i K(\bar{z}), \bar{z} ; \tilde{\Omega}(\bar{z}, K(\bar{z})))\right]^{-\frac{1}{2}} \tag{II.256}
\end{equation*}
$$

which has an intuitive physical interpretation when compared to the amplitude solution for traditional $x$-space WKB in one dimension. In that formalism, it is typically found that the $x$-space amplitude is proportional to $[\dot{x}(x, k(x))]^{-\frac{1}{2}}$
which diverges near turning points where the $x$-space ray velocity vanishes. Similarly, the expression in (II.256) tends to infinity near fixed points in phase space where the phase space velocity vanishes:

$$
\begin{equation*}
\dot{\dot{z}}(\bar{z}, \mathcal{X}(\bar{z})) \sim\left(\sigma^{-1} \dot{x}-i \sigma \dot{k}\right)=0 \tag{II.257}
\end{equation*}
$$

In view of the foregoing discussion of the "physical" and "unphysical" trajectories in the $(x, k)$ phase space $U$ which result from the projection of the rays in the $(\bar{z}, \mathcal{K})$ space $P$, there are two categories of points $\bar{z}$ in $U$ for which (II.257) is satisfied. The "physical" fixed points are where $\dot{x}=\dot{k}=0$ as determined by the underlying dispersion relation $\Omega(x, k)$ (the same points given by $\dot{\bar{z}}(\bar{z}, K)=0$ with $K=-i z)$ and are unique, separate phase space trajectories (i.e., not points visited by other orbits). This is quite different than the case of traditional WKB, where turning points (responsible for divergent amplitudes) are experienced by almost all orbits in $x$-space. Therefore, if $\mathcal{E}$ is to be constructed along classical ray orbits in phase space, the fixed point trajectories could be neglected and the worst case would be that the amplitude $\mathcal{G}$ would grow (remaining bounded) as an orbit passes near a fixed point. A further consideration is that, since the phase $\Phi$ is complex, the amplitude singularity at and near a fixed point may in practice be eliminated automatically by the behavior of $\exp (i \Phi)$ in that region of phase space. An example of this is provided by the harmonic oscillator $\mathcal{E}(x, k)$ which is finite (even for $n=0$ ) at the fixed point at the origin.

The existence of fixed points among the "unphysical" trajectories could provide trouble for numerical applications of this method. Again, however, the examples given indicate that $\mathcal{E}$ is quite small in magnitude away from the classical orbits so that one should not expect singularity difficulties in the nonclassical regions of phase space. In addition, it was pointed out previously that in
the short wavelength regime, it may suffice to construct $\mathcal{E}$ only in the immediate neighborhood of the "physical" trajectories in order that the projection onto $x$-space be reasonable.

To illustrate the techniques introduced to this point, I will apply them to two examples. The first is the simple case of a plane wave in a uniform plasma with a local dispersion relation given by

$$
\begin{align*}
D(x, k ; \omega) & =D(k, \omega)=1-\left(\omega^{2} / k^{2}\right)=0 \\
\Rightarrow \quad \omega & \equiv \pm k_{0}=\Omega(k)=k \tag{II.258}
\end{align*}
$$

where the phase velocity of the wave is taken to be unity. In order to begin, the dispersion relation $\Omega$ must be expressed in terms of the complex variables $(z, \bar{z})$; using (II.212) and choosing the positive frequency wave, this is

$$
\begin{equation*}
k_{0}=\tilde{\Omega}(\bar{z},-i z)=\frac{-i}{\sigma \sqrt{2}}(z-\bar{z}) \tag{II.259}
\end{equation*}
$$

Now the Hamiltonian in the "doubled" phase space $(\bar{z}, \mathcal{K})$ is obtained by just replacing $-i z$ by $K$ in (II.259):

$$
\begin{equation*}
k_{0}=\tilde{\Omega}(\bar{z}, K)=\tilde{\Omega}(\bar{z},-i z \rightarrow K)=\frac{-i}{\sigma \sqrt{2}}(i K-\bar{z}) \tag{II.260}
\end{equation*}
$$

which generates the trajectories

$$
\begin{equation*}
\dot{\bar{z}}=\frac{\partial \tilde{\Omega}}{\partial K}=\frac{1}{\sigma \sqrt{2}} \quad \dot{K}=-\frac{\partial \tilde{\Omega}}{\partial \bar{z}}=\frac{-i}{\sigma \sqrt{2}} \tag{II.261}
\end{equation*}
$$

Translating the first of these into terms of $(x, k)$ and identifying real and imaginary parts, the usual trajectories in phase space are recovered

$$
\begin{equation*}
\dot{\bar{z}}=\frac{1}{\sqrt{2}}\left(\frac{\dot{x}}{\sigma}-i \sigma \dot{k}\right)=\frac{1}{\sigma \sqrt{2}} \quad \Rightarrow \quad \dot{x}=1, \quad \dot{k}=0 \tag{II.262}
\end{equation*}
$$

Thus, since $\bar{z}$ evolves independently of $K$, the projection of all trajectories in $P$ onto $U$ are "physical". The solution of (II.261) for $K(t)$ is simply

$$
\begin{equation*}
K(t)=K_{0}-\frac{i t}{\sigma \sqrt{2}} \tag{II.263}
\end{equation*}
$$

which may be used to show that if $\mathcal{K}_{0}=-i z_{0}$ then

$$
\begin{equation*}
K(t)=\frac{-i}{\sqrt{2}}\left(\frac{x_{0}}{\sigma}+i \sigma k_{0}\right)-\frac{i t}{\sigma \sqrt{2}}=\frac{-i}{\sqrt{2}}\left(\frac{x(t)}{\sigma}+i \sigma k_{0}\right)=-i z(t) \tag{II.264}
\end{equation*}
$$

by (II.262), as expected.
In order to construct $\mathcal{E}$, first use (II.260) to determine $X(\bar{z})$ and then integrate to compute the phase $\Phi$ :

$$
\begin{align*}
& K(\bar{z})=\sigma \sqrt{2} k_{0}-i \bar{z} \equiv \frac{d \Phi(\bar{z})}{d \bar{z}} \\
& \Phi(\bar{z})=\int^{\bar{z}} d \bar{z}^{\prime} K\left(\bar{z}^{\prime}\right)=\sigma \sqrt{2} k_{0} \bar{z}-\frac{i}{2} \bar{z}^{2} \tag{II.265}
\end{align*}
$$

Comparison of these expressions with (II.229,II.230) reveals that these are the exact forms of $K$ and $\Phi$ which are obtained by constructing $\mathcal{E}$ as a local Fourier transform of the plane wave (note that since $\dot{\bar{z}}$ is a constant (II.262), the amplitude $\mathcal{G}$ is also constant according to (II.256)). Therefore, apart from a multiplicative constant, it is apparent that this eikonal method of computing $\mathcal{E}$ will produce the exact expression (II.178).

The success of the phase space eikonal method in this simplest of examples is not surprising, although it does demonstrate two important points: so far, the theory seems to have no glaring errors, and it is capable of constructing a smooth waveform in two dimensions (complexified phase space) which exhibits oscillations along the phase space ray with gaussian modulation transverse to the ray. Of course, conventional WKB methods experience no difficulty when applied to this problem and also produce the exact solution; there are no caustic singularities since all $x$-space trajectories are straight lines which do not focus. For this reason, the application of the phase space analysis seems inordinately cumbersome and unnecessary.

An example in which this technique is able to display its possible relevance and application is provided by the following problem. Consider the one dimen-
sional dispersion function

$$
\begin{align*}
& D(x, k ; \omega) \equiv 1-\frac{\omega_{e}^{2}(x)}{\omega^{2}}-\frac{k^{2} c^{2}}{\omega^{2}}=0  \tag{II.266}\\
& \Rightarrow \quad \omega^{2}=\Omega^{2}(x, k)=k^{2} c^{2}+\omega_{e}^{2}(x)
\end{align*}
$$

which describes the propagation of an electromagnetic wave in a stationary plasma with local plasma frequency $\omega_{e}(x)$. Specifically, let $\omega_{e}(x)$ be given by

$$
\begin{equation*}
\omega_{e}^{2}(x)=\frac{4 \pi e^{2} n_{e}(x)}{m_{e}} \equiv \omega_{0}^{2}\left(1+\frac{x^{2}}{L^{2}}\right) \tag{II.267}
\end{equation*}
$$

which models a density depression in the plasma as a quadratic well with scalelength L. Inserting this definition into (II.266), the local dispersion relation is

$$
\begin{equation*}
\omega^{2}=\Omega^{2}(x, k)=\omega_{0}^{2}+k^{2} c^{2}+\frac{\omega_{0}^{2} x^{2}}{L^{2}} \tag{II.268}
\end{equation*}
$$

The local wavenumber $k(x)$ of the geometric optics rays may be determined from the dispersion relation (II.268)

$$
\begin{equation*}
c k(x)= \pm\left[\left(\omega^{2}-\omega_{0}^{2}\right)-\left(\omega_{0}^{2} x^{2} / L^{2}\right)\right]^{\frac{1}{2}} \tag{II.269}
\end{equation*}
$$

which is real only for $|x|<x_{0}, x_{0}=\frac{L}{\omega_{0}}\left(\omega^{2}-\omega_{0}^{2}\right)^{\frac{1}{2}}$; thus, the rays are trapped in $x$-space between the turning points $\pm x_{0}$.

Evidently, as there are no $x k$ products in (II.266), the dispersion function $D(x, k ; \omega)$ with (II.267) is the Symbol of a differential operator which in the $x$-space representation is

$$
\begin{equation*}
D(x, k ; \omega) \leftrightarrow-\frac{d^{2}}{d x^{2}}+\frac{\omega_{0}^{2}}{c^{2} L^{2}} x^{2}-\frac{\omega^{2}-\omega_{0}^{2}}{c^{2}} \tag{II.270}
\end{equation*}
$$

This operator implies that the underlying wave equation (II.1) is

$$
\begin{equation*}
\left(-\frac{d^{2}}{d x^{2}}+\frac{\omega_{0}^{2}}{c^{2} L^{2}} x^{2}\right) E(x)=\frac{\omega^{2}-\omega_{0}^{2}}{c^{2}} E(x) \tag{II.271}
\end{equation*}
$$

which is the eigenvalue equation for the normal modes corresponding to the bound ray trajectories. More than that, this wave problem and the associated ray Hamiltonian (II.268) are formally equivalent to the quantum and classical
mechanical harmonic oscillator problems. The correspondence can be made by identifying the quantum oscillator length parameter $\alpha$ as

$$
\begin{equation*}
\alpha^{2}=\frac{m \omega_{o a c}}{h} \rightarrow \frac{\omega_{0}}{c L} \tag{II.272}
\end{equation*}
$$

and therefore, the familiar results may be carried over directly: the eigenvalues $\omega_{n}$ are

$$
\begin{equation*}
2 \alpha^{2}\left(n+\frac{1}{2}\right)=\frac{\omega_{n}^{2}-\omega_{0}^{2}}{c^{2}} \tag{II.273}
\end{equation*}
$$

while the eigenfunctions are given in (II.182) with the appropriate value of $\alpha$ from (II.272).

Again, in order to implement the phase space eikonal method of solving this problem (or more precisely, the corresponding phase space equation (II.210)), the first step is to perform the complex canonical transformation $(x, k) \rightarrow(\bar{z},-i z)$ on the local dispersion relation (II.268). The result is

$$
\begin{align*}
& \tilde{\Omega}^{2}(\bar{z},-i z)=\omega_{0}^{2}+\frac{1}{2} c^{2} \alpha^{2}\left[\left(z^{2}+\bar{z}^{2}\right)\left(\alpha^{2} \sigma^{2}-\alpha^{-2} \sigma^{-2}\right)\right.  \tag{II.274}\\
&\left.+2 z \bar{z}\left(\alpha^{2} \sigma^{2}+\alpha^{-2} \sigma^{-2}\right)\right]
\end{align*}
$$

The next step in the procedure is to replace $z$ by $i K$ in this expression to obtain the Hamiltonian on the ( $\bar{z}, K$ ) phase space $P$. However, since the smoothing length $\sigma$ is arbitrary (within the limits (II.223) for the theory to be valid), a suitable choice here will extremely simplify the algebra. Thus, specifying

$$
\begin{equation*}
\sigma^{2}=\alpha^{-2}=\frac{c}{\omega_{0}} L \sim \lambda_{0} L \tag{II.275}
\end{equation*}
$$

not only provides a smoothing length which is the geometric mean of the wave and density scalelengths (as desired by (II.224)), but also allows the Hamiltonian to be written simply

$$
\begin{equation*}
\tilde{\Omega}^{2}(\bar{z},-i z)=\omega_{0}^{2}+2 c^{2} \alpha^{2} z \bar{z} \tag{II.276}
\end{equation*}
$$

Now in $P$, the ray Hamiltonian is

$$
\begin{equation*}
\omega^{2}=\tilde{\Omega}^{2}(\bar{z}, K)=\omega_{0}^{2}+2 i c^{2} \alpha^{2} \bar{z} K \tag{II.277}
\end{equation*}
$$

which may be promptly solved for the local phase space wave number $\mathcal{K}(\bar{z})$

$$
\begin{equation*}
K(\bar{z})=-\frac{i}{\bar{z}} \frac{\omega^{2}-\omega_{0}^{2}}{2 c^{2} \alpha^{2}} \tag{II.278}
\end{equation*}
$$

and hence, the phase $\Phi(\bar{z})$ is

$$
\begin{equation*}
\Phi(\bar{z})=\int^{\bar{z}} d \bar{z}^{\prime} K\left(\bar{z}^{\prime}\right)=-\frac{i\left(\omega^{2}-\omega_{0}^{2}\right)}{2 c^{2} \alpha^{2}} \ln \bar{z} \tag{II.279}
\end{equation*}
$$

The amplitude $\mathcal{G}(\bar{z})$ requires

$$
\begin{align*}
\dot{\bar{z}}(\bar{z}, \mathcal{K}(\bar{z})) & =\frac{\partial \tilde{\Omega}}{\partial K}=2 i c^{2} \alpha^{2} \bar{z}  \tag{II.280}\\
\frac{\partial D}{\partial \omega} & =-2 \frac{\omega_{e}^{2}(x)+k^{2} c^{2}}{\omega^{3}}=-\frac{2}{\omega}
\end{align*}
$$

and is, by (II.256),

$$
\begin{equation*}
\mathcal{G}(\bar{z}) \sim\left[\dot{\bar{z}} D_{\omega}\right]^{-\frac{1}{2}} \sim \bar{z}^{-\frac{1}{2}} \tag{II.281}
\end{equation*}
$$

Finally, collecting (II.279) and (II.281), the solution for $\mathcal{F}(\bar{z})$ is

$$
\begin{align*}
\mathcal{F}(\bar{z}) & =\mathcal{G}(\bar{z}) e^{i \Phi(\bar{z})} \\
& \sim \bar{z}^{-\frac{1}{2}} \exp \left[\frac{\omega^{2}-\omega_{0}^{2}}{2 c^{2} \alpha^{2}} \ln \bar{z}\right]  \tag{II.282}\\
& \sim \bar{z}^{p}, \quad p=\frac{\omega^{2}-\omega_{0}^{2}}{2 c^{2} \alpha^{2}}-\frac{1}{2}
\end{align*}
$$

The form of this result is interesting from the standpoint of the theory of analytic functions of a complex variable: in order that $\overline{\mathcal{F}}(\bar{z})$ be single-valued on the complex phase space, the exponent $p$ in (II.282) must be an integer. In effect, this requirement plays the role of a phase space quantization condition for this system and yields

$$
\begin{align*}
& \frac{\omega^{2}-\omega_{0}^{2}}{2 c^{2} \alpha^{2}}-\frac{1}{2}=n  \tag{II.283}\\
\Rightarrow \quad & \bar{f}_{n}(\bar{z}) \sim \bar{z}^{n}
\end{align*}
$$

From the definition (II.227), the phase space density amplitude $\mathcal{E}(x, k)$ is therefore

$$
\begin{equation*}
\mathcal{E}_{n}(x, k)=\tilde{\mathcal{E}}_{n}(z, \bar{z}) \sim e^{\frac{1}{4} z^{2}-\frac{1}{4} \bar{z}^{2}-\frac{1}{2} z \bar{z}} \bar{z}^{n} \tag{II.284}
\end{equation*}
$$

This is a striking result in that it is exactly the form which would be computed by direct local Fourier transform (II.173) of the exact eigenfunctions (the multiplicative constant in (II.284) can be determined from the normalization condition (II.175) if desired). This in turn implies that the exact eigenfunctions are obtained when (II.284) is projected by (II.177) onto either $x$ - or $k$-space; indeed, the integral which is involved serves as an integral definition of the Hermite polynomials. ${ }^{29}$

Evidently, the phase space eikonal technique has again demonstrated that it is capable of treating a two-dimensional (phase space) wave equation with a one complex-dimensional formalism. In fact, it provides the solution for $\mathcal{E}$ not only in the "classical" region of phase space explored by the rays, but in the "nonclassical" region off the trajectories as well. Moreover, these two regions are treated on the same footing (as opposed to the piecewise formulation of traditional WKB) so that, at least in these examples, no "boundary layer" matching analysis is required; in part, this feature is due to the use of a complex phase $\Phi$ defined on the complexification of phase space. The result in this harmonic oscillator example, however, suggests several new aspects of the method:

1) The most remarkable feature of the solution (II.284) is of course the fact that it is exact. This should be compared with the results of conventional WKB techniques applied to the same problem, where the spectrum is obtained exactly but the eigenfuctions are determined in their asymptotic form, and then only piecewise due to the caustic singularity at the turning point. The construction of $\mathcal{E}$ in phase space, true to what might be expected of a phase space method,
encountered no singularites except the existence of a branch point at the origin, which is also a fixed point for the ray system. Thus, since the exact phase space representation of the wave function is computed in this procedure, its projection onto $x$-space produces the exact $x$-space representation over all $x$, complete with decaying amplitude outside the turning points, oscillations between them and significantly, maximum amplitude (but no singularity) in the neighborhood of the turning points. In this respect, the phase space eikonal technique is more accurate and more complete than conventional WKB methods.

Naturally, one should not place too much emphasis on a result obtained in the example of the harmonic oscillator. This is especially true with regard to the present formalism as it is based on the introduction of complex variables which (for suitable choice of $\sigma$ ) are intimately related to the harmonic oscillator Hamiltonian. Indeed, the entire coherent state representation is generated by the eigenstates of the lowering operator which, together with its hermitian conjugate, permits the elegant factorization method of solution of the quantum mechanical harmonic oscillator problem. However, it may be significant to recall that the phase space technique also provided the exact solution to the plane wave (free particle) problem for which the Hamiltonian is not so nicely expressed in terms of these fundamental operators.
2) The specification of the smoothing length (II.275) in order to simplify the calculation raises a question as to the generality of the results even within the context of this single example. In the plane wave case there is no need to specify $\sigma$ and the method of solution, as the well as the functional form of the result, is independent of its value; however, in that example there is only one scale (the wavelength) whereas in the harmonic oscillator there are two ( $\lambda$ and $L)$. This difference also affects the construction of $\mathcal{E}$ by local Fourier transform
of the $x$-space waves in both cases: the plane wave integral (II.178) proceeds independently of the smoothing length whereas, even though the functional form (II.183) of the exact $\mathcal{E}$ for the harmonic oscillator may be computed for any value of $\sigma$, it is simplest to make the identical choice (II.275).

The phase space eikonal method can be carried through for arbitrary $\sigma$ in this case since (II.274) is only quadratic. Now however, $K(\bar{z})$ has two branches and the question of which to use (possibly both) is in this instance settled by the fact that when the corresponding phases $\Phi$ are computed, one branch causes $\mathcal{E}$ to diverge as the radius in phase space $|\bar{z}| \rightarrow \infty$. Keeping just the finite branch produces a solution which is not equal to the exact constructed form for the same value of $\sigma$. In fact, the functional form is complicated enough so that it is not immediately clear that applying the analytic condition of single-valuedness will result in a quantization condition, much less the correct one obtained in (II.283). Without such a quantization condition it is difficult to compare the eikonal solution with the exact expression.

Of course, for this theory to be accepted as a reliable method for solving short wave problems, it should produce certain physical results independent of the choice of smoothing length $\sigma$. As illustrated in the case of the harmonic oscillator, a system with more than one scalelength can be expected to possess wave fields whose phase space representation (local Fourier transform) depends on $\sigma$ both in form and in method of construction. However, in the sense that the projection rule (II.177) is independent of $\sigma$, this may not be a physically significant defect if the desired result is the form of the wave field in $x$-space. Thus, different values of $\sigma$ can be expected to produce different forms of $\mathcal{E}$ when the phase space eikonal technique is applied, and these will be in general just approximations to the exact form for each value of $\sigma$. The projection of
these $\sigma$-dependent approximations to $\mathcal{E}$ can be expected to provide $\sigma$-dependent approximations to $E(x)$ and in practice one would like to develop some rule for choosing a smoothing length so that this approximation is optimized. Such an optimum value for the harmonic osciilator is apparently the one chosen in the preceding discussion, and it represents the geometric mean of the two natural scalelengths of the system. Evidently, the compatibility of the smoothing length with the disparate scalelengths present in a system and its influence on the construction of the best approximate solution for the wave field, both in phase space and $x$-space, is an issue which will require closer attention before this method is successful.
3) Related to the preceding point, one may question whether the projection of an approximately constructed phase space function $\mathcal{E}$ with arbitrary $\sigma$ will produce a uniform approximation to the $x$-space wave, or will the projection produce singularities at the turning points (as does the asymptotic Wigner function) or perhaps elsewhere. This possibility has not been investigated for the general case and I rely only on the evidence presented here by the examples; that is, in those cases the phase space eikonal technique demonstrates the capability for determining a phase space density which is smooth and which incorporates the wave-like broadening off the ray manifold on an equal footing with the oscillatory behavior on the manifold. It is this "nonclassical" wave broadening in phase space which will prevent projection singularities at caustics and thereby permit the uniform description of the $x$-space field without this interruption. Again, however, the existence of this feature of the representation should be verified in other cases before one places much confidence in this eikonal method.
4) In spite of these questions of interpretation and application of the phase space eikonal method, it may be verified that, at least in the present harmonic
oscillator example, the ordering hierarchy (II.233,II.234) is justified. Of course, the reason for choosing $\Phi^{\prime}=K \sim \epsilon^{-1}$ in the first place was in part based on the exact result in this case, so that it is no surprise that (II.278,II.279) satisfy this estimate. However, the amplitude $\mathcal{G}(\bar{z})$ given in (II.281) is easily shown to be more slowly varying

$$
\begin{equation*}
\frac{1}{\mathcal{G}} \frac{d \mathcal{G}}{d \bar{z}} \sim \frac{1}{\bar{z}} \sim \epsilon \tag{II.285}
\end{equation*}
$$

as expected, and all higher derivatives similarly follow the assumed $\epsilon^{n}$ behavior.
5) The relationship between the quantization condition for the harmonic oscillator and the analytic single-valuedness criterion is another remarkable result of the application of this method to the harmonic oscillator. It would be interesting to explore its generality, although of course it should first be investigated in regard to the arbitrary- $\sigma$ solutions for the same problem. Thus, while the form of $\mathcal{E}$ is to an extent understandably dependent on the smoothing length (even for an eigenfunction), the quantization condition is an example of a physical result which should be independent of $\sigma$.

Another curious aspect of this derivation of the quantization rule is the way in which the ground state correction factor of $\frac{1}{2}$ arises. In the usual WKB analysis this factor appears because of phase matching conditions at the two turning points, while in the modern EBK theory, it is the Maslov index (due to the matching of alternate $x$ and $k$ representations of the wave around the classical ray orbit in phase space, i.e., the irreducible circuit of the torus). Here, however, the factor of $\frac{1}{2}$ arises as the contribution of the amplitude $\mathcal{G}(\bar{z}) \sim$ $(\bar{z})^{-\frac{1}{2}}$ to the exponent of $\bar{z}$ in the final form (II.282) of $\bar{F}(\bar{z})$. It may be that there is a connection between the standard interpretation of this factor in terms of the influence of caustics and the effect here of the phase space amplitude $\mathcal{G}$ which has a square root singularity at the fixed point encircled by the classical
orbit.

Since the contribution of the amplitude $\mathcal{G}$ to the quantization condition is negligible as $(n \rightarrow \infty)$, a possible practical implication for this method is that the amplitude might be ignorable altogether. In the case of the harmonic oscillator, the single-valuedness condition would still apply (resulting in the quantization condition (II.283) without the $\frac{1}{2}$ ) while the form of $\mathcal{E}$ would remain the same $\sim \overline{\boldsymbol{z}}^{\boldsymbol{n}}$. That both the oscillatory and modulated features of the phase space representation $\mathcal{E}$ are present, even without including the amplitude $\mathcal{G}$, is of course due to the complex-valued phase $\Phi$. Now, however, no singularities will be encountered in the construction of $\mathcal{E}$ since these arise as the effect of fixed points on $\mathcal{G}$.
6) Finally, it should be noted that the method of solution employed here did not in either example rely on the construction of the "physical" or "nonphysical" trajectories generated by the Hamiltonian $\tilde{\Omega}(\bar{z}, \mathcal{K})$. This is because in the simple one-dimensional models examined, the dispersion relation was easily inverted to determine $K(\bar{z})$ and subsequently the phase $\Phi(\bar{z})$ by integration. However, due to the complications introduced by the complex canonical transformation $(x, k) \rightarrow(\bar{z},-i z)$, this inversion cannot be performed explicitly even for other simple one-dimensional systems (consider the pendulum Hamiltonian, for which a transcendental equation for $\mathcal{K}(\bar{z})$ results). For most systems then, these trajectories will have to be introduced in order to determine the phase $\Phi$. Now, important issues are raised in regard to appropriate initial conditions in the ( $\bar{z}, K$ ) phase space (for unbound systems) or the determination of quantization rules (for bound systems) in terms of the orbits either in the "doubled" phase space or in the physical one. Furthermore, since any practical application of this method to the investigation of wave propagation (or normal modes) in plasma would
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entail the use of much more complicated dispersion relations (ray Hamiltonians) than considered here, the translation of these ideas into a tractable numerical procedure will be necessary.

## 5. CONCLUSION

The purpose of Part II was to develop the concept of the phase space representation of a wave field and to discuss its possible application to the study of short wavelength waves in nonuniform plasma. The motivation for introducing this formulation of plasma wave theory is provided by the recognition that certain features of a short wavelength field $E(x)$ in $x$-space (or $\hat{E}(k)$ in $k$-space) can be understood in terms of the properties of the ray trajectories generated by the geometrical optics solution of the wave equation. The rays evolve according to Hamilton's equations (with the local dispersion relation for the Hamiltonian) in the ray phase space ( $x, k$ ) and, in the cases where eikonal theory is valid, it is the projection of these rays onto $x$-space which is responsible for the spatial variation of field intensity. More precisely, the properties of the $x$ - or $k$-space representation ( $E(x)$ or $\hat{E}(k)$ ) of short wavelength fields for regular normal modes (bound, integrable ray systems) and propagating waves are determined by the manifold in ( $x, k$ ) space upon which the rays evolve and its projection onto either $x$ - or $k$-space.

The phase space representation of a wave is a method for constructing a joint function $\Psi(x, k)$ on the ray phase space from $E(x)$ or $\hat{E}(k)$. Such a description of the wave is not unique, and Part II has explored three possible candidates. Along with the development of each formalism has evolved a set of criteria which an appropriate representation should be expected to satisfy in order that it be useful in the investigation of short wavelength fields:
A) A suitable representation $\Psi(x, k)$ should, in some sense, be supported by the rays in phase space. In other words, the magnitude of $\Psi(x, k)$ should be large in the region of phase space explored by the rays associated with the wave (e.g., in the neighborhood of the ray manifold) and small in other regions. This
is to ensure the faithfulness of the representation in accurately describing the local spectrum, i.e., the values of $k$ present in the wave at the position $x$.
$B)$ The preceding condition should be softened to the extent that $\Psi(x, k)$ is a smooth function on phase space. Thus, although its support should be dominated by the rays, $\Psi(x, k)$ should exhibit a wave-like broadening into the "non-classical" regions of phase space near the rays. This is the difference between the classical Liouville density associated with the rays and a useful phase space representation of the wave: the projection of the purely classical ray manifold onto $x$-space produces the purely classical result with caustic singularities in the amplitude as encountered in the geometric optics solution. For a proper non-singular description of the wave field in the short wavelength regime, the broadening of the ray manifold in phase space must be included.
C) Of course, an important requirement on any phase space representation is that it may be given a physical interpretation. The most closely related quantity of physical interest is the spectral tensor $\underset{\sim}{S}(\underline{k}, \omega)$ commonly defined for waves in a homogeneous, stationary plasma, and it is the extension of this concept to a nonuniform medium for which the various candidates $\Psi(\underline{x}, t, \underline{k}, \omega)$ are intended. Indeed, it is just the definition of what is meant by "local spectral tensor" which is ambiguous and which leads to the introduction of different phase space representations of the wave field. Certain features of the uniform spectral tensor should be retained under this extension to the nonuniform case: it is a hermitian tensor, quadratic in the field, and its definition generally involves some sort of averaging procedure (usually, an ensemble average). Among other things, these imply that for scalar fields, the spectral function is a positive density on phase space.

An integral part of the formalism for each phase space representation is
the derivation of its governing equation based on the underlying wave equation. Then, if the properties of the representation are compatible with the preceding requirements, one may investigate whether the phase space equation it satisfies is amenable to solution, especially in the short wavelength limit. Because of conditions $A$ and $B$, one hopes that a method of solution can be found so that $\Psi(x, k)$ is constucted in terms of the ray trajectories in phase space; if this is possible, it might be expected that this procedure would encounter no singularities since the rays in phase space do not focus. In other words, the projection onto $x$-space for the determination of $E(x)$ would be subsequent to the construction of a $\Psi(x, k)$ which, in a sense, represents the wave-broadened ray manifold. Such a description of the wave problem could then have the following applications:

1) Construction of short wavelength wave fields in $x$-space with traditional WKB techniques will in general encounter caustic singularities and therefore it must be done in a piecewise fashion in separate regions with matching. In more than one dimension, the nature of the boundary layer solution in the neighborhood of these singularities may become much more complicated than the typical Airy function behavior of one dimensional turning points; an abundance of these singular events might drastically reduce the efficiency and practicality of numerical application of conventional eikonal methods. In these cases it may prove feasible to compute the phase space representation $\Psi(x, k)$ in order to avoid singularities and possibly produce a uniform approximation to the field everywhere upon projection onto $x$-space. In addition, this technique would supply both $x$ and $k$ information.
2) On a more fundamental level, it may be recalled from Part I that the relationship between short wavelength normal modes and rays is unknown for
a system whose rays are bound but nonintegrable; there is no theory for the asymptotic quantization conditions for such irregular modes. In these cases, it may be that the construction of a suitable phase space representation $\Psi(x, k)$ from its own governing equation will shed some light on these questions. In the same spirit, the investigation of the nature of $\Psi(x, k)$ may prove useful for propagating wave systems whose rays separate exponentially.

The first example of a phase space representation introduced in Part II was called the Ordinary Symbol $\left(E E^{\ddagger}\right)(x, k)$ of the wave field. This terminology acknowledges the mathematical formalism surrounding the treatment of pseudodifferential operators, and it was shown that such operators naturally appear in wave theory for a nonuniform plasma. The calculus of Ordinary Symbols was derived as the translation of the abstract operator algebra into the corresponding operations on phase space functions. In this method, $\left(E E^{+}\right)(x, k)$ is the Ordinary Symbol of the abstract spectral or density operator $|E X E|$ and is thereby quadratic in the field, as desired by condition $C$ above. Application of the Symbol calculus to the abstract representation-free operator expression of the wave equation provided a rapid derivation of the exact equation for $\left(E E^{\dagger}\right)(x, k)$.

As discussed at the end of Chapter 2, however, this representation has serious difficulties in meeting the other suggested criteria for a suitable spectral density. For example, the Symbol $\left(E E^{\dagger}\right)(x, k)$ is non-hermitian (inherently complex for scalar fields) by its very definition in terms of the field $E(x)$. The entire Ordinary Symbol calculus has many features which render it unacceptable for application to plasma wave theory; most of these are due to the use of an "x-uncentered" transform which produces an unsymmetrical treatment of $x$ and $k$ not compatible with a Hamiltonian ray theory. In addition, the asymptotic form of $\left(E E^{\dagger}\right)(x, k)$ exhibits the caustic singularities of both the $x$ - and $k$ -
space representations, and hence remains large far into non-classical regions of phase space (Fig. 30). This formalism therefore violates the intuitive physical expectations $A$ and $C$ set forth above, although it does provide the simplest introduction to the methodology of phase space descriptions.

An improvement over the Ordinary Symbol is achieved by considering the related formalism of Weyl Symbols. The Weyl Symbol of the field $\left(E E^{+}\right)_{W}(x, k)$ is again based on the spectral operator $|E X E|$ (quadratic in $E$ ) but it is constructed with an " $x$-centered" transform of the field $E(x)$; this was immediately recognized as the tensor generalization of the Wigner function introduced in Part I. The "centered" transform leads to a spectral density which is hermitian and to a much more symmetrical treatment of $x$ and $k$; in fact, the familiar Poisson bracket of Hamiltonian ray theory appears naturally in the Weyl Symbol calculus.

These promising qualities thus encouraged the further investigation of the exact phase space equation which governs $\left(E E^{\dagger}\right)_{W}(x, k)$ and, under ordering assumptions compatible with conventional eikonal theory, this equation was expanded and solved at the lowest two orders. The lowest order result demonstrated that, in the short wavelength limit, the Weyl phase space representation of the field is confined to the frequency surface in phase space. The next order equation was manipulated to provide a concise derivation of the wave kinetic equation governing the propagation of the wave action density along the rays in phase space.

These consequences of the Weyl Symbol formalism have mixed implications for the suitability of the Wigner function as a useful phase space representation. Evidently, $\left(E E^{+}\right)_{w}(x, k)$ is supported by the rays in phase space and the wave kinetic equation provides a method for constructing its "amplitude" along the
rays without singularities. In this approximation, however, the formalism permits the computation of the Wigner function only in the "classical" region of phase space (that explored by the rays) and, therefore by $B$ above, will produce singularities in $E(x)$ upon projection onto $x$-space. Short of including higher order "wave-like" corrections to this prescription (if practical), this phase space representation is almost "too classical"; that is, it is not naturally adaptable for a proper wave-broadening of the ray manifold so that singularities in $x$-space may be avoided.

The final candidate for a phase space representation discussed in Part II was introduced as a smoothed local Fourier transform and was later identified as the coherent state or Glauber representation of the field. Unlike the previous Symbol formalisms, this phase space description $\mathcal{E}(x, k)$ is linear in the field (a true representation of the field) although it should be thought of as the complex amplitude of the real non-negative phase space density $|\mathcal{E}|^{2}(x, k)$. It was shown that $|\mathcal{E}|^{2}(x, k)$ is the local phase space average of the Wigner function $\left(E E^{+}\right)_{W}(x, k)$ and therefore already promises compatibility with conditions $B$ and $C$ above: it manifestly incorporates an averaging procedure (albeit, not a field ensemble average) and its coarse-graining of the Wigner function provides broadening of the ray manifold.

A further connection with the Weyl Symbol formalism permitted the use of that Symbol calculus for the derivation of the equation which governs $\mathcal{E}(x, k)$. In this case, a generalization of the conventional eikonal method applied to this phase space equation supplied a prescription for solution: the crucial ingredients of the technique are the use of a complex eikonal phase and the imposition of a complex structure on phase space. The result of these measures is a procedure for constructing $\mathcal{E}(x, k)$ which treats the "classical" and "non-classical" regions
of phase space on the same footing and at the same order; $\mathcal{E}(x, k)$ is computed in terms of the rays on the ray manifold and in terms of "unphysical" trajectories off the manifold. In special examples, the approximate technique produces exact results with no singularities in phase space and therefore exact results with no singularities when projected onto $x$-space.

As encouraging as the indications of Chapter 4 are, the coherent state representation also presents several problems with interpretation and implementation. The apparent arbitrariness of the spatial smoothing scale seems to cast doubt on the robustness of the results and no prescription is given for its optimization. The full implications of the "doubled phase space" and the "unphysical" trajectories in regard to actual computation of $\mathcal{E}(x, k)$ have not been investigated here; they certainly require a deeper understanding to be useful in a numerical scheme. Nevertheless, the possibility exists that with the use of this technique (or perhaps a numerical adaptation of it) both (1) and (2) above might be achieved.
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## APPENDIX A

## NUMERICAL TECHNIQUE

The numerical results presented in Part I for solutions of the two dimensional Helmholtz equation in the stadium-shaped boundary were obtained with a computational procedure adapted from a method developed by Riddell and Lepore. ${ }^{1}$ This technique is based on the reformulation of the differential equation for the eigenfunction $\psi_{n}(\boldsymbol{x})$ in the interior region $S$

$$
\begin{array}{ll}
\left(\nabla^{2}+k_{n}^{2}\right) \psi_{n}(\underline{x})=0 \quad & \text { all } \underline{x} \in S  \tag{A.1}\\
& \psi_{n}(\underline{x}) \equiv 0 \quad \text { for } \underline{x} \in \text { boundary } \partial S
\end{array}
$$

into an integral equation

$$
\begin{equation*}
\beta_{n}(\underline{s})-\frac{1}{2} k_{n} \oint_{\partial S} d s^{\prime} \frac{\hat{n}\left(\underline{s}^{\prime}\right) \cdot\left(\underline{s}^{\prime}-\underline{s}\right)}{\left|\underline{s}^{\prime}-\underline{s}\right|} K\left(\underline{s}, \underline{s}^{\prime} ; k_{n}\right) \beta_{n}\left(\underline{s}^{\prime}\right)=0 \quad \underline{s}, \underline{s}^{\prime} \in \partial S \tag{A.2}
\end{equation*}
$$

for an auxiliary boundary dipole distribution $\beta_{n}(\underline{g})$. In this expression, $\underline{s}$ and $\underline{s}^{\prime}$ range over points on the closed boundary $\partial S$ (where $\beta$ is defined) and $\hat{n}\left(\underline{s}^{\prime}\right)$ is the outward normal to the boundary at $\underline{g}^{\prime}$. This is a boundary eigenvalue equation for the distribution $\beta_{n}(\underline{s})$ in terms of which the corresponding eigenfunction $\psi_{n}(\underline{x})$ is constructed by an integral over the boundary

$$
\begin{equation*}
\psi_{n}(\underline{x})=-\frac{1}{4} k_{n} \oint_{\partial S} d s^{\prime} \frac{\hat{n}\left(\underline{g}^{\prime}\right) \cdot\left(\underline{x}-\underline{g}^{\prime}\right)}{\left|\underline{x}-\underline{g}^{\prime}\right|} \mathcal{K}\left(\underline{x}, \underline{g}^{\prime} ; k_{n}\right) \beta_{n}\left(\underline{(\underline{o}}^{\prime}\right) \quad \underline{x} \in S, \underline{s}^{\prime} \in \partial S \tag{A.3}
\end{equation*}
$$

once (A.2) is solved. The theoretical framework for this and other more general integral formalisms has been systematically investigated by Kleinman and Roach. ${ }^{2}$

It may be shown ${ }^{1}$ that in this description the kernel $\mathcal{K}\left(\underline{x}, \underline{x}^{\prime} ; k\right)$ is the derivative (with respect to $\left|\underline{x}^{\prime}-\underline{x}\right|$ ) of the free-space Green function for the two dimensional Helmholtz equation:

$$
\begin{equation*}
\mathcal{K}\left(\underline{x}, \underline{x}^{\prime} ; k\right) \equiv Y_{1}\left(k\left|\underline{x}^{\prime}-\underline{x}\right|\right)+\alpha J_{1}\left(k\left|\underline{x}^{\prime}-\underline{x}\right|\right) \tag{A.4}
\end{equation*}
$$

The Bessel function $Y_{1}\left(k\left|\underline{x}^{\prime}-\underline{x}\right|\right)$ is singular at $\underline{x}^{\prime}=\underline{x}$ and alone is sufficient for the kernel; an arbitrary component of the regular Bessel function $J_{1}$ may be included (with coefficient $\alpha$ ), however, without disturbing physical results. The significance of this point lies in the fact that a certain relationship between the "interior" Dirichlet problem (A.1) and the corresponding "exterior" Neumann problem implies that the integral equation (A.2) possesses spurious solutions; ${ }^{2}$ indeed, fully half of the eigenvalues which satisfy (A.2) should not be associated with this problem. These extra eigenvalues depend on the value of $\alpha$ so that a variation of this coefficient produces a shift in the spurious eigenvalues while the real ones remain unchanged. ${ }^{1}$

The procedure for computing the solutions of (A.1) in a two dimensional bounded region is then as follows: first, discretize the boundary as a set of $N$ points $\underline{s}_{i}$ at which the boundary function takes on values $\beta_{i}$. The integral equation evaluated at the $i$ th point is then expressed as a matrix equation

$$
\begin{gather*}
\sum_{j=1}^{N} M_{i j}^{\alpha}(k) \beta_{j}=0 \quad \text { for all } i  \tag{A.5}\\
M_{i j}^{\alpha}(k) \equiv \delta_{i j}-\frac{1}{2} k I_{i j}^{\alpha}(k)
\end{gather*}
$$

Here, $I_{i j}^{\alpha}$ represents some discretized form of one dimensional integration (around
the boundary, beginning and ending at the $i$ th point) and this depends parametrically on the eigenvalue $k$ and the coefficient $\alpha$ in the kernel. In general, $I_{i j}^{\alpha}$ may be written

$$
\begin{equation*}
I_{i j}^{\alpha}(k)=\Delta c_{i j} \frac{\hat{n}_{j} \cdot\left(\underline{s}_{j}-\underline{s}_{i}\right)}{\left|\underline{s}_{j}-\underline{s}_{i}\right|}\left[Y_{1}\left(k\left|\underline{s}_{j}-\underline{s}_{i}\right|\right)+\alpha J_{1}\left(k\left|\underline{s}_{j}-\underline{s}_{i}\right|\right)\right] \tag{A.6}
\end{equation*}
$$

where $\Delta$ is the boundary point spacing and $c_{i j}$ is a numerical coefficient depending on the choice of discrete integration. The matrix equation (A.5) has nontrivial solutions if

$$
\begin{equation*}
\operatorname{det} M^{\alpha}(k)=0 \tag{A.7}
\end{equation*}
$$

It is important to note that each element of $M$ depends on $k$ (in a complicated manner) so that the usual simple routines for determining eigenvalues which appear only in diagonal elements cannot be used. This must be the case, of course, since $M$ is an $N \times N$ matrix which possesses an infinite number of eigenvalues (as opposed to just $N$ ). Thus, the procedure for determining a single eigenvalue $k_{n}$ from (A.7) relies on trial and error: one must select a sequence of trial $k$-values $\left(k_{n}^{1}, k_{n}^{2}, k_{n}^{3}, \ldots\right)$ in the neighborhood of $k_{n}$ such that $\operatorname{det} M^{\alpha}\left(k_{n}^{m}\right)$ approaches zero (i.e., satisfies some condition of smallness for some $k_{n}^{m}$ ). I have used a method which follows the graph of $\operatorname{det} M^{\alpha}(k)$ for values of $k$ equally separated by $\delta k$ until a sign change is encountered, and then a Newton-secant method is employed for rapid convergence to an approximate value for $k_{n}$.

When a value of $k$ has been found which satisfies (A.7) to some desired accuracy, one must determine whether this is indeed a true eigenvalue of the "interior" Helmholtz problem or one of the spurious eigenvalues mentioned previously. This can be accomplished by repeating the same steps outlined above with a different value of the coefficient $\alpha$ in the kernel. Experience indicates that a true eigenvalue will remain within the accuracy limits quoted below while a spurious eigenvalue will be displaced by ten to a hundred times as much. Thus,
the procedure for determining an eigenvalue must be done twice in order to compare the zeros of two functions $\operatorname{det} M^{\alpha}(k)$ with different $\alpha$.

With a true eigenvalue $k_{n}$, the matrix equation (A.5) may be inverted using standard methods to obtain the eigenvector $\beta^{n}$, the elements of which are the values of the eigen-boundary function $\beta^{n}(\underline{s})$ at the discrete boundary points $\underline{s}_{i}$. Translating (A.3) into a discrete form, the value of the eigenfunction $\psi_{n}(\underline{x})$ at any single point $\underline{x}$ in the interior of the stadium may then be computed by the discrete boundary integral

$$
\begin{equation*}
\psi_{n}(\underline{x})=-\frac{1}{4} k_{n} \sum_{j=1}^{N} I_{j}^{\alpha}\left(\underline{x} ; k_{n}\right) \beta_{j}^{n} \tag{A.8}
\end{equation*}
$$

where the form of $I_{j}^{\alpha}\left(\underline{x} ; k_{n}\right)$ is the same as in (A.8) with $\underline{g}_{j}$ replaced by $\underline{x}$ and $k$ evaluated at the eigenvalue $k_{n}$. This expression will not yield a normalized eigenfunction; however, a subsequent standard two-dimensional numerical integration may be performed if desired.

For the purpose of investigating the ray-wave relationship in the asymptotic spectrum of the stadium Helmholtz equation, it is significant that the integral formulation and procedure given above permit, in principle, the determination of a single eigenvalue anywhere in the spectrum independently without reference to any other eigenvalue. That is, the function $\operatorname{det} M^{\alpha}(k)$ may be computed for any value of $k$ and followed in order to obtain its zeros in any range of the spectrum; one does not have to begin at $k=0$. This is in sharp contrast with the usual numerical methods based on the differential equation which generally produce the lowest $N^{2}$ eigenvalues from the consideration of an $N^{2} \times N^{2}$ matrix. In those methods, the fundamental matrix arises from a discretization of the twodimensional $\underline{x}$-space by an $N \times N$ grid; here, a much smaller matrix results from the pairwise interactions of all $N$ points on the one-dimensional boundary by (A.2,A.5). Furthermore, with this method only the accuracy of the numerical
evaluation of an eigenvalue (and the corresponding eigenfunction) depends on the choice of $N$, not the number of solutions possible.

The computer code FOLLOW uses a maximum of 100 boundary points and is dedicated to the boundary shapes of the stadium family given by $\gamma \equiv$ $a / R \geq 0$ (which includes the circle $\gamma=0$ ). Due to the fact that the fourfold symmetry of the eigenfunctions $\psi_{n}(\underline{x})$ (with respect to reflection across both axes) is shared by the corresponding boundary distributions $\beta_{n}(\underline{s})$, the discrete boundary points need only be situated in one quadrant ( $x, y>0$ ). The actual number of boundary points which should be used naturally depends on the region of the spectrum to be investigated, although I have found that the crucial consideration in this regard is the "angular" (as opposed to "radial") variation of the particular eigenfunction being determined. In the case of the circle where both $\psi_{n}$ and $\beta_{n}$ have angular period $2 \pi / n$, the use of $N$ equally spaced boundary points (in one quadrant) will provide $4 N / n$ points per period; for adequate resolution then, one should use $N \approx n$ points. For example, since the first zero $k_{50.1}$ of $J_{50}$ is 57.117 , fifty boundary points are sufficient to explore the spectrum near $k \approx 60$ where eigenfunctions with $n \approx 50$ begin to appear. In this region, eigenfunctions with much slower angular variation (such as $\left.J_{2}\left(k_{2.19} r\right) \sin 2 \theta\right)$ are more common and are much more accurately determined: the boundary point spacing is much less sensitive to rapid radial oscillations in $\psi_{n}(\underline{x})$. While the simple rule $N \approx n$ is useful, I have studied the accuracy of solution versus $N$ for a fixed region of the spectrum and have found that the optimum number of boundary points (taking into account computer time and storage) is slightly less than the rule suggests; that is, $N=50$ is adequate for $60<k<75$ where $n<68$. These arguments can be extended to the general stadium boundary with appropriate interpretation of "angular" (along the boundary) and "radial" (transverse to the boundary) oscillations of $\psi_{n}(\underline{x})$.

Selecting a value of $\alpha$ for the kernel (A.4) and an initial trial value $k^{0}$, the subroutine MATRIX of FOLLOW constructs the matrix $M^{\alpha}\left(k^{0}\right)$ by (A.5,A.6). Care must be taken to account for the principal value of the singularity which arises in the diagonal elements (the endpoints of the integral $\underline{s}_{i}=\underline{s}_{j}$ ), especially for the point which is nearest the boundary break between straight segment and arc (due to the limiting form of the outward normal dot product). FOLLOW then uses a simple trapezoidal integration scheme ( $c_{i j}=1$ in (A.6)) of the closed line integral (A.2,A.5) and, since $M$ represents the entire boundary in terms of just one quadrant, each element is the signed sum of four symmetry dependent contributions. The determinant of $M^{\alpha}\left(k^{0}\right)$ is computed by a standard routine and saved.

A new trial value is then selected by $k^{1}=k^{0}+\delta k$, where $\delta k$ is an increment . chosen to be much smaller than the mean separation of eigenvalues in this region of the spectrum, and the determinant of $M^{\alpha}\left(k^{1}\right)$ is computed as above. This process is repeated as $k$ is stepped by $\delta k$ and several checks are applied after each determinant is computed in order to determine whether a possible eigenvalue has been detected. The simplest indication of this event is a change of sign in $\operatorname{det} M^{\alpha}(k)$, although the existence of closely spaced eigenvalues (separated by much less than $\delta k$ ) requires a more careful analysis of the behavior of the graph of the determinant. Therefore, the second derivative is approximated by each sequence of three consecutive determinant evaluations in order to determine if the graph is convex away from the $k$-axis; such an event might signal a double crossing (pair of eigenvalues) or even a higher order even-multiple near degeneracy. In both cases, FOLLOW returns to the trial value of $k$ preceding an event and temporarily reduces the step size $\delta k$ by a factor of five.

Again, the code increments $k$ (with the finer step) and applies the same
criteria outlined above in the search for a sign change in $\operatorname{det} M^{\alpha}(k)$. If this is detected under the finer search, a Newton method is immediately invoked for rapid convergence; the condition for convergence is that Newton generated trial values remain stationary to within $\left|k^{n+1}-k^{n}\right|<10^{-6}$. This approximate zero of $\operatorname{det} M^{\alpha}(k)$ is saved and then the fine increments continue through the original interval in search of multiple axis-crossings; finally, the preceding routine is reentered with the original value of $\delta k$.

After examining a portion of the spectrum and obtaining a set of consecutive zeros $\left\{k_{n}^{\alpha}\right\}$, the entire procedure must be repeated with a different value $\alpha^{\prime}$ in the kernel in order to shift the spurious eigenvalues. The new set $\left\{k_{n}^{\alpha^{\prime}}\right\}$ is compared with the old set, and values which agree to within $\left|k^{\alpha}-k^{\alpha^{\prime}}\right|<10^{-3}$ are retained. This criterion is compatible with a mean eigenvalue separation $\langle\Delta k\rangle \approx .08$ (for $k=100$ ) and the numerical accuracy reported below; tests have shown that a true eigenvalue will change by $\left|k^{\alpha}-k^{\alpha^{\prime}}\right| \sim 10^{-4}$ with the larger value of $\alpha$ yielding consistently the more accurate numerical computation of the actual eigenvalue.

This system for determining eigenvalues evidently has the drawback that it may omit good eigenvalues or even mistakenly include spurious ones. Indeed, in the case of the circle, I found that out of 451 eigenvalues in the range $50<$ $k<100$ computed by the code FOLLOW, 16 eigenvalues were omitted and 13 were erroneously counted (the true number is 454). In order to detect a good eigenvalue, both the $\alpha$ and $\alpha^{\prime}$ run must succeed in finding a zero of $\operatorname{det} M^{\alpha}(k)$ and this may fail for several reasons: closely-spaced multiple crossings are difficult to treat without error and the existence of spurious zeros only complicates this problem. Furthermore, for a given number $N$ of boundary points, the function $\operatorname{det} M(k)$ may not be determined accurately enough for some mode (especially
one with rapid angular variation) so that the numerical approximation of that function does not even possess a zero in the neighborhood of the true eigenvalue. Even if both runs detect a zero which corresponds to a true eigenvalue, the comparison process may discard this case if the change in $\alpha$ has shifted this eigenvalue by more than the criterion 0.001 ; this has been observed in the case of high angular momentum modes with insufficient boundary points. Spurious eigenvalues are apparently included when the change of kernel shifts a spurious zero to within 0.001 of a zero detected with the previous value of $\alpha$.

As to be expected, these disadvantages can be reduced at the expense of more computer time and storage capacity. The search increment $\delta k$ can be decreased in the attempt to treat multiple zeros, although a particular segment of the spectrum will then require much more time to investigate; moreover, even though the mean eigenvalue spacing $\langle\Delta k\rangle \sim 8 / k$ (for a single symmetry class) provides a basis for selecting $\delta k$, the graph of $\operatorname{det} M(k)$ may exhibit arbitrarily complicated local behavior as $k$ increases, so that probably no choice of increment will be completely satisfactory. The number of boundary points can be increased in the attempt to increase accuracy at the expense of retaining a larger array $M$ in core, and this too slows the execution time as $N^{2}$ elements must be computed at each trial value of $k$ with fairly complicated Bessel function evaluations. Finally, if the accuracy and reliability of the zero-finding routine can be increased with these changes, the $\alpha-\alpha^{\prime}$ comparison criterion can be decreased so as to reduce the number of spurious eigenvalues included.

The numerically determined list of eigenvalues for the $\gamma=0$ (circular) case is shown in Table I for the values of $50<k<100$ (odd-odd parity only). Comparison with the exact list in Table II (generated with a Bessel function routine) produces the following empirical absolute error statistics: $97 \%$
of the eigenvalues are correct to within $\pm 0.001$ while $90 \%$ have error less than $\pm 0.0005$. The maximum error detected was 0.023 for an extremely high angular momentum mode ( $J_{82}, k_{82.1} \approx 90$ ). In point of fact, the numerical eigenvalue is consistently larger than the exact one so that a study of error versus kernel coefficient $\alpha$ could be employed to improve accuracy by extrapolation. A list of stadium eigenvalues is given in Table III (Appendix B) although, of course, no comparison with exact eigenvalues is possible; it has been assumed, therefore, that the error limits ( $\sim \pm 0.001$ ) determined for the case of the circle can be applied to the $\gamma>0$ case as well.

With a numerically computed eigenvalue $k_{n}$, the matrix $M\left(k_{n}\right)$ may be inverted (cf. Eq.(A.5)) with standard routines in order to obtain the eigenboundary distribution $\beta_{n}\left(\underline{s}_{i}\right)$. The $N$-element one-dimensional array $\beta_{n}$ and the eigenvalue $k_{n}$ are the only two crucial ingredients necessary for the construction of the eigenfunction $\psi_{n}(\underline{x})$ in the interior by (A.3,A.8); the code FOLLOW stores this information in a binary file to be read subsequently by the program PIX for this purpose.

The separation of eigenvalue computation and eigenfuction construction is a great advantage of this numerical technique based on the integral formulation (A.2,A.3). For example, since the $N$-element vector $\beta_{n}$ contains almost all the information necessary to reconstruct the eigenfunction $\psi_{n}$, this information for a large number of eigenfunctions requires much less computer storage than the standard methods based on the differential equation (A.1) where the actual values of each $\psi$ at each $\underline{x}$ must be stored. A far greater advantage provided by this technique, however, is its capability for constructing the values of an eigenfunction over any subset of the interior (or even just at a single point); this should be contrasted with the standard methods, which must always determine
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| 151 | 71.3610 |  | 201 | 76.6480 | 251 | 82.0158 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 152 | 71.3733 | . | 202 | 76.8170 | 252 | 82.0380 |
| 153 | 71.4451 |  | 203 | 77.1868 | 253 | 82.0572 |
| 154 | 71.6486 |  | 204 | 77.1333 | 254 | 82.1340 |
| 155 | 71.6816 |  | 205 | 77.3184 | 255 | 82.3181 |
| 156 | 71.8115 |  | 206 | 77.3421 | 256 | 82.3751 |
| 157 | 71.8884 |  | 207 | 77.4520 | 257 | 82.4826 |
| 158 | 72.0783 |  | 208 | 77.5239 | 258 | 82.5269 |
| 159 | 72.1906 |  | 209 | 77.6531 | 259 | 82.8087 |
| 160 | 72.2610 |  | $\geq 10$ | 77.6884 | 260 | 82.8537 |
| 161 | 72.3645 |  | 211 | 77.7304 | 261. | 82.9611 |
| 162 | 72.7362 |  | 212 | 77.7648 | 262 | 83.0786 |
| 163 | 72.8052 |  | 213 | 77.7664 | 263 | 83.1721 |
| 164 | 72.8506 |  | 214 | 77.8993 | 264 | 83.2156 |
| 165 | 73.0810 |  | 215 | 78.2117 | 265 | 83.2812 |
| 166 | 73.2732 |  | 216 | 78.2125 | 266 | 83.2984 |
| 167 | 73.5070 |  | 217 | 78.3305 | 267 | 83.4393 |
| 168 | 73.5865 |  | 218 | 78.6187 | 268 | 83.5985 |
| 169 | 73.6347 |  | 219 | 78.7624 | 269 | 83.6565 |
| 170 | 73.7556 |  | 220 | 78.8063 | 270 | 83.7129 |
| 171 | 73.8198 |  | 221 | 78.8339 | 271 | 83.7168 |
| 172 | 73.8507 |  | 222 | 78.8475 | 272 | 83.8244 |
| 173 | 73.9374 |  | 223 | 78.8693 | 273 | 83.9439 |
| 174 | 74.0587 |  | 224 | 79.0254 | 274 | 84.0154 |
| 175 | 74.1661 |  | 225 | 79.2777 | 275 | 84.1056 |
| 176 | 74.1829 |  | 226 | 79.5733 | 276 | 84.1371 |
| 177 | 74.2489 |  | 227 | 79.6645 | 277 | 84.1629 |
| 178 | 74.2623 |  | 228 | 79.7634 | 278 | 84.2935 |
| 179 | 74.3725 |  | 229 | 79.7970 | 279 | 84.4635 |
| 120 | 74.4219 |  | 2.30 | 79.3249 | 280 | 84.7987 |
| 181 | 74.4832 |  | 231 | 79.8923 | 231 | 84.3117 |
| 182 | 74.5872 |  | 232 | 79.9693 | 282 | 84.9312 |
| 183 | 74.5878 | $\ldots$ | 233 | 79.9960 | 283 | 84.9697 |
| 184 | 74.7974 |  | 234 | 80.1129 | 234 | 85.0977 |
| 185 | 75.0764 |  | 235 | 80.2741 | 285 | 85.1274 |
| 186 | 75.0986 |  | 236 | 80.4316 | 286 | 85.2741 |
| 187 | 75.2528 |  | 237 | 80.4999 | 287 | 85.4644 |
| 180 | 75.6033 |  | 238 | 80.5135 | 283 | 85.5065 |
| 189 | 75.6380 |  | 239 | 80.6745 | 289 | 85.6827 |
| 190 | 75.6552 |  | 240 | 80.7542 | 290 | 85.7070 |
| 191 | 75.7966 |  | 241 | 80.7916 | 291 | 85.7946 |
| 192 | 75.8281 |  | 242 | 88.7987 | 292 | 85.9612 |
| 193 | 75.9028 |  | 243 | 80.8730 | 293 | 86.0393 |
| 194 | 76.0673 |  | 244 | 80.96:? | 294 | 86.1721 |
| 195 | 76.3351 |  | 245 | 81.6344 | 295 | 86.2564 |
| 196 | 76.4074 |  | 246 | 81.0861 | 296 | 86.3456 |
| 197 | 76.4318 |  | 247 | 81.2274 | 297 | 86.3794 |
| 198 | 76.4373 |  | 248 | 81.2653 | 298 | 86.6028 |
| 199 | 76.4582 |  | 249 | 81.5753 | 299 | 86.7098 |
| 200 | 76.4711 |  | 250 | 81.6821 | 300 | 86.7860 |
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| $\mathrm{m} n$ |  |  |
| :---: | :---: | :---: |
|  | 1. 16 | 9: 50.04 -0vo |
|  | 2.14 | 10:50.074237 |
|  | 3. 44 | 1: 20.843868 |
|  | 4. 22 | 7: 50.937702 |
|  | 5. 28 | 5:51.012280 |
|  | 6. 12 | 11:51.211967 |
|  | 7. 10 | 12:51.053251 |
|  | 8. 32 | 4:51.812158 |
|  | 9. 20 | 8:51.860020 |
|  | 0. 8 | 13:54.007051 |
|  | 1. 40 | 2:52.016147 |
|  | 2. 36 | 3:52.199781 |
|  | 3. 6 | 14:52.279454 |
|  | 4. 26 | 6:52.302503 |
|  | 5. 4 | 15:52.471551 |
|  | 6. 2 | 16:52.200023 |
|  | 7. 18 | 9:52.653853 |
|  | 8. 46 | 1:52.937376 |
|  | 9. 16 | 10: 53.348312 |
|  | 0. 30 | 5:53.373732 |
|  | 1. 24 | 7:53.42,005 |
|  | 2. 14 | 11:53.938066 |
|  | 3. 34 | 4:54.109690 |
|  | 4. 42 | 2:54.183413 |
|  | 5. 22 | 8:54.345428 |
|  | 6. 38 | 3:54.432579 |
|  | 7. 12 | 12: 54.427777 |
|  | 8. 28 | 6:54.716125 |
|  | 9. 10 | 13:54.851619 |
|  | 0. 48 | $1: 55.028330$ |
| 31 | 1. 8 | 14:55.184748 |
|  | 2. 20 | 9:5b. 246575 |
|  | 3. 6 | 15:55.440542 |
| 34 | 4. 4 | 16:55:021051 |
|  | 5. 32 | 5:55.722047 |
| 36 | 6. 2 | 17:55.729627 |
|  | 7. 26 | 7:55.885059 |
|  | 8. 18 | 10: 5 - 408407 |
|  | 9. 44 | 2:56.345886 |
|  | 0. 36 | 4:50.390635 |
|  | 1. 16 | 11: 5د.031870 |
|  | 2.40 | 3:26.0583i3 |
|  | 3. 24 | 8:56.909747 |
|  | 4. 30 | 6:57.1151uट |
|  | 5. 50 | 1:57.116899 |
|  | 6. 14 | 12: 27.184848 |
|  | 7. 12 | 13:57.653844 |
| 48 | 8. 22 | 9:57.810491 |
|  | 9. 10 | 14:50.043588 |
|  | 0. 34 | 5:50.60UV04 |

$m n$

$\mathrm{m} n$

| 101. 52 2: | 64.953990 |
| :---: | :---: |
| 102.40 5 | 65.012199 |
| 103. 412 i | 65.066995 |
| 104. 2 20: | 05.154273 |
| 105. 20 12: | 05.241700 |
| 106. 28 9: | 65.381410 |
| 107. 58 | 05.45 JT 40 |
| 108. 44.4 : | 02.402376 |
| 109. 48 3: | 05.500225 |
| 110.34 7: | 05.588382 |
| 111. 18 13: | 05.850308 |
| 112. 26 10: | 66.307922 |
| 113. 1614 : | 66.394407 |
| 114.38 f : | 06.58753d |
| 115. 32 8: | 00.152507 |
| 116.1415: | 66.800533 |
| 117. 54 2: | 67: $99685{ }^{\circ}$ |
| 118. 24 11: | 136345 |
| 119. 12 16: | 07.248264. |
| 120.42 5: | 67.311844 |
| 121. 60 1: |  |
| 122-10 17: | 07.590471 |
| 123. 50 3: | 07.047400 |
| 124 46 4: | 07.711090 |
| 125. 818 : | 07.859427 |
| 126. 30 9: | 07.87054 U |
| 127. 22 12: | 07.875988 |
| 128: 36 7: | 67.981747 |
| 129. 6 19: | .08.000690 |
| 130. 420 : | 68.214174 |
| 131. 2 21: | 68.302184 |
| 132. 20 13: | 68.533911 |
| 133. 28 10: | 63.838294 |
| 134.40 6: | 08.929325 |
| 135. 18 14: | 69.115918 |
| 136. 34 8: | 64.226718 |
| 137. 56 2: | 69.256474 |
| 138.44 5: | 69.003750 |
| 139.62 1: | 69.005706 |
| 140. 16 15: | $0 y .020050$ |
| 141. 2611 : | 69.707745 |
| 142. 52 3: | 09.889922 |
| 143.48 4: | 69.953628 |
| 144.1416: | 70.009806 |
| 145. 32 9: | 70.344717 |
| 146. 38 7: | 70.364040 |
| 147. 12 17: | 70.448608 |
| 148. 24 12: | 70.488420 |
| 149. 1018 : | 70.765333 |
| 150. 819 | 71.021947 |

Table II. List of exact eigenvalues for circle (odd-odd parity only).

| $m \mathrm{n}$ |  |
| :---: | :---: |
| $2213:$ | 13: 71.18700 |
| 152. 6 20: | 20: 71.220157 |
| 153.42 6: | 6: 71.2620 |
| 154.3010: | 10:71.352012 |
| 155. 421 : | 21: 71.300800 |
| 156. 58 2: | 2: 71.373033 |
| 157. 2 22: | 22: 71.444989 |
| 158. 36 8: | 8: 71.648425 |
| 159. 64 l : | 1: 71.681108 |
| 160. 2014 : | 14: 71.311381 |
| 161. 46 5: | 5:71.883269 |
| 162.54. 3: | 3: 72.078039 |
| 163. 50 4: | 4: 12.1y5300 |
| 164. 28 11: | 11: 72.26u9)3 |
| 165.1815: | 15: 72.50+370 |
| 166.40 7: | 7: 72.736047 |
| 167.34 9: | 9: 72.805070 |
| 168. 1616 : | 16: 72.8>0543 |
| 169:2612: |  |
| 170. 14 17: | 17: 73.273097 |
| 171. 60 2: | 2: 73.506044 |
| 172. 446 : | 6: 73.586284 |
| 173.12 18: | 18: 73.034042 |
| 174. 66 1: | 1: 73.755070 |
| 175.2413: | 13: 73.017051 |
| 176. 32 10: | 10: 73.85Ј533 |
| 177.1019: | 19: 73.437294 |
| 178, 38 8: | 8: 74.0才dう 7 |
| 179.48 5:74.165900 |  |
| 180. 8 20: 7 - - 1620707 |  |
| $\begin{array}{rr} 181 . & 56 \\ 182 . & 621: 74.202004 \\ \hline \end{array}$ |  |
|  |  |
| 183. 52 4: 74.421047 |  |
| 184. 2214 | 2 14:74.483131 |
| 185. 4 22: 7 7 . 507115 |  |
| 186. 2 23: 74.537687 |  |
| 187. $3011: 74.797300$ |  |
| 188. 20 15: 75. 1876306 |  |
|  |  |
| 190. 36 9:75.252615 |  |
| 191. 18 16:75.003220 |  |
| $\begin{array}{ll} 192 . & 62 \\ 193 . & 29 \\ 12: & 75.037010 \\ \hline \end{array}$ |  |
|  |  |
| 194. 68 1: 7 7.327545 |  |
| 195.46 6: 75.902589 |  |
| $\begin{aligned} & 196.1617: 70.007218 \\ & 197.34 \quad 10: 76.334914 \end{aligned}$ |  |
|  |  |
| 198. $2613: 70.431671$ |  |
| 199. 50.5 | 0 5:70.437072 |
| 200. 58 | 8 3: 70 |
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the eigenfunction everywhere (and only at the fixed grid points). A much higher resolution of the spatial structure of short wavelength modes is therefore possible, as the interior of the region may be broken up into many smaller areas which can be treated independently; this is important for computing statistical measures of the eigenfunctions such as the locally averaged spatial correlation function.

Since $\psi_{n}(\underline{x})$ can be constructed on an arbitrarily fine grid, it is possible to check the accuracy of the numerical eigenfunction by directly computing (A.1) with a finite difference approximation for the Helmholtz operator. In this way I have found that eigenfunctions constructed by (A.3,A.8) from the boundary distributions locally satisfy the Helmholtz equation to within an error of $10^{-4}$ almost everywhere in the interior for values of $k \approx 65$ and for both $\gamma=0$ and $\gamma=1$. The error is greater when $\psi$ is evaluated within a band around the boundary of width approximately given by the discrete boundary point separation; therefore, points within this band are generally not included in the analysis of the statistical properties of the eigenfunctions.

```
*SELECT BOX=B63.ACCOUNT=950LBA,TTYECHO=YES
*FILE NAME=MASTER
    CALL LINK ("UNIT59=TERMINAL,UNIT5=(INPUTFOL,OPEN), &
        UNITG=(OUTPUTFOL.CREATE), UNITS=(SAVTAP,CREATE,SEQ\//")
        DIMENSION EKVECI(50D), EKVECZ(500),E(500)
        COMMON/NUMBS/AB,PI,R,D,N,EK,EPS
        COMMON/SHIFT/ISHIFT,BITJ
        COMMON/DIP/DI(100)
        CRIT=1. DE-3
        VEPS=1.DE-8
        ISHIFT=1
        NVEC=500
        PEAD(5,30D) AD,DA,NA,SHIFTI,SHIFTZ,N,EKD,DEK,ISX,ISY,NIT,INVERT
    300 FORMAT(F6.4,F7.4.I3,2F4.1,14,F13.8,F6.4,2I2,I5,12)
    WRITE(6,3@1) AG,DA,NA,SHIFTI,SHIFT2,EKD.DEK,N,ISX,ISY,NIT,INVERT
    WRITE:59,301) AG,DA,NA,SHIFT1,SHIFT2,EKD.DEK,N,ISX,ISY,NIT,INVERT
    301 FORMAT(" AD,DA,NA=",2(F6.4,3X),I3.5X," SHIFTS=",2F5.1,/," EKD,DEK=",
    .F14.8,F10.4,%," H,ISX,ISY.NIT,INVERT=",5I6)
    WPITE(9) AO,DA,NA,SHIFT1,SHIFTZ,H,EKD,DEK,ISX,ISY,NIT,INVERT
C
    DO 10 I=1,NA
    A=A\mathscr{O}+(I-1)*DA
    WPITE(6,303) I,A
    II=2*I-1
    WRITE(6,302) II,SHIFT1
    BITJ=SHIFTI
    KFX=0
    ILOK=1
    ISPC=1
    IWRIT=1
    CALL EIGA!A,1.,EKD,DEK,ISX,ISY,NIT,KFX,ILOK,ISPC,EKVECI,NVALI,IWRIT)
C WRITE(G,40日) KFX,ILOK,ISPC,IWRIT,NVALI
    400 FORMAT(" KF,ILOK.ISPC,IWRIT,NVAL=",5I4)
C
    II=2*I
    WRITE(6,302) II,SHIFT2
    BITJ=SHIFT2
    KFX=\varnothing
    ILOK=1
    ISPC=1
    IWR IT = \varnothing
    CALL EIGA(A,1.,EY.D,DEK,ISX,ISY,NIT,KFX,ILOK,ISPC,EKVEC2,NVALZ.IWRIT)
C
    WPITE(6.4D\varnothing) KFX.ILOK.ISPC.IWRIT.NVAL2
    3&2 FORMAT(%/%," CALL=",I3,5X,"SHIFT=",F3.1)
    363 FORMAT(//////," ITERATION=",13,5%," A=",F5.3)
C
    KK=\varnothing
    DO 30 J=1,NVAL!
    IF{J.EQ.1; GO TO 25
    EDIF=EKVEC1(J)-EKVECI(J-1)
    ADIF=ARS(EDIF)
    IF(ADIF.LE.VEPS) GO TO 30
    25 CONTINUE
    DO 29 K=1,NVAL2
    IF(K.EQ.1) GO TO 28
    EDIF=EKVEC2(K)-EKVEC2(K-1)
    ADIF=ABS(EDIF)
    IF(ADIF.LE.VEPS) GO TO 29
    28 CONTINUE
    DELEK=EKVEC1(J)-EKVEC2(K)
```

FOLLOW. Fortran computer code for determining eigenvalues of Helmholtz equation in stadium-family boundary.

```
    ADEL=ABS(DELEK)
    IF(AOEL.GT.CRIT) GO FO 29
    KK=KK+1
    E(KK)=EKVEC2(K)
    29 CONTINUE
    3\sigma CONTINUE
    WRITE(6,304) KK
    3&4 FORMAT(/////." GOOD EIGENVALUES, NUMBER=*,I5,//)
    DO 31 K=1.KK
    WRITE{6,305) K,E(K)
    305 FORMAT(2X,14,F2D.8)
    31 CONTINUE
    WP.ITE(59.306) 1,KK
    3a6 FORMAT(" GOOD ONES FOUND: I,KK=",2I5)
    WRITE(G) KK,E
C
3&7 FORMAT(/////," DISTRIBUTIONS ---",///)
    DO 4D J=1.KK
    DEKN=DEK/2
    EKX=E(J)-DEKN
    KFX=1
    ILOK=1
    I SPC=D
    IWRIT=\varnothing
    CALL EIGA:A,I., EKK,DEKN,ISX,ISY,ID,KFX,ILOK,ISPC,EKVEC2,NVALZ,IWRIT)
    WRITE(6.308) J,EK
    308 FORMAT(///,I4," K=*,F20.8,//)
C
            DO 35 JJ=1,N
            WRITE(6,309) JJ,DI(JJ)
            CONTINUE
    3%9 FORMAT(2X,I4,5X,F12.8)
C
    4\Omega CONTINUE
    10 CONTINUE
            CALL EXIT
            END
            SUBROUTIINE EIGA\GG,RD,EKO,DEK,ISX.ISY,NIT,KF,ILOOK,ISPEC.
            .EKVEC,NVAL. IWRITES
C PROGRAM EIGENV(INPUT,OUTPUT,TAPE9,TAPE5=INPUT,TAPEG=OUTPUT)
            COMMOH/NUMBBS/AB,PI,R,D,N,EK,EPS
            COMMON/VECTS/X(100),Y(100),L(100)
            COMMON/DETT/ DETX
            COMMON/SHIFT/ISHIFT,BITJ
            OIMENSION AXY(100.100)
            DIMENSION EKVEC(500)
            DIMENSION EGVAL(5@DD), DEVAL(5000)
            PEAD(5,15) H,GG,R,EK,DEK,ISX,ISY,NIT,KF,ILOOK,ISPEC,ISHIFT,LEFT,
                    .BITJ
            15 FORMAT(I5.4F12.8,2I2,15,412,I6,F4.1)
            EPS=.00000000001
            A A = 1 }|
            PI=3.141592653589
            EKD=EK
            ARG=1.+(4.*GG/PI)
            DENOH=SQRT(ARG)
C RD=R
    R=R\varnothing/DENOM
    AB=R\varnothing*GG/DENOM
```

FOLLOW. Fortran computer code for determining eigenvalues of Helmholtz equation in stadium-family boundary.

```
    WRITE(6,15) N,GG.R,EKG,DEK,ISX,ISY,NIT,RG,AB,KF,ILOOK,ISPEC,ISHIFT
C WRITE(59.16) H,GG,R,EK,DEK,ISX,ISY,NIT,RG,AB,KF,ILOOK,ISPEC,ISHIFT
    16 FORMATIIH1," N=".I5," G=",F12.8," R=",F12.8," EK=".F12.8.
        * OEY=",F12.8,/" SYMMETRYT ".214," NIT=",16,
        ." Rg=".「5.2," A=",F12.8," INVERT?",I4," ILOOK,ISPEC,ISHIFT=n,
        .3I4./1)
            WRITE(6.17) BITJ
    WRITE{59.17) BITJ
    17 FORMAT(" BITJ= ",F5.3)
C DO GEOMETRY AHD SET UP MATRIX ELEMENTS
C WRITE{6.779) IWRITE,KF,ILOOK,ISPEC
    779 FORMAT(" IWRITE,KF,ILOOK,ISPEC=",414)
    CALL RCETRK(IWRITE)
    WRITE(6.35)
    3 FORMAT(1H1)
    JF=\varnothing
    INVERS=\varnothing
    INEWT=\varnothing
    I SWP = \varnothing
    EKSTRT=EKD
    EK=EKD
    IRET=\varnothing
    IRETA=\varnothing
    IKROS=\varnothing
    KONV=\varnothing
    CONV=1.DE-6
    IKLBL=1
    KLBL=1
    IFLAG=\varnothing
    NFINE=5
    DEKD=DEK
    IF(ISPEC.EQ.1) ILOOK=\varnothing
    LIMRET=2
C
    DO 60 IK=1,NIT
    EKL = EKM
    EKM=EK
    DETL=DETM
    DETM=DETX
    IF(ILOOK.EQ.\varnothing) INEWT=\varnothing
    IF(ILOOK.EQ.1) GO TO 79
C C HERE IF SWEEPING
    EK=EKSTRT + ISWP * DEKD
    GO TO 83
C HERE IF INTERPOLATING
    73 CONTINUE
            IF(INEWT.EQ.D) GO TO 80
            IF(INEWT.EO.1) GO TO 81
c
    SLOPE=(DETM-DETL)/(EKM-EKL)
    EK=EKM-(DETM/SLOPE)
    CHNG=EK-EKM
    CHNGA=ABS(CHNG)
    IF(CHNGA.LT.CONV) KONV=1
    GO TO 83
C
    8@ CONTINUE
    EK=EKSTRT
    GO TO }8
```

FOLLOW. Fortran computer code for determining eigenvalues of Helmboltz equation in stadium-family boundary.

```
    81 CONTINUE
    EK=EK+DEKD
C
    83 CONTINUE
    CALL MATRIX(AXY,IA,ISX,ISY)
C
    DO DETERMINANTS
    - CALL DETERM(AXY,IA,ISX,ISY,JF)
    IF(INVERS.EQ.1) GO TO }6
    IF(KLEL.GT.5@0\emptyset) GO TO 21\varnothing
    EGVAL(KLRL)=EK
    DEVAL (KLBL)=DETX
    KLBL=KLBL+1
    210 CONTINUE
        IF{ILOOK.EO.1) GO TO 211
        IF(ISWP.GT.g) GO TO 211
        DETL = DETX
        DETM=DETX
    211 CONTINUE
    DPROD=DETX*DETM
C
    .......WRITES.........
    WRITE{6.878} EKL,EKM,EK,EKSTRT,EKBEG,EKEND,EKPPEV,EKSAV
    WRITE(6,879) DETL,DETM,DETX,DTEND,DETSAV
    W'RITE{G,8G\varnothing) ILOOK, ISWP,INEWT,IFLAG,IRET,IRETA,DEKD,DPROD
876 FORMAT(/," EKL,EKM,EK=",3(2X,F10.6),/," STRT,BEG,END,PREV,SAV=",
C .5F7.3)
C879 FORMAT(/." DETL,DETM,DETX,ENO,SAV=",5E8.1}
C880 FORMAT(/," LOOK,SWP,NEWT,FLAG,RET,RETA,DEK\varnothing,DPROD=",6I4,2X,
C ..F6.4.EB.1,//)
C TEST FOR CROSSING OR CURVAWAY?
    IF(IFLAG.EO.1).GO TO 95
    IF(ILOOK.EQ.&) GO TO 86
    IF(KONV.EQ.D) GO TO }9
    GO TO 90
C HEPE IF SWEEPING....TEST FOR CROSS OR CURVAWAY
SG CONTINUE
    IF{ISPEC.EO.0) GO TO 95
    IF(DPROD.LT.&) GO TO 92
C
    SLPA=DETM-DETL
    SiPB = DETX-DETM
    PROD=SLPA*SLPB
    CURV=SLPB*DETM
C ....SLOPES WRITE
    IF(PROD.GE.0.) GO TO 95
    IF(CURV.LT.0.) GO TO 95
C
    HERE IF CURVED AWAY
    IF(IRETA.GE.LIMRET) GO TO 2g2
    IF(IRETA.GE.1) GO TO 2DI
    EKRITE=EK
    DTRITE=DETX
```

FOLLOW. Fortran computer code for determining eigenvalues of Helmholtz equation in stadium-family boundary.

```
201 CONTINUE
            EKSTRT=EKL
            EK=EKL
            EKM=EKL
            DETX=DETL
            DETM=DETL
            DEKO=DEKD/NFINE
            IRETA=IRETA +1
            I SWP=\varnothing
            :1OOK=\varnothing
            GO TO 95
C
202 CONTINUE
            EKSTRT=EKRITE
            EK=EKRITE
            EKM=EKRITE
            DETX=DTRITE
            DETM=DTRITE
            ISWP=\varnothing
            ILOOK=0
            INEWT=\varnothing
            DEKO=DEK
            IRETA=\emptyset
            WRITE(6,300) IK,EK
3@O FORMAT:/."--------CANNOT FIND ZERO-----IK,EK =",I8,F15.8)
            GO TO 95
C
C HERE IF CROSSED AXIS
92 CONTINUE
            IF(IRETA.gE.1) GO TO 85
            IF(IRET.EQ.1) GO TO 85
C CHERE IF THIS IS FIRST TIME CROSSED AND NOT CURVAWAY SWEEPING
            EKEND=EK
            EKBEG=EKM
            EK:STRT=EKM
            EK=EKM
            EKM=EKL
            DTENO=DETX
            DETX=DETM
            DETM=DETL
            DEKD=DEK/NFINE
            IRET=1
            I SWP=1
            INEWT=1
            GO TO 60
C C HEPE IF CROSSED UNDER FINER SWEEP
85 CONTINUE
            EKPREV=EKM
            EKSAV=EK
            DETSAV=DETX
            INEWT=1
            IRET=1
            ILOOK=1
            GO TO 95
```
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```
C HERE IF CONVERGED
```

C HERE IF CONVERGED
go continue
go continue
C .......NE!.TON CONVERGED WRITE .......
C .......NE!.TON CONVERGED WRITE .......
KONV=\varnothing
KONV=\varnothing
IF{IMLEL.GT.500) GO TO 97
IF{IMLEL.GT.500) GO TO 97
EKVEC{IKLBL)=EK
EKVEC{IKLBL)=EK
IKLLBL=IKLBL +1
IKLLBL=IKLBL +1
97 CONTINUE
97 CONTINUE
IF(ISPEC.EQ.1) GO TO 48
IF(ISPEC.EQ.1) GO TO 48
INVERS=1
INVERS=1
JF=KF
JF=KF
GO TO 83
GO TO 83
4O CONTINUE
4O CONTINUE
IF(IRETA.GE.1) GO TO 96
IF(IRETA.GE.1) GO TO 96
IF(EK.GE.EKBEG.AND.EK.LE.EKEND) GO TO 96
IF(EK.GE.EKBEG.AND.EK.LE.EKEND) GO TO 96
C C HERE IF OUTSIDE OF BRACKET AND IRETA =
C C HERE IF OUTSIDE OF BRACKET AND IRETA =
1LOOK=\varnothing
1LOOK=\varnothing
EKSTPT=EKEND
EKSTPT=EKEND
EK=EKEND
EK=EKEND
EKM=EKEND
EKM=EKEND
DETX=DTEND
DETX=DTEND
DETM=DTEND
DETM=DTEND
I SWP = \varnothing
I SWP = \varnothing
DEKD=DEK
DEKD=DEK
IRET=\varnothing
IRET=\varnothing
GO TO }9
GO TO }9
C HERE IF IN BRACKET AND IRETA =O OR IRETA\#D
C HERE IF IN BRACKET AND IRETA =O OR IRETA\#D
95 CONTINUE
95 CONTINUE
ILOOK=\varnothing
ILOOK=\varnothing
EK=EKSAV
EK=EKSAV
OETX=DETSAV
OETX=DETSAV
EKSTRT=EKSAV
EKSTRT=EKSAV
EKM=EKSAV
EKM=EKSAV
OETM=DETSAV
OETM=DETSAV
ISWP=\emptyset
ISWP=\emptyset
C HEFE FOR INCREMENT
C HEFE FOR INCREMENT
g5 continue
g5 continue
ISWP = ISWP + I
ISWP = ISWP + I
I NEWT = INEWT +1
I NEWT = INEWT +1
IF(IPETA.EQ.O.AND.IRET.EQ.D) GO TO 6D
IF(IPETA.EQ.O.AND.IRET.EQ.D) GO TO 6D
IF(IPETA.GT.D) GO TO 2D\varnothing
IF(IPETA.GT.D) GO TO 2D\varnothing
C HEPE IF JUST RETURNED FOR CROSSING
C HEPE IF JUST RETURNED FOR CROSSING
EKDIF=EK-EKEND
EKDIF=EK-EKEND
IF(EKDIF.LE.EPS) GO TO 60
IF(EKDIF.LE.EPS) GO TO 60
IF(EK.LE.EKEND) GO TO 60
IF(EK.LE.EKEND) GO TO 60
EKSTPT=EKEND
EKSTPT=EKEND
EK=EKEND
EK=EKEND
EKM=EKEND
EKM=EKEND
DETX=DTEND
DETX=DTEND
DETM=DTEND
DETM=DTEND
DEKD=DEK
DEKD=DEK
I SWP=1
I SWP=1
IRET=\varnothing
IRET=\varnothing
ILOOK=\varnothing

```
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```
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```
    GO TO 60
C C
C HEFE IF IRETA # D
2\OmegaO CONTINUE
    IF(EK.LE.EKRITE) GO TO 6D
    EKSTRT=EKRITE
    EK=EKRITE
    EKM=EKRITE
    DETK=DTRITE
    DETM=DTRITE
    1 SWP = 1
    DEKD=DEK
    ILOOK=\varnothing
    IRET=\varnothing
    IRETA = D
C
    60 CONTINUE
C
350 CONTINUE
C
    IF(ISPEC.EQ.0) GO TO 47
    NVAL =IKLBL-1.
    WRITE(6,35)
    DO 61 1I=1,NVAL
    WRITE{6,103) II, EKVEC(II)
    1%3 FORMAT(4X,I4,4X,F20.12)
    6! CONTINUE
    6 3 \text { CONTINUE}
    NSORT=KLBL-1
C WRITE(6,777) NVAL.NSORT
    777 FORMAT(" HVAL,NSORT=",215)
    CALL SSORT(EGVAL.DEVAL,NSORT,2)
    WRITE(6,35)
C DO 62 II=1,NSORT
c WPITE(6,104) II,EGVAL(II),DEVAL(II)
    62 CONTINUE
    164 FORMAT(4X,16,4X,F10.6,E20.6)
    WFITE(9) HVAL,NSORT,EGVAL,DEVAL,EKVEC
    CONTINUE
    PETURN
    END
    SUBROUTINE RCETRK(IWRITE)
    COMMOH/HUMBS/AB,PI,R.D,N.EK,EPS
    COMMON/VECTS/X(105),Y(100),L(100)
C WPITE(6,780) IWRITE
    76% FORMAT("IWRITE(RCETRK)=".I4)
    ALGTH=AE+(PI*R/2.)
    D=ALGTH/N
C CHECK FOR CIRCLE
    IF(AB.GT.EPS) GO TO 30
    GAM=AB/R
    GCRIT=PI/(2*(2*N-1.))
    IF(GAM.GT.GCRIT) GO TO 3\varnothing
    NB=1
    GO TO 46
    30}\times(1)=0/2
    v(1)=R
    L(1)=1
```
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```
        00 50 IX=2.N
        PIX=IX
    P=P1X-0.5
    PX=D*P
C
    50 CONTINUE
    45 NB=IX
    4 6 ~ O = D / R
    K(N)=AB+R*Cos(0/2.)
        Y(N)=R*SIN(Q/2.)
        I}(N)=
        NMAX=N-NE
        OO47 IS=1,NMAX
        PIS=IS
        OT=(PIS+\varnothing.5)*O
        M=N-IS
        K(M)=AB+P*\operatorname{cos(OT)}
        Y(M)=R*SIN(QT)
        L(M)=\varnothing
    4 7 ~ C O N T I N U E ~
        IF(IWRITE.EO.&) GO TO 56
        WRITE(6,51)
    51 FORMAT(: RESULTS OF RACETRACK GEOMETRY *)
    VRITE(6,52) ALGTH.D,NB,O
    52 FORM&T(" LENGTH== ,F12.9," D= ",F12.9," NB=",14," O=",F12.9)
    DO 53 KK=1,N
    WRITE(6,54) KK,X(KK),Y(KK),L(KK)
    54 FORMAT(IG,2F15.9,I6)
    53 CONTINUE
    56 CONTINUE
    RETURN
    END
    SUBROUTINE MATRIX(AXY,IA,ISX,ISY)
    COMMON/NUMBS/AB,PI,R.D,N,EK,EPS
    COMMON/VECTS/X(1\varnothing\varnothing),Y(1\varnothing\varnothing),L(1\varnothing\varnothing)
    DIMENSION AXY(IA,1)
    GAM=AB/R
    GCRIT=PI/(2*(2*N-1.))
    DO 20 I=1.N
    II = I
    DO 20 J=11,N
    JJ=J
    XI=X(II)
    YI=Y(II)
    LI=L(II)
    LJ=L(JJ)
        CALCULATE A1 ...........
        CHECK FOP DIAGOONALC`EXEXMENT
    XTRA=D/{2.*R*PI)
    IF(JJ.NE.II) GO TO 1
    AlIJ=1.
    811J=1.
    IF(L(JJ).EQ.D) GO TO 10
    IF(L(JJ+1).EQ.1) GO TO 5
    XLD=(D/2.)+XI-AB
    IF(XLD.LE.D.) GO TO 5
    ADD=XTRA*XLD/D
```
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```
        A1IJ=A1IJ+ADD
        GO TO 5
    10 AIIJ=AIIJ+XTRA
    IF(GAM.LE.GCRIT.AND.JJ.EQ.I) AIIJ=AIIJ-(AB*XTRA/D)
C
    IF(JJ.EQ.I) GO TO 5
    IF(L(JJ-1).EQ.g) GO TO 5
    XLD=AB-X(JJ-1)-(D/2.)
    IF(XLD.LE.D.) GO TO 5
    ADD=XTRA* (XLD/D)
    A11J=A1IJ-ADD
    5 GIIJ=A1IJ
    GO TO 2
    1 XJ1=X(JJ)
        YJ1=Y(JJ)
        KXJ1=1
        KYJ1=1
        CALL FUNC{XI,YI,XJ1,YJI,LI,LJ,KXJ1,KYJI,AIJ,BIJ)
        AIIJ=AIJ
    B1IJ=BIJ
    2 CONTINUE
C
    CALCULATE A2 ..........
    XJ2=X(JJ)
    YJ2=-Y(JJ)
    KXJ2=1
    KYJ2=-1
    CALL FUNC(XI,YI, YJ2,YJ2,LI,LJ,KXJ2,KYJ2,AIJ,BIJ)
    A2IJ=AIJ
    82IJ=BIJ
C
    CALCULATE A3 ..........
    XJ3=-x(JJ)
    YJ3=-Y(JJ)
    KXJ3 3=-1
    KYJ3=-1
    CALL FUNC{XI,YI,XJ3,YJ3,LI,LJ,KXJ3,KYJ3,AIJ,BIJ)
    A3IJ=AIJ
    E3IJ=EIJ
C
    CALCULATE A4 ..........
    XJ4=-X(JJ)
    YJ4=Y(JJ)
    KXJ4 =-1
    KYJ4=1
    CALL FUNC(XI,YI,XJ4,YJA,LI,LJ,KXJ4,KYJA,AIJ,BIJ)
    A4IJ=AIJ
    B4IJ=BIJ
C
    CALCULATE *APP,APM,AMP,AMM.........
    A2IJ=((-1)**ISY)*A2IJ
    E2IJ=((-1)**ISY)*B2!J
    A3IJ=((-1)**ISX)*((-1)**ISY)*A3IJ
    E3IJ={(-1)**ISX)* ({-1)**ISY)*B3IJ
    A4IJ=((-1)**ISX)*A4IJ
    B4IJ = ((-1)**ISX)*B4[J
    AXY(JJ.II)=B!IJ+BこIJ+B3IJ+B4IJ
    AXY{II,JJ}=AIIJ+A2IJ+A3IJ+A4IJ
    CONTINUE
```
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C
5| RETURN
END
GUBROUTINE FUNC{XI,Y1,YZ,YZ,LPI,LPJ,KPX,KPY,AIJ,BIJJ
COMMOI/NUMBS/AB,PT,R,D,N,EK,EPS
COMMON/SHIFT/ISHIFT,BITJ
DIMENSION BJ(2), BY{2)
SX=X2-X1
SY=Y2-Y1
S=SQRT(SX**2+SY**2)
C
CHECK IF POINT 2 ON CURVE
IF(LPJ.EO.D) GO TO 1
VXJ=\varnothing.
VYJ=KPY
GO TO 2
: VKJ=(X2-(KPX*AB))/R
.VYJ=Y2/R
2 TJ=(SX*VYJ) + (SY*VYJ)
C
CHECK IF POINT I ON CURVE
IF(LPI.EO.D) GO TO 3
VXI=\varnothing.
VYI=1.
GO TO 4
3 VKI=(XI-AB)/R
VYI=Y1/R
4 TI=-{SX*VXI)- (SY*VYI)
Z=EK*S
FBES=BESY1(Z)
FEES=BESY\#1(Z,1,BSJ1)
IF(ISHIFT.EO.D) GO TO 20
C FEXT=BESJI(Z)
FEXT=BSU1
FBES=FBES + BITJ*FEXT
20 CONTINUE
FUNX=-D*EK*FBES/(2.*S)
AIJ=FUNX*TJ
BIJ=FUNX*TI
C
10 PETURN
END
SUBROUTIINE DETERM(AXX,IA,ISX,ISY,KF)
COMMON/NUMBS/AB,PI,R.D,N,EK,EPS
COMMOH/VECTS/X(1D0),Y(1D0),L(1DD)
COMMON/DETT/ DETX
COMMON/SHIFT/ISHIFT,BITJ
COMMON/DIP/DI(100)
DIMEHSION AXX(IA,I)
DIMENSIOH DUMZ(10\varnothing,100)
DIMENSION Z1(1DØ)
DIMENSIOH SCR(200)
DIMENSION A(4)
DATA A/3HAPP, 3HAPM, 3HAMP, 3HAMM/
IM=2*ISX+ISY+1
NM1=N-1
DO 2D KK=1,IA
DI(KK)=-AXX(KK,1)
Z1{KK)=X(KK)
DO 15LL=2,IA
DUM2{KK,LL-1)=AXX(KK,LL)
15
CONTINUE

```
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20 CONTINUE
C DET=\varnothing.
CALL LINVSF(AXX,Z1,4,N,IA,DET,EXP,SCR,IER)
DETX=DET**2**EXP)
IF(KF.EQ.D) GO TO 1øD
C OTHERWISE INVERT
DET1=0.
CALL LINV3F(DUM2.D1,3,NM1,IA,DET1,EXP1,SCR,IER)
DETX1=DETi*(2**EXP1)
C
DO 75 II=1,NM1
IJ=N-II+1
IL=N-II
D1(IJ)=D1(IL)
75 CONTINUE
01(1)=1.0
C WRITE(6,101)
C VRITE(6,107)
WRITE(6,105) DETXI
DMAX=1.D
DO }77\mathrm{ II=1.N
DCOMP=D1(II)
DCOMPA=ABS(DCOMP)
IF(DCOMPA.GT.DMAX) DMAX=DCOMPA
77 CONTINUE
DO 78 II=1,N
DI(II)=D1(II)/DMAX
7S continue
DO 36 II=1,N
WG WRITE(6,106) II,DI(II)
3G CONTINUE
WRITE(9) ISX,ISY,N,L,ISHIFT,AB,PI,R,D,EK,EPS,BITJ,X,Y,DI
C
100 RETURN
C
1%1 FORMAT(IHI)
102 FORMAT(1HO)
105 FORMAT(2%." INVERT--DET=",E15.8.///)
106 FORMAT(2X.14.5X.F12.8)
107 FORMAT(2%."RESULTS OF LINIT INVERSION--DI",///)
END
*FILE NAME=INPUTFOL
0.0050 0.0050 1 3.5 5.0 50 65.00000000 .0050 1. 1. 100 1
*CHATR I=MASTER,BOX=BG3.LIB=(I',F',BESLIB),S=80,GO

```
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*SELECT BOX=B63, ACCOUNT=95\&LBA,TTYECHO=YES,P=NONE
*FILE NAME=PIX
CALL LINK ("UNIT59=TERMINAL,UNITS=(INPUTPIX,OPEN), \&
UNITG=(OUTPUTPIX,CREATE),UNITG=(TAPMASFUN,CREATE;SEQ),\&
UNITE=(TAPD.OPEN.SEQ)//")
DIMENSION DV(IDO).F(100)
DIMENSION XGRID(101),YGRID(101)
DIMENSION C(1\&1,1\varnothing1)
DIMENSIOIN CLEV(ID)
DIMENSION Z1(101,101),Z2(101,101)
DIMENSION E(50.O)
COMHOH/NUMBS/AB,PI,R,D,N,EK,EPS
COMMOH/VECTS/X!100),Y(100),L(100)
COMMOH/LIMITS/XL,XH,YL,YH,LIMIT
COMMON/SHIFT/ISHIFT,BITJ
C CALL KEEP8O(1,3)
C CALL FRGOID(1OHXEROX+FILM)
CALL KEEP8@(1,2)
CALL DD8@ID
CALL DDERS(-1)
READ(5,17, XL,XH,YL,YH,LIMIT,IDIM,ILEV,MX,MY,IOPT
17 FORMAT(4F8.4,614)
C
FEAD(8) NGROUP
WFITE(9) NGROUP
WRITE(59,776) NGROUP
WRITE{6,776) NGROUP
776 FORMAT(" NUMBER OF A VALUES",I5,///)
C
DO 751 JGPP=1,NGROUP
READ(B) A,NKV,E
WRITE(9) A,NKV,E
WRITE:6,777) NKV.A
URITE(59.777) NKV,A
777 FORMAT!" EIGENFUNCTIONS FOR",I5," EIGENVALUES FOLLOW A=",
.F8.5,/)
C
DO 778 IKV=1,NKV
WRITE(6,779) IKV.E(IKV)
WRITE(59,779) IKV.E(IKV)
FORMAT(15,F12.6)
77% CONTINUE
C
DO 750 IKV=1,NKV
C READ(8) ISX,ISY,N,L,ISHIFT,AB,PI,R,D,EK,EPS,BITJ,X,Y,DV
C WRITE(59.990) EK.BITJ
990 FORMAT(//." EK.SHIFT=",F15.10,4X,F6.3)
201 FORMAT(2X.2514)
GG=AB/R
IF(LIMIT.NE.g) GO TO 12
XH=AB + R
XL=\varnothing.
YH=R
YL=\varnothing}
12 CONTINUE
C WRITE(59,991) XL,XH,YL,YH
991 FORMAT("'XL,XH,YL,YH=:,4(2X,F6.3))
WRITE(6,1\varnothing1)

```
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            WRITE(6,19) ISX,ISY,GG,EK,AB,R,N
    19 FORMAT\2X."EIGENFUNCTIOH FOR SYMMETRY ",2IZ," WITH A =",F6.3,
            ." AMD EIGENVALUE =",F20.15,//." AB =",F14.8," R =",F14.8,
            .15X." N = ".16./1)
    HRITE{6.57; ISHIFT,BITJ
    57 FORMAT(2N,"ISHIFT.BITJ =",I4,F5.2,//)
    WFITE(6.18) XL,XH.YL,YH,LIMIT,MXX,MY,IOPT
    18 FORMATI" X FROM".F12.8," TO",Fi2.8,1\sigmaX,"Y FROM",F12.8," TO",
        .F12.8," LIMITEO?".I4,'," DIVISIONS(X,Y)",2I4,
        ." IOPT =",I4,////i/;
    C
WRITE(59.19) ISX.ISY,GG,EK,AB,R,N
WR.ITE(59.18) XL,XH,YL,YH,LIMIT,MX,MY,IOPT
c
25 CONTINUE
54 FORMAT(I6.2F15.9.16,F20.8)
WP.ITE(6,101)
SMALL =. D01
MDIM=1\otimes1
MX1=MX+1
MY1=MY+1
DELX=(XH-XL)/MX
DEL.Y=(YH-YL)/MY
X }=\times\
Y = YL
DO 1D II=1,MXI
DO 10 JJ=1,MY1
XR=X\varnothing+(II-1)*DELX
XGRID(II)=XR
YR=Y@+(JJ-1)*DELY
YGRID(JJ)=YR
IF(IOPT.EQ.1) GO TO 15
IF(XR.LE.AB) GO TO 13
DIST=XR-AB
RR2=01ST**2+YR**2
RSORT=SORT(RR2)
RLIM=R-SMALL
IF(RSQRT.GE.RLIM) GO TO 10
C
GO TO 15
YT=R-SMALL
IF(YR.GE.YT) GO TO 1D
CONTINUE
CALL FVECIXR,YR,ISX,ISY.F,KLOS)
IF(KLOS.EQ.1) GO TO }7
SUM=\varnothing.
DO 5 KK=1,N
SUM=SUM+(DV(KK)*F(KK))
CONTINUE
GO TO 76
75 continue
C(11, JJ)=C(1I,JJ-1)
GO TO 10
CONTINUE
C(II,JJ)=SUM
10 CONTINUE
WPITE(6,101)
WRITE(6,102)
DO 4\varnothing JJ=1,MY1
KK=MY+2-JJ

```
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    WRITE{G,:ID) KK,YGRID(KK)
    FORMATK." LINE,Y=".I4,F8.4)
    WPITE(6,1J6) (C(II,KK),II=1,MXI)
    WPITE(6,104)
    4O CONTINUE
    WRITE(6,101)
    WP.ITE(6.107) YGRID
    WR1TE(6.104)
    WPITE(6,107) XGRID
    CMIN=1.DEID
    CMAX =-1. DE1D
    DO \deltaø\emptyset I =1,MX1
    DO 8ø\emptyset J=1,MY1
    CMIN=AMINI(CMIN,C(I,J))
    CMAX = AMAX1(CMAX,C(1,J))
    8EO CONTINUE
        CFRAC=(CMAX-CMIN)/1 
        CONHIN = CMIN + CFRAC
        CONMAK=CMAX-CFRAC
    C WRITE(59.996) CMIN, CONMIN,CMAX,CONMAX
WRITE(6,996) CMIN, CONMIN, CMAX, CONMAX
996 FORMAT(2X, "CMIN,CONMIN,CMAX,CONMAX=", 2X,4(2X,F7.3))
GO TO (301,302), IDIM
301 CONTINUE
YMI =. 38
XMI=. 2
XMA =. 8
YLINE =.32*42
GO TO 305
302 CONTINUE
YMI=F.38
XMI =.06
XMA =. .94
YLINE=. 32*42
305 . CONTINUE
YMA=YMI + (YH-YL)*(XMA-XMI)/(XH-XL)
WPITE(59,992) XMI,XMA,YMI,YMA
CALL SETCRT(0.D,0.215)
CALL LINE(\varnothing.0.,.215,1.D,0.215)
CALL LINE(1.,.215,1..1.)
CALL LINE(1.,1..0.,1.)
CALL LINE{D..1.,D.,D.215)
CALL SETCPT(.142,.285)
CALL LINEP(.142..285..858..285.3)
CALL LINEP(.858,.285,.858.1.,3)
CALL LINEP(.858,1.,.142,1..3)
CALL LINEP(.142,1...142,.285,3)
CALL MAPS(XL,XH,YL,YH,XMI,XMA,YMI,YMA)
GO TO (401,402,403,4D4), ILEV
40! CONTINUE
C HERE FOR NODAL LINES
K1=1
K2=1
NLEV=1
CLEV(1)=0.0
GO TO 4.10
402 CONTINUE
C HERE FOR NODAL AND MIN,MAX
K.1=3
K2=2
NLEV=3
CLEV(1)=CONMIN
CLEV(2)=\varnothing.\varnothing
CLEV(3)=CONMAX

```
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    GO TO 410
    403 CONTINUE
C HERE FOR I\& CONTOURS
K1=-1D
K2=6
NLEV=1\varnothing
CLEV(1)=CONMIN
CLEV(2)=CONMAX
GO TO 41ø
40% CONTINUE
C HERE FOR OTHER CONTOUR CHOICE...
GO TO 410
410 CONTINUE
CALL RCONTR(K1,CLEV,K2,C,MDIM,XGRID,1.MX1,1,YGRID,1,MY1,1)
CALL SETCH(5.,YLINE,1,G,1,0)
WRITE(1OE,70®) GG.EK,ISX,ISY,R,N,MX,MY,BITJ
WRITE{100.701) (CLEV{J).J=1.NLEV)
700 FORMAT("A=",F6.4,2X,"K=".F10.5.2X,"PARITY=",2I2,2X,"R=",
.F4.2, 2X,"N,MX,MY=",314, 2X,"SHIFT=",F4.21
701 FORMAT("LEVELS=".10F7.2)
C WRITE(59.995) CLEE
WRITE(6:995) CLEV
995 FORMAT(2X,"CLEV=".10(2X,F7.3))
9S2 FORMAT(" MAPLIMITS=",4(2X,F6.3))
CALL FRAME
XW=100*(XMA-XMI)
YW=(YMA-YMI)*1DD
XV=XW/2
YV=-YW
ZV=2**W
CALL PICTURE(C,Z1,Z2,MX1,MY1,MDIM,XW,YW,XV,YV,ZV,
.CMIN,CMAY,1.,-2,\mathscr{D,1,1,MX1,1,MY1,XMI,XMA,YMI,YMA)}
CALL FRAME
XV=:75* XW
YV=1.5*YW
C CALL PICTUREIC,Z1,Z2,MK1,MY1,MDIM,XW,YW,XV,YV,ZZV,
C .CMIN,CMAK,1.,-2,D,1,1,MX1,1,MY1,XMI,XMA,YMI,YMA)
C CALL FRAME
C
WRITE(9) MX,MY,XGRID,YGRID,C,XL,XH,YL,YH,XMI,XMA, YMI, YMA,CMIN,CMAX
C
750 CONTINUE
C
751 CONTINUE
C
101 FORMAT(1HI)
1\&2 FORMAT(2X."HERE IS EIGENFUNCTION".///)
103 FORMAT(F5.2.4X,11F9.6)
104 FORMAT(1HD)
105 FORMAT(F5.2,7X,11(2X,F5.2,2X))
106 FORMAT(2x.1\otimesF11.7)
107 FORMAT(2X.15F7.3)
C
CALL EXIT
END
SUBROUTINE FVEC(XR,YR,ISX,ISY,FSYM,KLOS)
DIMENSION FSYM(100)
COMMON/VECTS/X(100),Y(100),L(100)
COMMON/NUMBS/AB,PI,R,D,N,EK,EPS
TINY =.00001
KLOS=\varnothing
DO 20 J=1,N

```
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    J=J
    LJ=L(JJ)
    C
XJ1=X(JJJ)
YJ1=Y(JJ)
RX=XR-XJI
RY =YR-YJI
R2=RX**2+RY**2
RR=SORT(R2)
IF(RR.LE.TINY) GO TO 50
KXJ1=1
KYJ1=1
CALL FUNC(XR,YR,XJI,YJI,2,LJ,KXJI,KYJ1,AIJ,BIJ)
F1=AIJ
C
CALCULATE F2
XJ2=X(JJ)
YJ2=-Y(JJ)
kxJ2=1
KYJ2=-1
CALL FUNC(XR,YR,XJ2,YJ2,2,LJ,KXJ2,KYJ2,AIJ,BIJ)
F2=AIJ*((-1)**ISY)
CALCulATE F3
xJ3=-x(JJ)
YJ3=-Y(JJ)
K\timesJ3 =-1
KYJ3=-1
CALL FUNC(XR,YR,XJ3,YJ3,2,LJ,KXJ3,KYJ3,AIJ,BIJ)
F3=AIJ*((-1)**ISX)*((-1)**ISY)
C
CALCULATE F4
XJ4=-x(JJ)
YJ4=Y(JJ)
KXJ4=-1
KYJ4=1
CALL FUNC(XR,YR,XJ4,YJ4,2,LJ,KXJ4,KYJ4,AIJ,BIJ)
F4=AIJ*((-1)**ISX)
C
CALCULATE FSYM
FSYM(JJ)=F1+F2+F3+FA
20 CONTINUE
30 CONTINUE
RETURN
50 CONTINUE
KLOS=1
GO TO 30
END
ENDBROUTINE FUNC(X1,Y1, X2,Y2,LPI,LPJ,KPX,KPY,AIJ,BIJ)
COMMON/NUMBS/AB,PI,R,D,N,EK,EPS
COMMON/SHIFT/ISHIFT,BITJ
SX=X2-X1
SY=Y2-Y1
S=SQRT(SX**2+SY**2)
non
CHECK IF POINT 2. ON CURVE
IF(LPJ.EQ.Q) GO TO 1

```

PIX. Fortran computer code for constructing eigenfunction from boundary distribution.
```

    VXJ=0.
    VYJ=KPY
        GO TO 2
        1 V }\becauseJ=(X2-(KPX*AB))/
        VYJ=Y2/R
        2 TJ={SX*VXJ)+(SY*VYJ)
    C
CHEEK IF POINT : ON CURVE
IF(LPI.EO.D) GO TO 3
VXI=\varnothing.
VYI=1.
GO TO 4
3 VXI={XI-AB)/R
VYI=Y1/R
4 TI=-(SX*VKI)-{SY*VYI)
Z=EK*S
FEES=BESYO1(Z,1,BESJ1)
IF(ISHIFT.EO.g) GO TO 2D
FEXT=BESJ1
FRES=FEES + EITJ*FEXT
20 CONTINUE
FUNX=-D*EK*FBES/(2.*S)
AIJ=FUNX*TJ
EIJ=FUNX*TI
C
10 RETURN
END
*FILE NAME=INPUTPIX
\varnothing.3500 0.7500 0.5000 0.7000 D 1 1 1 80 80 \#
*CHATP. I=PIX,BOK=863.LIB=(I',F',T',BESLIB),S=80,GO

```

PLX. Fortran computer code for constructing eigenfunction from boundary distribution.
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\section*{APPENDIX B}

\section*{STADIUM EIGENVALUES}

In this Appendix I report 445 consecutive eigenvalues of the Helmholtz equation
\[
\begin{array}{ll}
\left(\nabla^{2}+k_{n}^{2}\right) \psi_{n}(\underline{x})=0 & \text { all } \underline{x} \in S \\
& \psi_{n}(\underline{x}) \equiv 0 \quad \text { for } \underline{x} \in \text { boundary } \partial S
\end{array}
\]
in the stadium \(S\) (see Fig. 1 of Part I) with \(\gamma=1\) (halflength of straight section \(=\) radius of semicircle) and area \(=\pi\). These values of \(k_{n}\) were obtained with the numerical method described in Appendix A, for which the accuracy has been determined to be \(\pm 0.001\) in this range of the spectrum. The eigenvalues correspond to odd-odd parity eigenfunctions only and lie approximately 150 600 levels above the ground state in this class.
\begin{tabular}{|c|c|c|c|c|c|}
\hline 1 & 50.1577 & 51 & 57.5523 & 101 & 64.1775 \\
\hline 2 & 50.2316 & 52 & 57.7897 & 102 & 64.3891 \\
\hline 3 & 50.4002 & 53 & 57.8214 & 103 & 64.4875 \\
\hline 4 & 50.4642 & 54 & 58.0150 & 104 & 64.5981 \\
\hline 5 & 50.6335 & 55 & 58.1030 & 105 & 64.6786 \\
\hline 6 & 50.8851 & 56 & 58.2803 & 106 & 64.8741 \\
\hline 7 & 50.9904 & 57 & 58.3497 & 107 & 65.0359 \\
\hline 8 & 51.0682 & 58 & 58.4360 & 108 & 65.3255 \\
\hline 9 & 51.1025 & 59 & 58.5393 & 109 & 65.4124 \\
\hline 10 & 51.3023 & 6.0 & 58.7810 & 110 & 65.5563 \\
\hline 1 & 51.4856 & 61 & 58.9450 & 111 & 65.6559 \\
\hline 12 & 51.7690 & 62 & 59.8574 & 112 & 65.7362 \\
\hline 13 & 52.0097 & 63 & 59.2994 & 113 & 65.9854 \\
\hline 14 & 52.0663 & 64 & 59.4160 & 114 & 65.9570 \\
\hline 15 & 52.2547 & 65 & 59.6630 & 115 & 66.1195 \\
\hline 16 & 52.3816 & 66 & 59.7257 & 116 & 66.2921 \\
\hline 7 & 52.6171 & 67 & 59.8478 & \(1: 7\) & 66.4289 \\
\hline 18 & 52.6237 & 63 & 59.9022 & 118 & 66.4439 \\
\hline 9 & 52.6676 & 69 & 60.1601 & 119 & 66.5317 \\
\hline 20 & 52.8628 & 78 & 68.2437 & 120 & 66.7072 \\
\hline 21 & 52.9882 & 71 & 68.2451 & 121 & 66.7842 \\
\hline 22 & 53.1684 & 72 & 60.4069 & 122 & 66.9839 \\
\hline 23 & 53.3191 & 73 & 68.4802 & 123 & 67.0553 \\
\hline 24 & 53.4258 & 74 & 60.6835 & 124 & 67.1025 \\
\hline 5 & 53.5147 & 75 & 60.8798 & 125 & 67.3284 \\
\hline 26 & 53.8782 & 76 & 61.8716 & 126 & 67.3436 \\
\hline 27 & 53.9845 & 77 & 61.1523 & 127 & 67.6281 \\
\hline 28 & 54.1148 & 78 & 61.3884 & 128 & 67.6406 \\
\hline 29 & 54.2248 & 79 & 61.5843 & 129 & 67.6764 \\
\hline 30 & 54.3286 & 8 8 & 61.6944 , & 130 & 67.8470 \\
\hline 1 & 54.4939 & 81 & 61.7095 & 131 & 67.9313 \\
\hline 32 & 54.6399 & 82 & 61.7379 & 132 & 68.1952 \\
\hline 33 & 54.8679 & 23 & 62.08342 & 123 & 68.2187 \\
\hline 34 & 54.9957 & 84 & \(62.0820^{\circ}\) & 134 & 68.3443 \\
\hline 35 & 55.3249 & 85 & \(62.1000{ }^{-1}\) & 135 & 68.4201 \\
\hline 36 & 55.3673 & 86 & \(62.1301{ }^{-}\) & 136 & 68.5259 \\
\hline 37 & 55.4894 & 87 & \(62.4323^{\circ}\) & 127 & 68.7053 \\
\hline 38 & 55.6584 & 88 & \(62.5210^{\prime}\) & 138 & 68.8126 \\
\hline 39 & 55.3931 & 89 & \(62.6821^{\circ}\) & 139 & 68.9913 \\
\hline 40 & 56.0822 & 9.0 & 62.7423 & 148 & 69.1012 \\
\hline 41 & 56.2589 & 91 & \(62.7689 /\) & 141 & 69.2536 \\
\hline 42 & 56.3623 & 92 & \(62.9631 /\) & 142 & 69.3102 \\
\hline 43 & 56.4084 & 93 & \(63.2308{ }^{\text {d }}\) & 143 & 69.5189 \\
\hline 44 & 56.5936 & 94 & 63.4090 & 144 & 69.6135 \\
\hline 45 & 56.7393 & 95 & 63.4859 & 145 & 69.7584 \\
\hline 46 & 56.9736 & 96 & 63.6132 & 146 & 69.3829 \\
\hline 47 & 56.9994 & 97 & 63.728: & 147 & 70.0135 \\
\hline 48 & 57.2949 & 98 & 63.7660 & 148 & 70.0473 \\
\hline 49 & 57.3478 & 99 & 64.0091 & 149 & 70.2842 \\
\hline 50 & 57.3934 & 100 & 64.0776 & 150 & 70.3046 \\
\hline
\end{tabular}

Table III. List of numerical eigenvalues for stadium ( \(\gamma=1\), odd-odd parity only).
\begin{tabular}{|c|c|c|c|c|c|}
\hline 151 & 78.3657 & 201 & 75.8960 & 251 & 81.2992 \\
\hline 153 & 70.4813 & 202 & 75.9940 & 252 & 81.3625 \\
\hline 153 & 70.5732 & 203 & 76.1282 & 253 & 81.4178 \\
\hline 154 & 70.7418 & 204 & 76.1477 & 254 & 81.4549 \\
\hline 155 & 70.8659 & 205 & 76.3425 & 255 & 81.5193 \\
\hline 156 & 71.0912 & 206 & 76.4330 & 256 & 81.5661 \\
\hline 157 & 71.1560 & 207 & 76.6633 & 257 & 81.7967 \\
\hline 158 & 71.2373 & 206 & 76.7012 & 258 & 81.8317 \\
\hline 159 & 71.2864 & 209 & 76.7286 & 259 & 81.9850 \\
\hline 160 & 71.3613 & 210 & 76.9498 & 250 & 82.0533 \\
\hline 161 & 71.4995 & 211 & 76.9954 & 261 & 82.0824 \\
\hline 162 & 71.5549 & 212 & 77.0809 & 262 & 82.1623 \\
\hline 163 & 71.5972 & 213 & 77.1718 & 263 & 82.3625 \\
\hline 164 & 71.8520 & 214 & 77.3468 & 264 & 82.5104 \\
\hline 165 & 71.9382 & 215 & 77.4075 & 265 & 82.5925 \\
\hline 166 & 72.0014 & 216 & 77.4437 & 266 & 82.7257 \\
\hline 167 & 72.0661 & 217 & 77.6727 & 267 & 82.7846 \\
\hline 163 & 72.2037 & 218 & 77.6950 & 263 & 82.8511 \\
\hline 169 & 72.3219 & 2:9 & 77.8167 & 269 & 82.9566 \\
\hline 170 & 72.4814 & 220 & 77.9763 & 270 & 83.0396 \\
\hline 171 & 72.6509 & 221 & 78.0637 & 271 & 83.2012 \\
\hline 172 & 72.7209 & 222 & 78.1764 & 272 & \(83.312:\) \\
\hline 173 & 72.7569 & 223 & 78.2640 & 273 & 83.4999 \\
\hline 174 & 72.8303 & 224 & 78.3385 & 274 & 83.5515 \\
\hline 175 & 73.0269 & 225 & 78.5199 & 275 & 83.6192 \\
\hline 176 & 73.1365 & 226 & 78.6044 & 276 & 83.6623 \\
\hline 177 & 73.2075 & 227 & 78.6614 & 277. & 83.7397 \\
\hline 178 & \(73.356 ?\) & 228 & 78.8475 & 278 & 83.8857 \\
\hline 179 & 73.4954 & 229 & 78.9445 & 279 & 83.9650 \\
\hline 180 & 73.6199 & 230 & 79.0575 & 280 & 84.0279 \\
\hline 181 & 73.6940 & 251 & 79.1800 & 281 & 84.2724 \\
\hline 182 & 73.8810 & 232 & 79.2681 & 282 & 84.3750 \\
\hline 183 & 73.9890 & 233 & 79.3995 & 283 & 84.4462 \\
\hline 184 & 74.0719 & 234 & 79.5214 & 234 & 84.5605 \\
\hline 185 & 74.1483 & 235 & 79.5593 & 235 & 84.6706 \\
\hline 186 & 74.3684 & 236 & 79.6598 & 286 & 84.7507 \\
\hline 187 & 74.3910 & 237 & 79.8565 & 287 & 84.7849 \\
\hline 183 & 74.5668 & 238 & 80.0026 & 288 & 84.8147 \\
\hline 189 & 74.6873 & 239 & 80.0887 & 289 & 84.9838 \\
\hline 190 & 74.7893 & 240 & 88.1763 & 290 & 85.0839 \\
\hline 191 & 74.9093 & 241 & 80.2760 & 291 & 85.2136 \\
\hline 192
193 & 74.9536 & 242 & 80.3164 & 292 & 85.3312 \\
\hline 193 & 75.1221 & 243 & 88.5165 & 293 & 85.3552 \\
\hline 194
195 & 75.2450 & 244 & 80.5719 & 294 & 85.4567 \\
\hline 195 & 75.3600 & 245 & 80.6243. & 295 & 85.5878 \\
\hline 196 & 75.3825
75.6327 & 246 & 80.6999 & 296 & 85.6314 \\
\hline 197 & 75.6327
75.7074 & 247
248 & 80.8641
80 & 297 & 85.6523 \\
\hline 190
199 & 75.7074 & 248
249 & 80.8963 & 298 & 85.8771 \\
\hline 200 & 75.8376 & 250 & 81.1712 & 299 & 85.9471 \\
\hline 200 & 75.8376 & & 81.1712 & 3ヵぁ & 85.9942 \\
\hline
\end{tabular}

Table III. List of numerical eigenvalues for stadium ( \(\gamma=1\), odd-odd parity only).
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline 301 & 86.0282 & 351 & 90.81301 & & \(4 \varnothing 1\) & 95.0326 \\
\hline 302 & 86.1234 & 352 & 90.8654 & & 4あ2 & 95.0995 \\
\hline 303 & 86.2401 & 353 & 90.9074 & & \(4 D 3\) & 95.2211 \\
\hline 304 & 86.2689 & 354 & 90.9791 & & 4D4 & 95.3742 \\
\hline 305 & 86.4153 & 355 & 91.1138 & & 405 & 95.4650 \\
\hline 306 & 86.6345 & 356 & 91.1710 & & 406 & 95.5065 \\
\hline 307 & 86.6965 & 357 & 91.3272 & & 407 & 95.5610 \\
\hline 388 & 86.7323 & 358 & 91.3848 & & 408 & 95.6727 \\
\hline 309 & 86.7890 & 359 & 91.4799 & & 409 & 95.7815 \\
\hline 310 & 87.0090 & 360 & 91.5638 & & 410 & 95.8385 \\
\hline 311 & 87.0363 & \(36:\) & 91.6442 & & 411 & 95.9577 \\
\hline 312 & 87.1972 & 362 & 91.6657 & & 412 & 95.9757 \\
\hline 313 & 87.2181 & 363 & 91.6837 & & 413 & 96.0554 \\
\hline 314 & 87.3958 & 364 & 91.8497 & & 414 & 96.1104 \\
\hline 3:5 & 37.4402 & 365 & 91.985: & & 415 & 96.2330 \\
\hline \(3: 6\) & 87.4904 & 366 & 92.0737 & & 416 & 96.3149 \\
\hline 317 & 87.5532 & 367 & 92.1586 & & \(4: 7\) & 96.4034 \\
\hline 318 & 87.6460 & 368 & 92.1875 & & 418 & 96.4640 \\
\hline 319 & 87.7603 & 359 & 92.2459 & & 419 & 96.6107 \\
\hline 320 & 87.85』2 & 370 & 92.3995 & & 420 & 96.7498 \\
\hline 321 & 87.8923 & 371 & 92.5705 & & 421 & 96.7888 \\
\hline 322 & 88.0727 & 372 & 92.6104 & & 422 & 96.8292 \\
\hline 323 & 88.2041 & 373 & 92.8698 & & 423 & 96.9103 \\
\hline 324 & 88.2259 & 374 & 92.8716 & & 424 & 97.0206 \\
\hline 325 & 88.3307 & 375 & 92.8755 & & 425 & 97.0636 \\
\hline 326 & 88.4528 & 376 & 93.0194 & & 426 & 97.324: \\
\hline 327 & 88.6959 & 377 & 93.0473 & & 427 & 97.3665 \\
\hline 328 & 88.7453 & 378 & 93.1462 & & 428 & 97.4686 \\
\hline 329 & 88.7781 & 379 & 93.212: & & 429 & 97.5482 \\
\hline 330 & 88.8558 & 380 & 93.3626 & & 430 & 97.6964 \\
\hline 331 & 88.9877 & 381 & 93.5027 & & 431 & 97.7266 \\
\hline 332 & 89.1630 & 382 & 93.5665 & & 432 & 97.8223 \\
\hline 333 & 89.2022 & 333 & 93.6698 & & 433 & 97.8823 \\
\hline 334 & 89.3173 & 384 & 93.6884 & & 434 & 97.9126 \\
\hline 335 & 89.3738 & 385 & 93.7880 & & 435 & 98.0352 \\
\hline 336 & 89.4253 & 386 & 93.9018 & & 436 & 98.0775 \\
\hline 337 & 89.5138 & 387 & 93.9988 & & 437 & 98.2788 \\
\hline 338 & 89.6738 & 308 & 94.0653 & & 438 & 98.3558 \\
\hline 339 & 89.7129 & 389 & 94.1854 & & 439 & 98.4611 \\
\hline 340 & 89.8555 & 390 & 94.3127 & & 440 & 98.4942 \\
\hline 341 & 89.9616 & 391 & 94.4762 & & 441 & 98.6659 \\
\hline 342 & 90.0521 & 392 & 94.5243 & & 442 & 98.7401 \\
\hline 343 & 90.0862 & 393 & 94.5555 & & 443 & 98.8169 \\
\hline 344 & 90.1914 & 394 & 94.5652 & & 444 & 98.9087 \\
\hline 345 & 98.2690 & 395 & 94.7183 & & 445 & 98.9504 \\
\hline 346 & 98.3089 & 396 & 94.6161 & & & \\
\hline 347 & 90.3788 & 397 & 94.8675 & . & & \\
\hline 348 & 98.4369 & 398 & 94.9360 & & & \\
\hline 349 & 90.5872 & 399 & 94.9860 & & & \\
\hline 350 & 98. 6989 & 400 & 95.0149 & & & \\
\hline
\end{tabular}

Table III. List of numerical eigenvalues for stadium ( \(\gamma=1\), odd-odd parity ouly).
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