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Abstract of the Dissertation

Superfluid Theory:

Vortex Theory of the Phase Transition,

Pressure Dependencies in Equilibrated

Three-Dimensional Bulk,

and Vortex Pair Density in Quenched

Two-Dimensional Film

by

Andrew Wade Forrester

Doctor of Philosophy in Physics

University of California, Los Angeles, 2012

Professor Gary A. Williams, Chair

The vortex theory of the helium-4-type superfluid phase transition, in both the 3D-bulk

form and 2D-film form, is herein explained and intuitively derived. New evidence is

provided supporting the accuracy of the 3D vortex loop theory in equilibrium over all

pressures up to the solidification point. We show that the 3D theory consistently de-

scribes, within about 200 µK below Tλ, the pressure dependence of the helium superfluid

fraction, heat capacity, vortex-loop core diameter, smallest-loop energy, and universal

quantity X, which relates to an algebraic combination of the superfluid-fraction and

specific-heat critical amplitudes. We suggest that the smallest vortex loops of the theory,

with size on the order of angstroms, may be crude approximations for rotons. We also

present a new exact analytic solution for the 2D non-equilibrium dynamics of vortex pairs

in rapid temperature quenches.
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List of Figures

1.1 Phase diagram 1, 3D bulk helium. He I is normal fluid helium, and He II

is superfluid helium. The transition between these two fluid phases occurs

on the “lambda”-line, or λ-line. (We’ll explain the reason for the use of

the λ in this name below in Section 2.1.1.) This phase transition is of

particular importance in the superfluid theory discussed here. Note that

the range of pressures relevant to this transition is approximately 0 atm

to 30 atm (or about 0 bar to 30 bar since 1 atm = 1.01325 bar). Also

note that whenever we say “critical”, we refer not to the liquid-gas critical

point, but to the (normal)fluid-superfluid transition. . . . . . . . . . . . . 4

1.2 Phase diagram 2, also 3D bulk helium. Putting the vertical axis, pressure

(in bars now), on a logarithmic scale, it is easier to see the boundary of

the gas phase and the triple point, as well as the transition temperatures

(Tλ and the boiling temperature Tb) at atmospheric pressure (1 bar). (The

triple point temperature is distinct from Tλ, even though they are close

and the dashed line for Tλ seems to intersect with the triple point.) Again,

we’ll refer to the superfluid transition temperature generally as the critical

temperature Tc (where for bulk helium Tc = Tλ) as distinct from the liquid-

gas critical temperature T ′c. . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1 The specific heat capacity data, which resembles the Greek letter λ, moti-

vates the “lambda” in the naming schemes associated with 3D bulk super-

fluid phase transition. This anomaly in the heat capacity was discovered

before the zero-viscosity, superfluid property of the helium II phase was

discovered. These data are from Lipa et alia [66] and Ahlers [67,68]. . . . 16
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2.2 With the horizontal axis on a logarithmic scale, it is easier to see the

behavior of the heat capacity at temperatures below and near Tλ. Note

that in this plot the transition temperature (Tλ, τ = 0) is toward the right,

and zero absolute temperature (T = 0, τ = 1) is toward the left, so the

axis is reversed in terms of τ from the standard direction. . . . . . . . . . 17

2.3 Superfluidity is destroyed by heating up to the transition temperature

Tλ = 2.1768 K, while at saturated vapor pressure (which is near zero and

reaches about 0.05 bar by Tλ). The superfluid fraction is explained below

in Section 2.1.2.1. These data are from Donnelly and Barenghi [69]. . . . 18

2.4 The quantum excitation energy-momentum dispersion curve. This curve

corresponds to saturated vapor pressure at temperature T = 0.75 K. The

lowest energy regions of this curve correspond to states dubbed phonons

and rotons. (The intermediate range between them with a maximum has

states called maxons.) The fits for these data, also provided by Donnelly

and Barenghi [69], yield c = 238.2 m/s, ∆/kB = 8.62 K, p0/~ = 1.921 Å−1,

and µ0 = 0.153m, where m = 6.6464759×10−27 kg is the mass of a helium

atom. This curve depends on temperature and pressure such that, for

instance, ∆/kB decreases with increasing temperature and pressure, as

will be seen in Fig. 3.8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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2.5 Landau’s theory, as calculated by Brooks and Donnelly [71] using Eq. (2.8),

works well but does not capture the critical behavior of the fluid at the

phase transition, as will be shown more clearly in Fig. 2.6. The phonon

and roton expressions in Eq.s (2.6) and (2.7), together with temperature-

and pressure-dependent Landau parameters ∆, p0, and µ0, also given by

fits from Brooks and Donnelly [71], yield a similar-looking curve that bows

too high and goes to zero below Tλ. Assuming the Landau parameters are

constant yields the “Simplified” curve, and adjusting ∆/kB so that it falls

to about 6.7 K instead of 5 K (as seen in [71] Fig. 5) yields the “Adjusted”

curve. The vortex-loop-theory calculated curve is included for comparison. 22

2.6 Near Tλ the calculations based on Landau’s model remain fairly linear

when compared with the data the vortex loop theory, which both follow

(approximately) a 2/3 power law near Tλ, as will be explained in greater

detail later in Chapter 3 and Appendix B. (The critical exponent ν is

found to be 0.67168835 rather than 2/3.) . . . . . . . . . . . . . . . . . . 24
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2.7 The superfluid fraction ρs/ρ is driven to zero as temperature increases

and vortex loop excitations become more plentiful and larger, on average.

At a pressure of P = 0.05 bar, and at each temperature, we integrate the

scaling equations up in length scale to some `max to calculate the superfluid

fraction ρs/ρ = Ks/K
`0. Stringing the points together for a given `max, we

get the curves above. For `max = 0, where no vortex loops are included in

the calculation, the superfluid is pure-superfluid at any temperature. For

`max = 1, which corresponds to including loops of diameter a = a0 exp(1) ≈

6.8 Å and smaller (since a0 ≈ 2.5 Å), a smooth transition from pure-

superfluid to normal fluid is seen. At `max = 2 (amax ≈ 1.8 nm), the

transition is much more defined. By `max = 10, which corresponds to

including loops of diameter a ≈ 5.5 µm and smaller, the transition is sharp

and familiar as the bulk superfluid helium phase transition. Note that this

explains why liquid helium near Tλ that is confined in a very small space

(on the order of angstroms) will have more pure-superfluid component

than a larger sample under the same conditions, and thus leaks through

microscopic cracks and holes in a container are to be expected. . . . . . . 49

2.8 As temperature increases, the number of vortex loops at any given length-

scale (with corresponding diameter a = a0 exp(`)) increases, with the

larger vortex loops multiplying more quickly. As stated in the caption of

the previous figure, as temperature increases, the vortex loop excitations

become more plentiful and larger, on average. These plots use `max = 10. 50
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2.9 To obtain these plots of number density of vortex loops, one can either

integrate the loop distribution Γ or multiply the free energy parameter e by

a negative factor: −(4/π)2. This gives the average number of vortex loops,

of any and all diameters, centered in a volume a3
0. In a sharp transition,

the number of vortex loops really explodes at the critical temperature Tλ. 51

2.10 This is the first in a series of four figures showing the theoretical superfluid

fraction at various pressures (with `max = 100). We already showed in

Fig.s 2.5 and 2.6 that the superfluid fraction at saturated vapor pressure

(P . 0.05 bar) matches the data well over essentially all temperatures but

especially near Tλ. Now we will zoom in, over the next three figures, to

see how well these six theoretical plots match the data of Greywall and

Ahlers [79] near Tλ. In this figure, the data appear as essentially one solid

black line in the lower right corner near T/Tλ = 1. . . . . . . . . . . . . . 52

2.11 This is the second in a series of four figures. Having zoomed in, we can see

the data better and can note how the higher pressure curves don’t match

the data as well as the lower pressure curves. As we zoom in more in the

next two figures, we will see that very near Tλ all of the curves match the

data quite well. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.12 This is the third in a series of four figures. Zoomed in to this scale, it

becomes feasible to show the individual data points. . . . . . . . . . . . . 53

2.13 This is the fourth in a series of four figures. The theoretical plots match

the data well in this range, within about (0.0001)(2 K) = 200 µK of Tλ. . 54
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2.14 This is the first in a series of three figures showing the theoretical constant-

pressure molar specific heat capacity at various pressures (with `max =

100). Although the overall behavior of the data is clearest in this fig-

ure (where we can see the characteristic “lambda” shape shown first in

Fig. 2.1), the next two figures will more clearly show how the theoret-

ical plots match the data below and very close to Tλ. (Note here that

the horizontal axis, in terms of τ = 1 − T/Tλ, is reversed from what one

might expect so that lower temperatures are to the left and higher tem-

peratures are to the right. Also note that the theory is “adjusted” and the

adjustment is explained in Chapter 3.) . . . . . . . . . . . . . . . . . . . 55

2.15 This is the second in a series of three figures. It is easier to tell in this

image, with the horizontal axis on a logarithmic scale, that the theory

accurately reproduces the behavior of the heat capacity for temperatures

close to Tλ. (This data was first shown in Fig. 2.2.) Note that the theo-

retical curves bow slightly downward; in the next figure, we’ll see that the

curves do indeed reach maximum values at Tλ rather than simply diverging

to infinity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.16 This is the third in a series of three figures. Extending the theoretical

curves to values extremely close to Tλ (with τ very small), while keeping

the horizontal axis on a logarithmic scale, makes it easy to see that the

curves reach maximum values (rather than diverging to infinity) at Tλ. The

maximum values (which correspond to the experimental critical values,

denoted by cecr
P in Table 3.1) are, from lowest pressure to highest pressure,

400, 394, 366, 347, 332, 310, and 316, with units of J/(K ·mol), as indicated

on the graph above. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
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2.17 These plots relate to the superfluid fraction of 2D systems of superfluid

helium, as explained here. The data, from Agnolet, McQueeney, and

Reppy [80] Fig. 17, were measured using thin helium films adsorbed on

a Mylar substrate attached to a torsional oscillator. The period P of the

oscillator decreases with decreasing temperature (below the phase tran-

sition) as more fluid becomes pure-superfluid and effectively reduces the

mass included in the moment of inertia since it no longer frictionally cou-

ples to the oscillator. The plots above show the “reduced period” 2∆P/P

(or 2 |∆P | /P ), which happens to be proportional to the superfluid den-

sity σs and fraction σs/σ such that each of the five data sets can be sep-

arately normalized or scaled to have a maximum of σs/σ = 1 at zero

absolute temperature. The fluid coverages range from 29 µmol/m2 (with

TKT = 65 mK) to 33 µmol/m2 (with TKT = 371 mK), which may corre-

spond to thicknesses of less than one atomic layer. (The straight lines,

relating to geometric hindrance χ, intersect the data at the transition

temperatures when χ is set to an appropriate value.) Compare these 2D

transitions with the 3D transitions in Fig.s 2.3 and 2.7. . . . . . . . . . . 59
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2.18 The superfluid fraction σs/σ is driven to zero as temperature increases and

vortex pair excitations become more plentiful and larger, on average. At

each temperature, we integrate the scaling equations up in length scale to

some `max to calculate the superfluid fraction σs/σ = K/K`0. Stringing the

points together for a given `max, we get the curves above. For `max = 0,

where no vortex pairs are included in the calculation, the superfluid is

pure-superfluid at any temperature. For `max = 1, which corresponds to

including pairs of separation a = a0 exp(1) ≈ 6.8 Å and smaller (since

a0 ≈ 2.5 Å), a smooth transition from pure-superfluid to normal fluid is

seen. By `max = 20, with pairs of separation a ≈ 10 cm and smaller,

the transition is quite sharp, falling from a value of 0.869702 (marked

but unlabeled on vertical axes) to zero over a small temperature interval.

The `max = 83 scale corresponds to a ≈ 1026 m, the size of observed

universe (which is, by the way, not size of universe at present), and at

TKT K/K`0 = 0.857343 (also marked). As `max → ∞, at TKT we have

K/K`0 → K∗/K`0
c = (2/π)/0.747852 = 0.851263 (again, marked and

unlabeled), where K∗ is the critical fixed-point value of K. . . . . . . . . 85

2.19 The two ratios in Eq. (2.271), σ/TKT = 4.10 g/cm2K, and Eq. (2.273),

limT→T−KT
(σs/T ) = 3.49 g/cm2K, are illustrated with the two straight lines

in this graph. The line with greater slope shows that the critical temper-

ature TKT scales linearly with the film thickness or density σ. The line

with smaller slope is the famous result of Nelson and Kosterlitz of the

universal “jump” line, where the macroscopic superfluid density jumps to

zero at TKT. The critical jump value of σs increases linearly with critical

temperature TKT and the film thickness or density σ. . . . . . . . . . . . 86
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2.20 As temperature increases, the number of vortex pairs at any given length-

scale (with corresponding separation a = a0 exp(`)) increases, with the

larger vortex pairs multiplying more quickly. As stated in the caption of

the previous figure, as temperature increases, the vortex pair excitations

become more plentiful and larger, on average. These plots use `max = 100. 87

2.21 To obtain these plots of number density of vortex pairs, one can either

integrate the pair distribution Γ or multiply the free energy parameter e

by a negative factor: −1. This gives the average number of vortex pairs, of

any and all pair-separations, centered in an area a2
0. In a sharp transition,

the number of vortex loops really explodes at the critical temperature TKT. 88

xv



2.22 This is the first of two figures showing how the vortex pair theory compares

to and generally agrees with one of the data sets of Agnolet et alia [80]

shown in Fig. 2.17. The deviation between the two plots is adjusted in

the next figure. An `max of about 5 is required to match the tail of the

transition. Just considering the size and shape of the apparatus (enabling

a maximum separation probably on the order of centimeters), one would

expect `max ≈ 19. But since these data were gathered from a dynamic

system (using a torsion oscillator with frequency on the order of kilohertz)

rather than a static system, there are finite-frequency effects: the larger

vortex pairs cannot move and respond as quickly as the smaller pairs in

canceling out the superflow, so the larger vortex pairs are left out of the

superfluid fraction calculation, emulating the finite-size effect of reduc-

ing `max [74]. According to Hieda, Matsuda, et alia [84], a frequency of

about f = 1 kHz should correspond to a size (or diffusion length) of about√
14D/ω = (14 nm)

√
(180 MHz)/f = 6 µm, or `max ≈ 10, on a gold sub-

strate, where the diffusion constant D strongly depends on the kind of

substrate. It is possible that the nature of Mylar and the construction of

the system reduce this figure further to 5. . . . . . . . . . . . . . . . . . 89
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2.23 This is the second of two figures showing how the vortex pair theory

compares to and generally agrees with one of the data sets of Agno-

let et alia [80] shown in Fig. 2.17. The main difference between this

and the previous figure is that the Villain model approximation, which

is 2Ucore/kBT = π2K`0, has been altered here to be 2Ucore/kBT = 1
2
π2K`0.

Perhaps a reduction of the core energy by 3/4 rather than 1/2 would pro-

duce an even more satisfying match, but more investigation would have

to be done to confirm that the new Villain approximation is appropriate

for the experimental system that produced these data. In another ex-

periment, Cho and Williams [85] measured a core energy of about half

the Villain value, and found data that resemble this theoretical plot a bit

more. Note that `max = 4 was used in this theoretical plot to match the

tail of the transition, which is not significantly different from the match

achieved with `max = 5 in the previous figure. . . . . . . . . . . . . . . . 90

3.1 Given a critical core parameter, say Cc = 1.1, an initial K`0 is chosen

and an initial variation ∆K`0. (We chose K`0
i = 5 and ∆K`0

i =5 since

we assume K`0
c should be somewhere between 0 and 10.) We use fourth

order Runge-Kutta to step out K (and y) in terms of `, and if K blows

up (exceeds 0.8, say) then K`0 is too large and we decrease it by ∆K`0/2

on the next go around, or if K implodes (decreases after ` = 6) then K`0

is too small and we increase it by ∆K`0/2 on the next go around. In

this manner, after each go (i.e., each application of Runge-Kutta to step

out K), we find a more precise approximation of the K`0
c associated with

the given Cc, and the plots of K stay constant at the fixed-point value

K∗ = 0.38750818971 for longer stretches over `. . . . . . . . . . . . . . . 96
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3.2 The process described in Fig. 3.1 could equivalently utilize y instead of

K. As a more precise approximation of K`0
c is found, the plots of y stay

constant at the fixed-point value y∗ = 0.062421005458 for longer stretches

over `. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.3 The process described in Fig.s 3.1 and 3.2 can be shown in the K-y

plane, where the approach to the fixed point (K∗, y∗) = (0.38750818971,

0.062421005458) as ` increases becomes apparent. If the K`0 chosen in

sufficiently close to the critical value K`0
c (associated with the given Cc)

then the “flow” of the (K, y) points with increasing ` comes very close to

the fixed point. The flow swoops away at some point, unless K`0 is chosen

exactly to be K`0
c . This is the renormalization-group (RG) flow near the

fixed point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.4 These fits of Greywall’s and Ahlers’ data [79] allow for the pressure charac-

terization of A′ and thus the rest of the parameters, including Cc and K0c.

The fits were performed from Tλ, where τ = 0, down to τ = 1.75×10−4, or

τ ν ≈ 3×10−3. For greater τ , the superfluid fraction starts to deviate from

this power law, eventually approaching a constant 1 towards zero absolute

temperature, where τ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.5 Plotting the amplitudes found in Fig. 3.4, we find a fit for the pressure de-

pendence of A′. Our fit, 2.463 − (0.02815 bar−1)P , assumes a constant

critical exponent ν = 0.67168835, whereas Greywall’s and Ahlers’ fit,

2.396 − (0.02883 bar−1)P , takes the critical exponent to be another fit-

ting parameter that is found to oscillate between 0.66 and 0.68 around our

value of ν. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
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3.6 Each critical pair (Cc, K
`0
c ) yields a plot of superfluid fraction ρs/ρ with

a certain critical amplitude A′. Using the relationship between A′ and

pressure P shown in Fig. 3.5 we can link each critical pair to a pressure,

shown here. Note that the core parameter C relates to the core energy

of the vortex loops, and since this is lower at higher pressures, one would

expect that it is easier for vortex loops to form at higher pressures and

that the superfluid fraction would thus more easily be reduced. This logic

is confirmed in Fig. 3.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.7 Here we compare measurements of Glaberson [89] with our backward-

engineered values of a0, using Eq. (3.8). The trends are similar. The

difference reaches about 10% at 25 bar. We should note that the ex-

perimental measurements are based on an assumption of circular vortex

loops [90] while the loops should actually be distorted [91]. The difference

between these plots also may suggest that one or more of our simplify-

ing assumptions is slightly inaccurate. (For example, the assumption that

small-effective-core equations can be used for larger loops is perhaps an

oversimplification.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
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3.8 Here we plot the roton energy (minimum or gap) at Tλ, taken from ex-

trapolations done by Brooks and Donnelly [71], along with the energy of

the smallest vortex loops. Given that the extrapolations are made using

sparse data, there should be large error bars on these data. We find rough

agreement in magnitude and pressure dependence. More accuracy, and

perhaps better agreement with these imprecise data, could be found us-

ing a proper quantum description of the smallest loops, rather than the

crude, classical-fluids description that we’ve applied to this atomic-scale

phenomenon. Note that as temperature decreases, these roton energies

increase, so that by 0.75 K (at saturated vapor pressure) the roton energy

∆/kB = 8.62 K, as was seen in Fig. 2.4. . . . . . . . . . . . . . . . . . . . 106

3.9 Here are data of Lipa et alia [66] and Ahlers [67, 68] with the adjusted

theoretical plots of the specific heat capacity. The vortex loop theory of

the superfluid phase transition captures the criticality of the specific heat

and does so universally, over all relevant pressures. The experimental fit

for saturated vapor pressure (0.05 bar) was performed using Lipa’s data
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CHAPTER 1

Introduction

1.1 Introduction to Superfluidity

A (pure) superfluid is a fluid that flows without viscosity or internal friction. Not just

any fluid can reach such a state, and those that do reach it have additional interesting

properties that arise from the same mechanisms that allow for superfluidity. Fluids that

reach a superfluid phase do so in a manner inconsistent with classical concepts, reaching

this phase suddenly below a critical temperature Tc specific to each type of sample, and so

require a quantum explanation. A fluid capable of superfluidity must be made of particles,

quasi-particles1, or molecules that, when near their collective quantum ground state –

usually at what we consider to be very low temperatures – will flow together coherently in

unison in a state called (or similar to) a Bose-Einstein condensate (BEC). Bose-Einstein

condensation refers to a “condensing” of a detectable or macroscopic number of particles

into the same quantum state, and it requires, in part, either low temperatures or high

particle densities. A superfluid may come in the form of a “pure” gaseous BEC, where the

particles are very weakly interacting2, or a “non-pure” liquid BEC, where the particles are

interacting strongly enough to create cohesion and maintain surface tension. The non-

1A quasi-particle is an excitation of a many-body system, such as a vibration in a crystal lattice, that
has some of the properties of a free particle, such as momentum and position.

2For a 3D gas made of non-interacting particles capable of reaching a BEC state, the transition
temperature is given by Tc = (2π~2/kBm)[N/V/ζ(2/3)]2/3 ≈ 3.3125 (~2/kBm)(N/V )2/3, where N is the
number of particles, V is the volume of the gas, m is the mass of each particle, ζ is the Riemann zeta
function (with ζ(2/3) ≈ 2.6124), kB is the Boltzmann constant, and ~ is the reduced Planck constant.
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pure BEC is said to have a condensate component and a “depletion” component, due to

the liquid-cohesion excitations of the interactions. A superfluid is generally composed of

some fraction of pure superfluid (the condensate3, or condensate-plus-depletion) and a

remaining fraction of normal, viscous fluid.

The coherence of a superfluid is analogous in some ways to the coherence of laser

light and the dissipationless coherence of an electron in an atom, where the behavior is

self-reinforced in a kind of “rigid” resonance. As temperature decreases from a normal-

fluid phase toward a superfluid phase, the thermal de Broglie wavelength of the particles

can become comparable to the average inter-particle distance, meaning that the wave-

functions start to overlap and the fluid can transform from a classical fluid to a quantum

fluid, where quantum-condensing into a superfluid becomes possible. Although the lack

of viscosity is the characteristic “super” fluid-ness property of a superfluid, one can more

theoretically or constructively define a superfluid as a fluid in a near-BEC phase with

low internal energy, having relatively few quantum excitations beyond its BEC ground

state, where the fluid consequently has extremely low entropy and viscosity (or friction

or resistance), rapid or “super” heat-conduction, quantized vorticity, and other interest-

ing resultant properties4. With enough quantum excitations, the superfluid will change

phase, losing its pure superfluid component, and become completely normal-fluid.

One of the simplest examples of a superfluid is superfluid helium, or more specifically,

superfluid helium-4. A natural sample of helium contains two stable isotopes, helium-4

(4He) and helium-3 (3He), with about 10,000 more helium-4 atoms than helium-3 atoms

in an atmospheric sample.5 So natural helium can essentially be identified with helium-

3In a two-dimensional system, such as a thin film of superfluid helium, the pure superfluid is termed
a quasicondensate [1], with properties only locally identical to a BEC.

4We won’t discuss these other interesting properties, which for superfluid helium include Rollin films
and self-siphoning, the mechano-caloric effect that creates the fountain effect, the critical velocity, and
various sound modes ranging from “zeroth sound” to “sixth sound”. What we do discuss, however,
provides a foundation that supports understanding of these other phenomena.

5The laboratory samples of liquid helium used in Gary Williams’ lab have a fraction of helium-3 of
approximately 0.3 parts per million.
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4. Helium-3 has only been available in experimentally useful quantities since the early

1950s, via the decay of tritium produced in nuclear reactors [2]. It so happens that a pure

sample of helium-3 can also become superfluid, but explaining how is more complicated

than explaining helium-4 and will be discussed below. In laboratories, liquid superfluidity,

or “superliquidity”, has only been observed in samples of helium-4, helium-3, and (more

recently, but arguably) hydrogen H2 [3].6 Helium is a monatomic substance and the

helium-4 atom is a boson, meaning that multiple helium atoms can occupy the same

quantum state, due to their integer spin arising from an even number of sub-particles

and due to other principles associated with the spin-statistics theorem. (A fermion is a

particle with integer-plus-half spin that cannot occupy the same state as other fermions

of the same kind, also due to the spin-statistics theorem.) So helium-4, as a boson, has

the possibility of directly forming a BEC. Also, helium-4 is such an inert element that

at atmospheric pressure it doesn’t liquify until cooled to about 4.2 K and doesn’t freeze

into a solid at all. The small mass m of the atoms combined with the weakness of their

interaction, yield large quantum mechanical zero-temperature “zero-point” vibrations

that prevent freezing to a crystalline solid state; only after applying additional pressure

will the helium freeze into a solid. Furthermore, the thermal de Broglie wavelength

λT = h/
√

2πmkBT of the atoms can be equal to or greater than the average distance

between the atoms, qualifying this liquid as a quantum liquid where wavefunctions overlap

and the quantum statistics of the BEC are important. Thus helium has the opportunity

to simultaneously be in a liquid state and at low enough temperatures to reach a BEC.

Helium reaches the superliquid phase under about 2.2 K. See the phase diagrams in

Fig.s 1.1 and 1.2 for illustration.

A more complicated example of superfluidity is superconductivity, which is resistance-

6Although reported as superfluidity in “liquid helium”, the Toennies experiment [3] only used a cluster
of 14 to 16 para-hydrogen molecules forming a ring around a linear carbonyl sulfide (OCS) molecule, all
encased in a micro-droplet of helium. This system is very different from a macroscopic bulk liquid of
hydrogen.
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Figure 1.1: Phase diagram 1, 3D bulk helium. He I is normal fluid helium, and He

II is superfluid helium. The transition between these two fluid phases occurs on the

“lambda”-line, or λ-line. (We’ll explain the reason for the use of the λ in this name below

in Section 2.1.1.) This phase transition is of particular importance in the superfluid

theory discussed here. Note that the range of pressures relevant to this transition is

approximately 0 atm to 30 atm (or about 0 bar to 30 bar since 1 atm = 1.01325 bar).

Also note that whenever we say “critical”, we refer not to the liquid-gas critical point,

but to the (normal)fluid-superfluid transition.
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Figure 1.2: Phase diagram 2, also 3D bulk helium. Putting the vertical axis, pressure (in

bars now), on a logarithmic scale, it is easier to see the boundary of the gas phase and

the triple point, as well as the transition temperatures (Tλ and the boiling temperature

Tb) at atmospheric pressure (1 bar). (The triple point temperature is distinct from Tλ,

even though they are close and the dashed line for Tλ seems to intersect with the triple

point.) Again, we’ll refer to the superfluid transition temperature generally as the critical

temperature Tc (where for bulk helium Tc = Tλ) as distinct from the liquid-gas critical

temperature T ′c.
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less flow of an electron-fluid through the charged atomic lattice of a metal, alloy, or

ceramic material. Again, other interesting quantum effects accompany the frictionless

persistent current of the superconducting phase, including magnetic field expulsion of

the Meissner effect in type-I superconductors or magnetic vortex-lattice penetration and

pinning in type-II superconductors that allows for magnetic levitation and suspension.

Since electrons are fermions, with spin-1/2, they cannot directly form a BEC. How-

ever, there do exist mechanisms by which fermions can sometimes form pairs, and the

resulting composite particle is a boson that can form a BEC. The final condensate is

called a fermionic condensate. This phenomenon occurs for electrons in “conventional”

superconductors, and the theory that describes how superconductivity arises from these

microscopic mechanisms is called BCS theory, named after its creators: Bardeen, Cooper,

and Schrieffer. The theory describes how conduction electrons can form so-called “Cooper

pairs” by indirectly attracting each other through vibrations in the positively charged

crystal lattice of nuclei. There are also many examples of “unconventional” supercon-

ductors that are not yet explainable using the BCS theory (or Bogolyubov’s formula-

tion) or it’s known extensions. Interestingly, the best conductors at room temperature,

such as gold, silver, and copper, do not become superconductors at all, while some

poorer room-temperature conductors such as beryllium (Tc = 26 mK [4]) and mercury

(Tc = 4.2 K [5]) do. Even more interestingly, superconductivity is most easily acces-

sible using ceramic room-temperature insulators such as yttrium-barium-copper-oxide

(YBa2Cu3O7 or YBCO, with Tc ≈ 92 K [7]) that have higher critical temperatures than

pure metals.

The case of superfluid helium-3 is even more complicated than superconductivity.

The pairing mechanism for the fermionic helium-3 atoms arises from spin fluctuations,

with quantum excitations called paramagnons, rather than the BCS interplay between

electric forces and lattice vibrations, where the quantum excitations are called phonons.

At atmospheric pressure, helium-3 has a superfluid phase transition at about 2.5 mK,
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and it actually has two additional superliquid phases (superfluids A and A1) at higher

pressure, temperature, and applied magnetic field, than the atmospheric-pressure zero-

magnetic-field phase (superfluid B). [8]

There are many other examples of superfluids. Perhaps the simplest example of

all is the “pure” BEC, a gaseous superfluid, but this phase was only achieved recently

compared to the previously mentioned examples, with the first sample consisting of ru-

bidium atoms cooled below 170 nK. See Tables 1.1 and 1.2 below for a short history

of the study of superfluidity. For superconductivity, the present record for the high-

est critical temperature (at atmospheric pressure) is 138 K, held by a thallium-doped,

mercuric-cuprate, Hg0.8Tl0.2Ba2Ca2Cu3O8+δ. Above this temperature, in fact at room

temperature, a quasi-equilibrium quasi-particle BEC of magnons7 has been created [9].

Another dynamic quasi-equilibrium system strongly couples light and matter into a su-

perfluid in the form of a exciton-polariton8 BEC [10]. There are also systems of particles,

such as the first “pure” fermionic condensate [11], whose interactions are tune-able (using

magnetic-field Feshbach resonances) and so can be moved between BCS-type and “pure”

BEC superfluidity.9 One of the most exotic and spectacular examples is a naturally oc-

curring one: a neutron star, a high-density remnant of a massive star gone supernova.

These super-dense, super-hot stars can contain both a (fermionic) neutron superliquid,

perhaps in two phases, and a (fermionic) proton superconductor! [12, 13] Finally, there

is also research on a relatively new and unexplained phenomenon that unifies the con-

cepts of superfluidity and solidity, called supersolidity [14, 15]. It can be found in solid

helium-4, for example.

7Magnons are quanta of magnetic excitations in a magnetically ordered ensemble of magnetic
moments.

8An exciton is a bound electron-hole particle, and can be found in semiconductor nanostructures, and
a polariton is a quasiparticle resulting from strong coupling of an electromagnetic wave or photon with
an electric or magnetic dipole-carrying excitation. Examples of polaritons include exciton-polaritons,
phonon-polaritons, and plasmon-polaritons, where a plasmon is a quantum of plasma oscillation.

9For a reference to an entertaining song involving superfluidity and Feshbach resonances, see Ap-
pendix D.
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Year Event

1908 Helium first liquified at 4.22 K by H. Kamerlingh Onnes [16].

1911 Discovery of superconductivity (or “supraconductivity”) at 4.2 K in solid mer-

cury, cooled with liquid helium, by H. Kamerlingh Onnes [5]. Evidence of a

new phase of helium witnessed on the same day, in the same experiment [17],

but the discovery and naming of the phase and its properties is slow and

gradual over the next 26 years [18].

1924 The concept of Bose-Einstein condensation is introduced by Satyendra Nath

Bose and Albert Einstein [19].

1937 Discovery of superfluidity (superliquidity, in the form of frictionless flow

through narrow capillaries) at 2.176 K in liquid helium independently by Py-

otr Kapitza [20], and John Allen and Don Misener [21]. Papers published in

1938. Kapitza coins the word superfluid. Its relation to the BEC is suggested

by Fritz London [22] a few weeks after the publications, but this relationship

remains controversial for decades.

1938 A qualitative two-fluid model is proposed by László Tisza [23] (who predicts

effects such as temperature waves, dubbed “second sound” by Lev Landau).

1941 A quantitative phenomenological microscopic theory of the two-fluid model is

proposed by Lev Landau [24], based on elementary quantum excitations within

a quantum liquid, describing thermodynamic and hydrodynamic properties.

1957 BCS theory of superconductivity introduced by John Bardeen, Leon Cooper,

and Robert Schrieffer [25], with an independent description in 1958 by Nikolay

Bogolyubov, or Bogoliubov [26].

1972 Discovery of what was later proven to be three phases of superfluidity in liquid

helium-3 under 2.5 mK by Dave Lee, Bob Richardson, and Doug Osheroff [27].

Table 1.1: A small sample of interesting events in the history of superfluidity.
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Year Event

1973 The KT (or BKT) theory of the 2D superfluid phase transition (e.g., for helium

films or the 2D XY spin model) introduced by John Kosterlitz and David

Thouless (following earlier work by Vadim Berezinskii) [28,29].

1986 Discovery of first ceramic-compound (copper-oxide, or cuprate) superconduc-

tor (La–Ba–Cu–O composition, with Tc ≈ 30 K) by Alex Müller and Georg

Bednorz [30]. In 1987, a similar ceramic superconductor (Y–Ba–Cu–O compo-

sition, “YBCO”, Tc ≈ 92 K) with a critical temperature in the experimentally

convenient liquid nitrogen region (T > 77 K) was discovered by Wu et alia [7].

YBCO is the first modernly-defined “high temperature” superconductor.

1994 Discovery of the present record-holding high temperature superconductor

(Tc = 138 K, using a thallium-doped, mercuric-cuprate with nominal com-

position Hg0.8Tl0.2Ba2Ca2Cu3O8+δ) by Ron Goldfarb [31] or Dai et alia [32].

1995 The first “pure” BEC, a gaseous superfluid, is created by Eric Cornell, Carl

Wieman, et alia in a dilute vapor of rubidium-87 atoms that was confined by

magnetic fields and evaporatively cooled and laser cooled below 170 nK [33].

2000 Discovery of superfluidity in “liquid” clusters of (para)hydrogen H2 at 0.15 K

by Slava Grebenev, Boris Sartakov, Peter Toennies, and Andrei Vilesov [3].

2003 The first “pure” or weakly-interacting fermionic condensate is created by

Cindy Regal, Markus Greiner, and Deborah Jin using potassium-40 atoms

near a magnetic Feshbach resonance in the BCS-BEC crossover regime [11].

2004 Discovery of supersolidity (predicted in 1969 [34]) in solid helium below

230 mK at up to 66 bar (65 atm) by Eun-Seong Kim and Moses Chan [35].

2006 Creation of room temperature superfluid in a quasi-particle BEC of magnons

by Demokritov, Demidov, et alia [9].

Table 1.2: Continuation of the timeline in Table 1.1.
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1.2 Research Interest and Focus

The study of superfluids and superfluid phase transitions is important and interesting

for several reasons. Aside from providing a fuller understanding of fluids in any phase

and inspiring novel applications for the superfluid phase, this study continues to provide

new insight and discoveries in quantum and collective phenomena, as well as stimulating

progress in technology and experimental techniques. An indication of this fundamental

importance is that at least 13 out of about 100 Nobel Prizes in physics have been awarded

to research on superfluids and superconductors [36]. In particular, the theory that we

focus on in this dissertation can also shed light on open questions in related phenomena

such as turbulence [37,38]; high-temperature superconductors [39,40]; quark confinement

[41]; and quenched systems, the Kibble-Zurek mechanism [42], and cosmological phase

transitions [39, 40] during the rapid cooling at the earliest known states of the universe

(after the Big Bang or during the “Big Quench”, one might say).

The focus of the theoretical research in this dissertation is on two aspects of su-

perfluids. The first aspect is the pressure dependence of various properties (including

heat capacity) of a three-dimensional bulk of superfluid helium in equilibrium. The sec-

ond aspect is the time-evolution of the vortex-pair density in a film or two-dimensional

system of a superfluid as it is quenched, that is, as its heat bath temperature is instan-

taneously dropped further below the critical phase-transition temperature. However,

before addressing these two topics in Chapters 3 and 4, we shall cover some preparatory

background material on the theories of superfluids in Chapter 2.

Although the theory we discuss has applications to multiple instances of superfluidity,

our focus is mainly on liquid helium-4 and related theories that are most relevant to this

instance of superfluidity. The topic of Chapter 3 is specifically on the properties of

superfluid helium. The topic of Chapter 4, given the rapidity (i.e., instantaneity) of the

quench examined, may be most directly applicable to exciton-polariton superfluids [43],

10



supposing that the response of the heat bath is found to be much quicker than the

response of the vortices.
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CHAPTER 2

Background

In this chapter we shall examine the 3D and 2D versions of the vortex theory of the

superfluid phase transition, including equilibrium properties and 2D out-of-equilibrium

vortex-pair dynamics of a quench, governed by the Fokker-Planck equation. The 2D

theory is in the well-known Kosterlitz-Thouless theory universality class [28,29,44], which

includes the 2D XY spin-lattice model phase transition as well as the superfluid film phase

transition. The 3D theory is a generalization of both the Kosterlitz-Thouless theory and

Landau’s theory of excitations underpinning the two-fluid model. Conceptually, however,

it may be simplest to start with the 3D vortex theory, and the 2D theory is then seen

to be essentially a cross-section of the 3D theory. So, we start with the 3D theory in

Section 2.1 and end the chapter with the 2D theory in Section 2.2.

In the theory, we take the pure superfluid condensate for granted, as a kind of back-

ground on top of which excitations are added, as is done in Landau’s phenomenological

excitation theory of the two-fluid model of superfluidity. We therefore simply derive the

deviation from the superfluid state. We do not focus on the physics of the condensate,

the condensation process itself, or the macroscopic or microscopic wavefunctions of the

condensate and its excitations [45–55]. We also do not discuss topics such as the two-fluid

hydrodynamic equations [56] or phase order parameters.

To be clear at the outset about the limitations and assumptions of the vortex theory,

we shall spell out the aims and approximations of the theory here. These points will

be reiterated (and the notation explained) throughout the derivations in the rest of this

12



work. Some of these comments may make more sense in their appropriate context in

the derivations and can be skipped at this time. The vortex theory is meant to be a

kind of “first order” approximation theory, capturing the basic properties of the phase

transition using very little input. Therefore, many simplifications and approximations

are made. Specifically, the theory is a renormalization theory, with certain large-scale

properties (such as the correlation-length critical exponent) insensitive to small-scale

properties (such as the smallest vortex-loop diameter). However, using the theory enables

some rough calculations of small-scale parameters (such as a0 and U) using large-scale

parameters (such as Tλ and the critical amplitude A′). The vortex theory, as calculated

in this work, does not include phonons (a.k.a. first-sound excitations), maxons, or other

excitations such as second-sound excitations, and the vortices are found to explain the

main features of the phase transition whereas these other excitation are either known or

expected [57] to not significantly affect the behavior at the lambda transition. We assume

that the quantum vortices in the theory, being vortex loops in 3D and point-vortex pairs

in 2D, each have a single quantum of circulation κ = h/m as the most prevalent value

of circulation. We assume the vortices are described using equations of classical fluid

dynamics; the dipolar flow of fluid caused by the vortices is assumed to be approximately

that given by small-core formulas, with momentum p and energy U given by p = π
4
κρr

sa
2

and U = 1
4
κ2ρr

sa
{

ln(a/ac) + C
}

in 3D and p = κσr
sa and U = κ2σr

s

2π

{
ln(a/a0) + C

}
in

2D. These formulas may only be approximately accurate for the smallest vortices, which

should properly be modeled using quantum mechanics, and for the larger vortices in 3D

(vortex loops), for which the small-core assumption is a simplification since the effective

core size ac can be on the order of the (effective) loop diameter size a. The ansatz for

the relation between the effective core diameter and the coupling, ac = aKθ exp(C),

has been calculated [58] to be applicable for large length scales, but we apply it as an

approximation to the smaller length scales as well. We take one of two procedures (that

yield numerically equivalent results): when K & 1 we set ac = a to keep ac from growing

13



beyond a, or we cut off the renormalization at a threshold K = 4.15 before the formula

for ac becomes large enough to significantly affect the results. These two methods are

numerically equivalent since the cut-off is made well beyond the correlation length, under

which the important physics takes place. We take the size of the smallest vortices to be

determined by the natural cut-off where, in 3D, the vortex diameter equals the vortex

core diameter, or in 2D, where the vortex-pair separation equals the vortex core diameter.

Near this natural cut-off length scale, the quantum-mechanical details of the flow pattern

become important and may be described by the Gross-Pitaevskii or nonlinear Schrödinger

equations, for example. Also, there are certain quantum excitations that may behave

similarly to the theoretical vortex loops at this scale, namely, spherical vortices and

rotons. It may be reasonable to suspect that there is some agreement in some properties,

such as energy or pressure-dependence of energy, between the smallest vortex loops and

rotons, for instance, even if they are not strictly identical. In fact we do find a rough

agreement between properties of the smallest vortex loops and rotons. In the 2D case,

we assume a Villain model approximation to relate the vortex-pair core energy to the

smallest-scale coupling, 2Ucore/kBT = π2K`0, which is equivalent in our formulation to

setting the core parameter C equal to π/2. And we postulate that the K and e equations

remain the same out of equilibrium as they are in equilibrium.

We also should note here that alternate theoretical frameworks exist that are comple-

mentary to, but much more mathematically complicated than, the theory we discuss in

this dissertation. They are known as field-theoretic perturbative renormalization-group

theories, including the epsilon-expansion or 4 − ε expansion, so called since it is an ex-

pansion in dimension about the fourth dimension. These perturbative theories work well

above Tλ and near four dimensions but calculations are extremely difficult below Tλ and in

three dimensions. [59–62] They also don’t make any reference to quasi-particles, phonons,

or rotons, but rather expand the Wilson-Fisher Hamiltonian without ever transforming to

collective excitations. Feynman diagrams are a common sight in the literature, represent-
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ing the integrals and series of the expansions. See, for example, Ref. [63]. We will only

implicitly refer to this methodology when comparing some calculations in Chapter 3 using

Refs. [64] and [65], which use high-temperature expansions and Monte Carlo simulations

within a 3D XY model setting. Note that the vortex theory itself is a (non-perturbative)

renormalization-group theory, as we will explain.

2.1 3D Theory: Superfluid Bulk

We will go into great detail in explaining the 3D theory and take a more schematic

approach with the 2D theory, since most of the arguments will be the same in both

cases.

2.1.1 Data to be Explained

Before jumping into an explanation of the theory, let’s quickly examine a couple sets

of data that must be explained by the theory. The temperature-dependent plot of spe-

cific heat capacity near 2 K, shown in Fig. 2.1, resembles the Greek letter lambda (λ).

The specific heat cusps up to a maximum and drops immediately above the transition

temperature. This is why the transition has been named the lambda-point or, over the

relevant pressures, the lambda-line (as shown in the phase diagrams of Fig.s 1.1 and 1.2).

The pressure-dependent transition temperature is called Tλ.

When comparing the theoretical results to these data, it will be more convenient to

put the horizontal temperature axis on a logarithmic scale in terms of τ = 1 − T/Tλ,

what we’ll call the “temperature variable”. As shown in Fig. 2.2, this spreads out and

straightens the data below and near Tλ, making it easier to see what’s going on.

Another important set of measurements relates to the “amount of superfluidity” of

the superfluid. As will be explained in the next section, the interesting properties of

15



 0

 20

 40

 60

 80

 100

 120

 0.98  0.985  0.99  0.995  1  1.005  1.01  1.015  1.02

c P
 (

J 
m

ol
-1

 K
-1

)

T / Tλ(P) (unitless)

4He Molar Specific Heat Capacity at Constant Pressure cP 
 vs Normalized Temperature T / Tλ

 Lipa’s and Ahlers’ data 
 P          (Tλ)           

  0.05 bar (2.172 K) 
  0.05 bar (2.172 K) 
  1.65 bar (2.157 K) 
  7.33 bar (2.095 K) 

 15.03 bar (1.998 K) 
 18.18 bar (1.954 K) 
 25.86 bar (1.836 K) 

Figure 2.1: The specific heat capacity data, which resembles the Greek letter λ, motivates

the “lambda” in the naming schemes associated with 3D bulk superfluid phase transition.

This anomaly in the heat capacity was discovered before the zero-viscosity, superfluid

property of the helium II phase was discovered. These data are from Lipa et alia [66]

and Ahlers [67,68].

a superfluid are maximized at the lowest temperatures and gradually disappear upon

heating up to the transition temperature. This is illustrated by the “superfluid fraction”

data shown in Fig. 2.3.

We aim to match these superfluid-fraction data, heat-capacity data, and other data,

with calculations based on a fairly simple physical model given by the vortex theories.
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Figure 2.2: With the horizontal axis on a logarithmic scale, it is easier to see the behavior

of the heat capacity at temperatures below and near Tλ. Note that in this plot the

transition temperature (Tλ, τ = 0) is toward the right, and zero absolute temperature

(T = 0, τ = 1) is toward the left, so the axis is reversed in terms of τ from the standard

direction.

17



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.5  1  1.5  2

S
up

er
flu

id
 fr

ac
tio

n 
(u

ni
tle

ss
)

T (K)

4He Superfluid Fraction vs Temperature T

 Saturated Vapor Pressure (SVP, Tλ = 2.1768 K) 

 Donnelly’s compiled data 

Figure 2.3: Superfluidity is destroyed by heating up to the transition temperature

Tλ = 2.1768 K, while at saturated vapor pressure (which is near zero and reaches about

0.05 bar by Tλ). The superfluid fraction is explained below in Section 2.1.2.1. These data

are from Donnelly and Barenghi [69].
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2.1.2 Vortex Loop Theory, Concepts

2.1.2.1 excitations and fluid components

The 3D theory – the vortex loop theory of the superfluid phase transition – (with the ad-

dition of phonons) builds upon Landau’s excitation model [24] that underlies the two-fluid

model of superfluidity, first proposed by Tisza [23]. In Landau’s model, a real superfluid

(which has some friction, viscosity, and entropy at finite temperature) is fundamentally

seen to be made of a pure superfluid (which has no friction, viscosity, or entropy) and

excitations of that pure superfluid (which are fundamental kinds of quantum-mechanical

motions of the superfluid that collectively create viscosity and entropy on larger length-

scales).1 Landau considered a spectrum of quantum excitations described by a energy-

momentum “dispersion” relationship, shown in Fig. 2.4, that yields two low-energy exci-

tations: phonons, which are compression-wave or sound modes, and rotons, which were

not described in detail physically by Landau but suggested to have some rotational prop-

erties and relate to vortices. For these two lowest-energy excitations, the energies for

their part of the spectrum are given by

εphonon = cp (2.1)

εroton = ∆ +
(p− p0)2

2µ0

, (2.2)

where c is the speed of sound (speed of phonons) in helium, p is the momentum of the

excitation, ∆ is the minimum energy of a roton, p0 is the momentum of the minimal-

energy roton, and µ0 is the effective mass of a roton (when seen as a quasi-particle).

Qualitatively speaking, the portion of the superfluid that is “caught up” in the exci-

tations is seen to be “normal fluid” since it has entropy and viscosity, as the excitations

1We will ignore the complications arising from “depletion” in the pure superfluid, which separates it
into a Bose condensate and a depleted part due to the interactions that keep the helium in a liquid state
rather than a gaseous or solid state. See Ref. [70] for more detail.
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Figure 2.4: The quantum excitation energy-momentum dispersion curve. This curve

corresponds to saturated vapor pressure at temperature T = 0.75 K. The lowest energy

regions of this curve correspond to states dubbed phonons and rotons. (The intermediate

range between them with a maximum has states called maxons.) The fits for these data,

also provided by Donnelly and Barenghi [69], yield c = 238.2 m/s, ∆/kB = 8.62 K,

p0/~ = 1.921 Å−1, and µ0 = 0.153m, where m = 6.6464759×10−27 kg is the mass of a

helium atom. This curve depends on temperature and pressure such that, for instance,

∆/kB decreases with increasing temperature and pressure, as will be seen in Fig. 3.8.
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interact with themselves and the container walls, and it behaves as a regular fluid would

behave. So a real superfluid can be seen effectively as a kind of superposition of 1) a

pure superfluid component with mass density ρs and velocity field vs; and 2) a normal

fluid component with mass density ρn and velocity field vn. The real superfluid has mass

density ρ and momentum density (or mass current-density) j, where

ρ = ρn + ρs, (2.3)

j = ρnvn + ρsvs. (2.4)

The excitations are constantly moving, interacting, and being created and destroyed, but

at a particular temperature there is a static distribution of the number of excitations

with respect to their energies. As temperature increases, there are more and more ele-

mentary excitations, so the fraction of the fluid that is normal increases from zero at zero

absolute temperature to one by the critical temperature Tλ. Note that to understand

this model at a deeper level would require more detailed explanation of the excitations

and how they could create two apparently independent components of fluid. That goal is

outside the scope of this dissertation. Still, this decomposition into two fluids is a simple

demonstrable experimental truth.

In the Landau model one can calculate how phonons and rotons independently con-

tribute to the normal fluid component:

ρn = ρphonons
n + ρrotons

n (2.5)

ρphonons
n =

2π2

45~3

(kBT )4

c5
(2.6)

ρrotons
n =

2

3(2π)3/2~3
p4

0

√
µ0

kBT
exp

(
− ∆

kBT

)
. (2.7)

Or more generally, utilizing the full dispersion curve ε(p),

ρn =
~2

6π2kBT

pmax∫
0

exp
(
ε(p)/kBT

)[
exp

(
ε(p)/kBT

)
− 1
]2 p

2 dp. (2.8)
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Using Eq. (2.8), one can calculate the superfluid fraction ρs/ρ = (ρ−ρn)/ρ, using experi-

mental data for ρ, and find good agreement with the experimental superfluid fraction up

to but not including the critical temperature. This comparison is made in Fig. 2.5, along

with a plot of the superfluid fraction due to just phonons plus rotons, which compares

rather poorly with the data.
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Figure 2.5: Landau’s theory, as calculated by Brooks and Donnelly [71] using Eq. (2.8),

works well but does not capture the critical behavior of the fluid at the phase transition,

as will be shown more clearly in Fig. 2.6. The phonon and roton expressions in Eq.s (2.6)

and (2.7), together with temperature- and pressure-dependent Landau parameters ∆, p0,

and µ0, also given by fits from Brooks and Donnelly [71], yield a similar-looking curve

that bows too high and goes to zero below Tλ. Assuming the Landau parameters are

constant yields the “Simplified” curve, and adjusting ∆/kB so that it falls to about 6.7 K

instead of 5 K (as seen in [71] Fig. 5) yields the “Adjusted” curve. The vortex-loop-theory

calculated curve is included for comparison.
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In the vortex loop theory (plus phonons), we extend the Landau model by including

vortex-loop excitations of all possible size, from the scale of angstroms (corresponding

to the quantum vortex-loop core diameter) to the scale of the system. We suggest that

vortex loops with diameters in the range of angstroms can be considered crude approxi-

mations to roton excitations. With this in mind we replace Eq. (2.5) with

ρn = ρphonons
n + ρloops

n . (2.9)

Actually, we do not include the phonons in our calculations since they only affect the

result by about 0.4% near Tλ. Anyway, these vortex loops have dipole flow-fields, and in

an applied flow-field they are forced to oppose the flow, analogous to diamagnetic behav-

ior, where dipole magnets oppose an applied magnetic field. Thus the vortex loops act

to oppose a flow in a superfluid, destroying what would be a perfect “superflow” in the

absence of excitations (at zero absolute temperature). Furthermore, the smallest vortices

screen the flow of larger loops, lowering their energy and making them easier to form.

At higher temperatures, more and more vortices can form, and the size of the largest

vortices (the correlation length, essentially) diverges while their energy approaches zero

as the temperature approaches the transition temperature. At the transition tempera-

ture, the superflow is completely obstructed. The vortex loop model, in fact, accurately

captures the behavior at the phase transition, as can be seen in Fig. 2.5 and more clearly

in Fig. 2.6.2 Whereas the phenomenological Landau theory takes more experimental

input and works well at lower temperatures, the vortex loop theory takes less input

and works well only very near the transition temperature Tλ. (As we will find out in

Section 2.1.5, where we show more theoretical plots, the superfluid-fraction calculations

at higher pressures deviate from the experimental data more than at saturated vapor

pressure.)

2The vortex loop theory also explains why a superfluid in a confined space has more pure superfluid,
since larger vortex loops are prevented from forming.
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Figure 2.6: Near Tλ the calculations based on Landau’s model remain fairly linear when

compared with the data the vortex loop theory, which both follow (approximately) a

2/3 power law near Tλ, as will be explained in greater detail later in Chapter 3 and

Appendix B. (The critical exponent ν is found to be 0.67168835 rather than 2/3.)

Note again that the vortex loop theory, as calculated in this work, does not include

phonons (a.k.a. first-sound excitations), maxons, or other excitations such as second-

sound excitations. A hybrid theory could be concocted that includes the phenomenology

of the Landau dispersion curve, the effects of vortex loops of all sizes, and the effects of

second-sound excitations and perhaps other excitations, but that is beyond the scope of

this work.
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2.1.2.2 renormalization

Note that at any temperature, at the smallest length-scales, below the length-scales of

the excitations, a real superfluid is purely superfluid. The normal fluid is just pure

superfluid “caught up” in the activity of the excitations, and so can only be “seen”

at length scales larger than the excitations. So the properties of a superfluid, such as

the pure superfluid density ρs, are length-scale dependent. We’ll use a superscript “r”,

standing for “renormalized”, to indicate this dependence, with the following justification.

The value at a particular length scale depends on the value at the smaller length scales,

and so at each stage going up in length scale the value is “renormalized” or recalculated.

For instance, at the smallest relevant length-scale on the order of angstroms, ρr
s = ρ. As

one “zooms out” and includes the effects of the smallest loops, ρr
s decreases. Including

larger and larger loops decreases ρr
s further, and as explained above, the smaller vortices

influence the effect of the larger vortices, so there is a recalculation at each progressively

larger scale that is sensitive to the immediately smaller scale. So to solve for ρr
s all

the way up to its macroscopic value ρs, we will need to construct some interconnected

equations that allow us to step up in length scale. This is the renormalization procedure

of the vortex loop theory, and we shall call its equations scaling or recursion relations.

See Table 2.1 for an overview of the notation that summarizes the temperature and

length-scale dependence of the fluid component densities.

There is a common nomenclature in theories that use renormalization techniques.

The smallest-scale values are called the “bare” values and those at larger scales are

called “dressed”. At the largest scale one sees the fully dressed quantity, where all the

dressing has obstructed the view to the bare quantity. For example, in quantum field

theory, particle fluctuations “dress” a bare electron to change its charge and mass at

greater distances from the bare particle. In our case, one could say that the activity of

the excitations “dress” the superfluid so that at the largest scales one does not see that
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Component Temp. dependence Length-scale dependence

normal ρn ρT0
n = 0 ρTλn = ρ ρ`0n = 0 0 ≤ ρr

n ≤ ρn ρ`∞n = ρn

pure superfluid ρs ρT0
s = ρ ρTλs = 0 ρ`0s = ρ ρ ≥ ρr

s ≥ ρs ρ`∞s = ρs

Table 2.1: The superfluid component densities. “T0” indicates absolute zero tempera-

ture, “Tλ” indicates the phase transition temperature, “`0” indicates the smallest length

scale (on the order of angstroms, corresponding to the quantum vortex-loop core diam-

eter), “`∞” indicates the largest length scale (that of the system and the correlation

length at Tλ), which we’ll take to be ∞, and “r” indicates any length scale (“r” is for

“renormalized”, explained in the renormalization section). The absence of a length-scale

indicator on ρ implies `∞.

the bare material is all pure superfluid.

Furthermore, “bare” can refer to an object or quantity at a certain length scale with-

out the usual “dressings” that accompany it. This is a non-physical, out-of-equilibrium,

or at least unusual situation. For instance, one may want to examine how certain parts

of quantum field theory work with the vacuum fluctuations “turned off”, with bare par-

ticles and fields interacting. In our case, we will use in one derivation the derivative of

the bare energy of a vortex loop, multiplied by a permeability, to integrate up to the

dressed energy. So in this sense an individual vortex loop is dressed by the activity of

the smaller loops surrounding it.

Note that since we are not including excitations other than vortex loops, we do not

have to worry about what length scale to start including their effects. If we included

phonons, the pure-superfluid density would first be reduced by the phonons, and the

“bare” superfluid density “seen” by the loops would be less than ρ, lowered by as much

as 4% by Tλ.
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2.1.2.3 model and linear response (permeability)

We shall now construct a conceptual model for the vortex loop theory in this section and

continue to use the model in the following sections and derivations. Let’s assume there

is a very large system of superfluid in a container in thermodynamic equilibrium very

near zero absolute temperature, where there is an infinitesimal applied flow jT0. We then

heat the system to a higher temperature that is still below Tλ. Before heating, there is

essentially no normal fluid and, once the superflow is set up, the flow remains unabating

without further intervention due to lack of viscosity. After heating, some normal fluid is

created, and the normal fluid comes to rest with respect to the fluid container (vn = 0)

as it loses energy and momentum to the container wall through interactions between the

excitations and the wall. The total flow is reduced and the remaining flow is only in the

pure superfluid component: j = ρsvs. We can assume that the initial velocity field vT0

of the initial flow field jT0 = ρvT0 is retained by the pure superfluid: vs = vT0. We shall

call the factor by which the flow reduces µ: j = µjT0. This is analogous to magnetism,

B = µH, so we can call µ a permeability. Thus,

j = µjT0 (2.10)

(ρsvs) = µ(ρvT0) (2.11)

(ρsvs) = µ(ρvs) (2.12)

µ =
ρs

ρ
. (2.13)

This µ is the permeability at the largest length scale of the system, the length scale of

the container. At smaller length scales, we can define a renormalized permeability based

on the renormalized superfluid density:

µr =
ρr

s

ρ
. (2.14)

This µr is the permeability at any length scale, starting at 1 at the smallest length scale

and ending at the superfluid fraction ρs/ρ at the largest scale, and it tells how well the
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superfluid effects (e.g., superflow or superfluid density) “survive” from the smallest scale

to the scale in question and permeate the fluid. In the derivations in later sections, we

shall refer to this quantity as well as the analogue of magnetic susceptibility, χ, defined

by how it relates the flow induced by the vortex loops to the applied flow:

ji = χjT0, (2.15)

so

j = jT0 + ji (2.16)(
µjT0

)
= jT0 +

(
χjT0

)
(2.17)

µ = 1 + χ. (2.18)

2.1.2.4 vortex-loop state variables

We take the quantum vortex loops that are naturally thermally excited in a superfluid to

have cores of diameter a0 on the order of angstroms. What is quantized is the circulation3

of flow of the vortices, which come in multiples of h/m, where h is Planck’s constant andm

is the mass of a helium-4 atom. We assume the single quantum of circulation κ = h/m

is the most prevalent value. The loops are free to wobble and so are not necessarily

circular in shape. They can be quite distorted as they interact with each other and other

excitations, and their cores can trace tortuous paths. In fact, we postulate that the

perimeter or length L of a loop is what one would expect in a Flory-type minimization

of the free energy: L ∝ a1/(1−θ), where a is an approximate diameter of the distorted

loop and θ = D/[(D+ 2)(D− 2)] is similar to the Flory exponent familiar from polymer

physics [72, 73], with θ = 0.6 in D = 3 dimensions [58, 74].4 Even with this complicated

3The circulation of flow of a vortex loop is the line integral of the fluid velocity around a closed loop
that encircles the vortex line of the loop. The vortex line for our purposes coincides with the core of the
loop.

4In Ref. [58], the use of a 1/R interaction between vortex segments means that their results (including
θ = D/(D + 2)) are strictly only valid at D = 3. By using the more general interaction 1/R(D−2), the
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geometry, the resultant flow field of such a wiggly loop can be approximated as that

of a circular vortex loop of “best fit” diameter a and effective core size ac < a, where

most of the vortex line remains within this effective core. Note that in our notation a

will sometimes represent the diameter of a loop, and it will sometimes represent a length

scale, such as in ρr
s(a), which is the pure superfluid density at length-scale a, including

the effect of all vortex loops up to diameter a.

A set of coordinates that describe the state of a circular vortex loop is the diameter

a of the loop, the location of the center of the loop x, the direction of motion of the

loop n̂, and the momentum (or, more properly, the hydrodynamic impulse) p of the

loop. These are not all independent quantities. We can specify the impulse and direction

of propagation in one 3-component vector p, since p̂ = n̂ and the magnitude of the

impulse is proportional to the square of the diameter p = ka2, where the proportionality

factor k is known (k ≡ π
4
κρr

s).
5 Alternatively, we can define a diameter vector a with

magnitude a and direction â ≡ n̂ = p̂. So to describe a vortex loop, we can either use

the pair of variables (x,p) or the pair (x, a). We will assume that the loops are spatially

homogeneously distributed throughout the fluid.

These variables so far discussed determine other properties of vortex loops, such as its

self-induced velocity v, flow-moment d, and energy E. First let’s write some conventional

equations, and then we’ll modify them a bit. For the case of a loop with core diameter

that is negligible in size compared to the vortex loop diameter, the following expressions

for total energy Hamiltonian H (absent an applied flow), self-induced velocity v, and

Flory free-energy minimization gives the formula of θ used here. Note that the famous Flory exponent
3/(D + 2) is different but numerically equal to these other exponents in 3D and was used in earlier
incarnations of the vortex theory.

5We’ll show evidence in the derivation of the K scaling equation that the potential alternate choice
of π

4κρ = π
4κρ

`0
s is incorrect.
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impulse p are accurate for several core models,

H = 1
4
κ2ρa

[
ln(8a/a0)− C1

]
(2.19)

v =
κ

2πa

[
ln(8a/a0)− C2

]
(2.20)

p = π
4
κρa2, (2.21)

where Table 2.2 shows values of C1 and C2 for various core models [55,75]. We will not find

it necessary to pick a specific core model, although we will be able to eventually solve for a

pressure-dependent C (defined by Eq. 2.27 below). If the Hamilton equation v = ∂H/∂p

Model C1 C2

Solidly rotating core, constant volume 7
4

1
4

Hollow core, constant volume 2 1
2

Hollow core, constant pressure 3
2

1
2

Hollow core with surface tension 1 0

GP vortex in a Bose condensate 1.62 0.62

Table 2.2: Values of C1 and C2 for vortex rings with different core models. The first four

are classical models and the last is a quantum model based on the Gross-Pitaevskii (GP)

equation, a variant of the Non-Linear Schrödinger (NLS) equation, for a Bose condensate.

holds, then the vortex loop may be regarded as a quasi-particle excitation [76]. A simple

but superficial analysis (as seen in Ref. [75]) follows if one supposes that ρ is constant,

so that the derivative yields

∂H

∂p
=

1

2
(
π
4
κρ
)
a

∂H

∂a
(2.22)

=
κ

2πa

[
ln(8a/a0)− C1 + 1

]
, (2.23)

and thus one would expect that if C2 = C1 − 1, then the loop is a quasi-particle. But

this argument is incorrect because any vortex governed by inviscid hydrodynamics (for
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instance, all of the vortices in Table 2.2, except possibly the third one) obey Hamiltonian

dynamics, which lead to v = ∂H/∂p [77] (whereas only three of the models in Table 2.2

obey C2 = C1 − 1).

Now we shall modify and expand these relations a bit for the vortex loop theory

and for elucidation. Although ac may be on the same order of magnitude as a for some

vortices, we will still use the small-core-size formulas as approximations for all vortices,

knowing that this is inaccurate for the large-core vortices.6 (What matters in the end is

not whether this is a good approximation for a particular vortex but whether this is a

good relative approximation over the whole renormalization, from small vortices to large

ones, and between different temperatures.) Instead of using ρ, we’ll use ρr
s, since a vortex

loop of a given diameter a will utilize the pure superfluid at its length scale – the smaller

vortices having extracted some of the pure superfluid, turning it normal. Thus we have

6One avenue of adjusting this model toward more accuracy would be to apply the non-small-core
hydrodynamic equations found in the works of L. Edward Fraenkel and his student John Norbury, as
well as those of Paul Roberts. As a historical aside, we can note that these relatively recent works of the
later half of the 20th century and beginning of the 21st century recover, rederive, and expand the vortex
theory that had been developed and expounded in the late 19th century by authors such as W.M. Hicks,
Frank Dyson, and J.J. Thomson, who were inspired at least in part by the vortex theory of atoms devised
by William Thomson (“Lord Kelvin”).
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the following renormalized quantities:

U = P.E.+K.E. (2.24)

= Ucore +K.E. (2.25)

= 1
4
κ2ρr

sa
{

ln(a/ac) + C
}

(2.26)

C ≡ ln 8− C1 (2.27)

= Ucore/(
1
4
κ2ρr

sa)± constants (2.28)

d = π
4
κa2 (2.29)

p = ρr
sd (2.30)

= π
4
κρr

sa
2 (2.31)

E = U + p ·vs. (2.32)

Although we used a superscript “r” on ρ and µ (and will use it on χ) to indicate renor-

malization, from now on the “r” will be implicit on every newly introduced quantity that

depends on length scale (including those above). The constant C here, which we’ll call

the core parameter, is related to the vortex core energy per effective diameter length,

Ucore/a, as can be seen in Eq. (2.28), where the “constants” depend on which core model

is used. We have included the energies U and E of a single loop so far, and will later

also discuss the Helmholtz free energy F and the Gibbs free energy G of the liquid due

to the loops. (The term p ·vs in E gives the “Doppler shift” seen by an observer in the

stationary normal fluid rest frame.)

The bare vortex loop energy, of which we wrote previously, being the loop energy ab-

sent the effect of smaller loops, is given by using the bare, unrenormalized pure superfluid

density ρ`0s = ρ:

U0 = 1
4
κ2ρ`0s a

{
ln(a/ac) + C

}
(2.33)

U = µrU0. (2.34)
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The effective core diameter ac should be different without the effect of the smaller loops,

but we’ll assume it is approximately the same as it is with the effect. Note that the bare

loop energy at any scale, U0(a), is not the same quantity as the bare loop energy at the

smallest scale U `0, but they are the same at the smallest scale: U0(a0) = U `0 = U(a0).

2.1.2.5 vortex-loop number densities

At any time t there is a distribution w(p, t) in the number of vortex loops per volume that

have an impulse in a region of volume d3p = dpx dpy dpz in p-state space at p, independent

of location x in a homogeneous system. Let’s say the function w has dimensions of

cardinality per spatial-volume per impulse-volume. More verbosely, the dimensions are

number of loops with their centers in the spatial-volume in question and with impulse in

the impulse volume in question, per that spatial-volume and per that impulse-volume.

We’ll see this confirmed in the equations below. There is also a related distribution Γ(a, t)

in the number of vortex loops per volume that have a diameter vector in a region of volume

d3a = dax day daz in a-state space at a, independent of location x in a homogeneous

system. Let Γ have dimensions of cardinality per spatial-volume per diameter-volume,

with a similar verbose elaboration as the dimensions of w. Given a system with total

fluid volume V and total number of vortices N(t), which can change over time, we have

the following relationships:

N(t)

V
=

∫
w(p, t) d3p =

∫
Γ(a, t) d3a. (2.35)

The relationship p = ka2 dictates that the differentials are related like so, d3p =

p2dp dΩ = 2k3a5da dΩ = 2k3a3d3a (where Ω is a solid angle), so these number densi-

ties are related like so,

Γ(a, t) = 2k3a3w(a, t) (2.36)

Γ ∝ a3w. (2.37)
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We will assume that in equilibrium, Γ takes on a Boltzmann distribution7:

Γeq =
A

a6
0

exp(Eeq/kBT ), (2.38)

where A is a dimensionless constant that we’ll set during our derivations to 4/π2. Al-

though w will not concern us for now in the 3D theory, we will use the 2D version of

w when constructing the 2D Fokker-Planck equation for the non-equilibrium evolution

of the vortex distribution. Also, for those who plan on following along and writing the

derivations, it may be helpful to read Appendix A right now to get some advice on using

or defining Γ.

2.1.2.6 convenient parameters and an ansatz

In this section we will elaborate on ac, the effective core diameter of a vortex loop,

so that we can get on to the derivation of the theoretical equations. First, however,

we should define some convenient parameters. The equations we derive will involve

the dimensionful quantities Γ, U , F , ρr
s, T , and a. We would rather like to deal with

dimensionless parameters that simplify the equations and our upcoming statement about

ac. So, let’s define the parameters now and their convenience shall be manifest upon their

usage.

Let Ks ≡ a0(~/m)2ρr
s/kBT , where Ks will be called the “superfluid parameter”. Let

K ≡ (a/a0)Ks = a(~/m)2ρr
s/kBT , where K is called the “coupling”. Let y ≡ (a6/A)Γ,

where y is called the “fugacity”8. Let e ≡ (F/kBT )(a3
0/V ), where e will be called the

“Helmholtz parameter”, since F is the Helmholtz energy of the liquid due to the loops.

Let r ≡ a/a0, where r could be called the “diameter parameter”. Let ` ≡ ln(a/a0), where

` will be called the “length-scale parameter”.

7There may be some question as to whether it is w, rather than Γ, that takes on the Boltzmann
distribution in equilibrium.

8The parameter y is commonly called the fugacity, but we have not seen a proof that this is the
fugacity as it is usually defined.
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We should note some of the notation and properties of these parameters at the smallest

relevant length scale of the vortex loop theory, the core diameter a0. At that scale, where

a = a0, we have r = 1 and ` = 0. This justifies the notation “`0” (short for ` = 0) that’s

been used to signify this length scale. Also, at this scale K and Ks become identical:

K`0 = K`0
s = a0(~/m)2ρ`0s /kBT . The most frequent use of Ks is to find the superfluid

fraction (which explains the use of the subscript “s”):

Ks

K`0
=

Ks

K`0
s

=
ρr

s

ρ`0s
. (2.39)

The energy of the smallest loop is U `0/kBT = 1
4
(κ2ρ`0s a0/kBT )C = π2K`0C. In equi-

librium, given that we know Γeq, we thus know y is yeq = (a/a0)6 exp(−Eeq/kBT ) ≈

(a/a0)6 exp(−Ueq/kBT ), and so at a0 this becomes y`0eq ≈ exp(−π2K`0C). When examin-

ing yeq remember that it can be traced back to the equilibrium vortex-loop distribution

and energy:

Γ =
A

a6
0

(
a

a0

)−6

y (2.40)

Ueq

kBT
≈ − ln

[(
a

a0

)−6

yeq

]
. (2.41)

Finally, let’s discuss ac. At the smallest scale, when a loop has an effective diameter

a equal to (or near) a0, there is no room for the loop to make any wiggles, and so the

effective core diameter must equal the actual core diameter: a`0c = a0. At this scale, on the

order of angstroms, the true behavior of the loop must actually be described by quantum

mechanics, but this simple vortex-loop theory will assume that Eq.s (2.24) to (2.32) are

approximately valid down to this scale. (It is the larger loops that are more important

to the theory near the phase transition anyway.) We now follow Shenoy [58, 78] and

propose an ansatz to describe how ac grows as a loop becomes larger: ac ≈ aKθ exp(C).

This choice is motivated by the same kind of free-energy-minimizing arguments that were

used for determining that L ∝ a1/(1−θ). To see more detail and numerical evidence that
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supports this ansatz, see Ref. [58]. Note that this expression doesn’t match a0 at the

smallest scale, so this is only an approximate relation, especially at smaller scales. A

final convenient parameter, for use in the derivations, is a′c ≡ ac/ exp(C) = aKθ.
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Vortex loop

properties

κ = h/m

L = a0B(a/a0)1/(1−θ)

θ = D/[(D + 2)(D − 2)] = 0.6 (3D)

p = π
4
κρr

sa
2

U = 1
4
κ2ρr

sa
{

ln(a/ac) + C
}

U0 = 1
4
κ2ρ`0s a

{
ln(a/ac) + C

}
E = U + p ·vs

Convenient

parameters

Ks ≡ a0(~/m)2ρr
s/kBT

K ≡ (a/a0)Ks = a(~/m)2ρr
s/kBT

y ≡ (a6/A) Γ

e ≡ (F/kBT )(a3
0/V )

r ≡ a/a0

` ≡ ln(a/a0) (“`0”⇒ a = a0)

Equilibrium Γeq = (A/a6
0) exp(−Eeq/kBT )

yeq ≈ (a/a0)6 exp(−Ueq/kBT )

Smallest

scale

U `0

kBT
= 1

4

κ2ρ`0s a0

kBT
C = π2K`0C

y`0eq ≈ exp(−π2K`0C)

a`0c = a0

Ansatz ac ≈ aKθ exp(C)

a′c ≡ ac/ exp(C) ≈ aKθ

Table 2.3: This summarizes the important vortex loop theory quantities.

37



2.1.3 Equilibrium Scaling Relations, Derivations

In this section we’ll derive the equilibrium recursion relations or scaling relations of the

vortex loop theory. These equations will allow us to calculate the properties of helium

at any length-scale given known small-scale values. We’ll take a less rigorous, more

physically qualitative approach than that taken by Shenoy [78], where he uses a duality

transformation to switch from a Landau-Ginzburg-Wilson partition function to a vortex-

loop plus second-sound/spin-wave partition function.

2.1.3.1 renormalized energy equation (leading to y equation)

We’ll use two methods to derive an equation dealing with the vortex loop energy. The

first method is simply to take the derivative of the loop energy, but we must treat ρr
s and

ac as constants. (We’ve already treated ρr
s as a constant when relating the distributions

w and Γ and when examining the Hamilton relation.) The second method is inspired

by the Kosterlitz-Thouless approach and uses the permeability to integrate up from the

smallest-loop energy, using the bare energy U0 and treating ac as a constant.

Method 1 – Differentiate but ignore the a-dependence of ρr
s and ac when differenti-

ating:

∂

∂`

(
U

kBT

)
= a

∂

∂a

(
U

kBT

)
(2.42)

= a
∂

∂a

(
1

kBT
1
4
κ2ρr

s(a) a
{

ln(a/ac) + C
})

(2.43)

≈ a
1

kBT
1
4
κ2ρr

s(a)
∂

∂a

(
a
{

ln
(
a/ac

)
+ C

})
(2.44)

≈ aκ2ρr
s(a)

4kBT

({
ln
(
a/ac

)
+ C

}
+ a

{
1

a

})
(2.45)

= π2 aκ
2ρr

s(a)

(2π)2kBT

{
ln
(
a/a′c

)
+ 1
}

(2.46)

= π2K {1− θ lnK} . (2.47)
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In integral form, this scaling relation becomes

U(`)

kBT
=

U(0)

kBT
+ π2

∫ `

0

K(`′)
{

1− θ ln
[
K(`′)

]}
d`′. (2.48)

Now we transform to the dimensionless parameter y. Given the relation

yeq ≈ (a/a0)6 exp(−U/kBT ) = exp(6`− U/kBT ), we have

∂yeq

∂`
=

∂

∂`
exp(6`− U/kBT ) (2.49)

= yeq
∂

∂`

(
6`− U/kBT

)
(2.50)

= yeq

{
6− ∂

∂`

(
U

kBT

)}
(2.51)

= yeq

{
6− π2K (1− θ lnK)

}
. (2.52)

Thus, we have found one of the scaling relations in terms of y.

Method 2 – Use the permeability to integrate up from the smallest-loop energy,

using the bare energy U0 and ignoring the a-dependence of ac when differentiating:

U(a)

kBT
=

U0(a0)

kBT
+

∫ a

a0

µr(a′)
d

da′

(
U0(a′)

kBT

)
da′ (2.53)

=
U0(a0)

kBT
+

∫ a

a0

µr(a′)
d

da′

(
κ2ρ`0s
4kBT

a′
{

ln(a′/ac) + C
})

da′ (2.54)

≈ U(a0)

kBT
+

∫ a

a0

(
ρr

s(a
′)

ρ`0s

)
κ2ρ`0s
4kBT

[{
ln
(
a′/ac

)
+ C

}
+ 1

]
da′ (2.55)

=
U(a0)

kBT
+

∫ a

a0

π2a
′κ2ρr

s(a
′)

(2π)2kBT

{
ln
(
a′/a′c

)
+ 1
} da′

a′
(2.56)

=
U(a0)

kBT
+ π2

∫ a

a0

K(a′)
{

1− θ ln
[
K(a′)

]} da′

a′
. (2.57)

In terms of `, this is the same result as Eq. (2.48), and so we obtain the same scaling

relation:

∂yeq

∂`
= yeq

{
6− π2K (1− θ lnK)

}
. (2.58)
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2.1.3.2 renormalized induced-flow equation (leading to K equation)

We’ll use two methods to derive an equation dealing with the pure superfluid density

(and the induced flow). The first method makes no special additional assumptions. The

second method is inspired by the Kosterlitz-Thouless approach and uses a redefined

impulse p = ka2 with k = (π/4)κρ`0s , but must thus utilize a poor assumption that

ρr
s/ρ

`0
s ≈ 1, which is definitely false near Tλ but is approximately true in the 2D case

near the critical temperature. This second method is included for comparison and for

evidence that the proper expression for the impulse is p = ka2 with k = (π/4)κρr
s.

In both methods we construct an integral expression for the induced flow ji (mo-

mentum per volume) due to the vortex loops, and thus find the susceptibility χ and

use the relation µ = 1 + χ. In the absence of an applied flow, the loops’ flows cancel

out. Since there is an infinitesimal applied flow, a net opposing flow is induced, but the

flows still cancel out in all directions perpendicular to the applied flow. So we add up

(integrate), over all vortex-loop diameter sizes a, the loops’ induced flow in the direction

of the applied flow.

Method 1 – Keeping k = (π/4)κρr
s:

ji = (induced momentum per volume due to vortex loops) (2.59)

=

∫ ∞
a0

(momentum due to a loop, component in applied-flow direction)

× (# of loop centers per volume per diameter-volume) d3a (2.60)

=

∫ ∞
a0

(
p‖(a) ĵ

T0
)

Γeq(a) d3a (2.61)

=

∫ ∞
a0

(
p‖(a) ĵ

T0
)
A

a6
0

exp
[
−E(a)/kBT

]
d3a (2.62)

=
Aĵ

T0

a6
0

∫ ∞
a0

p‖(a) exp
[
−
{
U(a) + p(a) ·vs

}
/kBT

]
d3a (2.63)

=
Aĵ

T0

a6
0

∫ ∞
a0

∫ π

0

∫ 2π

0

(
−p(a) cosϑ

)
exp
[
−U(a)/kBT

]
× exp

[
p(a) vs cosϑ/kBT

]
a2 sinϑ dφ dϑ da (2.64)
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≈ A2πĵ
T0

a6
0

∫ ∞
a0

∫ π

0

(
−p(a) cosϑ

)
exp
[
−U(a)/kBT

]
×
[
1 + p(a) vs cosϑ/kBT

]
a2 sinϑ dϑ da (2.65)

= −A2πĵ
T0
vs

a6
0kBT

∫ π

0
cos2 ϑ sinϑ dϑ

∫ ∞
a0

[
p(a)

]2
exp
[
−U(a)/kBT

]
a2da (2.66)

= −A2πĵ
T0

(jT0/ρ)

a6
0kBT

(
2

3

)∫ ∞
a0

[
π

4
κρr

sa
2

]2

exp
[
−U(a)/kBT

]
a2da (2.67)

= −jT0

(
2

3

)
A2π

a6
0

(1/ρ`0s )

kBT

∫ ∞
a0

(
π

4

)2
(

(2π)4(kBT )2

κ2

)(
aκ2ρr

s

(2π)2kBT

)2

×a5 exp
[
−U(a)/kBT

] da

a
(2.68)

= −jT0

(
2

3

)
A2π3

42
(2π)2

(
(2π)2kBT

a0κ2ρ`0s

)∫ ∞
a0

K2

(
a

a0

)5

exp

[
−U(a)

kBT

]
da

a
(2.69)

≈ −jT0Aπ
5

3

1

K`0

∫ ∞
a0

(
a

a0

)−1

K2yeq
da

a
(2.70)

= −jT0Aπ
5

3

1

K`0

∫ ∞
0

exp(−`)K2yeq d` (2.71)

= χeq j
T0. (2.72)

Note that since Γeq ≈ (A/a6
0) exp[−U(a)/kBT ], Expressions (2.66) and (2.67) can be

considered as integrals of the loop polarizability (proportional to p2 ∝ a4) times the

number density, to obtain the susceptibility. Now we use the renormalized version of

µ = 1 + χ:

µr(`) = 1 + χr(`) (2.73)

ρr
s(`)

ρ
= 1− 1

K`0

Aπ5

3

∫ `

0

exp(−`′)K2yeq d`′ (2.74)

Ks

K`0
= 1− 1

K`0

Aπ5

3

∫ `

0

exp(−`′)K2yeq d`′ (2.75)

Ks = K`0 − Aπ5

3

∫ `

0

exp(−`′)K2yeq d`′ (2.76)

∂Ks

∂`
= −Aπ

5

3
exp(−`)K2yeq. (2.77)
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Reworking this in terms of K gives us another scaling relation:

∂K

∂`
=

∂

∂`

(
exp(`)Ks

)
(2.78)

= exp(`)Ks + exp(`)
∂Ks

∂`
(2.79)

= K + exp(`)

(
−2π5

3
exp(−`)K2yeq

)
(2.80)

= K − Aπ5

3
K2yeq. (2.81)

To match Shenoy’s rigorous result [78], we must set A = 4/π2 to end up with

∂K

∂`
= K − 4π3

3
K2yeq. (2.82)

Method 2 – Redefining k = (π/4)κρ`0s , and making the bad assumption that ρr
s/ρ

`0
s ≈

1 (and jumping ahead in the derivation to where this method diverges from the previous

method):

ji ≈ −A2πĵ
T0
vs

a6
0kBT

∫ π

0
cos2 ϑ sinϑ dϑ

∫ ∞
a0

[
p(a)

]2
exp
[
−U(a)/kBT

]
a2da (2.83)

= −A2πĵ
T0

(jT0/ρ)

a6
0kBT

(
2

3

)∫ ∞
a0

[
π

4
κρ`0s a

2

]2

exp
[
−U(a)/kBT

]
a2da (2.84)

= −jT0

(
2

3

)
A2π3

42a6
0

κ2ρ`0s
kBT

∫ ∞
a0

a4 exp
[
−U(a)/kBT

]
a2da (2.85)

= −jT0

(
2

3

)
A2π3

42a6
0

(h/m)2ρ`0s
kBT

∫ ∞
a0

a6 exp
[
−U(a)/kBT

]
da (2.86)

= −jT0

(
2

3

)
A2π3

42
(2π)2a0(~/m)2ρ`0s

kBT

∫ ∞
a0

(
a

a0

)6

exp
[
−U(a)/kBT

] da

a0
(2.87)

= −jT0Aπ
5

3
K`0

∫ ∞
a0

(
a

a0

)6

exp
[
−U(a)/kBT

] da

a0
(2.88)

≈ −jT0Aπ
5

3
K`0

∫ ∞
a0

yeq
da

a0
(2.89)

= −jT0Aπ
5

3
K`0

∫ ∞
a0

(
a

a0

)
yeq

da

a
(2.90)

= −jT0Aπ
5

3
K`0

∫ ∞
0

exp(`) yeq d` (2.91)
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= χeq j
T0. (2.92)

With the incorrect assumption that ρr
s/ρ

`0
s ≈ 1, meaning that χ is very small, we get

µr(`) = 1 + χr(`) (2.93)

ρr
s(`)

ρ`0s
= 1− Aπ5

3
K`0

∫ `

0

exp(`′) yeq d`′ (2.94)

ρ`0s
ρr

s(`)
≈ 1 +

Aπ5

3
K`0

∫ `

0

exp(`′) yeq d`′ (2.95)

K`0
s

Ks(`)
≈ 1 +

Aπ5

3
K`0

∫ `

0

exp(`′) yeq d`′ (2.96)

1

Ks(`)
≈ 1

K`0
+
Aπ5

3

∫ `

0

exp(`′) yeq d`′ (2.97)

∂
(
(Ks)

−1
)

∂`
≈ Aπ5

3
exp(`) yeq. (2.98)

Rewriting in terms of K gives us

∂(K−1)

∂`
=

∂

∂`

(
exp(−`) (Ks)

−1
)

= −K−1 + exp(−`)
∂
(
(Ks)

−1
)

∂`
(2.99)

≈ −K−1 + exp(−`)Aπ
5

3
exp(`) y (2.100)

= −K−1 +
Aπ5

3
y (2.101)

= −K−2 ∂K

∂`
(2.102)

∂K

∂`
= K − Aπ5

3
K2y, (2.103)

which again yields the same result obtained by Shenoy [78] if A = 4/π2.

Note that using method 1, one can derive both of the following equations,

Ks = K`0
s −

4π3

3

∫ `

0

exp(−`′)K2yeq d`′ (2.104)

(Ks)
−1 = (K`0

s )−1 +
4π3

3

∫ `

0

exp(`′) yeq d`′, (2.105)

but this does not imply that ρr
s/ρ

`0
s ≈ 1 since the integrals are different. In contrast,
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method 2 implies the following equation (that we’ll write as an inequality):

Ks 6= K`0
s −

4π3

3
(K`0

s )2

∫ `

0

exp(`′) yeq d`′. (2.106)

2.1.3.3 renormalized free-energy equation (leading to e equation)

This final derivation will be the most qualitative of the derivations. We will use a very

crude analogy with the Helmholtz free energy of a gas to discuss the Helmholtz free

energy F of the liquid due to the vortex loops, and the assumptions that must be made

to match Shenoy’s result will perhaps reveal some qualitative information for the reader.

Supposing a system at constant temperature and volume, we’ll build up the system by

integrating up from the smallest scale. We’ll use the differential relation

dF = −S���*
0

dT − P���*
0

dV + µchdN, (2.107)

where S is the entropy of the loops, P is the pressure of the fluid9, and µch is the chemical

potential of the loops. Without including the effects of phonons and other excitations

besides the loops, we start with zero free energy at the smallest scales (F `0 = 0) and find

F = F `0 +

∫
µchdN (2.108)

= µch

∫
dN (2.109)

= µchV

∫
Γ d3a, (2.110)

9The thought crossed our minds of considering this to be the pressure of the vortex loops in the gas
of excitations, but then our results in Chapter 3 suggest that this should be the fluid pressure.
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where we’ve assumed constant chemical potential. Now let’s switch to the convenient

parameter e ≡ (F/kBT )(a3
0/V ) and examine the equilibrium conditions:

eeq = a3
0

µch

kBT

∫
Γeq d3a (2.111)

≈ a3
0

µch

kBT

∫
A

a6
0

exp
[
−U(a)/kBT

]
d3a (2.112)

=
A

a3
0

(
µch

kBT

)∫ ∞
a0

∫
exp
[
−U(a)/kBT

]
a2dΩ da (2.113)

= 4πA

(
µch

kBT

)∫ ∞
a0

(
a

a0

)3

exp
[
−U(a)/kBT

] da

a
(2.114)

= 4πA

(
µch

kBT

)∫ ∞
a0

(
a

a0

)−3

yeq
da

a
(2.115)

= 4πA

(
µch

kBT

)∫ ∞
0

exp(−3`) yeq d`. (2.116)

Again, to reproduce the results of Shenoy’s rigorous derivations [78], we require that

µch/kBT = −(π/4)2 as well as A = 4/π2:

eeq = −4π

(
4

π2

)(
π

4

)2 ∫ ∞
0

exp(−3`) yeq d` (2.117)

= −π
∫ ∞

0

exp(−3`) yeq d` (2.118)

∂eeq

∂`
= −π exp(−3`) yeq. (2.119)
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2.1.4 3D Equations Summary

The dimensionless scaling equations derived in the preceding section are summarized be-

low. Here too are the integral form of these equations, using the dimensionful quantities,

including a couple equivalent arrangements for two of the equations:

U(a)

kBT
=

U(a0)

kBT
+

∫ a

a0

1

4

κ2ρr
s(a
′)

kBT

{
ln

[
a′

ac(a′)

]
+ C + 1

}
da′ (2.120a)

=
U(a0)

kBT
+ π2

∫ a

a0

a0κ
2ρr

s(a
′)

(2π)2kBT

1− θ ln

[
a′κ2ρr

s(a
′)

(2π)2kBT

] da′

a0

(2.120b)

ρr
s(a) = ρr

s(a0)− 4π3

3

∫ a

a0

a0(~/m)2

kBT

(
ρr

s(a
′) a′2

a2
0

)2

exp

[
−U(a′)

kBT

](
a′

a0

)2
da′

a0

(2.121a)

1

ρr
s(a)

=
1

ρr
s(a0)

+
4π3

3

∫ a

a0

a0(~/m)2

kBT

(
a′

a0

)4

exp

[
−U(a′)

kBT

](
a′

a0

)2
da′

a0

(2.121b)

f(a)

kBT
= − π

a3
0

∫ a

a0

exp

[
−U(a′)

kBT

](
a′

a0

)2
da′

a0

, (2.122)

where f = F/V is the Helmholtz free energy per volume of the fluid due to the vortex

loops, ρr
s(a0) = ρ`0s = ρ, and U(a0)/kBT = a0κ

2ρC/4kBT , since U(a0)/kBT = π2K`0C

and K`0 = a0(~/m)2ρ`0s /kBT . Note that the only parameters that these equations depend

on (other than the variables a and T ), are ρ, which is an experimentally known function

of temperature and pressure, and a0 and C.

The dimensionless scaling equations, in derivative form, along with the bare bound-

ary values are summarized in Table 2.4. To solve these equations the bare values are

needed: y`0eq ≈ exp(−π2K`0C) = exp(−a0κ
2ρC/4kBT ), K`0

eq = a0(~/m)2ρ`0s /kBT =

a0(~/m)2ρ/kBT , and e`0eq = 0. Note again these equations depend on the parameters

ρ, a0 and C.
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3D Equilibrium Equations in terms of y, K, e

Interdependent Relations Bare ` = 0 (“`0”) Values

∂y

∂`
= y

{
6− π2K (1− θ lnK)

}
y(0) = exp

(
−π2K`0C

)
= exp

(
−κ

2

4

a0ρC

kBT

)
∂K

∂`
= K − 4π3

3
K2y K(0) =

(
κ

2π

)2
a0ρ

kBT

∂e

∂`
= −π exp(−3`) y e(0) = 0

Table 2.4: This summarizes the 3D equilibrium scaling equations, with small-scale bare

boundary values. For aesthetic purposes, the “eq” subscripts are not written. See the

main text below for an important caveat.

We should note that for temperatures below Tλ there comes a point in the progression

from ` = 0 to larger ` when the approximation for ac (∼ aKθ) exceeds the value of a,

namely, when K & 1. When that point is reached, one can set ac = a from there onward,

and this gets rid of the logarithmic term in the scaling relations, so that one is left with

∂y

∂`
= y

{
6− π2K

}
. (2.123)

An alternative method to cope with this situation is to cut off the calculation at a certain

threshold value of K before the formula for ac becomes large enough to significantly affect

the results. These two methods are numerically equivalent, since the cut-off is made well

beyond the correlation length, under which the important under which the important

physics takes place. These issues are discussed and illustrated in Appendix B.

2.1.5 Theoretical Plots

We can now present plots produced using the scaling equations in Table 2.4, equations

that we noted above depend on the parameters a0, C, and ρ. We will discuss in Chapter 3
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how we can use experimental data to deduce the pressure- (and to some extent the

temperature-) dependence of a0 and C. For now, assume we’re dealing with a particular

pressure, say P = 0.05 bar, and for each temperature there is associated a particular a0

and C, as well as ρ, which we know as a function of temperature and pressure from Brooks

and Donnelly [71]. Thus at this pressure and for every temperature we can calculate all of

the bare values of y, K, and e and use the scaling equations to integrate up to any length

scale `max we choose. The process of integrating up in length scale can be accomplished by

computer program with numerical methods such as Runge-Kutta (we use a fourth-order

Runge-Kutta algorithm with step-size ∆` = 10−4). The larger `max is, the greater the size

of loops that are included in the calculation to drive down the superfluidity, as is shown

in Fig. 2.7. By `max = 10 the loops have made their full impact; increasing `max beyond

about 10 does not change the results much at all. Figures 2.8 and 2.9 show in detail

how the vortex loops increase in number and size with increasing temperature. In the

following Fig.s 2.10 through 2.16, the theoretical superfluid-fraction and heat-capacity at

various pressures over a range of temperatures are shown and compared with the data

that we displayed in Section 2.1.1.
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Figure 2.7: The superfluid fraction ρs/ρ is driven to zero as temperature increases and

vortex loop excitations become more plentiful and larger, on average. At a pressure of

P = 0.05 bar, and at each temperature, we integrate the scaling equations up in length

scale to some `max to calculate the superfluid fraction ρs/ρ = Ks/K
`0. Stringing the

points together for a given `max, we get the curves above. For `max = 0, where no vortex

loops are included in the calculation, the superfluid is pure-superfluid at any temperature.

For `max = 1, which corresponds to including loops of diameter a = a0 exp(1) ≈ 6.8 Å

and smaller (since a0 ≈ 2.5 Å), a smooth transition from pure-superfluid to normal fluid

is seen. At `max = 2 (amax ≈ 1.8 nm), the transition is much more defined. By `max = 10,

which corresponds to including loops of diameter a ≈ 5.5 µm and smaller, the transition

is sharp and familiar as the bulk superfluid helium phase transition. Note that this

explains why liquid helium near Tλ that is confined in a very small space (on the order

of angstroms) will have more pure-superfluid component than a larger sample under the

same conditions, and thus leaks through microscopic cracks and holes in a container are

to be expected.
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Figure 2.8: As temperature increases, the number of vortex loops at any given length-

scale (with corresponding diameter a = a0 exp(`)) increases, with the larger vortex loops

multiplying more quickly. As stated in the caption of the previous figure, as temperature

increases, the vortex loop excitations become more plentiful and larger, on average. These

plots use `max = 10.
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Figure 2.9: To obtain these plots of number density of vortex loops, one can either

integrate the loop distribution Γ or multiply the free energy parameter e by a negative

factor: −(4/π)2. This gives the average number of vortex loops, of any and all diameters,

centered in a volume a3
0. In a sharp transition, the number of vortex loops really explodes

at the critical temperature Tλ.
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Figure 2.10: This is the first in a series of four figures showing the theoretical superfluid

fraction at various pressures (with `max = 100). We already showed in Fig.s 2.5 and

2.6 that the superfluid fraction at saturated vapor pressure (P . 0.05 bar) matches the

data well over essentially all temperatures but especially near Tλ. Now we will zoom in,

over the next three figures, to see how well these six theoretical plots match the data of

Greywall and Ahlers [79] near Tλ. In this figure, the data appear as essentially one solid

black line in the lower right corner near T/Tλ = 1.
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Figure 2.11: This is the second in a series of four figures. Having zoomed in, we can see

the data better and can note how the higher pressure curves don’t match the data as

well as the lower pressure curves. As we zoom in more in the next two figures, we will

see that very near Tλ all of the curves match the data quite well.
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Figure 2.12: This is the third in a series of four figures. Zoomed in to this scale, it

becomes feasible to show the individual data points.
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Figure 2.13: This is the fourth in a series of four figures. The theoretical plots match the

data well in this range, within about (0.0001)(2 K) = 200 µK of Tλ.
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Figure 2.14: This is the first in a series of three figures showing the theoretical constan-

t-pressure molar specific heat capacity at various pressures (with `max = 100). Although

the overall behavior of the data is clearest in this figure (where we can see the character-

istic “lambda” shape shown first in Fig. 2.1), the next two figures will more clearly show

how the theoretical plots match the data below and very close to Tλ. (Note here that

the horizontal axis, in terms of τ = 1 − T/Tλ, is reversed from what one might expect

so that lower temperatures are to the left and higher temperatures are to the right. Also

note that the theory is “adjusted” and the adjustment is explained in Chapter 3.)
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Figure 2.15: This is the second in a series of three figures. It is easier to tell in this image,

with the horizontal axis on a logarithmic scale, that the theory accurately reproduces the

behavior of the heat capacity for temperatures close to Tλ. (This data was first shown in

Fig. 2.2.) Note that the theoretical curves bow slightly downward; in the next figure, we’ll

see that the curves do indeed reach maximum values at Tλ rather than simply diverging

to infinity.
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Figure 2.16: This is the third in a series of three figures. Extending the theoretical

curves to values extremely close to Tλ (with τ very small), while keeping the horizontal

axis on a logarithmic scale, makes it easy to see that the curves reach maximum values

(rather than diverging to infinity) at Tλ. The maximum values (which correspond to

the experimental critical values, denoted by cecr
P in Table 3.1) are, from lowest pressure

to highest pressure, 400, 394, 366, 347, 332, 310, and 316, with units of J/(K ·mol), as

indicated on the graph above.
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2.2 2D Theory: Superfluid Film

We will now take a very schematic approach in explaining the 2D theory, since we will

be using many of the same arguments as were made in the previous section on the 3D

theory.

2.2.1 Data to be Explained

Again, let’s take a look at some experimental data to know what we’d like the theory to

be able to reproduce. We shall focus on the superfluid density (mass per area) σs and the

superfluid fraction σs/σ of a thin film of superfluid (which is composed of a pure superfluid

component σs and normal fluid component σn). In Fig. 2.17 data for five different films

of liquid helium-4 are shown, where each film is of a different effective thickness. Further

detail is given in the caption, but the main idea is that the vertical axis is proportional

to superfluid fraction (where each of the five data sets could be normalized or scaled

to have a maximum of σs/σ = 1 at zero absolute temperature), and so we see that the

phase transition is similar to the 3D transition (as shown in Fig.s 2.3 and 2.7) except

that the transition temperature depends on film thickness (instead of bulk pressure) and

the superfluid fraction drops off more quickly at the transition temperature.
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Figure 2.17: These plots relate to the superfluid fraction of 2D systems of superfluid

helium, as explained here. The data, from Agnolet, McQueeney, and Reppy [80] Fig. 17,

were measured using thin helium films adsorbed on a Mylar substrate attached to a tor-

sional oscillator. The period P of the oscillator decreases with decreasing temperature

(below the phase transition) as more fluid becomes pure-superfluid and effectively re-

duces the mass included in the moment of inertia since it no longer frictionally couples

to the oscillator. The plots above show the “reduced period” 2∆P/P (or 2 |∆P | /P ),

which happens to be proportional to the superfluid density σs and fraction σs/σ such

that each of the five data sets can be separately normalized or scaled to have a maximum

of σs/σ = 1 at zero absolute temperature. The fluid coverages range from 29 µmol/m2

(with TKT = 65 mK) to 33 µmol/m2 (with TKT = 371 mK), which may correspond to

thicknesses of less than one atomic layer. (The straight lines, relating to geometric hin-

drance χ, intersect the data at the transition temperatures when χ is set to an appropriate

value.) Compare these 2D transitions with the 3D transitions in Fig.s 2.3 and 2.7.
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2.2.2 Vortex Pair Theory, Concepts

2.2.2.1 2D cross-section

The 2D theory – the vortex pair theory of the superfluid film phase transition – can be

considered essentially a cross-section of the 3D theory. In a very thin film, a would-be

vortex loop is realized as pair of point vortices, a vortex pair, where each vortex has a

core of diameter a0 and the rotating flow of one vortex is in the opposite sense of the

other vortex. (Vortices with rotation in one direction can be called “antivortices”, while

the others simply “vortices”, so they come in vortex-antivortex pairs.) The pair, each

with a quantum of circulation κ = h/m, induce the same velocity in each other so that

they travel together if undisturbed by other excitations, just as a vortex loop travels.

Again we’ll ignore for the most part the role played by other excitations, since it is the

vortex pairs that play the significant role in the phase transition.

Actually, the questions of whether and which point vortices should be identified as

paired-up is ambiguous, especially in a chaotic situation with many vortices interacting

and passing close to each other, since each vortex interacts with all others with a force

that dies off inversely with separation distance (giving a logarithmic interaction energy).

We will examine mostly very sparse distributions of vortices where this question is not as

ambiguous. But as one example of a practical pair-identifying procedure we quote here

a description of the procedure used by Jelić and Cugliandolo [81] in their Monte Carlo

simulation (where they use a 2D XY lattice-spin model):

“The assignment of pairing is, however, a hard problem not free from am-

biguity. We used the following simple algorithm. Given a configuration, we

first computed and ordered all distances between vortices and antivortices.

However, the lattice structure implies that, for sufficiently high density, some

vortex (or antivortex) could be at equal distance from two (or more) an-
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tivortices (or vortices). In these cases we chose the pairing at random and

we continued the procedure with the remaining defects. With this method

we are not sure of finding the optimal pairing but, statistically, we expect

all these pairings to be equivalent as far as the distribution of distances is

concerned, a feature that we verified numerically.”

Another distinction can be made between a point vortex that is bound (paired with

another vortex) and a point vortex that is free (not paired with any other vortex). This

is similar to the distinction between bound and free astronomical objects. This should

be a quantitative, calculable distinction, but we are uncertain how to incorporate the

information of all the excitations to make this calculation. We consider all vortices under

the critical temperature TKT to be bound and paired. Also, since we are making a

theoretical analysis, rather than experimental or simulational measurements, we do not

have to do any identifying; all of our vortices will come automatically “pre-paired”.

Vortex pairs may be thermally created at a small scale, starting with pair separa-

tion of about a0, and their separation may grow from there. We assume that any pair

annihilation takes place only when a pair separation has shrunk back to separation a0.

Annihilation of opposite-sign vortices from different pairs (of any separation) can also

occur, but probably not appreciably at the low vortex densities that we examine. Four-

vortex annihilation from pair annihilation and other unlikely events are not considered.

A difference that simplifies the 2D case from the 3D case is that, for very thin films,

the vortex lines are very short, straight, and perpendicular to the film surface. So, when

viewing the film, there only appear to be point vortices, and no wiggling of vortex lines.

That means there is no need to consider effective core sizes or any of the Flory-type

arguments made in 3D; there is just a simple core size a0 that doesn’t change with pair

separation distance. This can change a bit for thicker films and for most films as the

transition temperature is approached, where the wiggling becomes more significant and
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an effective core size could be calculated. However, we will neglect this in our analysis.

Some of the nomenclature of the 2D theory is different too. The critical phase transi-

tion temperature is called TKT or TBKT in honor of Kosterlitz, Thouless, and Berezinskii.

There is no “Tλ” in 2D because there are no “lambda”-looking plots in 2D. In 3D the

heat capacity has a discontinuous cusping (that looks like “lambda” and a divergence)

at the critical temperature. The 2D transition has no such cusping or divergence.

Some additional vocabulary will help to distinguish the 2D and 3D cases. There are

three broad and fairly useful categories of phase transitions – first-order, second-order,

and infinite-order – and this 2D transition is infinite-order. First-order transitions, also

known as discontinuous transitions, could be called “sequential” since they involve a

latent heat of transformation and so have a mixed-phase regime when one phase is se-

quentially transformed, bit by bit, into the other phase. Second- and infinite-order tran-

sitions, both known as continuous transitions, could be called “immediate” or “instanta-

neous” since there is no latent heat involved. There is spontaneous symmetry-breaking in

second-order transitions, but there is no symmetry-breaking in infinite-order transitions.

One might say that second-order phase transitions are characterized by divergences, for

instance, in the correlation length. The 3D lambda transition is second-order, it has

cusping behavior in the specific heat, and the correlation length (the diameter of largest

thermally excited vortex loops) diverges. However, an infinite-order phase transition such

as the 2D KT transition also has divergences, for instance, in the correlation length, but

no peak in the specific heat (as described in the 1974 paper in Ref. [29]).

2.2.2.2 fluid components and linear response (permeability)

Qualitatively speaking, the portion of the 2D superfluid film that is “caught up” in the

flow of the vortex-pair excitations is seen to be “normal fluid” since it has entropy and

viscosity, as the excitations interact with themselves and the container boundaries, and
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it behaves as a regular fluid would behave. So a real 2D superfluid can be seen effectively

as a kind of superposition of 1) a pure superfluid component with mass density σs and

velocity field vs; and 2) a normal fluid component with mass density σn and velocity field

vn. The real superfluid has mass density σ and momentum density (or mass current-

density) g, where

σ = σn + σs, (2.124)

g = σnvn + σsvs. (2.125)

Densities in 2D are measured “per area” rather than “per volume”. Using the same model

and arguments as before, we can relate the superflow-reduction factor (or permeability)

to the fluid densities:

g = µgT0 (2.126)

(σsvs) = µ(σvT0) (2.127)

(σsvs) = µ(σvs) (2.128)

µ =
σs

σ
. (2.129)

This µ is the permeability at the largest length scale of the system, the length scale of

the container. At smaller length scales, we can define a renormalized permeability based

on the renormalized superfluid density:

µr =
σr

s

σ
. (2.130)

This µr is the permeability at any length scale, starting at 1 at the smallest length scale

and ending at the superfluid fraction σs/σ at the largest scale, and it tells how well the

superfluid effects (e.g., superflow or superfluid density) “survive” from the smallest scale

to the scale in question and permeate the fluid. The analogue of magnetic susceptibility,

χ, is defined by how it relates the flow induced by the vortex pairs to the applied flow:

gi = χgT0, (2.131)
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so

g = gT0 + gi (2.132)(
µgT0

)
= gT0 +

(
χgT0

)
(2.133)

µ = 1 + χ. (2.134)

2.2.2.3 vortex-pair state variables

The vortex-pair state variables are mostly the same as those in 3D, but the classical

fluid dynamical equations change a bit due to the different geometry. For instance, the

impulse of a vortex pair is p = ka, where k ≡ κσr
s, whereas for a loop it was p ∝ a2. The

remaining relations are listed just prior to the beginning of the derivations section.

v =
κ

2πa
(2.135)

U = P.E.+K.E. (2.136)

= 2Ucore +
κ2σr

s

2π
ln(a/a0) (2.137)

=
κ2σr

s

2π

{
ln(a/a0) + C

}
(2.138)

C ≡ 2Ucore/
(
κ2σr

s/2π
)

(2.139)

U0 =
κ2σ`0s

2π

{
ln(a/a0) + C

}
(2.140)

U = µrU0 (2.141)

d = κa (2.142)

p = σr
sd (2.143)

= κσr
sa (2.144)

E = U + p ·vs. (2.145)

Again, note that we used a superscript “r” on σ and µ (and will use it on χ) to indicate

renormalization, but the “r” is implicit on the other quantities that depend on length
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scale. Here, the core parameter C is related to the vortex core energy as shown in

Eq. (2.139).

Supposing that one neglects the a dependence of σr
s, the Hamilton equation v =

∂U/∂p holds so that a vortex pair may be regarded as a quasi-particle excitation [76].

2.2.2.4 vortex-pair number densities

We have the number density distributions w and Γ, which integrate to give the number

density N/A:

N(t)

A
=

∫
w(p, t) d2p =

∫
Γ(a, t) d2a. (2.146)

The relationship p = ka dictates that the differentials are related like so, d2p = p dp dϑ =

k2a da dϑ = k2d2a (where ϑ is an azimuthal angle), so these number densities are related

like so,

Γ(a, t) = k2w(a, t) (2.147)

Γ ∝ w. (2.148)

We now make a crude argument as to what w and Γ should be in equilibrium. Take

the vortex pairs to be like particles behaving with Maxwell-Boltzmann statistics, given

that they are not superimposable in state-space. First let’s examine the number of vortex

pairs in terms of number (energy-)density n(ε), which can be broken into a product of

the (energy-)density of states ρ(ε) (number of states per energy) and the occupancy f(ε)

(average number of vortex objects per state with energy ε):

N =

∫
dN =

∫
n(ε) dε =

∫
f(ε) ρ(ε) dε. (2.149)

In equilibrium, f is simply the Maxwell-Boltzmann factor f(ε) = exp(−βε) with β ≡

1/(kBT ), and we can find the density of states ρ using Ωs, the number of states, p = ka,
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the vortex-pair impulse/momentum, h0 = a0p0 = ka2
0, the quantum of action, and Vphase,

the volume in phase space:

ρ =
dΩs

dε
=

1
h20

dVphase

dε
=

1
h20

(
∫

d2x)(d2p)

dε
=

A

h2
0

d2p

dε
. (2.150)

Thus, in equilibrium we have

Neq =

∫
exp(−βε) A

h2
0

d2p

dε
dε =

A

h2
0

∫
exp(−βε) d2p, (2.151)

but we also have

Neq = A

∫
weq(p) d2p = A

∫
Γeq(a) d2a, (2.152)

so

weq(p) =
exp
(
−β ε(p)

)
h2

0

=
exp
(
−β ε(p)

)
k2a4

0

, (2.153)

and

Γeq(a) = k2weq(a) =
1

a4
0

exp
(
−β ε(a)

)
. (2.154)

In our usual notation, this is

Γeq =
1

a4
0

exp
(
−U/kBT

)
. (2.155)

2.2.2.5 convenient parameters and Villain model

Let’s define some convenient dimensionless parameters. Let K ≡ (~/m)2σr
s/kBT , where

K is called the coupling. Let y ≡ a4Γ, where y is called the fugacity. Let e ≡

(F/kBT )(a2
0/A), where e will be called the “Helmholtz parameter”, since F is the Helm-

holtz energy of the liquid due to the vortex pairs. Let r ≡ a/a0, where r could be called

the “diameter parameter”. Let ` ≡ ln(a/a0), where ` will be called the “length-scale

parameter”.
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To solve for the physically meaningful quantities, once we have done calculations

using the dimensionless parameters, we can use the following relations:

σr
s

σ`0s

=
K

K`0
(2.156)

Γ =
1

a4
y (2.157)

Ueq

kBT
≈ − ln

[(
a

a0

)−4

yeq

]
. (2.158)

We will use the Villain model [82] for the small-scale core energy, which is conveniently

expressed in terms of K`0 = (~/m)2σ`0s /kBT :

2U `0
core/kBT = π2K`0. (2.159)

This means, since Eq.s (2.137) and (2.138) imply

U `0/kBT = 2U `0
core/kBT (2.160)

= 2πK`0C, (2.161)

that the Villain model is equivalent in this context to setting C = π/2. This also means

that the bare value of yeq is simplified to be y`0eq = exp(−E`0/kBT ) ≈ exp(−U `0/kBT ) =

exp(−π2K`0).
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Vortex pair

properties

κ = h/m

p = κσr
sa

U =
κ2σr

s

2π

{
ln(a/a0) + C

}
U0 =

κ2σ`0s

2π

{
ln(a/a0) + C

}
E = U + p ·vs

Convenient

parameters

K ≡ (~/m)2σr
s/kBT

y ≡ a4Γ

e ≡ (F/kBT )(a2
0/A)

r ≡ a/a0

` ≡ ln(a/a0)

Equilibrium Γeq = (1/a4
0) exp(−E/kBT )

yeq ≈ (a/a0)4 exp(−U/kBT )

Smallest

scale

U `0

kBT
=

κ2σ`0s

2πkBT
C = 2πK`0C

= π2K`0 (Villain model)

y`0eq ≈ exp(−2πK`0C)

≈ exp(−π2K`0) (⇐ Villain)

Table 2.5: This summarizes the important vortex pair theory quantities.
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2.2.3 Scaling Relations, Derivations

In this section we’ll derive the both the equilibrium and non-equilibrium scaling relations

of the vortex pair theory. Again, we’ll take a less rigorous, more physically qualitative

approach than the type of approach taken by Shenoy [78].

2.2.3.1 renormalized energy equation (leading to y equation)

We use the same two methods as before.

Method 1 – Differentiate but ignore the a-dependence of σr
s when differentiating:

∂

∂`

(
U

kBT

)
= a

∂

∂a

(
U

kBT

)
(2.162)

= a
∂

∂a

(
1

kBT

κ2σr
s(a)

2π

{
ln(a/a0) + C

})
(2.163)

≈ 1

kBT

κ2σr
s(a)

2π
a
∂

∂a

(
ln(a/a0) + C

)
(2.164)

= 2π
κ2σr

s(a)

(2π)2kBT
a

(
1

a

)
(2.165)

= 2πK. (2.166)

In integral form, this scaling relation becomes

U(`)

kBT
=

U(0)

kBT
+ 2π

∫ `

0

K(`′) d`′. (2.167)

Now we transform to the dimensionless parameter y. Given the relation

yeq ≈ (a/a0)4 exp(−U/kBT ) = exp(4`− U/kBT ), we have

∂yeq

∂`
=

∂

∂`
exp(4`− U/kBT ) (2.168)

= yeq
∂

∂`

(
4`− U/kBT

)
(2.169)

= yeq

{
4− ∂

∂`

(
U

kBT

)}
(2.170)

= yeq {4− 2πK} . (2.171)
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Method 2 – Use the permeability to integrate up from the energy of the pair of

smallest separation, using the bare energy U0:

U(a)

kBT
=

U0(a0)

kBT
+

∫ a

a0

µr(a′)
d

da′

(
U0(a′)

kBT

)
da′ (2.172)

=
U0(a0)

kBT
+

∫ a

a0

µr(a′)
d

da′

(
κ2σ`0s

2πkBT

{
ln(a′/a0) + C

})
da′ (2.173)

=
U(a0)

kBT
+

∫ a

a0

(
σr

s(a
′)

σ`0s

)
κ2σ`0s

2πkBT

(
1

a′

)
da′ (2.174)

=
U(a0)

kBT
+

∫ a

a0

2π
κ2σr

s(a
′)

(2π)2kBT

da′

a′
(2.175)

=
U(a0)

kBT
+ 2π

∫ a

a0

K(a′)
da′

a′
. (2.176)

In terms of `, this is the same result as Eq. (2.167), and so we obtain the same scaling

relation:

∂yeq

∂`
= yeq {4− 2πK} . (2.177)

2.2.3.2 renormalized induced-flow equation (leading to K equation)

Again, we’ll repeat the two methods from the 3D case. This time the assumption used

in method 2 that the superfluid fraction is approximately 1 over all length scales is

better than in the 3D case since in 2D σr
s/σ

`0
s ≥ 0.851263 (see Fig. 2.18), at least for

temperatures T ≤ TKT.

Method 1 – Keeping k = κσr
s:

gi = (induced momentum per area due to vortex pairs) (2.178)

=

∫ ∞
a0

(momentum due to a pair, component in applied-flow direction)

× (# of pair centers per area per separation-area) d2a (2.179)

=

∫ ∞
a0

(
p‖(a) ĝT0

)
Γeq(a) d2a (2.180)

=

∫ ∞
a0

(
p‖(a) ĝT0

) 1

a4
0

exp
[
−E(a)/kBT

]
d2a (2.181)
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=
ĝT0

a4
0

∫ ∞
a0

p‖(a) exp
[
−
{
U(a) + p(a) ·vs

}
/kBT

]
d2a (2.182)

=
ĝT0

a4
0

∫ ∞
a0

∫ π

−π

(
−p(a) cosφ

)
exp
[
−U(a)/kBT

]
× exp

[
p(a) vs cosφ/kBT

]
a dφ da (2.183)

≈ ĝT0

a4
0

∫ ∞
a0

∫ π

−π

(
−p(a) cosφ

)
exp
[
−U(a)/kBT

]
×
[
1 + p(a) vs cosφ/kBT

]
a dφ da (2.184)

= − ĝT0vs

a4
0kBT

∫ π

−π
cos2 φ dφ

∫ ∞
a0

[
p(a)

]2
exp
[
−U(a)/kBT

]
a da (2.185)

= − ĝT0(gT0/σ)

a4
0kBT

(π)

∫ ∞
a0

[κσr
sa]2 exp

[
−U(a)/kBT

]
ada (2.186)

= −gT0 (π)
1

a4
0

(1/σ`0s )

kBT

∫ ∞
a0

(
(2π)4(kBT )2

κ2

)(
κ2σr

s

(2π)2kBT

)2

×a4 exp
[
−U(a)/kBT

] da

a
(2.187)

= −gT0 (π) (2π)2

(
(2π)2kBT

κ2σ`0s

)∫ ∞
a0

K2

(
a

a0

)4

exp

[
−U(a)

kBT

]
da

a
(2.188)

≈ −gT04π3 1

K`0

∫ ∞
a0

K2yeq
da

a
(2.189)

= −gT0 4π3

K`0

∫ ∞
0

K2yeq d` (2.190)

= χeq g
T0. (2.191)

Note that since Γeq ≈ a−4
0 exp[−U(a)/kBT ], Expressions (2.185) and (2.186) can be

considered as integrals of the vortex-pair polarizability (proportional to p2 ∝ a2) times

the number density, to obtain the susceptibility. Now we use the renormalized version of

µ = 1 + χ:

µr(`) = 1 + χr(`) (2.192)

σr
s(`)

σ
= 1− 4π3

K`0

∫ `

0

K2yeq d`′ (2.193)

K

K`0
= 1− 4π3

K`0

∫ `

0

K2yeq d`′ (2.194)

K = K`0 − 4π3

∫ `

0

K2yeq d`′. (2.195)
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This yields the familiar scaling equation,

∂K

∂`
= −4π3K2yeq. (2.196)

Method 2 – Redefining k = κσ`0s , and making the not-so-bad assumption that

σr
s/σ

`0
s ≈ 1 (and jumping ahead in the derivation to where this method diverges from the

previous method):

gi ≈ − ĝT0vs

a4
0kBT

∫ π

−π
cos2 φ dφ

∫ ∞
a0

[
p(a)

]2
exp
[
−U(a)/kBT

]
ada (2.197)

= − ĝT0(gT0/σ)

a4
0kBT

(π)

∫ ∞
a0

[
κσ`0s a

]2
exp
[
−U(a)/kBT

]
a da (2.198)

= −gT0 (π) (2π)2

(
κ2σ`0s

(2π)2kBT

)∫ ∞
a0

(
a

a0

)4

exp
[
−U(a)/kBT

] da

a
(2.199)

≈ −gT04π3K`0

∫ ∞
a0

yeq
da

a
(2.200)

= −gT04π3K`0

∫ ∞
0

yeq d` (2.201)

= χeq g
T0. (2.202)

With the approximately correct assumption that σr
s/σ

`0
s ≈ 1, meaning that χ is very

small, we get

µr(`) = 1 + χr(`) (2.203)

σr
s(`)

σ
= 1− 4π3K`0

∫ `

0

yeq d`′ (2.204)

σ`0s

σr
s(`)

≈ 1 + 4π3K`0

∫ `

0

yeq d`′ (2.205)

K`0

K(`)
≈ 1 + 4π3K`0

∫ `

0

yeq d`′ (2.206)

1

K(`)
≈ 1

K`0
+ 4π3

∫ `

0

yeq d`′ (2.207)

∂(K−1)

∂`
≈ 4π3yeq. (2.208)

Rearranging, again we get

∂K

∂`
= −K2

(
− 1

K2

∂K

∂`

)
(2.209)
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= −K2

(
∂(K−1)

∂`

)
(2.210)

= −4π3K2yeq. (2.211)

Note that using method 1, one can derive both of the following equations,

K = K`0 − 4π3

∫ `

0

K2yeq d`′ (2.212)

(K)−1 = (K`0)−1 + 4π3

∫ `

0

yeq d`′, (2.213)

but this does not imply that σr
s/σ

`0
s ≈ 1 since the integrals are different. In contrast,

method 2 implies the following equation (that we’ll write as an approximation):

K ≈ K`0 − 4π3(K`0)2

∫ `

0

yeq d`′. (2.214)

2.2.3.3 renormalized free-energy equation (leading to e equation)

We use the same crude argument as in the 3D case to write these equations. Taking P

to be the force per length in the film, the differential Helmholtz energy of the film is

dF = −S���*
0

dT − P���*
0

dA+ µchdN, (2.215)

and we take F `0 = 0. With this we find

F = F `0 +

∫
µchdN (2.216)

= µch

∫
dN (2.217)

= µchA

∫
Γ d2a, (2.218)
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where we’ve assumed constant chemical potential. Now let’s switch to the convenient

parameter e ≡ (F/kBT )(a2
0/A) and examine the equilibrium conditions:

eeq = a2
0

µch

kBT

∫
Γeq d2a (2.219)

≈ a2
0

µch

kBT

∫
1

a4
0

exp
[
−U(a)/kBT

]
d2a (2.220)

=
1

a2
0

(
µch

kBT

)∫ ∞
a0

∫ π

−π
exp
[
−U(a)/kBT

]
a dφ da (2.221)

= 2π

(
µch

kBT

)∫ ∞
a0

(
a

a0

)2

exp
[
−U(a)/kBT

] da

a
(2.222)

= 2π

(
µch

kBT

)∫ ∞
a0

(
a

a0

)−2

yeq
da

a
(2.223)

= 2π

(
µch

kBT

)∫ ∞
0

exp(−2`) yeq d`. (2.224)

We require µch/kBT = −1 to get the usual result:

eeq = −2π

∫ ∞
0

exp(−2`) yeq d` (2.225)

∂eeq

∂`
= −2π exp(−2`) yeq. (2.226)

2.2.3.4 non-equilibrium superfluid ratio & energy (K, e equations)

We postulate that the K and e equations remain the same out of equilibrium as they

were in equilibrium:

∂K

∂`
= −4π3K2y (2.227)

∂e

∂`
= −2π exp(−2`). (2.228)

In the derivation above, in Line (2.188), since the applied flow is infinitesimal one can

replace the U in the exponent with E and the general y replaces yeq in the equation. If

that explanation is not satisfactory, then one can follow the idea in the comment below

Line (2.191) and conclude that the polarizability and screening due to the smaller vortices
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needs to include the full distribution Γ, and hence, the non-equilibrium y. It’s possible

that the derivations above need to be reformulated, since they start with Γeq, to generate

the non-equilibrium equations from first principles.

2.2.3.5 non-equilibrium pair distribution (Fokker-Planck Γ equation)

The vortex pairs interact stochastically with other excitations, such as phonons and per-

haps second-sound excitations as well as other vortex pairs, so a Fokker-Planck equation

should apply with some accuracy to describe the vortex pair distribution Γ out of equilib-

rium. As shown in the derivation of the general Fokker-Planck equation in Appendix C,

the form of the Fokker-Planck equation is

∂tP [R, t] = −∂i
{
M i

1(R, t) P [R, t]
}

+ ∂j∂k

{
M jk

2 (R, t) P [R, t]
}
. (2.229)

So, given a probability density P over state-space coordinates R and time t, to construct

the Fokker-Planck equation we have to find the migration holors – the drift terms,

M i
1(R, t) = lim

∆t→0

〈∆Ri〉∆t(R, t)
∆t

, (2.230)

and the diffusion terms,

M jk
2 (R, t) = lim

∆t→0

〈
∆Rj ∆Rk

〉
∆t

(R, t)

2∆t
. (2.231)

Instead of using a probability density, we shall use number densities (w and Γ), but this

should cause no problems; it is really only a question of magnitudes and normalization.

Since the state space includes p and x (or a and x) coordinates, we’ll start by looking

at 〈∆p〉 /∆t, the average force on a vortex pair, and
〈
∆pj ∆pk

〉
/2∆t. First, let’s look

at the energy and velocity of a pair. The energy of a vortex pair without an applied

flow in the fluid is U ∝ (ln(a/a0) + C), and with an applied (super) flow vs the energy

is E = U + p ·vs. The group velocity of a pair relative to the (normal) fluid is v′, with
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components

v′i =
∂E

∂pi
=

∂U

∂pi
+ vsi = vi + vsi, (2.232)

where v is the self-induced velocity of the vortex pair. The average force on a pair should

be proportional to the velocity of the pair:

F avg
i =

〈∆pi〉
∆t

= −Λ
∂E

∂pi
, (2.233)

with proportionality parameter Λ. Since we are considering the applied velocity vs to be

infinitesimal, this will simplify the remaining analysis. The diffusion, for instance, should

be isotropic, so M jk
2 should be scalar rather than tensorial. To aid in the analysis, let’s

define the scalar diffusion term q:

M jk
2 (R, t) → q δjk ≡

〈
∆pj ∆pk

〉
2∆t

. (2.234)

With an infinitesimal applied flow, the average force also simplifies,

M i
1(R, t) → 〈∆pi〉

∆t
= −Λ

∂U

∂pi
, (2.235)

and the probability densities should be isotropic in their respective state spaces: w(p, t) =

w(p, t) and Γ(a, t) = Γ(a, t).

Now, considering the vortex-pair interaction with all excitations, the Fokker-Planck

equation for w is (with repeating indices summed over and homogeneity of the fluid
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getting rid of the spatial derivative terms)

∂w

∂t
= −∂pi

{
〈∆pi〉

∆t
w

}
− w

��
�
��

�
��*0

∂xi

{
〈∆xi〉

∆t

}

+∂pj∂pk

{〈
∆pj ∆pk

〉
2∆t

w

}
+ w

���
���

���
���:

0

∂xj∂xk

{〈
∆xj ∆xk

〉
2∆t

}
(2.236)

= −∂pi
{
〈∆pi〉

∆t
w

}
+ ∂pj∂pk

{〈
∆pj ∆pk

〉
2∆t

w

}
(2.237)

= −∂pi

{
−ΛkBT ∂pi

(
U

kBT

)
w

}
+ ∂pj∂pj {qw} (2.238)

= ΛkBT ∂pi

{
∂pi

(
U

kBT

)
w

}
+ q ∂pj∂pj {w} (2.239)

= ∇p·

[
ΛkBT w∇p

(
U

kBT

)
+ q∇p (w)

]
(2.240)

∂w

∂t
=

1

p

∂

∂p

p{ΛkBT w
∂

∂p

(
U

kBT

)
+ q

∂w

∂p

} . (2.241)

Note that we were able to use the spherical symmetry, or isotropy, of w, U , and q to

simplify the derivatives.

We can find the relation between Λ and q by examining the equilibrium situation. In

equilibrium, when the distribution w is constant, ∂w/∂t = 0, and w ∝ exp(U/kBT ), we

see that Eq. (2.241) requires q = ΛkBT . This relation should hold generally as well, and

that means generally we have

∂w

∂t
= ΛkBT ∇p·

[
w∇p

(
U

kBT

)
+ ∇p (w)

]
(2.242)

=
ΛkBT

p

∂

∂p

p{w ∂

∂p

(
U

kBT

)
+
∂w

∂p

} . (2.243)

If we want to rewrite this equation in terms of a and Γ, we can simply make a

coordinate transformation using p = ka (where k ≡ κσr
s) and ∂

∂p
= ∂a

∂p
∂
∂a

= k−1 ∂
∂a

and a
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substitution using Γ ∝ w:

∂w

∂t
=

ΛkBT

k2

1

a

∂

∂a

a{w ∂

∂a

(
U

kBT

)
+
∂w

∂a

} (2.244)

∂Γ

∂t
=

ΛkBT

k2

1

a

∂

∂a

a{Γ
∂

∂a

(
U

kBT

)
+
∂Γ

∂a

} (2.245)

=
ΛkBT

k2
∇a·

[
Γ∇a

(
U

kBT

)
+ ∇a Γ

]
. (2.246)

We can simplify further using the diffusion time t0,

t0 =
a2

0k
2

ΛkBT
=

a2
0κ

2(σr
s)

2

ΛkBT
(2.247)

ΛkBT

k2
=

a2
0

t0
, (2.248)

so

∂Γ

∂t
=

a2
0

t0

1

a

∂

∂a

a{Γ
∂

∂a

(
U

kBT

)
+
∂Γ

∂a

} (2.249)

∂Γ

∂τ
=

1

r

∂

∂r

r{Γ
∂

∂r

(
U

kBT

)
+
∂Γ

∂r

} , (2.250)

where τ ≡ t/t0 and r ≡ a/a0. And here we insert the scaling relation

∂

∂`

(
U

kBT

)
= r

∂

∂r

(
U

kBT

)
= 2πK, (2.251)

to get

∂Γ

∂τ
=

1

r

∂

∂r

[
r
∂Γ

∂r
+ 2πKΓ

]
(2.252)

= ∇r·
[
∇r Γ +

2π

r
KΓ

]
. (2.253)

Noting, as we do in Appendix C, that this Fokker-Planck equation is of the form of

a continuity equation,

∂ρ

∂t
= −∇ ·J, (2.254)
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where ρ is a density and J is a current density, we can solve for the number-density

current-density,

Ja(a) = −a
2
0

t0

{
∂Γ

∂a
+

2π

a
KΓ

}
(2.255)

Jr(r) = −a0

t0

{
∂Γ

∂r
+

2π

r
KΓ

}
, (2.256)

so that

∂Γ

∂t
= −∇a·J. (2.257)

Due to isotropy, there is only current in the length-scale direction (as opposed to the

pair-orientation direction φ) in a-space.

Finally, let’s rewrite these equations in dimensionless terms by defining Γ̃ and J̃ with

the following relations,

N

A/a2
0

=

∫
Γ̃ d2r (2.258)

J̃ = −
{
∇r Γ̃ +

2π

r
KΓ̃

}
(2.259)

J̃r = −

{
∂ Γ̃

∂r
+

2π

r
KΓ̃

}
, (2.260)

so that

∂ Γ̃

∂τ
= −∇r· J̃ (2.261)

=
1

r

∂

∂r

[
r
∂ Γ̃

∂r
+ 2πKΓ̃

]
. (2.262)

At this point it is worthwhile to read Appendix A, especially if one wishes to follow along

and write the derivations for oneself.

2.2.3.6 boundary condition for the Fokker-Planck Γ equation

We should note that in a quench, where energy is being taken out of the system thermally,

the smallest vortex-pairs will tend to annihilate as they transfer energy to the heat bath.
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Assuming this is the dominant form of energy exchange from the vortex-pairs to the heat

bath, we should find that the flow of the number-density of vortex-pairs out of the system

(at the smallest length-scale) is equal to the rate of decrease in the total number-density

of the vortex-pairs. We can show this using Eq. (2.257), in discrete form:

−
∫

(∇a·J) d2a =

∫ (
∆Γ

∆t

)
d2a (2.263)

−
∮

∇a·J · da =
∆
(∫

Γ d2a
)

∆t
(2.264)

−Ja(amax) 2πamax + Ja(a0) 2πa0 =
∆
(∫

Γ d2a
)

∆t
, (2.265)

and since there is no flow out of the system at the largest length-scale, Ja(amax) = 0, and

we have

Ja(a0) 2πa0 =
∆
(∫

Γ d2a
)

∆t
(2.266)

J̃r(1) 2π =
∆
(∫

Γ̃ d2r
)

∆τ
. (2.267)

2.2.4 2D Equations Summary

The dimensionless scaling equations derived in the preceding section are summarized

below. Here too are the integral form of the equilibrium equations, using the dimensionful

quantities, including a couple equivalent arrangements for one of the equations:

U(a)

kBT
=

U(a0)

kBT
+ 2π

∫ a

a0

κ2σr
s(a
′)

(2π)2kBT

(
a′

a0

)−1
da′

a0

(2.268a)

σr
s(a) = σr

s(a0)− 4π3

∫ a

a0

(~/m)2

kBT

(
σr

s(a
′) a′

a0

)2

exp

[
−U(a′)

kBT

](
a′

a0

)
da′

a0

(2.269a)

1

σr
s(a)

=
1

σr
s(a0)

+ 4π3

∫ a

a0

(~/m)2

kBT

(
a′

a0

)2

exp

[
−U(a′)

kBT

](
a′

a0

)
da′

a0

(2.269b)

f(a)

kBT
= −2π

a2
0

∫ a

a0

exp

[
−U(a′)

kBT

](
a′

a0

)
da′

a0

, (2.270)
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where f = F/A is the Helmholtz free energy per area of the film due to the vortex pairs,

σr
s(a0) = σ`0s = σ, and U(a0)/kBT = κ2σ C/2πkBT , since U(a0)/kBT = 2πK`0C and

K`0 = (~/m)2σ`0s /kBT . Note that the only parameters that these equations depend on

(other than the variables a and T ), are σ, which is an experimentally known function of

temperature and pressure, and a0 and C.

The dimensionless equilibrium scaling equations, in derivative form, along with the

bare boundary values are summarized in Table 2.6 (using y, K, e) and Table 2.7 (using

Γ̃, K, e). To solve these equations the bare values are needed: y`0eq ≈ exp(−2πK`0C) =

exp(−κ2σ C/2πkBT ), K`0
eq = (~/m)2σ`0s /kBT = (~/m)2σ/kBT , and e`0eq = 0. Using the

Villain model approximation, which effectively sets C = π/2, the y bare value becomes

y`0eq ≈ exp(−π2K`0) = exp(−κ2σ/4kBT ). Note this time that these equations depend

only on the parameter σ and C, but not a0.

The dimensionless non-equilibrium scaling equations, in derivative form, along with

the bare boundary values are summarized in Table 2.8. To solve these equations the bare

values are needed as well as an additional condition described in the section above and

in the caption of Table 2.8.
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2D Equilibrium Equations in terms of y, K, e

Interdependent Relations Bare ` = 0 (“`0”) Values

∂y

∂`
= y {4− 2πK} y(0) = exp

(
−2πK`0C

)
= exp

(
−κ

2

4

σ

kBT

)
∂K

∂`
= −4π3K2y K(0) =

(
κ

2π

)2
σ

kBT

∂e

∂`
= −2π exp(−2`) y e(0) = 0

Table 2.6: This summarizes the 2D equilibrium scaling equations, in terms of y, K, and

e, with small-scale bare boundary values. For aesthetic purposes, the “eq” subscripts are

not written. (The Villain approximation used here effectively sets C = π/2.)

2D Equilibrium Equations in terms of Γ̃, K, e

Interdependent Relations Bare ` = 0 (“`0”) Values

∂ Γ̃

∂`
= −2πKΓ̃ Γ̃(0) = exp

(
−κ

2

4

σ

kBT

)
∂K

∂`
= −4π3 exp(4`)K2Γ̃ K(0) =

(
κ

2π

)2
σ

kBT

∂e

∂`
= −2π exp(2`) Γ̃ e(0) = 0

Table 2.7: This summarizes the 2D equilibrium scaling equations, in terms of Γ̃, K, and

e (since the non-equilibrium equations are written in terms of Γ̃), with small-scale bare

boundary values. Note that Γ̃ = (a/a0)−4y = exp(−4`)y. For aesthetic purposes, the

“eq” subscripts are not written.
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2D Non-Equilibrium Equations in terms of Γ̃, K, e

Interdependent Relations Bare ` = 0 (“`0”) Values

∂ Γ̃

∂τ
=

1

r

∂

∂r

[
r
∂ Γ̃

∂r
+ 2πKΓ̃

]
Γ̃(0, τ) = exp

(
−κ

2

4

σ

kBT

)
∂K

∂`
= −4π3 exp(4`)K2Γ̃ K(0, τ) =

(
κ

2π

)2
σ

kBT

∂e

∂`
= −2π exp(2`) Γ̃ e(0, τ) = 0

Table 2.8: This summarizes the 2D non-equilibrium scaling equations, with small -scale

bare boundary values. In a numerical simulation of an instantaneous quench, the tem-

perature T starts at some value in the first instant of time τ = 0, and in the next instant

τ = ∆τ the temperature is at some lower value. That immediately changes the bare val-

ues – or one can take K(0, τ) to change immediately and enforce continuity on Γ̃(`, τ) at

` = 0, so that Γ̃ falls smoothly to it’s new lower bare value. We take this latter approach.

With the former approach, Eq. (2.267) can be used as the boundary condition. Either

way, the results are similar.

2.2.5 Theoretical Plots

We can now present plots produced using the scaling equations in Table 2.6, equations

that we noted above depend on the parameter σ. The density σ depends on the thickness

of the film, which depends on temperature and vapor pressure. One should be able to use

experimental data of σ to calculate K`0 and y`0 at any film thickness and temperature

and integrate the scaling equations up to any desired length scale to know the properties

of the superfluid helium film. Alternatively, we use a process described in Appendix B, to

calculate each K`0 in terms of a critical value K`0
c (= 0.747852) that corresponds to the

transition temperature: K`0 = (TKT/T )K`0
c . Thus, knowing T/TKT, K`0 is calculated
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(and y`0 too, since it is a function of K`0 anyway). Note that this relationship, in addition

to the definition of K`0, implies that σ is proportional to TKT, and that since σ increases

linearly with increasing film thickness, TKT also increases linearly with film thickness.

The proportionality constant is

σ

TKT

=
kBK

`0
c

(~/m)2
= 4.10 g/cm2K, (2.271)

where we’ve used the critical value K`0
c = 0.747852. Furthermore, this argument extends

to the superfluid density. In particular, examining the density as the critical temperature

is approached, we find that since

lim
T→T−KT

σs

σ
= lim

T→T−KT

σ`∞s
σ`0

= lim
T→T−KT

K`∞

K`0
=

K∗

K`0
c

, (2.272)

the proportionality constant for the near-critical superfluid density per temperature is

lim
T→T−KT

σs

T
=

K∗

K`0
c

σ

TKT

=
kBK

∗

(~/m)2
= 3.49 g/cm2K, (2.273)

where we’ve used the critical fixed-point value K∗ = 2/π. This is the famous result

of Nelson and Kosterlitz of the universal “jump” line [83], although they cite the value

3.52 g/cm2K. Both of these proportionalities are illustrated in Fig. 2.19.

Again, the process of integrating the scaling equations up in length scale to some `max

can be accomplished by computer program with numerical methods such as Runge-Kutta

(we use a fourth-order Runge-Kutta algorithm with step-size ∆` = 10−3). The larger

`max is, the greater the separation of vortex pairs that are included in the calculation

to drive down the superfluidity, as is shown in Fig. 2.18. By about `max = 80 the pairs

have essentially made their full impact; increasing `max beyond 80 does not change the

results much at all. Figures 2.20 and 2.21 show in detail how the vortex pairs increase

in number and size with increasing temperature. In Fig.s 2.22 and 2.23, two theoretical

superfluid-fraction plots are shown (one using the Villain model and one using a modified

Villain model), compared with the data that we displayed in Section 2.2.1.
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Figure 2.18: The superfluid fraction σs/σ is driven to zero as temperature increases and

vortex pair excitations become more plentiful and larger, on average. At each tempera-

ture, we integrate the scaling equations up in length scale to some `max to calculate the

superfluid fraction σs/σ = K/K`0. Stringing the points together for a given `max, we get

the curves above. For `max = 0, where no vortex pairs are included in the calculation,

the superfluid is pure-superfluid at any temperature. For `max = 1, which corresponds

to including pairs of separation a = a0 exp(1) ≈ 6.8 Å and smaller (since a0 ≈ 2.5 Å), a

smooth transition from pure-superfluid to normal fluid is seen. By `max = 20, with pairs

of separation a ≈ 10 cm and smaller, the transition is quite sharp, falling from a value

of 0.869702 (marked but unlabeled on vertical axes) to zero over a small temperature

interval. The `max = 83 scale corresponds to a ≈ 1026 m, the size of observed universe

(which is, by the way, not size of universe at present), and at TKT K/K
`0 = 0.857343 (also

marked). As `max →∞, at TKT we have K/K`0 → K∗/K`0
c = (2/π)/0.747852 = 0.851263

(again, marked and unlabeled), where K∗ is the critical fixed-point value of K.
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4He Film Superfluid Density σs vs Temperature T

Figure 2.19: The two ratios in Eq. (2.271), σ/TKT = 4.10 g/cm2K, and Eq. (2.273),

limT→T−KT
(σs/T ) = 3.49 g/cm2K, are illustrated with the two straight lines in this graph.

The line with greater slope shows that the critical temperature TKT scales linearly with

the film thickness or density σ. The line with smaller slope is the famous result of Nelson

and Kosterlitz of the universal “jump” line, where the macroscopic superfluid density

jumps to zero at TKT. The critical jump value of σs increases linearly with critical

temperature TKT and the film thickness or density σ.
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Figure 2.20: As temperature increases, the number of vortex pairs at any given length-

scale (with corresponding separation a = a0 exp(`)) increases, with the larger vortex pairs

multiplying more quickly. As stated in the caption of the previous figure, as temperature

increases, the vortex pair excitations become more plentiful and larger, on average. These

plots use `max = 100.
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Figure 2.21: To obtain these plots of number density of vortex pairs, one can either

integrate the pair distribution Γ or multiply the free energy parameter e by a negative

factor: −1. This gives the average number of vortex pairs, of any and all pair-separations,

centered in an area a2
0. In a sharp transition, the number of vortex loops really explodes

at the critical temperature TKT.
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Figure 2.22: This is the first of two figures showing how the vortex pair theory com-

pares to and generally agrees with one of the data sets of Agnolet et alia [80] shown

in Fig. 2.17. The deviation between the two plots is adjusted in the next figure. An

`max of about 5 is required to match the tail of the transition. Just considering the size

and shape of the apparatus (enabling a maximum separation probably on the order of

centimeters), one would expect `max ≈ 19. But since these data were gathered from

a dynamic system (using a torsion oscillator with frequency on the order of kilohertz)

rather than a static system, there are finite-frequency effects: the larger vortex pairs

cannot move and respond as quickly as the smaller pairs in canceling out the superflow,

so the larger vortex pairs are left out of the superfluid fraction calculation, emulating

the finite-size effect of reducing `max [74]. According to Hieda, Matsuda, et alia [84], a

frequency of about f = 1 kHz should correspond to a size (or diffusion length) of about√
14D/ω = (14 nm)

√
(180 MHz)/f = 6 µm, or `max ≈ 10, on a gold substrate, where

the diffusion constant D strongly depends on the kind of substrate. It is possible that

the nature of Mylar and the construction of the system reduce this figure further to 5.
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Figure 2.23: This is the second of two figures showing how the vortex pair theory com-

pares to and generally agrees with one of the data sets of Agnolet et alia [80] shown

in Fig. 2.17. The main difference between this and the previous figure is that the Vil-

lain model approximation, which is 2Ucore/kBT = π2K`0, has been altered here to be

2Ucore/kBT = 1
2
π2K`0. Perhaps a reduction of the core energy by 3/4 rather than 1/2

would produce an even more satisfying match, but more investigation would have to be

done to confirm that the new Villain approximation is appropriate for the experimental

system that produced these data. In another experiment, Cho and Williams [85] mea-

sured a core energy of about half the Villain value, and found data that resemble this

theoretical plot a bit more. Note that `max = 4 was used in this theoretical plot to match

the tail of the transition, which is not significantly different from the match achieved

with `max = 5 in the previous figure.
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CHAPTER 3

3D Equilibrium under Pressure

3.1 Vortex-Loop Thermodynamics of Superfluid Helium-4 un-

der Pressure

It has been shown previously by Williams [86, 87] and Shenoy [58, 78] that the vortex

loop theory of the superfluid phase transition accurately describes, at saturated vapor

pressure, the critical behavior of the superfluid fraction and the heat capacity of helium-4

at Tλ. We presently show that the theory in its current state consistently describes the

pressure dependence of the superfluid fraction and the heat capacity, in agreement with

the expectations of universality, as well as the pressure dependence of the vortex-loop

core diameter and the smallest-loop energy. We suggest that the smallest vortex loops of

the theory may be crude approximations for rotons. Additionally, we present calculations

of a quantity X introduced by Ferer [88] that relates to an algebraic combination of the

superfluid-fraction and specific-heat critical amplitudes, and we find that it is indeed

universal.

The vortex theory has two non-universal parameters, a0 and C, which must be ob-

tained from experimental data1 and will be explained below. From these parameters all

of the equilibrium thermodynamics of the fluid can be derived – including the distribu-

tion and energies of the vortex loops, the superfluid fraction, and the heat capacity –

1We use an equivalent but less obviously non-universal pair K`0 and C, and in our quantitative
arguments below, we use experimental superfluid critical amplitudes to obtain their pressure dependence.
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within about 200 µK below Tλ and, as we’ll see, over all relevant pressures.

Let us summarize the derivation of the results before presenting them, starting with

Eq. (3.8) and Fig. 3.7. The quantized circulation of the vortex loops is κ = h/m, where

h is Planck’s constant and m is the mass of the helium-4 atom. The core of a loop has

a diameter a0 on the order of angstroms. The loops are generally thermally excited and

distorted out of a circular shape into a loop with many wiggles. Still, the fluid velocity

flow field of a given distorted loop can be approximated by a “best fit” circular loop

with diameter a and core diameter ac such that most of the wiggles occur within its

core. On average, the dipole flow field of the loops orient to oppose an applied flow in

the fluid, similar to a diamagnetic effect of electric current loops. As the effect of the

loops is included, from the smallest loops to the largest, in a renormalized calculation

upon a pure superfluid background, the superfluid fraction is decreased, from 1 at the

smallest scale (a0) to ρs/ρ at the largest scales, where ρ is the fluid density and ρs is the

bulk, large-scale pure superfluid density. Thus the superfluid density is a renormalized,

length-scale dependent quantity, which we’ll denote with a superscript “r”, ρr
s(a), and

a thus also refers to length scale. (To reduce clutter we will not use an “r” superscript

on most other length-scale dependent quantities, and for those quantities we’ll use a

superscript “`∞” to indicate the macroscopic value.) We take the bare superfluid density

ρr
s(a0) to be the fluid density: ρr

s(a0) ≡ ρ`0s = ρ. (As with ρ`0s we will generally use

a superscript “`0” to denote the bare, smallest length-scale value.) The renormalized

energy of a vortex loop is U = 1
4
κ2ρr

sa{ln(a/ac) + C}, where the “core parameter” C

relates to the energy per effective-diameter-length of the vortex core. Although we use

classical fluid dynamical expressions, such as that for the energy U , we find that the

energy magnitude and pressure-dependence of the smallest vortex “loop” of diameter a0

approximately matches that of the roton quantum excitation. Let V , T , and P be the

volume, absolute temperature, and absolute pressure of the system of fluid, respectively,

and let kB be the Boltzmann constant. Let F be the Helmholtz free energy of the

92



fluid due to the vortex loops and f = F/V be same free energy per fluid volume. The

following dimensionless parameters are also useful: the “superfluid parameter” Ks ≡

a0(~/m)2ρr
s/kBT , the “coupling” K ≡ (a/a0)Ks = a(~/m)2ρr

s/kBT , the “fugacity”2 y =

(a/a0)6 exp(−U/kBT ), the “Helmholtz parameter” e ≡ (F/kBT )(a3
0/V ), and the “length

scale parameter” ` = ln(a/a0). So “`0”, or ` = 0, corresponds to a0, and for “`∞”, ` = 10

is generally large enough for our calculations. An ansatz of the theory, with some evidence

from the numerical simulations of Chattopadhyay, Mahato, and Shenoy [58], is that the

effective core diameter relates to the effective diameter, coupling, and core parameter by

ac = aKθ exp(C), where θ = D/[(D+ 2)(D− 2)] = 0.6 (for D = 3 dimensions) is similar

to the Flory exponent familiar from polymer physics. This relation for ac was calculated

to be applicable for large length scales, but we apply it to all length scales. It can only

be approximately true at the smallest scales, since ac must approach a0 for the smallest

loops.

With this background we can now present the scaling relations of the theory, first in

dimensionful integral form:

U(a)

kBT
=

U(a0)

kBT
+ π2

∫ a

a0

a0κ
2ρr

s(a
′)

(2π)2kBT

1− θ ln

[
a′κ2ρr

s(a
′)

(2π)2kBT

] da′

a0

(3.1)

1

ρr
s(a)

=
1

ρr
s(a0)

+
4π3

3

∫ a

a0

a0(~/m)2

kBT

(
a′

a0

)4

exp

[
−U(a′)

kBT

](
a′

a0

)2
da′

a0

(3.2)

f(a)

kBT
= − π

a3
0

∫ a

a0

exp

[
−U(a′)

kBT

](
a′

a0

)2
da′

a0

, (3.3)

where, again, ρr
s(a0) = ρ, and U(a0)/kBT = a0κ

2ρC/4kBT , since U(a0)/kBT = π2K`0C

and K`0 = a0(~/m)2ρ`0s /kBT . Note that the only parameters that these equations depend

on (other than the variables a and T ), are ρ, which is an experimentally known function

of temperature and pressure, and a0 and C. (We use a fourth order polynomial fit of

helium density data from Brooks and Donnelly [71] to approximate ρ.) If we rewrite

2The parameter y is commonly called the fugacity, but we have not seen a proof that this is the
fugacity as it is usually defined.
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these equations in dimensionless derivative form,

∂y

∂`
= y

{
6− π2K (1− θ lnK)

}
(3.4)

∂K

∂`
= K − 4π3

3
K2y (3.5)

∂e

∂`
= −π exp(−3`) y, (3.6)

where y(0) = exp(−π2K`0C), K(0) = K`0, and e(0) = 0, and if we do not expand

K`0 in terms of its definition as shown above, then there are only two parameters that

determine the solution: K`0 and C. If one wishes to describe the thermodynamics in

terms of superfluid fraction instead of fluid densities, then there is no need to use ρ since

these two parameters are sufficient. In that sense, the vortex loop theory depends on

two, rather than three, non-universal parameters. Note that a0, C, and K`0 all depend

on temperature and pressure.

Eq.s (3.4) and (3.5) have a fixed point, that is, a point (K∗, y∗) in the K-y plane, such

that ∂y/∂` (K∗, y∗) = 0 and ∂K/∂` (K∗, y∗) = 0. Actually, there are two fixed points,

but one of them is not physically relevant while the other is relevant. It is easy to solve for

the fixed points, the relevant point being (K∗, y∗) = (0.38750818971, 0.062421005458).

(See Appendix B for this calculation and explanation of the physical relevance.) If C

and K`0 are chosen such as to cause K and y to approach this fixed point as ` increases,

then3 Ks and ρr
s behave asymptotically as a−1 (since K becomes constant) and approach

zero as ` approaches infinity. Of all behaviors that ρr
s may take, this is the slowest

approach to zero possible and represents the point of critical phase transition. The

faster approaches to zero represent temperatures above Tλ, and the other possibility is ρr
s

approaches a non-zero constant, meaning there is superfluidity on the macroscopic scale

and the temperature is below Tλ.

Such a pair (C,K`0) that lead to this fixed point are a critical pair (Cc, K
`0
c ) =

3Keep the definitions Ks ≡ a0(~/m)2ρr
s/kBT and K ≡ (a/a0)Ks in mind for the next few statements.
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(C(Tλ), K
`0(Tλ)), and they only depend on pressure. To find a critical pair, one can

select a value for Cc, then vary K`0 and use the equations and some numerical technique

to step K and y out with `, and the closer K`0 is to its critical value K`0
c , the more the

plots of K and y will approach constant values over larger length-scales before veering off.

Example plots illustrating this process are included in Fig.s 3.1, 3.2, and 3.3. This is how

we solve for K`0
c = a0(~/m)2ρ`0s /kBTλ, starting with some Cc and using a fourth-order

Runge-Kutta method, without yet knowing a0, ρ, or Tλ, all of which depend on pressure

and two of which depend on temperature (where those temperature dependencies must

cancel out). At this point we can find sets of critical pairs, but we do not know what

pressures they correspond to. Note that we must solve for K`0
c to double (floating point)

precision, with many significant digits, because this allows us to examine temperatures

very close to Tλ, as we’ll explain parenthetically below.

95



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0  5  10  15  20  25  30

K
 (

un
itl

es
s)

l (unitless)

4He Coupling Parameter K vs Length Scale l

 Finding K l0
c  , given a Cc

 

 Cc = 1.1;   found K l0
c  = 0.296468939007 

 Cc = 0.5;   found K l0
c  = 0.495108289977 

Figure 3.1: Given a critical core parameter, say Cc = 1.1, an initial K`0 is chosen and an

initial variation ∆K`0. (We chose K`0
i = 5 and ∆K`0

i =5 since we assume K`0
c should be

somewhere between 0 and 10.) We use fourth order Runge-Kutta to step out K (and y)

in terms of `, and if K blows up (exceeds 0.8, say) then K`0 is too large and we decrease

it by ∆K`0/2 on the next go around, or if K implodes (decreases after ` = 6) then K`0

is too small and we increase it by ∆K`0/2 on the next go around. In this manner, after

each go (i.e., each application of Runge-Kutta to step out K), we find a more precise

approximation of the K`0
c associated with the given Cc, and the plots of K stay constant

at the fixed-point value K∗ = 0.38750818971 for longer stretches over `.

96



 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0  5  10  15  20  25  30

y 
(u

ni
tle

ss
)

l (unitless)

4He Fugacity y vs Length Scale l

 Finding K l0
c  , given a Cc

 

 Cc = 1.1;   found K l0
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Figure 3.2: The process described in Fig. 3.1 could equivalently utilize y instead of K.

As a more precise approximation of K`0
c is found, the plots of y stay constant at the

fixed-point value y∗ = 0.062421005458 for longer stretches over `.
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Figure 3.3: The process described in Fig.s 3.1 and 3.2 can be shown in the K-y plane,

where the approach to the fixed point (K∗, y∗) = (0.38750818971, 0.062421005458) as `

increases becomes apparent. If the K`0 chosen in sufficiently close to the critical value

K`0
c (associated with the given Cc) then the “flow” of the (K, y) points with increasing

` comes very close to the fixed point. The flow swoops away at some point, unless K`0

is chosen exactly to be K`0
c . This is the renormalization-group (RG) flow near the fixed

point.
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Given a critical pair with an as yet unknown pressure, we can solve for K`0 at all

other normalized temperatures T/Tλ using the relation K`0/K`0
c = Tλ/T inherent in the

definitions. (From this relation we can see that if we want to resolve temperatures T very

close to Tλ ≈ 2 K, then we must solve for K`0
c to great precision.) Unfortunately, since

we do not know the temperature dependence of C, we cannot extrapolate more values of

C from Cc, but we assume near the critical temperature Tλ that C ≈ Cc. (This is why

the theory is only accurate near Tλ, but it could be made more accurate by inserting

experimental knowledge of the temperature dependence of C.) Again using the Runge-

Kutta method, we use various pairs of C and K`0 near Tλ to create a plot of superfluid

fraction versus relative temperature. Replicating this process for multiple critical pairs,

we can compare the multiple resulting plots with experimental plots find the pressure

dependence of Cc, K
`0
c , and K`0, as well as C near Tλ. The key in making the comparison

is that, at any pressure, the superfluid fraction near Tλ follows a power law,

K`∞
s

K`0
=

ρs

ρ
= A′τ ν , (3.7)

where τ = (1−T/Tλ), with a critical exponent ν and a critical amplitude A′ that depends

on pressure. Extending the fixed-point analysis above, one can solve analytically for ν in

terms of K∗, where ν = 2/(−1 +
√

1 + 4x) with x = π2K∗[1− θ(1 + lnK∗)], and we get

ν = 0.67168835, in agreement with the best simulation calculations to date [64,65]. (See

Appendix B for the procedure to calculate ν and an alternate method of calculating K`0
c .)

By fitting data of Greywall and Ahlers [79] to this power law using our value for ν (see

Fig. 3.4), we find the pressure dependence of A′ (see Fig. 3.5) and invert the relationship

to find a pressure for a given amplitude. In this way we link each critical pair (Cc,K
`0
c ),

via its resulting critical amplitude, to a pressure and obtain a fit for Cc(P ) and K`0
c (P )

shown in Fig. 3.6.
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 29.09 bar  (1.782 K)  1.66341 

Figure 3.4: These fits of Greywall’s and Ahlers’ data [79] allow for the pressure charac-

terization of A′ and thus the rest of the parameters, including Cc and K0c. The fits were

performed from Tλ, where τ = 0, down to τ = 1.75×10−4, or τ ν ≈ 3×10−3. For greater

τ , the superfluid fraction starts to deviate from this power law, eventually approaching

a constant 1 towards zero absolute temperature, where τ = 1.
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Figure 3.5: Plotting the amplitudes found in Fig. 3.4, we find a fit for the pressure

dependence of A′. Our fit, 2.463−(0.02815 bar−1)P , assumes a constant critical exponent

ν = 0.67168835, whereas Greywall’s and Ahlers’ fit, 2.396− (0.02883 bar−1)P , takes the

critical exponent to be another fitting parameter that is found to oscillate between 0.66

and 0.68 around our value of ν.
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Figure 3.6: Each critical pair (Cc, K
`0
c ) yields a plot of superfluid fraction ρs/ρ with a

certain critical amplitude A′. Using the relationship between A′ and pressure P shown

in Fig. 3.5 we can link each critical pair to a pressure, shown here. Note that the core

parameter C relates to the core energy of the vortex loops, and since this is lower at

higher pressures, one would expect that it is easier for vortex loops to form at higher

pressures and that the superfluid fraction would thus more easily be reduced. This logic

is confirmed in Fig. 3.4.

102



With this pressure dependence found, we can use K`0
c (P ) along with experimental

data of Tλ(P ) and ρ(T, P ) to find the temperature and pressure dependence of the core

diameter a0 using the definition of K`0 and its relation to K`0
c :

a0(T, P ) =

(
m

~

)2
kBTλ(P )

ρ(T, P )
K`0

c (P ). (3.8)

This relation holds over all temperatures. Comparing plots of a0(P )/a0(0) at Tλ and

0.3 K with a similar plot of data from Glaberson [89] at 0.3 K, shown in Fig. 3.7, we find

a similar trend.

We can also now examine the energy of the smallest vortex loops, again using K`0
c :

U `0(Tλ, P ) = π2K`0
c (P )Cc(P ) kBTλ(P ). (3.9)

This relation only holds near Tλ, as indicated, since we only know C near that temper-

ature. In Fig. 3.8, a plot of this energy (in kelvins) versus pressure is shown along with

neutron scattering data collected by Brooks and Donnelly [71] of the (minimum) roton

energy at Tλ. Roughly the same pressure dependence is apparent. We suggest that these

smallest vortex loops may be crude approximations for rotons.

The physical structure of rotons and their relation to other excitations is a controver-

sial topic with a rich body of research, but our results do lend a small amount of support

to the idea of a rough relationship between rotons and the smallest vortex loops. Here,

we quote some of the literature that seems to leave this relationship an open possibility

and one paper that strongly supports it. From Roberts and Berloff [54] we find these

statements:

“One of the goals of these calculations was to clarify Onsager’s concept of

the roton as ‘the ghost of a vanished vortex ring.’ One can hope that the

transition from the vortex ring to the sound pulse and the concomitant loss

of vorticity would occur close to the roton minimum in energy-momentum

103



 0.95

 1

 1.05

 1.1

 1.15

 1.2

 1.25

 1.3

 1.35

 0  5  10  15  20  25  30

a 0
(P

) 
/ a

0(
0)

 (
un

itl
es

s)

P (bar)

4He Vortex-Loop Bare Core Diameter Ratio a0(P) / a0(0) vs Pressure P

 (T = 0.3 K) Glaberson’s data 
 (T = 0.3 K)     Loop theory fit 
 (T = Tλ)        Loop theory fit 

Figure 3.7: Here we compare measurements of Glaberson [89] with our backward-engi-

neered values of a0, using Eq. (3.8). The trends are similar. The difference reaches about

10% at 25 bar. We should note that the experimental measurements are based on an

assumption of circular vortex loops [90] while the loops should actually be distorted [91].

The difference between these plots also may suggest that one or more of our simplifying

assumptions is slightly inaccurate. (For example, the assumption that small-effective-core

equations can be used for larger loops is perhaps an oversimplification.)
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space, or (more probable) close to the point where the group velocity and the

phase velocity are equal (the Landau critical velocity uL). Their calculations

show that indeed there is a point on the pE– plane where the ring ceases to

exist and where uL = ∂E/∂p, but this point lies far from the roton minimum.

It remains to be seen whether the idea of the roton as a ghostly vortex ring

will ever be vindicated. As one has a great variety of potentials that lead

to the Landau dispersion curve one can tune the parameters so that the line

E = uLp, meets the pE– curve for the family of the vortex rings, to allow this

sequence of vortex rings to be terminated at a lower energy and momentum

level. Whether this process will lead to coalescence with the roton minimum

is not yet clear.”

We also find statements by various others [92] that the rotons may be “ghosts of a Bragg

peak”. This and other perspectives such as the roton-as-“ghost of a vanished vortex

ring” may not be contradictory but roughly correct given different limits. Here is strong

support for the roton-vortex connection from a paper by Galli, Cecchetti, and Reatto [48]:

“Our computation vindicates many arguments of Feynman and gives them a

quantitative basis. Exactly at q = qR a simple dipolar flow due to backflow

is present like in a small vortex ring.”

But this is tempered by later statements from Reatto and Galli [49]:

“. . . we find that the [roton] excitations [of several models] have in a varying

degree characters of single particle, of non quantized smoke ring and of collec-

tive excitation. . . . This study has shown that none of the models introduced

so far capture the full complexity of rotons.”

Finally, we can move toward finding the pressure dependence of the loop-theory heat

capacity. By construction, the theory is based on parameters that, when set, correspond
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Figure 3.8: Here we plot the roton energy (minimum or gap) at Tλ, taken from ex-

trapolations done by Brooks and Donnelly [71], along with the energy of the smallest

vortex loops. Given that the extrapolations are made using sparse data, there should

be large error bars on these data. We find rough agreement in magnitude and pressure

dependence. More accuracy, and perhaps better agreement with these imprecise data,

could be found using a proper quantum description of the smallest loops, rather than the

crude, classical-fluids description that we’ve applied to this atomic-scale phenomenon.

Note that as temperature decreases, these roton energies increase, so that by 0.75 K (at

saturated vapor pressure) the roton energy ∆/kB = 8.62 K, as was seen in Fig. 2.4.
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to a constant pressure. So it is easiest to calculate heat capacities at constant pressure,

rather than constant volume. Thus we’ll compare theoretical values to available experi-

mental values of the molar specific heat capacity at constant pressure cexp
P . So let’s first

see how to calculate the loop-theory specific heat cloop
P using the variables of the theory.

At constant pressure, the total heat capacity is

CP = −T

(
∂2G

∂T 2

)
P

= −T

(
∂2F

∂T 2

)
P

− TP

(
∂2V

∂T 2

)
P

, (3.10)

where G = F + PV is the Gibbs free energy of the fluid. We use F = ekBTV/a
3
0, thus

the derivative of F above expands into derivatives of e, V , and a0. The derivatives of

V and a0 can be rewritten in terms of derivatives of ρ: given ρ = M/V with a constant

total system mass M , we have (∂V /∂T )P = −(V/ρ) (∂ρ/∂T )P , and given Eq. (3.8) we

have (∂a0/∂T )P = −(a0/ρ) (∂ρ/∂T )P . It is also more convenient for us to differentiate

e with respect to K`0 rather than with respect to T , so we use

T

(
∂

∂T

)
P

= T
∂K`0

∂T

∂

∂K`0
= −K0

(
∂

∂K0

)
P

. (3.11)

In the end we convert to specific heat using the relation cP = (Vm/V )CP , where Vm =

NAm/ρ is the molar volume of helium, NA being the Avogadro constant. All of this

yields the following result, where we’ve used the gas constant R = kBNA and put the

terms in order of largest-in-magnitude to smallest:

cloop
P = Rm

1

ρa3
0

−K2
0

(
∂2e

∂K0
2

)
P

−NAm
TP

ρ

−1

ρ

(
∂2ρ

∂T 2

)
P


+Rm

1

ρa3
0

+

{
4
T

ρ

(
∂ρ

∂T

)
P

}
K0

(
∂e

∂K0

)
P

+

−2
T 2

ρ

(
∂2ρ

∂T 2

)
P

− 8
T

ρ

(
∂ρ

∂T

)
P

 e


−NAm

TP

ρ

(
2

1

ρ2

(
∂ρ

∂T

)
P

2
)

+Rm
1

ρa3
0

{−2
T 2

ρ2

(
∂ρ

∂T

)
P

2
}
e

 . (3.12)

The last term is negligible since it never contributes more than 0.04% to the total.
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Via Eq. (3.12) and the scaling relations, each critical pair (K`0
c (P ), Cc(P )) yields a

plot of specific heat versus relative temperature, and near Tλ the loop theory plots follow

a power law plus an offset,

cloop
P = B′loopτ

−α + clcr
P , (3.13)

with an overall positive critical exponent−α = 3ν−2 = 0.015065057 given by a Josephson

relation [93] (so that the vortex loop theory exactly satisfies Josephson scaling), and a

critical amplitude B′loop and offset component clcr
P that both depend on pressure. The

offset clcr
P is the loop-theory critical value of cP , for τ = 0 at Tλ. Since cP reaches a

maximum at Tλ, the critical amplitude is a negative number. The experimental heat

capacity also takes this form near Tλ:

cexp
P = B′expτ

−α + cecr
P . (3.14)

Since we find exactly the τ−α behavior seen in experiment, our results give support to

the idea that it is the vortex loops of the loop theory, in particular the larger loops, that

produce the cusping (or “singular”) critical behavior of the heat capacity.

In addition to the loop contribution to the specific heat, there is a background part

due primarily to the atomic interactions that cause the helium to be liquid rather than

gas, and to a much lesser extent due to phonons, and to an unknown but probably small

extent due to second-sound excitations [57]. Since we have not included these other

phenomena in the Helmholtz parameter e, we expect clcr
P to be different from cecr

P .

Since the amplitude B′loop is another non-universal quantity that depends on the

other non-universal, bare parameters at the scale a0, which we have seen are somewhat

approximate, we do not expect B′loop to match B′exp precisely. What we do expect,

however, is that the pressure dependencies of both amplitudes to match due to arguments

of universality given by Rudnick and Jasnow [63] and Ferer [88], so their ratio should be

approximately constant. In comparing theoretical plots of cloop
P to data of Lipa et alia [66]
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and Ahlers [67, 68], we find that the ratio B′exp/B
′
loop is essentially a constant 0.26 over

all pressures, mostly within about 5% of that value, in agreement with the expectations

of universality. See Table 3.1 for all the values. To illustrate that the vortex loop theory

accurately captures the critical behavior of the specific heat capacity, we have computed

an adjusted theoretical specific heat,

cadj
P =

(
B′exp

B′loop

)
cloop
P + cnl

P , (3.15)

where cnl
P = cecr

P − (B′exp/B
′
loop)clcr

P is the “non-loop” background, and plotted cadj
P along

with the experimental data in Fig. 3.9.

The amplitude ratio indicates the theory produces a specific heat amplitude about

four times larger than experiment. As we said, the vortex loop theory is not expected

to give a precise description of the heat capacity amplitude, but perhaps with a more

accurate parameterization of a0, the theory could do better. For instance, if second-

sound excitations are considered, they should contribute in reducing the superfluidity,

decreasing ρ`0s from the value ρ that we used, thereby increasing a0, since a0 ∝ 1/ρ`0s .

This would then reduce the specific heat since cloop
P ∝ 1/a3

0. We know that including

phonons will not change the result much since they only reduce ρ`0s by about 0.4%.

A final calculation we present is that of the universal quantity X, introduced by

Ferer [88], which in our notation is equivalent to

XHe =
|B′|/R
Vmλ

(
TλVmλ

A′

)3

, (3.16)

where B′ is the specific heat capacity critical amplitude (either experimental or “loop”

theoretical), Vmλ is the helium molar volume at Tλ, A
′ is the superfluid fraction critical

amplitude, and R is the gas constant. In Table 3.2, we compare values of X loop
He , the

theoretical (unadjusted) XHe, at different pressures to other experimental calculations

of XHe. We find, interestingly, that the theoretical values are more stable than the
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Figure 3.9: Here are data of Lipa et alia [66] and Ahlers [67, 68] with the adjusted

theoretical plots of the specific heat capacity. The vortex loop theory of the superfluid

phase transition captures the criticality of the specific heat and does so universally, over

all relevant pressures. The experimental fit for saturated vapor pressure (0.05 bar) was

performed using Lipa’s data from τ = 4×10−3 to 1×10−7. The fits for higher pressures

were performed using Ahler’s data over their full domain. (Note the axis reversal putting

0 K leftward and Tλ rightward.)
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P B′exp cecr
P B′loop clcr

P cnl
P B′exp/B

′
loop % diff from

(bar) (unit∗) (unit∗) (unit∗) (unit∗) (unit∗) (unitless) avg (0.259)

0.05 −388.0 400.1 −1397 1372 19.14 0.2777 7.1

1.65 −382.1 394.0 −1406 1381 18.68 0.2717 4.8

7.33 −355.0 365.8 −1401 1377 16.76 0.2534 −2.2

15.03 −337.5 346.6 −1328 1308 13.99 0.2542 −1.9

18.18 −322.7 331.9 −1286 1269 13.48 0.2510 −3.2

22.53 −299.6 309.5 −1223 1210 13.16 0.2449 −5.5

25.87 −306.5 315.8 −1173 1164 11.76 0.2613 0.8

Table 3.1: The unidentified unit above is unit∗ = J/(K ·mol). Columns 2–5 show

the fit parameters for the experimental data and vortex-loop-theory calculations using

Eq.s (3.13) and (3.14). Columns 6 and 7 show the parameters that adjust the theoretical

calculations to match the data, as in Eq. (3.15). The important result is that the critical

amplitude ratios in column 7 are quite constant, in agreement with the expectations

of universality [63, 88]. The average critical amplitude ratio (0.259) and the percentage

differences from this average are given in column 8.

experimental values, but too high by a factor of approximately 4 since B′loop is likewise

too high by that same factor, as discussed above.

To summarize, we have shown (in this chapter and in Fig. 2.13) that the vortex loop

theory of the superfluid phase transition consistently describes, within about 200 µK be-

low Tλ, the pressure dependence of the helium superfluid fraction, heat capacity, vortex-

loop core diameter, smallest-loop energy, and universal quantity X. We have suggested

that the smallest vortex loops, with size on the order of angstroms, may be crude approxi-

mations for rotons. In fact, we’ve shown in Fig. 3.9 that the heat capacity is characterized
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P 10−4 * 1XHe 10−3 * 2XHe 10−4 * Xexp
He 10−4 * X loop

He

(bar) (unit∗∗) (unit∗∗) (unit∗∗) (unit∗∗)

0.05 2.06 3.11 2.41 8.84

1.65 2.02 3.07 2.36 8.84

7.33 1.99 3.01 2.20 8.84

15.03 2.02 3.10 2.21 8.83

18.18 1.99 3.10 2.18 8.83

22.53 1.96 3.12 2.12 8.82

25.87 2.19 3.47 2.26 8.82

Table 3.2: The unidentified unit above is unit∗∗ = R(mol/cm3)(K · cm3/mol)3. The

universality of X is demonstrated by its near-constancy over all relevant pressures.

Columns 2 and 3 are calculated by Ferer [88], where 1XHe assumes critical exponents

α = −0.02 and ν = 0.669, whereas 2XHe assumes α = 0 and ν = 2/3, and B′ in this case

is based on a logarithmic expansion rather than a power law expansion since α = 0. Our

calculations in columns 4 and 5 are based on α = −0.015065057 and ν = 0.67168835.

Note that Xexp
He has approximately equal or lesser variation than Ferer’s values and is

within about 5% of its average, 2.25. Interestingly, X loop
He has much less variation, al-

though it’s off by a factor of approximately 4, since B′loop/B
′
exp ≈ 4.

112



well, with some adjustments to the theory described above, within about 0.2 K below Tλ.
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CHAPTER 4

2D Non-Equilibrium Quench

4.1 Exact Solution for Critical Quenches of 2D Superfluids

In this chapter an exact analytic solution for the dynamics of vortex pairs is obtained for

rapid temperature quenches of a 2D superfluid, or superfluid film. This gives new insights

into the behavior of the vortex decay, which is completely determined by the initial

distribution of thermal vortices. It is proposed that there is no breakdown of dynamic

scaling even for quenches starting at and above the critical temperature, as previously

suggested; logarithmic corrections to the dynamics are only the result of logarithmic

corrections to the initial vortex distributions. The solution also verifies that there is no

“creation” of vortices depending on the quench rate as predicted by the Kibble-Zurek

theory, but only decay of the initial vortices.

Although the phase-ordering kinetics of temperature-quenched thermodynamic sys-

tems have been studied for many decades [94], there are few exact results for the dynamics

of the recovery to equilibrium, most of which have only been found for model systems

with no physical relevance [95], though recently an exact solution for the decay of “hull”

areas in the two-dimensional Ising model has been found [96]. Nevertheless, progress in

the field has been made by asserting that dynamic scaling should apply to a quenched

system, that for a system with non-conserved order parameter the dynamics will be char-

acterized by a growing length scale ξ(t) = ξ0 t
1/z, where z ≈ 2 is the dynamical exponent

of model A in the classification of Halperin and Hohenberg [97] and t is the time from
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the quench-to-low-temperature. Scaling holds if solutions involving a length scale r only

depend on the ratio r/ξ. The growing length scale characterizes the domain growth of the

topological defects of the order parameter as the system becomes completely ordered at

long times. A phenomenological dimensional argument [98] is commonly used to predict

the time dependence of the decaying defect density:

ρ(t) ∝ ξ−n ∝ t−n/z, (4.1)

where n is the number of components of the order parameter. Superfluids are in the

n = 2 universality class, where the defects are quantized vortices, so if z = 2 then

dynamic scaling predicts a 1/t decay of the vortex density. Computer simulations of spin

systems that vary n gave general agreement with Eq. (4.1), though only at long time

and length scales, and the simulations were only carried out starting from the disordered

state above Tc [99].

However, a problematic case for dynamic scaling has been two-dimensional superflu-

ids, where the defects are the vortex pairs of the Kosterlitz-Thouless theory [29] char-

acterizing the equilibrium phase transition occurring at the critical temperature TKT.

The above arguments would give a vortex density decaying as t−1 for quenches from well

above TKT to very low temperatures. Simulations of the XY model however gave a decay

exponent initially closer to −0.75, and which only at very long times approached the

value of −1 [81, 100, 101]. This behavior could be modeled as a ln(t)/t variation, but

this would seem to require a dynamic length scale varying as (t/ ln t)1/z, which has been

cited [102] as a breakdown of dynamic scaling. To further complicate the issue, numerical

solutions of the Fokker-Planck equation for vortex pairs carried out by two of us [103] for

quenches starting from TKT showed a rather different form for the decay, as 1/(t ln t), and

quenches from initial temperatures below TKT showed a temperature-dependent decay

that became considerably more rapid than an exponent of −1 as the starting temperature

was reduced.
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Here we show that an exact solution to the Fokker-Planck equation for instanta-

neous quenches easily explains the apparently anomalous behavior listed above. The

solution satisfies dynamic scaling, and yields a key insight that the quench dynamics

depends crucially on the vortex-pair distribution function at the initial temperature Ti.

The logarithmic corrections to the vortex decay are postulated to arise from logarith-

mic corrections to the power-law behavior of the initial distributions, and not from any

breakdown of dynamic scaling.

The starting point is the Fokker-Planck equation for the vortex pair distribution

function [104] as used in Ref. [103],

∂Γ

∂t
=

1

r

∂

∂r

(
r
∂Γ

∂r
+ 2πK Γ

)
, (4.2)

where Γ(r, t) is the distribution function for pairs of separation r at time t from the

instantaneous quench, with r measured in units of the vortex core radius a0, t in units

of the diffusion time a2
0/2D with D the vortex diffusion constant, and Γ in units of a4

0.

In the limit of the low vortex densities that we consider, any terms higher order in Γ can

be neglected in Eq. (4.2). The variable K = ~2σs/m
2kBT is the dimensionless ratio of

areal superfluid density to temperature, and the starting value of Γ at r = 1 and t = 0

is Γ0 = exp(−π2K0i/2), using the Villain approximation for the vortex core energy. At

longer length scales, K is renormalized from its small-scale value K0 (initially K0i) by

the Kosterlitz scaling relation [29]

∂K

∂r
= −4π3r3K2Γ. (4.3)

At t = 0, the initial condition is that the system is equilibrated to a thermal bath

at the temperature Ti, corresponding to the initial Ki as determined from Eq. (4.3). For

quenches starting from below TKT we can make the approximation that Ki is effectively

a constant, since the spatial renormalization from Eq. (4.3) is rapid, changing from the

small-scale K0i to the renormalized Ki over a length scale that can be less than a core
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radius. The equilibrium distribution then varies as Γ0
′ r−2πKi , where Γ0

′ is slightly smaller

than Γ0 due to the renormalization. Since the KT transition is a line of critical points,

all quenches starting at Ti ≤ TKT are critical quenches [105].

Immediately after the quench, the temperature of the heat bath Tf is lower than

its initial temperature Ti but the pure superfluid density σs has not yet changed, so K

in Eq.s (4.2) and (4.3) takes on the new much larger value Kf. Again, for quenches

starting from below TKT, the time dependence of Kf is minimal (as well as the space

dependence), recovering after the quench to a superfluid fraction of one in less than

a diffusion time [103]. The thermal bath now acts as a delta-function sink to absorb

the out-of-equilibrium smallest pairs at r = 1 as they annihilate there, and this net

annihilation goes on until the pair density falls to the equilibrium value at Tf (which for

a quench to, e.g., Tf = 0.1TKT can be 20 orders of magnitude smaller than the starting

value).

In the limit of constant Ki and Kf, we can solve Eq. (4.2) for t > 0 by separation of

variables, writing

Γ(r, t) = F (w) f(t), (4.4)

where w = r/t1/z is the dynamic scaling variable (and F and f are not related to the

free energies defined in previous chapters). Using the chain rule, Eq. (4.2) then can be

written
1

f

∂f

∂t
t2/z =

1

F

[
∂2F

∂w2
+

1

w

∂F

∂w
(1 + 2πKf) +

w t2/z

z t

∂F

∂w

]
. (4.5)

This equation separates if and only if z = 2, and taking the separation constant as −α/z

yields the two equations
1

f

∂f

∂t
+

α

z t
= 0 (4.6)

∂2F

∂w2
+

1

w

∂F

∂w
(1 + 2πKf) +

w

z

∂F

∂w
+
α

z
F = 0. (4.7)
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These are straightforward to solve, and the solution for (4.7) finite at w = 0 (i.e., t→∞)

is

F (w) = β 1F1

[
α

2
, 1 + πKf, −

w2

2z

]
, (4.8)

where the function 1F1 is the confluent hypergeometric function of the first kind, and β

is a constant. To satisfy the boundary condition Γ(r, 0) = Γ0
′ r−2πKi at t = 0, the large-w

expansion of the hypergeometric function requires α = 2πKi , and

β = Γ0
′
(
G(1 + πKf − πKi)

(2z)πKi G(1 + πKf)

)
, (4.9)

where G is the Euler gamma function (usually written as Γ). The full solution for the

distribution function then becomes

Γ(r, t) = β 1F1

[
πKi, 1 + πKf, −

r2

2z t2/z

]
t−2πKi/z. (4.10)

This is evaluated in Fig. 4.1a for a quench from Ti = 0.9 TKT to Tf = 0.1 TKT, corre-

sponding to parameter values Γ0
′ = 2.576× 10−4, Ki = 0.814, and Kf = 7.479. With no

adjustable parameters, this is seen to give a precise description of the numerical results.

The time dependence of the vortex pair density (in units of a2
0) is found by integrating

the distribution function,

ρ(t) =

∫ ∞
1

Γ(r, t) 2πr dr (4.11)

= 2π β

(
z (2πKf)

(2πKi − 2)

)
1F1

[
πKi − 1, πKf, −

t−2/z

2z

]
t−(2πKi−2)/z. (4.12)

The hypergeometric function in this case rises rapidly from zero until the time t ≈ 1

where it becomes constant and equal to one. Beyond that point the time dependence is

then accurately t−zscale/z, where

zscale = 2πKi − 2 = 4
σs(Ti)

σs(TKT)

TKT

Ti

− 2 (4.13)
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Figure 4.1: Comparison of the numerical and analytic solutions for the vortex distribution

function and vortex pair density as functions of time, for an instantaneous quench from

0.9 TKT to 0.1 TKT.

is the dynamic exponent first considered by Minnhagen and co-workers [106].1 This is

just the variation observed earlier [103], but at that time it was not clear that in fact two

dynamic exponents are involved in the solution, −2/z and −(2πKi − 2)/z. Figure 4.1b

shows the time decay of the vortex density for the same parameters as in Fig. 4.1a, where

at long times the decay is t−1.557.

The exact solutions show that Eq. (4.1) is simply not correct for quenches starting

below TKT. Right at TKT (and probably at higher temperatures), zscale takes the value of

1The second equality in Eq. (4.13) holds due to the definition of K and because, at TKT, K = Kc

equals the fixed-point value K∗ = 2/π.
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Figure 4.2: Comparison of the numerically computed slope of the vortex decay curve at

TKT in Ref. [103] with the exponent −zscale/z using Ki(r) at the location r = ξ = ξ0 t
1/2.

2 at long length scales, and it is certainly possible that this could be related to n = 2 of

the superfluid universality class. However, we are unaware of any direct relation between

these quantities.

At initial temperatures higher than about 0.95 TKT the above analysis begins to fail

because the initial vortex distribution is no longer accurately a power law. Right at

TKT there is a strong logarithmic correction to Ki such that 2πKi approaches the KT

value of 4 (Ki = 2/π) only at extremely large pair separations (it is 4.373 at r = 10

and 4.197 at r = 1000). It is still possible to proceed if one notes that in Eq. (4.2) the

derivatives are only important near r = ξ, since at smaller length scales the distribution

is nearly flat, while at larger scales it falls off rapidly. The solutions of Eq.s (4.10) and

(4.12) should remain approximately valid, but now 2πKi has to be regarded as the local

value at r = ξ, i.e., it becomes time-dependent. This in turn means that the vortex

density decay exponent −zscale/z will be time-dependent, approaching −1 only at very

long times.

We can check this scenario for a quench from TKT by numerically evaluating Ki from
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Eq. (4.3) as a function of length scale and computing the decay exponent −(2πKi− 2)/2

at the corresponding times found from r = ξ. This can then be directly compared to

Eq. (4.12) by numerically finding the slope of the vortex density decay curve for the

quench from TKT in Fig. 2 of Ref. [103] as a function of time, shown as the data points in

Fig. 4.2 of this paper (roundoff error becomes appreciable at long times in the data since

ρ becomes very small). Since ξ0 is not uniquely determined by the above analysis, we

have matched the computed exponent (solid curve in Fig. 4.2) to the data at one point,

arbitrarily taken to be t = 100, which yields ξ0 = 11.5. The agreement over more than

three orders of magnitude in t between the data and the computation shows without any

doubt that the 1/(t ln t) behavior seen in [103] was entirely due to the log corrections to

Ki in the initial distribution. The value of ξ0 = 11.5 is also quite reasonable, since it

causes a scaling plot of t2πKiΓ versus r/ξ to match well with the similar scaling plot in

Fig. 7b of Ref. [81].

The same idea can be applied to quenches from well above TKT, though less is known

about the vortex distribution. The distribution has been calculated in Ref. [81] for a

quench from 2TKT, but only out to r ≈ 50, where it falls off as r−3.5. This would suggest

an initial density decay exponent of −(3.5− 2)/2 = −0.75, which is just the initial value

seen in the simulations [81,100,101]. It will be interesting if simulations on larger lattices

show a large-distance distribution exponent increasing towards the value of −4, which

would explain the observed ln(t)/t behavior [107].

A further consequence of the exact solution for the quench is that it validates the

conclusion in Ref. [103] that there is no “creation” of vortices in a quench, but only

monotonic decay of the existing thermal vortices. This is contrary to the prediction of

Kibble and Zurek [42] that excess vortices will be created in a superfluid quench, with

higher densities appearing the faster the quench rate. The numerical studies found just

the opposite result, that actually more vortices were left over at Tf following a slower
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quench, since in that case the system spends more time at higher temperatures where

the thermal vortex density is higher. The present results verify that no excess vortices are

created even for an instantaneous quench. Although our results only apply to quenches

at and below TKT, the same result has now been seen in XY model simulations [81] for

quenches starting from 2TKT, where the variation with quench rate was entirely similar

to the numerical results [103].

Quenches from low to high temperature can also be studied, at least numerically,

shown in Fig. 4.3. The vortex density increases as t1/2, indicating proportionality to ξ.

The distribution shows the smallest pairs being rapidly populated, as expected from the

thermal injection at r = 1, with the larger pairs only appearing at late times.

In summary, we propose an exact solution for the vortex density following a critical

quench in two-dimensional superfluids. The solution highlights the key role of the initial

vortex distribution, and this allows a consistent explanation of the logarithmic deviations

seen in earlier work as being due to logarithmic corrections in the initial distributions.

It will be important to check the validity of the solution by carrying out XY model

simulations for quenches starting below TKT, looking for the increasingly rapid decay of

the vortex density predicted by Eq. (4.12).
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Figure 4.3: a) Pair distribution function for an instantaneous upwards quench from 0.1

to 0.8 TKT. b) Vortex density versus time for upward quenches from 0.1 to 0.8 and 1.0

TKT. The dashed curve shows the t1/2 variation.
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APPENDIX A

Note on Vortex Distribution Definitions

There are a number of ways that the vortex distribution, or number-of-vortices per state-

space-volume, can be defined. In the main text of this dissertation we chose a couple

definitions that were suitable for the initial derivations but may not have been the most

convenient in the later stages of analysis. In this appendix we suggest a couple other

useful definitions for those who wish to re-derive our results or continue this research.

(We’ll just examine the 3D definitions here, but the 2D definitions follow analogously.)

The initial definitions, given previously, are the following:

N

V
=

∫
Γ d3a, (A.1)

where N is the number of vortex loops in a system of volume V and Γ(a) (or Γ) is

the number of vortex loops with diameter and directionality (of motion) given by a (as

explained in Section 2.1.2.4) per state volume d3a, centered at a; and

N

V
=

1

a3
0

∫
Γ̃

d3a

a3
0

, (A.2)

where Γ̃ is simply the dimensionless form of the distribution, Γ̃ = a6
0Γ. (Only the 2D

version of Γ̃ was defined in the main text, in Section 2.2.3.5.)

The as-yet unstated definitions are the following:

N

V
=

1

a3
0

∫
G d`, (A.3)
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where G(`) (or G) is the number of vortex loops of diameter a = a0 exp(`) per length-scale

parameter increment d`, centered at `; and

N

V
=

∫
D dL, (A.4)

where D(L) (or D) is the number of vortex loops of vortex-line length (or perimeter) L

per length increment dL, centered at L.

Ironically, using the dimensionless distribution G probably makes it easier to keep

track of the units than using the dimensionful Γ. Also, G is more appropriate than Γ for

use in writing the computer programs, since ` is used to parametrize the variables rather

than a. Note that the angular dependence of Γ is integrated out when transforming to G.

Although the variables K, y, and e are often used in the programs, the equations can be

easily be re-written in terms of K, G, and e (instead of the mildly jarring K, Γ, and e),

and the results can be expressed in terms of the superfluid fraction, vortex distributions,

and total number-density of vortices.

The distribution D may be the best choice when comparing to results of simulations

and experiments carried out by other groups (for example, Nguyen and Sudbø [108]) since

D is what they tend to measure. So it would probably be best to use G in the program

equations and calculations and then convert to D in the end for comparison. (It may be

fruitful to derive the equations in terms of D too, in case there are some simplifications

in some of the equations.)
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APPENDIX B

Flows, Fixed Points, Bare Values, and the Critical

Exponent ν

In this appendix we will show how to use the so-called renormalization flows and fixed

points of the 2D and 3D scaling relations to calculate the critical (T = Tc) bare (` = 0)

values of K and y as well as the critical exponent ν of the 3D case.

First, let’s generally describe the renormalization flows and fixed points. Both the

2D and the 3D scaling equations are of the form

∂K

∂`
= F(K, y) (B.1)

∂y

∂`
= G(K, y), (B.2)

where the derivative functions F(K, y) and G(K, y) are given in the following table. Note

2D 3D

F2(K, y) = −A2K
2y F3(K, y) = K − A3K

2y

A2 = 4π3 A3 = 4π3/3

G2(K, y) = y (4− 2πK) G3(K, y) = y
[
6− π2K (1− θ lnK)

]
θ = 0.6

Table B.1: The 2D and 3D scaling equation derivative functions.

that the length scale variable `, which is the renormalization parameter, does not appear

explicitly in the derivative functions. These equations are therefore called autonomous
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since the slope of a solution curve in the K-y plane is “self-governed” by the values of

K and y, without reference to the value of `. In particular, supposing one of F and G is

nonzero, one can divide the two differential equations to find the slope in the K-y plane:

∂K

∂y
=
F
G

(K, y) or
∂y

∂K
=
G
F

(K, y). (B.3)

So the scaling equations quantify how the values (K, y) change or “renormalize” in the

K-y plane as the length parameter ` is changed, independent of the actual value of

`. Each curve in the K-y plane that obeys these equations (and hence is directed and

parametrizable by `) can be called a renormalization trajectory and taken together these

trajectories are called a renormalization flow, or a “renormalization group flow”, or an

“RG flow”. Pick a particular starting point or region and the scaling equations determine

how the variables “flow” along trajectories that run through that region. However, at

some points both differential equations may be zero, and such a point is called a sta-

tionary or fixed point, with the flow stopped at that point. Some trajectories may begin

infinitesimally close to a fixed point, or they may end at a fixed point, or they may begin

or end at the “edges” of the domain of the equations, or they may even loop around in

a closed circuit. Some trajectories may come nowhere near a fixed point and others may

may pass by, arbitrarily close to a fixed point.

With this orientation, we can now move on to calculations in the 2D and 3D cases.

B.1 2D Renormalization Flow Calculations

Let’s find the fixed points of the 2D scaling relations. Any fixed point (K∗, y∗) will cause

the scaling relations to be zero:

∂K

∂`
(K∗, y∗) = −A2K

∗2y∗ = 0 (B.4)

∂y

∂`
(K∗, y∗) = y∗ (4− 2πK∗) = 0, (B.5)

127



where A2 = 4π3. By inspection, we can see that y∗ = 0 is necessary and sufficient for both

of the equations to be zero, withK∗ being arbitrary. This is a line of fixed points on theK-

axis, at the edge of the physically relevant domain, K ∈ (0,∞) and y ∈ (0,∞). But there

are two interesting points within this line of fixed points: the point coinciding with K = 0,

which drives ∂K/∂` to zero independent of y, and the point coinciding with K = 2/π,

which drives ∂y/∂` to zero independent of y. We’ll see that (K∗, y∗) = (2/π, 0) is a

particularly physically relevant fixed point that corresponds to the critical temperature

TKT. We’ll see that the fixed point at the origin, (K∗, y∗) = (0, 0), is not physically

relevant, but it is interesting in that it is associated with singular trajectories emanating

from (infinitesimally close to) the origin.

Besides the stationary, point solutions, which remain the same regardless of the value

of `, we can find non-trivial flows off of the K-axis. Off of the fixed-points, the 2D

solution curves are still quite simple though, because the slopes are independent of the

variable y. This is because y cancels out when dividing F and G:

∂y

∂K
=
G
F

(K, y) =
y (4− 2πK)

A2K2y
(B.6)

=
4− 2πK

A2K2
, (B.7)

for y 6= 0 and K 6= 0. So we can simply integrate to solve for y(K), starting at some

arbitrary point (Ki, yi) and proceeding over an interval along theK-axis [Ki, K] or [K,Ki],

so long as none of these variables equal zero at any point during the integration:

y(K) = yi +

∫ K

Ki

∂y

∂K
(K ′) dK ′ = yi +

∫ K

Ki

4− 2πK ′

A2K ′
2 dK ′ (B.8)

= yi +
4

A2

[
1

K
− 1

Ki

]
+

2π

A2

ln

(
K

Ki

)
. (B.9)

The solution curves described by formula (B.9) are all the same shape, “echoing” each

other up and down the y-axis, as illustrated in Fig. B.1 below. Note that for y > 0,

∂K/∂` < 0 so K decreases with increasing `, and for y < 0, ∂K/∂` > 0 so K increases
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with increasing `. With the axis-orientation in Fig. B.1, that translates to mean that

the solution trajectories flow leftward above the K-axis (y > 0) and rightward below the

K-axis (y < 0), except at K = 0.

The slope of formula (B.9) approaches infinity as K approaches zero, but we can start

over with the scaling equations and take the K = 0 case by itself to see what we get.

We find that ∂K/∂` = 0 but ∂y/∂` = 4y, so that y(`) = yi exp(4`), where yi is any

real number. So along the line K = 0, there are two trajectories (one with yi < 0 and

one with yi > 0) that exponentially flee from the origin, and one stationary “trajectory”

(with yi = 0), which is the fixed point at the origin.

Taking a solution curve that appears to intersect the K-axis, if we follow a point that

moves along such a curve according to a parametrization using `, we find that very close

to the K-axis, where y is very small, both ∂K/∂` and ∂y/∂` are very small, so that

the progress made in traversing the flow is slow as ` changes. Such a trajectory gets

infinitesimally close to the K-axis but never intersects this line of fixed points. Note that

all the fixed points with K∗ < 2/π are repulsive, with two trajectories flowing away from

each of them, and all the fixed points with K∗ > 2/π are attractive, with two trajectories

flowing toward each of them. This is apparent by examining Fig. B.1. The attractive

fixed points are called stable fixed points since any point-flow starting near such a point

will remain close, whereas the repulsive fixed points are called unstable for the opposite

reason. The fixed point at K∗ = 2/π could be called semi-stable since a quarter of all the

nearby point-flows (with y > 0 and K < K∗) are repelled and exhibit unstable behavior,

but the rest remain near and show stable behavior as ` increases.
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Figure B.1: Here are some representative flow trajectories, or solution curves, for the

2D scaling relations referred to in Eq.s (B.4) and (B.5). There is a line of fixed-points

along the K-axis (y = 0). When parametrized by the length-scale variable `, these

solution trajectories flow leftward above the K-axis (y > 0) and rightward below the

K-axis (y < 0), except at K = 0, where the trajectories exponentially flow away from

the origin. (The solid and dashed portions of the curves indicate that the curves flow

from the solid region to the dashed region.) A given line that appears to intersect the

K-axis can be extended across the axis, but separate parametrizations must be used to

describe the extended line since flows do not cross the line of fixed points. Although

trajectories across whole K-y plane are shown here, only the upper right quadrant is

physically relevant.
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So far we have not discussed what values ` should take at any point on these solution

curves. To answer that question, we use the Villain model to determine the relationship

between the bare (` = 0) values of K and y. As discussed in Section 2.2.2.5, our use of

the Villain model implies

y`0 = exp(−π2K`0). (B.10)

We can rephrase this as ` = 0 along the curve

y = exp(−π2K) (B.11)

in the K-y plane. This curve is shown in Fig. B.2, along with representative trajectories

that originate from this line. Note that there are two kinds of trajectories from this

curve: one type of trajectory ends at a fixed point and another gets directed towards a

diverging y value with K heading to zero. There is a critical, boundary trajectory that

gets directed to the fixed point (K∗, y∗) = (2/π, 0). Physically, the trajectories with K

converging to zero represent temperatures above TKT, where σr
s/σ = K/K`0 converges

to zero as ` goes to infinity. The trajectories with K converging to a non-zero finite

value represent temperatures below TKT, where σr
s/σ = K/K`0 converges to a non-zero

finite value. So we see that the fixed point (2/π, 0) represents the critical (T = TKT)

macroscopic (`→∞) point in K-y space, and tracing its associated trajectory back to the

bare-values Villain curve allows one to find the critical bare values of K and y. Actually,

since the trajectories are known analytically by Eq. (B.9), and the Villain curve is known

analytically, we can solve analytically for these bare values. We get K`0
c = 0.74785242

and y`0c = 6.2297289×10−4.

With this knowledge of the bare critical values of K and y, we can determine the tem-

perature of a given physical trajectory that originates from the Villain model curve. Since

by definition K`0/K`0
c = TKT/T , the bare value K`0 corresponds directly to temperature

by K`0 = K`0
c (TKT/T ).
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Figure B.2: Here, in black dashed curves, are some representative physically relevant

renormalization trajectories, or solution curves for the 2D scaling relations referred to in

Eq.s (B.4) and (B.5). This is a zoomed-in view of the upper right quadrant of Fig. B.1,

near the fixed point at K = 2/π. All of the black dashed trajectories start from the Villain

model exponential curve given by y`0 = exp(−π2K`0). (The gray dashed trajectories

show the continuation of the trajectories to unphysical negative-`-valued locations.) The

trajectories that end at fixed points are at temperatures equal to or less than TKT,

with the critical trajectory at TKT reaching (K∗, y∗) = (2/π, 0) as ` goes to infinity.

The remaining trajectories represent temperatures above TKT. Using the relationship

K`0 = K`0
c (TKT/T ), these trajectories correspond to the temperature fractions T/TKT

between 1.075 and 0.6. The critical trajectory is highlighted with a solid red curve.
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B.2 3D Renormalization Flow Calculations

B.2.1 Fixed Point Analysis

Let’s find the fixed points of the 3D scaling relations. Any fixed point (K∗, y∗) will cause

the scaling relations to be zero:

∂K

∂`
(K∗, y∗) = K∗ − A3K

∗2y∗ = 0 (B.12)

∂y

∂`
(K∗, y∗) = y∗

[
6− π2K∗ (1− θ lnK∗)

]
= 0, (B.13)

where A3 = 4π3/3 and θ = 0.6. At first glance, the origin (K, y) = (0, 0) may seem to be

a fixed-point solution, but since ∂y/∂` is not defined at K = 0 (due to the logarithm),

the origin cannot be a fixed point. However, we will find that it is an unstable, repulsive

point. Having determined that K∗ 6= 0, we can immediately solve Eq. (B.12) for y∗ in

terms of K∗ and get rid of y∗ in Eq. (B.13):

y∗ =
1

A3K∗
(B.14)

0 = 6− π2K∗ (1− θ lnK∗) . (B.15)

Equation (B.15) is transcendental and can be solved for K∗ using some numerical tech-

nique or a calculator, where the technique is automatic. Solving yields two possible values

for K∗, and plugging each of these values into Eq. (B.14) gives us the y∗ values for these

two fixed points. The fixed points are

(K∗1 , y
∗
1) = (4.1467664169, 0.005833135603) (B.16)

(K∗2 , y
∗
2) = (0.38750818971, 0.062421005458). (B.17)

The 3D scaling relations do not generally simplify in the same way that the 2D

scaling relations simplify, so to find the flow pattern we numerically solve by stepping

out by increments ∆` starting from ` = 0. (One special but unphysical case we can
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solve quickly is that of y = 0, where we find that ∂y/∂` = 0 and ∂K/∂` = K, so that

K(`) = Ki exp(`), where Ki is any positive real number.) Before solving numerically,

first we can do some further calculations, using what’s called linear stability analysis, to

characterize the flow very near the two fixed points that we found and eventually use

this information to calculate the critical exponent ν. To do this analysis, we linearize

the scaling relations, expanding about a fixed point (K∗, y∗) by making the substitutions

K = K∗+ δK and y = y∗+ δy and getting rid of higher-order terms in δK and δy, where

δK/K∗ � 1 and δy/y∗ � 1. For the K equation, we get this:

δ
∂K

∂`
=

∂K

∂`
(K∗ + δK, y∗ + δy)−����

���:
0∂K

∂`
(K∗, y∗) (B.18)

= (K∗ + δK)− A3(K∗ + δK)2(y∗ + δy) (B.19)

= (K∗ + δK)− A3

(
K∗2 + 2K∗δK +��

�H
HHδK2
)

(y∗ + δy) (B.20)

= (K∗ + δK)− A3

(
K∗2 + 2K∗δK

)
y∗ − A3

(
K∗2 +���

�XXXX2K∗δK
)
δy (B.21)

=
��

���
���

��:0[
K∗ − A3y

∗K∗2
]

+ δK − 2A3K
∗y∗δK − A3K

∗2δy (B.22)

= [1− 2A3K
∗y∗] δK −

[
A3K

∗2
]
δy (B.23)

=

[
1− 2A3K

∗
(

1

A3K∗

)]
δK −

[
A3K

∗2
]
δy (B.24)

= −δK −
[
A3K

∗2
]
δy. (B.25)

We do the same for the y equation, and use the approximation

ln(K∗ + δK) = ln
(
K∗(1 + δK/K∗)

)
(B.26)

= lnK∗ + ln(1 + δK/K∗) (B.27)

≈ lnK∗ + δK/K∗, (B.28)

since ln(1 + x) = x − x2/2 + x3/3 − x4/4 + · · · , for |x| < 1. For the y equation we get
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this:

δ
∂y

∂`
=

∂y

∂`
(K∗ + δK, y∗ + δy)−

��
�
��

��*
0

∂y

∂`
(K∗, y∗) (B.29)

= (y∗ + δy)
[
6− π2(K∗ + δK)

(
1− θ ln(K∗ + δK)

)]
(B.30)

= y∗
[
6− π2(K∗ + δK)

(
1− θ ln(K∗ + δK)

)]
+
[
6− π2(K∗ +��HHδK)

(
1− θ ln(K∗ +��HHδK)

)]
δy (B.31)

= y∗

��
���

���
���

���:0[
6− π2K∗ (1− θ lnK∗)

]
+y∗

[
−π2K∗

(
−θδK/K∗

)
− π2δK

(
1− θ ln(K∗ +��HHδK)

)]
(B.32)

+
���

���
���

���
��:0[

6− π2K∗ (1− θ lnK∗)
]
δy (B.33)

= π2y∗
[
θ − (1− θ lnK∗)

]
δK (B.34)

= π2y∗
[
θ (1 + lnK∗)− 1

]
δK (B.35)

= −π2y∗
[
1− θ (1 + lnK∗)

]
δK. (B.36)

These linear approximations can be rewritten as a matrix equation, with a matrix called

the fixed-point stability matrix:

δ

 ∂K/∂`

∂y/∂`

 =

 −1 −b

−c 0


 δK

δy

 , (B.37)

where the constants

b = A3K
∗2 (B.38)

c = π2y∗
[
1− θ (1 + lnK∗)

]
(B.39)

take on different values depending on which fixed point is used. We will find that the
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product of b and c, which we’ll call x, is an important quantity:

x ≡ bc = A3K
∗2π2y∗

[
1− θ (1 + lnK∗)

]
(B.40)

= π2A3K
∗2
(

1

A3K∗

)[
1− θ (1 + lnK∗)

]
(B.41)

= π2K∗
[
1− θ (1 + lnK∗)

]
. (B.42)

Note that the differential vector on the left-hand-side of Eq. (B.37), δ
(
∂K/∂` , ∂y/∂`

)
,

not only represents the change in the flow-rate vector from a fixed point to a nearby point,

but (since the fixed point has a zero-vector flow rate) also represents the flow-rate vector

at the nearby point. Given this fact, the equation

δ

 ∂K/∂`

∂y/∂`

 = λ

 δK

δy

 (B.43)

represents the situation where the flow-rate vector at a point near the fixed point equals

some constant multiple λ of the displacement from the fixed point. For real-valued

constants, this means that the flow is either directly away from (for positive values) or

directly toward (for negative values) the fixed point. Using the linearized matrix form of

the flow direction, this becomes an eigenvalue equation with the stability matrix: −1 −b

−c 0


 δK

δy

 = λ

 δK

δy

 , (B.44)

Solving for the eigenvalues λ, we get

0 =

∣∣∣∣∣∣∣
−1− λ −b

−c −λ

∣∣∣∣∣∣∣ = λ(1 + λ)− bc = λ2 + λ− x (B.45)

λ = 1
2

(
−1±

√
1 + 4x

)
(B.46)

= 1
2

(
−1±

√
1 + 4π2K∗

[
1− θ (1 + lnK∗)

])
, (B.47)
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which gives us two eigenvalues per fixed point:

λ1a = −0.5 + i 4.279 (B.48)

λ1b = −0.5− i 4.279 (B.49)

λ2a = 1.488 (B.50)

λ2b = −2.488. (B.51)

We’ve already noted that the positive and negative eigenvalues correspond to outward

and inward paths from and to a fixed point, but what do the complex eigenvalues mean?

To answer that question, we can examine the general solution of the flow near the fixed

point in terms of the eigenvectors and their eigenvalues.

We can and will solve for the (unit) eigenvectors ua and ub associated with each

eigenvalue, but first we treat them abstractly. It may help to use a different notation for

the flow-rate vector in this analysis. Defining the displacement vector ε by

ε ≡

 δK

δy

 , (B.52)

the flow-rate vector (along an eigenvector direction) can be rewritten by switching the

differentials as

δ

 ∂K/∂`

∂y/∂`

 =
∂

∂`

 δK

δy

 (B.53)

=
∂ε

∂`
. (B.54)

The eigenvalue equation then becomes

∂ε

∂`
= λ ε, (B.55)

with the apparent general solution being

ε = χa exp(λa ∆`) ua + χb exp(λb ∆`) ub, (B.56)
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with χa and χb being very small with respect to K∗ and y∗.

The general solution for the eigenvectors, where a unit eigenvector is written in K-

and y-components as u = (uK , uy), is found in the following manner. Solving −1 −b

−c 0


 uK

uy

 =

 −uK − buy
−cuK

 = λ

 uK

uy

 , (B.57)

we find the components of the eigenvector relate to each other by the relation

uy = − c
λ
uK . (B.58)

In general, since λ can be complex, the eigenvector components can also be complex.

Taking uK to be real, the solution is

u =


1√

1 + c2/ |λ|2

−c/λ√
1 + c2/ |λ|2

 , (B.59)

so that u ·u∗ = 1, where u∗ is the complex conjugate of u. (Be sure not to confuse the

two meanings of the asterisk – one indicating a fixed point, the other indicating complex

conjugate.)

With this information, we can see what the complex eigenvalues imply. Using Euler’s

(complex analysis) formula, exp(ix) = cos(x) + i sin(x), a complex number in an expo-

nential function can be translated into an exponential factor (associated with the real

part) and a sinusoidal factor (associated with the imaginary part). To see exactly what

happens with the solution in Eq. (B.56) for the first fixed point, one needs to incorporate

the fact that the eigenvalues of are conjugates of each other (λ2b = λ∗2a), and the eigen-

vectors are complex, and together this should annihilate all the imaginary components

of the flow. Without getting into too much detail, it is reasonable to expect that the

complex eigenvalues imply a spiraling motion (due to the imaginary part) and an inward
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motion (due to the negative real part). This suspicion is confirmed by the numerical so-

lution of the flow and by the fixed-point classification in Ref. [109], where the first fixed

point is seen to be a stable spiral (“O type”) point and the second fixed point is seen

to be a hyperbolic or saddle (“X type”) point. (See Ref. [110] for further classification

vocabulary.)

B.2.2 Flow Investigation

Now we will examine how these flow trajectories look when they are numerically com-

puted. We will make a final analytic calculation of the critical exponent ν after examining

the flows and interpreting where the critical behavior arises. We could solve for approx-

imate, asymptotic solutions for the trajectories in various regimes, but we will proceed

with a numerical, visual exploration for now. Due to the somewhat complicated nature

of the flow, we will have to show the flow in several figures with different coordinate

scales.

First we examine the flow near the second fixed point in Fig. B.3. The technique

used to produce the inward and outward trajectories was to first step out from the fixed

point (K∗2 , y
∗
2) = (0.387508, 0.0624210) using the eigenvector components determined

by Eq. (B.59), and then take further steps using the scaling relations. The stepping

increment ∆` is set to a positive number for the outward trajectories to trace them in

the forward direction with ` increasing, and ∆` is set to a negative number for the inward

trajectories to trace them in the backward direction with ` decreasing. The other eight

curves were generated by choosing nearby starting points and stepping out (forward and

backward) with the scaling relations. The arrows indicate the forward flow direction for

each trajectory.

The next plot in Fig. B.4 shows a wider view that includes both fixed points, and

it shows the inward spiraling flow near the second fixed point. The even wider view
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Figure B.3: Here are some representative renormalization trajectories near the second

fixed point (K∗2 , y
∗
2) = (0.387508, 0.0624210), with arrows to indicate the forward flow

directions. Note that the y-derivative is zero for all trajectories along the line y = y∗2,

which is highlighted with a dotted line, and the K-derivative for all is zero for all tra-

jectories along the curve y = 1/(A3K), also highlighted with a dotted line. This can be

confirmed by examining the scaling relations.

in Fig. B.5 shows a larger, triangular pattern in the flow, and it is apparent from both

Fig.s B.4 and B.5 that the red and blue trajectories that end on the hyperbolic fixed

point both begin at (or infinitesimally close to) the origin. However, we know that the

red curve cannot touch or intersect the K-axis (with y = 0) since we already know from

our earlier parenthetical comment that the trajectory along that axis remains there (since

∂y/∂` = 0) with K given by K(`) = Ki exp(`) (since ∂K/∂` = K). So the red trajectory

and any other trajectory seen above the K-axis must always have a positive y-value, even

if it becomes very close to zero. We find that the green trajectory that is repelled directly
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Figure B.4: In this view of the renormalization flow, the spiral fixed point

(K∗1 , y
∗
1) = (4.146766, 0.00583314) is seen as well as the hyperbolic fixed point (K∗2 , y

∗
2)

= (0.387508, 0.0624210). Note that the “turn-around” points on the spirals coincide with

the dotted-line curve y = 1/(A3K).

away from the hyperbolic fixed point is “captured” by and ends at the spiral fixed point.

The other outward-bound trajectory in magenta diverges in y, with K going to zero.

So we find that two trajectories (the magenta and green) originate from the hyperbolic

fixed point, and all other trajectories come from the origin. All trajectories inside the

region delineated by the blue and red curves end at the spiral fixed point. All trajectories

outside of this region mimic the blue-and-magenta or red-and-magenta paths and end

with y diverging and K converging to zero. These facts may be easier to discern with

the help of Fig.s B.6 and B.7, which use logarithmic scales on one or more axes.
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Figure B.5: In this view of the renormalization flow, the larger-scale triangular flow

pattern is visible.
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Figure B.6: With the y-axis in logarithmic scale, it is easier to see how the outer trajec-

tories come from underneath the red trajectory to then swoop up and around, as seen

in Fig. B.5, to form a triangular flow pattern and then bend upward and head toward

(0,∞). The flat portions of the trajectories at the bottom of the graph are artifacts of

the numerical limits of the double floating-point digits in the computation.

143



 1e-300

 1e-250

 1e-200

 1e-150

 1e-100

 1e-50

 1

 1e-06  0.0001  0.01  1  100  10000

y 
(u

ni
tle

ss
)

K (unitless)

4He Fugacity y vs Coupling Parameter K

Figure B.7: With the y- and K-axes both in logarithmic scale, the behavior near the

origin and near K = 0 becomes more apparent. Trajectories between the red and blue

lines begin “at” the origin and end at the spiral fixed point. Trajectories outside of this

region also begin at the origin but mimic the blue-and-magenta or red-and-magenta paths

and end with y diverging and K converging to zero. The strange bend in the rightmost

trajectory is an artifact from the program algorithm, which was not designed for such

large values of K.
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With the nature of the flow pattern above the K-axis understood, one can begin to

understand the flow pattern over the whole domain, including the unphysical flow below

the K-axis. In Fig. B.8 it is apparent that the triangular pattern above the K-axis is

part of a larger “elbow” pattern that repeats and “echoes” up and down the y-axis, much

like the 2D flow pattern repeated. It is just at the K-axis and at the fixed points that

this pattern is disturbed.
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Figure B.8: The renormalization flow across the whole domain shows a repeating “elbow”

pattern that repeats and is only disturbed near the K-axis and the fixed points. The

orange and cyan curves all start from the origin, some of them skim along near the

K-axis, and all of them end in a downward sloping orientation.

As is discussed in Section 2.1.4, the 3D Equations Summary, when calculating these

flows one must either manually limit the size of ac by changing the y scaling relations for
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K & 1 from

∂y

∂`
= y

{
6− π2K (1− θ lnK)

}
(B.60)

to

∂y

∂`
= y

{
6− π2K

}
(B.61)

or cut short the renormalization at a certain threshold value of K before the formula for ac

becomes large enough to significantly affect the results. These alternatives make intuitive

sense when viewing the renormalization flow of the new scaling relation in Eq. (B.61).

Taken together with the same K scaling relation as before,

∂K

∂`
= K − A3K

2y, (B.62)

we can perform the same fixed-point and linear stability analysis as before to help inves-

tigate and calculate the flow. We find a hyperbolic fixed point (K∗3 , y
∗
3) with

K∗3 =
6

π2
= 0.607927 (B.63)

y∗3 =
1

A3K∗
=

1

8π
= 0.0397887, (B.64)

since A3 = 4π3/3. There is also a repulsive fixed point at the origin. Numerically

solving for the flow across the whole upper quadrant of the K-y plane, using the same

techniques already described, yields the trajectories in Fig. B.9. This flow is only valid

for the region K & 1; for the region K < 1 we use the flow re-illustrated in Fig. B.10

for direct comparison. (See the caption of Fig. B.10 for further comments.) Putting the

two together results in Fig. B.11, which finally shows the physical flow of the 3D scaling

relations.
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Figure B.9: With the altered y scaling relation in Eq. (B.61), which is only valid for

K & 1, the flow changes and loses the spiral fixed point. There is a repulsive fixed point

at the origin and a hyperbolic fixed point at (K∗3 , y
∗
3) = (0.607927, 0.0397887).
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Figure B.10: This is the renormalization flow with the y scaling relation in Eq. (B.60),

re-illustrated for direct comparison and synthesis with the flow in Fig. B.9. Note that for

flow trajectories near the K-axis (but above the red curve) – trajectories that will turn out

to be physically relevant – the flow stops moving downward and starts to curve upwards

at K = K∗1 = 4.15 (where ∂y/∂` = 0) to embark on a spiral towards the lower-right fixed

point. At this value of K the miscalculation of ac is significant enough to fundamentally

change the behavior of the flow. One can either cut off the renormalization trajectories

at a threshold value of about K = K∗1 , to prevent this pathological influence, or transfer

to the flow in Fig. B.9 at K = 1 (or at least before K = K∗1). In Fig. B.11 we show the

flow given the latter choice.
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The trajectories in Fig. B.11 must start from bare (` = 0) values that obey the relation

y`0 = exp(−π2K`0C). (B.65)

As is discussed in Chapter 3, we take the value of C to be approximately constant over

temperature (at least near Tλ) and equal to its critical T = Tλ value, Cc. A particular

value of C corresponds to a particular pressure. The two bare-value exponential curves

shown in Fig. B.11 represent the extremal curves of the lowest and highest pressures

possible in superfluid helium: C = 1.1 goes with P ≈ 0 bar and C = 0.4 goes with P ≈

30 bar. This pressure correspondence is explained in detail in Chapter 3 and shown in

Fig. 3.6. Some representative trajectories from these bare-value curves are shown, and we

can finally see that for the physical flow there are two flow regions separated by a critical

boundary trajectory. As is explained in more detail in Chapter 3, the upward-leftward

flow corresponds to temperatures above Tλ, where ρr
s/ρ = Ks/K

`0 = exp(−`)K/K`0 goes

to zero as ` increases, and the downward-rightward flow corresponds to temperatures

below Tλ, where ρr
s/ρ = exp(−`)K/K`0 can converge to a non-zero finite value as `

increases.

The attractive paths toward the hyperbolic fixed point are the critical trajectories,

and tracing the paths backwards from the fixed point allows one to calculate the critical

bare value of K, K`0
c , for a given value of C and a certain pressure. This is one way

to calculate K`0
c , different from the trial-and-error forward-trajectory method described

in Chapter 3. The value one calculates for K`0
c will depend on the step size (in terms

of ∆` or perhaps a K-y-space distance increment in terms of ∆K and ∆y) and the

desired precision given the particular method used. The latter trial-and-error method is

preferable when one is looking for a value of K`0
c appropriate for use in forward-trajectory

calculations of various quantities. We use this trial-and-error method for our calculations.
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Figure B.11: Here, in black dashed curves, are some representative physically relevant

renormalization trajectories, or solution curves for the 3D scaling relations referred to in

Eq.s (B.60–B.62). All of the black dashed trajectories start from a bare-value exponential

curve given by y`0 = exp(−π2K`0C), which depends on C. (The gray dashed trajectories

show the continuation of the trajectories to unphysical negative-`-valued locations.) The

trajectories flowing upward-leftward correspond to temperatures above Tλ, and those

flowing downward-rightward correspond to temperatures below Tλ. The critical trajec-

tories at Tλ reach the hyperbolic fixed point (K∗2 , y∗2) = (0.387508, 0.0624210) as ` goes

to infinity. Using the relationship K`0 = K`0
c (TKT/T ), these trajectories correspond to

the temperature fractions T/Tλ of 1, {1.05, 1.2, 1.4, 1.6, . . .}, and {0.95, 0.8, 0.6, 0.4, . . .}.

The critical trajectories are highlighted with solid red and blue curves. As is explained

in detail in Chapter 3, C = 1.1 and C = 0.4 correspond to pressures P ≈ 0 bar and

P ≈ 30 bar, respectively.
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B.2.3 Critical Exponent Calculation

We can extract a bit more information from the linear stability analysis within our flow

analysis (or “RG analysis”). The eigenvalue λ2b = −2.488 is associated with the critical

trajectories toward the hyperbolic fixed point. The eigenvalue λ2a = 1.488 on the other

hand characterizes the flow away from the fixed point at temperatures away from Tλ.

Using a standard RG calculation found in the literature [78, 111, 112] and explained in

text books [113], we can quantify this relationship to temperature with a critical exponent

ν in the power law

ρs

ρ
∝ (∆T )ν , (B.66)

where ∆T ≡ T − Tλ and

ν =
1

λ2a

. (B.67)

Recall that the connection between ρs/ρ and K and y comes from the relation ρs/ρ =

lim`→∞ exp(−`)K/K`0. For many of our calculations, particularly in Chapter 3, we have

preferred to use the quantity τ ≡ (1 − T/Tλ) rather than ∆T , so we can rewrite this

power law as

ρs

ρ
= A′τ ν , (B.68)

with the numerical value of ν being

ν =
1

λ2a

=
2

−1 +
√

1 + 4x2

(B.69)

=
2

−1 +
√

1 + 4π2K∗2
[
1− θ (1 + lnK∗2)

] (B.70)

= 0.67168835, (B.71)

since K∗2 = 0.38750818971.
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APPENDIX C

Derivation of a Fokker-Planck Equation

The subtitle of this appendix is “Drift and Diffusion of a Probability Density in State

Space”. Sections C.5 and C.6 function as sub-appendices. Although this derivation is

more general than needed for the usage of the Fokker-Planck equation in this dissertation,

it should be useful for anyone interested in extending this research to higher dimensions

(D ≥ 3). For an example in arbitrary dimensions, see Ref. [114].

C.1 Probabilistic Properties

To derive a Fokker-Planck equation, which deals with probabilities, we should start by

stating the probabilistic notation and properties we will use. The probability that event

A occurs is P [A]. Summing over all possible mutually exclusive events must yield a

total of one:
∑

A P [A] = 1. If one includes non-exclusive events, the probability sum

can exceed one, so any sums will be performed over mutually exclusive events.1 When

summations are not involved, the events named can be partially or fully simultaneous,

allowing illustration using Venn diagrams with overlapping regions. The probability

that both A and B occur is a joint probability P [A,B]. The probability that A occurs

given that B occurs is a conditional probability P [A|B]. A joint-conditional probability

1For example, let’s say a coin is flipped with colored sides where one side is red and the other is
half-red half-blue. Take the set of events to be A = A1 = “the upper side has red on it” and A = A2 =
“the upper side has blue on it”. Although this may seem like a reasonable all-inclusive set of events,
both may simultaneously occur and

∑
A P [A] = 1.5 6= 1.

152



property follows:

P [A,B] = P [A|B] P [B]. (C.1)

This property can be illustrated nicely with a Venn diagram. This property generalizes

in many ways, for instance, P [A,B,C] = P [A|B,C] P [B,C]. However, we will not need

any of these generalizations.

Let’s say the state of an object exhibiting Brownian motion is described by a stochastic

variable A(t). Let the notation P [A(t), A′(t′), A′′(t′′)] denote the probability that the

object occupies the state A′′ at time t′′, A′ at time t′, and A at time t.2 Since the object

must occupy a particular state at time t′, we have the following relation,∑
A′

P [A(t), A′(t′), A′′(t′′)] = P [A(t), A′′(t′′)], (C.2)

given that there are a countable number of states available. Given a continuum of states,

we have ∫
dX ′ p[X(t), X ′(t′), X ′′(t′′)] = p[X(t), X ′′(t′′)], (C.3)

where p is a probability distribution or probability density instead of a probability P .

This general property is displayed in the Chapman-Kolmogorov equation:∫
dXi p[X1, . . . , Xi−1, Xi, Xi+1, . . . , Xn] = p[X1, . . . , Xi−1, Xi+1, . . . , Xn]. (C.4)

Here are some more properties that help elucidate the meaning of the probabilities and

probability distributions:∑
A P [A] = 1

∫
dX p[X] = 1∑

A P [A|B] = 1
∫

dX p[X|Y ] = 1∑
A,B P [A,B] = 1

∫
dX dY p[X, Y ] = 1∑

A P [A,B] = P [B]
∫

dX p[X, Y ] = p[Y ]∑
B P [A,B] = P [A]

∫
dY p[X, Y ] = p[X]

2This is slightly sloppy notation since the function P must know about both A and t. We’ll eventually
use more proper notation, such as P [A; t], in the next section.
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Note that P is always dimensionless (or has dimensions of “probability”) but a probability

density p[X] has dimensions of [X]−1, where [X] is the dimension, such as length or

energy, of the stochastic variable X. A probability density p[X, Y, Z|U, V ] has dimensions

of [X]−1[Y ]−1[Z]−1.

C.2 A Fokker-Planck Equation

We will now derive a very general (forward) Fokker-Planck equation (FPE), which de-

scribes the time-evolution of a probability density in state space, considering drift and

diffusion but not higher-order migration. 3 In this derivation we start with an integral

equation expressing two probabilistic properties we introduced in the last section, we use

Taylor expansions, pull the integral out of the derivatives, and absorb the integral into

definitions of some quantities to change to a differential equation, and we finally reduce

the number of terms by assuming higher-order-derivative terms are negligible.

We use a d-dimensional stochastic variable R to represent the state of a Brownian

object. It may simply represent position or it may include quantum numbers as well as

position, velocity, momentum, or other state variables. We assume that the quantum

numbers, if there are any, are large enough that differences in them can be considered

small, so R can be considered continuous: R ∈ Rd. 4 We also assume that probability

distributions such as p[R] are continuous and differentiable so we can take derivatives.

Using (1) the last equation from the previous section, p[X] =
∫

dY p[X, Y ], and (2)

3I consider this derivation an improvement over and abstraction of the derivations by Chandrasekhar
[115] and Wilde and Singh [116], where the conceptual steps are made clear and the abstractions are
explained in the appendices.

4R is a univalent holor of plethos d. (A holor is a mathematical entity that is made up of one or
more independent quantities. A holor may be multiply-indexed, like a tensor, but its transformation
properties, under rotation, say, are not necessarily specified.) R doesn’t necessarily transform as a
Euclidean vector, so it shouldn’t be called a vector to prevent confusion amongst physicists.
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the joint-conditional probability property p[X, Y ] = p[X|Y ] p[Y ], we have

p[R(t+ ∆t)] =

∫
ddR′ p[R(t+ ∆t),R′(t)] (C.5)

=

∫
ddR′ p[R(t+ ∆t)|R′(t)] p[R′(t)]. (C.6)

We should switch to a more rigorous notation to aid in the impending mathematical

manipulations:

p[R, t+ ∆t] =

∫
ddR′ p[R|R′; ∆t, t] p[R′, t]. (C.7)

We shall approximate this exact relationship by Taylor-expanding each side, but again we

should change notation. The notation above makes the joint-conditional property more

apparently true, but a different notation will be more suitable for the Taylor expansions.

Let’s define a change-in-state holor ξ ≡ ∆R = R−R′, denoting the change from R′ to

R. We’ll use ξ in the equations below rather than ∆R because the differential ddξ looks

better than dd(∆R). We can rewrite the above equation like so:

p[R, t+ ∆t] =

∫
ddξ p[R− ξ, ξ; ∆t, t] p[R− ξ, t]. (C.8)

Note that ddR′ = (−1)dddξ, but if we change the direction or sense of the integrations,

then we can replace
∫

ddR′ with
∫

ddξ. 5 Now we can apply on the left side a one-

dimensional Taylor expansion (see Sub-Appendix C.5) about time t in terms of ∆t and

apply on the right side a multi-dimensional product Taylor expansion (also see Sub-

Appendix C.5) about state R in terms of −ξ, and we’ll define a new quantity in the last

5Please inform the author if something is wrong with that last step; it seems suspect.
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step:

∞∑
n=0

(∆t)n

n!
∂t
np[R, t] (C.9)

=

∫
ddξ

∑
|α|≥0

(−ξ)α

α!
∂αR
{
p[R, ξ; ∆t, t] p[R, t]

}
(C.10)

=
∑
|α|≥0

(−1)α∂αR

{
1

α!

(∫
ddξ ξα p[R, ξ; ∆t, t]

)
p[R, t]

}
(C.11)

=
∑
|α|≥0

(−1)α∂αR

{
〈ξα〉∆t(R, t)

α!
p[R, t]

}
, (C.12)

where we’ve defined 〈ξα〉∆t(R, t) by

〈ξα〉∆t(R, t) ≡
∫

ddξ ξα p[R, ξ; ∆t, t], (C.13)

which gives the elements of a mean-transition-increment holor to a state R at time t

during a time ∆t. Actually, this defines one holor for every set of multi-indices α with

the same magnitude. While we’re at it, let’s define a set of “migration holors”, which are

also sometimes called kinetic terms (pg 55 of [117]) or generalized diffusion tensors [118],

M
{α}
|α| (R, t) ≡ lim

∆t→0

〈ξα〉∆t(R, t)
α!∆t

, (C.14)

which are mean-transition-rate holors, giving mean rates of various transitions in state

space. For more elaboration on the meaning of this notation, see Sub-Appendix C.6.

After we divide both sides of the equation by ∆t, we can write the resulting equation in

terms of these migration holors. In applications, the limit in the definition above may

actually have ∆t go to some small non-zero value, since there may be wild fluctuations on

small time-scales but a smoother behavior when averaged over a small non-zero duration.

Now, after cancelling the first term6 in each series, dividing by ∆t, and letting ∆t be

6Since
〈
ξ〈0,0,...,0〉

〉
∆t

(R, t) =
∫

ddξ ξ〈0,0,...,0〉 p[R, ξ; ∆t, t] =
∫

ddξ p[R, ξ; ∆t, t] = 1, the first term in

the series on the right is p[R, t], as is the first term in the series on the left.
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small enough7, we get
∞∑
n=1

(∆t)n−1

n!
∂t
np[R, t] =

∑
|α|≥1

(−1)α∂αR

{
〈ξα〉∆t(R, t)

α!∆t
p[R, t]

}
(C.15)

=
∑
|α|≥1

(−1)α∂αR

{
M
{α}
|α| (R, t) p[R, t]

}
. (C.16)

If we expand these series out, we can switch the right side into Einstein summation

notation:

∂t p[R, t] +
∆t

2
∂t

2p[R, t] +
(∆t)2

6
∂t

3p[R, t] + · · · (C.17)

= −∂i
{
M i

1(R, t) p[R, t]
}

+ ∂j∂k

{
M jk

2 (R, t) p[R, t]
}

(C.18)

− ∂`∂m∂n
{
M `mn

3 (R, t) p[R, t]
}

+ · · · (C.19)

Now, to get the Fokker-Planck equation we seek, we just assume all terms except the

first term on the left side and the first two terms on the right side are negligible:

∂t p[R, t] = −∂i
{
M i

1(R, t) p[R, t]
}

+ ∂j∂k

{
M jk

2 (R, t) p[R, t]
}

(C.20)

As implied in the general definition above, these two migration holors are defined by

M i
1(R, t) ≡ lim

∆t→0

〈∆Ri〉∆t(R, t)
∆t

, (C.21)

M ij
2 (R, t) ≡ lim

∆t→0

〈
∆Ri ∆Rj

〉
∆t

(R, t)

2∆t
. (C.22)

M i
1 can be called the drift holor since it describes the mean drift through state space.

M ij
1 can be called the diffusion holor since it describes the mean diffusion through state

space, like a diffusion tensor describes real-space diffusion.

C.3 A Note

It is important to note that the Fokker-Planck equation is a continuity equation: it is a

local conservation of probability equation. An example of a continuity equation is the

7If ∆t must go to zero, then only one term will remain on the left side.
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charge continuity equation in electrodynamics,

∂t ρ = −∇ ·J = −∂iJ i, (C.23)

where ρ is the charge density and J is the charge current density (in real space). Like-

wise, the Fokker-Planck equation can be written in this form and we can solve for the

probability current density (in state space):

∂t p[R, t] = −∂i
{
M i

1(R, t) p[R, t]− ∂j
[
M ij

2 (R, t) p[R, t]
]}

, (C.24)

J i = M i
1(R, t) p[R, t]− ∂j

[
M ij

2 (R, t) p[R, t]
]
. (C.25)

The total probability (usually assumed to be one) could be lost or gained at the bound-

aries of the state space if there is a loss or gain in the number of Brownian objects, or the

Fokker-Planck equation could be reformulated in terms of number-density rather than

probability density (of Brownian objects). Furthermore, one could add a source-sink

term if there is injection/creation or loss/annihilation of Brownian objects within the

boundaries of the state space.

C.4 A Warning

It seems that many times when the Fokker-Planck equation is used, it comes in a sim-

plified form where the diffusion holor has been pulled out of one derivative:

∂t p[R, t] = ∂i

{
−M i

1(R, t) p[R, t] +M ij
2 (R, t) ∂j p[R, t]

}
. (C.26)

In the cases where M2 is constant or nearly constant, this is perfectly justifiable. But

this (often unexplained) sleight of pen is performed in cases where M2 is dependent on

R, and the reason for this move may be a kind of “pragmatism”: the equation may just

be too hard to solve in its original form, so M2 is pulled out of one derivative to make it

solvable.
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C.5 Taylor Series

One-dimensional Taylor Series

A one-dimensional function f : R → R that is analytic equals its Taylor series in some

interval. We can write the Taylor series in what could be called the “derivative series

form” like so,

f(x+ h) =
∑
n

hn

n!
dnxf(x), (C.27)

where dnx is shorthand for (d/dx)n = dn/dxn.

Multi-dimensional Taylor Series in Multi-index Notation

A multi-dimensional Taylor series of an analytic function f : Rn → R can be nicely

written in what is called multi-index notation. We have x ∈ Rn and f(x) ∈ R, and the

multi-index α is an n-tuple of non-negative-integer-valued indices in Nn. Here are the

notational properties and definitions:

• α ∈ Nn

• α = 〈α1, . . . , αn〉

• Magnitude of α: |α| ≡ α1 + · · ·+ αn

• Factorial of α: α! ≡ α1! · · ·αn!

• xα ≡ xα1
1 · · ·xαn

n

• ∂αx = ∂α1
1 · · · ∂αn

n = (∂/∂x1)α1 · · · (∂/∂xn)αn =
∂|α|

∂xα1
1 · · · ∂xαn

n

Given these definitions the Taylor series of f about x in terms of elements of h is

f(x + h) =
∑
|α|≥0

hα

α!
∂αx f(x). (C.28)
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Expanding this out, one gets what one expects:

f(x + h) =
h〈0,0,...,0〉

〈0, 0, . . . , 0〉!
∂〈0,0,...,0〉x f(x)

+

(
h〈1,0,...,0〉

〈1, 0, . . . , 0〉!
∂〈1,0,...,0〉x f(x) +

h〈0,1,...,0〉

〈0, 1, . . . , 0〉!
∂〈0,1,...,0〉x f(x)

+ · · ·+ h〈0,0,...,1〉

〈0, 0, . . . , 1〉!
∂〈0,0,...,1〉x f(x)

)

+

(
h〈2,0,...,0〉

〈2, 0, . . . , 0〉!
∂〈2,0,...,0〉x f(x) +

h〈1,1,...,0〉

〈1, 1, . . . , 0〉!
∂〈1,1,...,0〉x f(x)

+ · · ·+ h〈1,0,...,1〉

〈1, 0, . . . , 1〉!
∂〈1,0,...,1〉x f(x)

+
h〈0,2,...,0〉

〈0, 2, . . . , 0〉!
∂〈0,2,...,0〉x f(x) + · · ·+ h〈0,1,...,1〉

〈0, 1, . . . , 1〉!
∂〈0,1,...,1〉x f(x)

+ · · ·+ h〈0,0,...,2〉

〈0, 0, . . . , 2〉!
∂〈0,0,...,2〉x f(x)

)
+ · · · (C.29)

= f(x) + hi ∂
i
xf(x) +

1

2
hjhk ∂

j
x∂

k
xf(x) + · · · (C.30)

1D Taylor Series of a Product of Functions

The product of two Taylor series is the Taylor series of the product:

f(x+ h) g(x+ h) = (fg)(x+ h) (C.31)

and [
∞∑
n=0

hn

n!
∂nxf(x)

][
∞∑
m=0

hm

m!
∂mx g(x)

]
=

∞∑
`=0

h`

`!
∂`x(fg)(x) (C.32)

≡
∞∑
`=0

h`

`!
∂`x
{
f(x) g(x)

}
. (C.33)
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Here’s a proof using combinatorics:

f(x+ h) g(x+ h) =

[
∞∑
n=0

hn

n!
∂nxf(x)

][
∞∑
m=0

hm

m!
∂mx g(x)

]
(C.34)

=
∞∑
`=0

∑̀
m=0

h`

(`−m)!m!
∂`−mx f(x) ∂mx g(x) (C.35)

` ≡ n+m, so n = `−m (C.36)

=
∞∑
`=0

h`

`!

∑̀
m=0

`!

m!(`−m)!
∂`−mx f(x) ∂mx g(x)

 (C.37)

=
∞∑
`=0

h`

`!

∑̀
m=0

(
`

m

)
∂`−mx f(x) ∂mx g(x)

 (C.38)

=
∞∑
`=0

h`

`!
∂`x
{
f(x) g(x)

}
(C.39)

=
∞∑
`=0

h`

`!
∂`x(fg)(x) (C.40)

= (fg)(x+ h) (C.41)

Multi-index Taylor Series of a Product of Functions

The product of two Taylor series is the Taylor series of the product:

f(x + h) g(x + h) = (fg)(x + h) (C.42)

and  ∞∑
|α|=0

hα

α!
∂αx f(x)

 ∞∑
|β|=0

hβ

β!
∂βxg(x)

 =
∞∑
|γ|=0

hγ

γ!
∂γx(fg)(x) (C.43)

≡
∞∑
|γ|=0

hγ

γ!
∂γx
{
f(x) g(x)

}
. (C.44)
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Here’s a proof using combinatorics:

f(x + h) g(x + h) =

 ∞∑
|α|=0

hα

α!
∂αx f(x)

 ∞∑
|β|=0

hβ

β!
∂βxg(x)

 (C.45)

=
∞∑
|γ|=0

|γ|∑
|β|=0

hγ

(γ − β)!β!
∂γ−βx f(x) ∂βxg(x) (C.46)

γ ≡ α + β, so α = γ − β (C.47)

=
∞∑
|γ|=0

hγ

γ!

 |γ|∑
|β|=0

γ!

β!(γ − β)!
∂γ−βx f(x) ∂βxg(x)

 (C.48)

=
∞∑
|γ|=0

hγ

γ!

 |γ|∑
|β|=0

(
γ

β

)
∂γ−βx f(x) ∂βxg(x)

 (C.49)

=
∞∑
|γ|=0

hγ

γ!
∂γx
{
f(x) g(x)

}
(C.50)

=
∞∑
|γ|=0

hγ

γ!
∂γx(fg)(x) (C.51)

= (fg)(x + h). (C.52)

(
γ

β

)
=

(
γ1

β1

)(
γ2

β2

)
· · ·
(
γn
βn

)
. (C.53)

C.6 Migration Holors M

Given that R ∈ Rd is a stochastic variable that describes the state of a Brownian object,

that ξ = ∆R is a stochastic change in the state variable R, that p[R, ξ; ∆t, t] is the

probability that the Brownian object transitions to a state R at time t by a change ξ

with duration ∆t, and that α ∈ Nd is a multi-index as defined in Section C.2, we define

〈ξα〉∆t(R, t), which are elements of a mean-transition-increment holor8 to a state R at

8A holor is a mathematical entity that is made up of one or more independent quantities. A holor
may be multiply-indexed, like a tensor, but its transformation properties, under rotation, say, are not
necessarily specified.
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time t over a time ∆t, by

〈ξα〉∆t(R, t) ≡
∫

ddξ ξα p[R, ξ; ∆t, t]. (C.54)

For example, with a 4D (d = 4) state-space, if α = 〈0, 3, 1, 2〉, then ξα = ξα1
1 ξα2

2 · · · ξ
αd
d =

ξ2
3ξ3ξ4

2 and

〈ξα〉∆t(R, t) =
〈
ξ2

3ξ3ξ4
2
〉

∆t
(R, t) (C.55)

=

∫
dξ1 dξ2 dξ3 dξ4 ξ2

3ξ3ξ4
2 p[R, ξ; ∆t, t]. (C.56)

Now we define a migration holor M
{α}
|α| (R, t) by

M
{α}
|α| (R, t) ≡ lim

∆t→0

〈ξα〉∆t(R, t)
α!∆t

, (C.57)

where

{α} ≡
{
∪
j
{j}αj

}
= {i1, i2, . . . , i|α|}, (C.58)

and {j}αj
means a multiset consisting of αj instances of the number j. For example,

again taking a 4D state-space with α = 〈0, 3, 1, 2〉, we have |α| = 6 and

{α} =

{
∪
j
{j}αj

}
=

{
{1}0 ∪ {2}3 ∪ {3}1 ∪ {4}2

}
(C.59)

=
{
{} ∪ {2, 2, 2} ∪ {3} ∪ {4, 4}

}
(C.60)

= {2, 2, 2, 3, 4, 4} (C.61)

= {i1, i2, i3, i4, i5, i6}, (C.62)

thus

M
{α}
|α| (R) = lim

τ→0

〈ξα〉τ (R)

α!τ
= lim

τ→0

〈
ξ2

3ξ3 ξ4
2
〉
τ
(R)

3!1!2!τ
(C.63)

= M
{2,2,2,3,4,4}
6 (R) (C.64)

= M222344
6 (R) = M422234

6 (R) = M423224
6 (R) (C.65)

= · · · (C.66)
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APPENDIX D

Online Videos: Visualization and Entertainment

• Superfluid helium demonstrations.

<http://www.youtube.com/watch?v=2Z6UJbwxBZI>

• Simple bubble rings that grow and slow down as they approach a boundary.

<http://www.bubblerings.com/bubblerings/>

• Dolphins creating and playing with bubble vortex rings!

<http://www.youtube.com/watch?v=TMCf7SNUb-Q>

• Vortex-loop reconnection, which relates to friction, turbulence, and phonon gener-

ation in a superfluid

<http://physics.aps.org/articles/v1/26>

• A superfluid song

YouTube video title: Song A Day #264: Quantum Decoupling Transition in a

One-Dimensional Feshbach-Resonant (Superfluid)

<http://www.youtube.com/watch?v=FIXRXMMlZBM>

This is simply the title and abstract of a paper by Sheehy and Radzihovsky [119],

performed as a song set to music.
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