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In the extreme event such as air-blast or explosion, strong shocks lead to severe damage 

and fragmentation in structures. Despite the considerable effort made in recent years, reliable 

numerical prediction of fragmentation processes in materials and solids under blast loading or 

shock wave remains challenging. The conventional mesh-based methods (e.g., finite element 

method (FEM)) are ineffective due to large deformation-induced mesh distortion issues and exhibit 

non-convergent solutions in fracture problems. The meshfree method, such as reproducing kernel 

particle method (RKPM), naturally avoids computational difficulties associated with low-quality 

meshes, allows efficient adaptive refinement, and provides flexible control of smoothness and 

locality in numerical approximations. 
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The objective of this work is to develop a computational framework for effective modeling 

of shock dynamics in fluids and fluid-structure interactive systems. In this work, a stabilized 

RKPM framework for modeling shock waves in fluids is first developed. To capture essential 

shock physics and to avoid numerical oscillations, a Riemann-enriched smoothed flux divergence 

with an oscillation limiter is introduced under the stabilized conforming nodal integration (SCNI) 

framework. Besides, a flux splitting approach is employed to avoid advection-induced instabilities 

in fluid modeling, and the Monotonic Upstream-Centered Scheme for Conservation Laws 

(MUSCL)-type oscillation limiter is employed to avoid over and undershooting of the numerical 

solution at shock front and to capture moving discontinuities with minimal diffusion. The proposed 

methods, termed MUSCL-SCNI, have been applied to the shock tube problem, compressible flow 

with vortex, and explosive detonation. 

Next, an immersed RKPM formulation is developed for an effective body-unfitted spatial 

discretization of subdomains in heterogeneous materials and fluid structure interaction (FSI) 

problems involving complex geometries. RKPM naturally avoids computational challenges 

associated with low-quality meshes, allows efficient adaptive refinement, and provides flexible 

control of continuity and locality in the numerical approximations. A variational multiscale 

immersed method (VMIM) is proposed, where the solution fields are decoupled into coarse- and 

fine-scales, and the fine-scale solution represents the residual of the coarse-scale equations. Under 

VMIM, the coupling between different subdomains is done through a volumetric constraint, and 

the embedment of the fine-scale solution into coarse-scale equations yields a stabilized Galerkin 

formulation with enhanced stability and accuracy. The proposed method is first applied to 

modeling heterogeneous materials. It is then further extended to shock wave modeling in the FSI 
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systems, where the meshfree algorithm based on MUSCL-SCNI is employed for ensured stability. 

Finally, the proposed VMIM is applied to air-blast events simulations.  
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Chapter 1 Introduction 

 

In this chapter, the motivation for the present research work is given in Chapter 1.1, the 

objectives of the research are introduced in Chapter 1.2, and the outline of this dissertation is given 

in Chapter 1.3. 

 

1.1 Motivation 

In extreme events such as air blast, impact and explosive welding [1], the structure under 

impact loading [2] and high explosive dynamics, the structure usually involves large deformation, 

results in failure, damage, and fragmentation due to strong hydrodynamical effect. In this type of 

extreme event research, experiments are often limited due to the significant deformation response, 

high rate, short-time scale that are inherently present in these problems. On the other hand, the 

computations enable us to extend the capabilities beyond experiments. However, the strong shock 

waves lead to strong gradients and jump in the velocity, pressure, and mass density fields, which 

are challenging for numerical methods to capture accurately. The satisfaction of essential shock 

physics is important and yet difficult to the conventional numerical method. In addition to that, 

numerical methods suited for modeling these events must also be able to deal with rough solutions 

involving fragmentation, sever material deformation and material instability, and multi-body 



 

 2 

contacts due to countless post-shock debris. Traditional numerical methods, like finite element 

method (FEM), are regarded as not suitable since FEM runs into problems due to mesh distortion 

and entanglement [3, 4, 5] and corresponding poor solution accuracy, stability, and solution 

divergence. Techniques such as element erosion are employed to avoid mesh distortion in 

fragmentation problems, but they lead to the violation of mass conservation and artificial material 

degradation which are inconsistent with the physics. 

On the other hand, meshfree methods, such as reproducing kernel particle method (RKPM) 

[6, 7, 8] have shown promising features in modeling these events, as they naturally avoid 

computational difficulties associated with low-quality meshes, allow efficient local hp-adaptive 

refinement for solutions with high gradients, and provide flexible control of smoothness and 

locality in numerical approximations. In the past 20 years, the applications of meshfree methods 

on extreme events have drawn success in recent years, including modeling shock wave propagation 

in solids and structure. Nevertheless, current research on the development of robust and accurate 

meshfree methods for shock modeling in fluid and further fluid-structure interaction is still rare 

and deserves investigation. 

Furthermore, although structure failure subject to strong air shock waves or explosive 

waves has been of interest to the engineering community for a long time, it remains tedious to 

capture a broad set of evolving structural fractures and debris using conventional approaches. 

Explicit tracking and modeling of fluid-structure interfaces for fragmented structures result in non-

trivial methods, such as modification of conforming mesh topology, neighbor list updating, 

removal, or addition to the extra degrees of freedom and others. These methods increase the 

computational difficulties and efficiency, especially when countless fragmented bodies associated 

with fluid flows need to be considered. On the other hand, implicit representation of fluid-structure 
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interface enables a flexible set of discretizations that avoids the aforementioned issues, where the 

solid is embedded or immersed in the fluid, and the compatibility condition can be imposed 

through different methods such as penalty method, Lagrange multiplier method. Nonetheless, 

these often face numerical issues such as degraded accuracy due to Gibbs phenomenon near 

material interfaces, violation of Ladyzhenskaya–Babuška–Brezzi (LBB) condition, and issues of 

stabilization parameter sensitivity. Therefore, the development of an efficient and robust numerical 

modeling approach for immersed simulation of the fluid-structure coupled problem is essential. 

 

1.2 Objective  

The objective of this work is to develop a meshfree method for the effective numerical 

simulation of shock wave modeling in fluid and fluid-structure interaction problems. The specific 

developments are summarized as follows: 

1. Develop a stable reproducing kernel shock algorithm in modeling fluid problems. In order to 

capture the essential shock physics (including the Rankine-Hugoniot jump conditions and the 

entropy condition) in fluids, local Riemann enrichment is introduced under the stabilized 

conforming nodal integration (SCNI) framework. Meanwhile, numerical instabilities 

associated with the advection flux are eliminated by adopting a modified upwind scheme. To 

further enhance accuracy, a MUSCL-type method is introduced in conjunction with an 

oscillation limiter to avoid the Gibbs phenomenon and ensure monotonic piecewise linear 

reconstruction in the smooth region. The present meshfree formulation is free from tunable 

artificial parameters and is capable of capturing shock and rarefaction waves without 

over/undershoots. The effectiveness of the proposed meshfree method is demonstrated by 

solving several hydro-mechanically coupled problems. Several numerical examples are 
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presented to examine the effectiveness of the proposed method for shock wave modeling in 

fluids. 

 

2. Develop an effective immersed formulation to model the heterogeneous material problem 

that enables flexible non-body-fitted discretizations and quadrature rules for each material 

subdomains. The compatibility condition at the material interface is imposed through a 

volumetric constraint, where methods such as penalty methods or Lagrange multiplier 

methods can be employed. However, the volumetric constraint may results in low order 

accuracy near the interface. In order to address these issues, a novel immersed method based 

on a variational multiscale approach (VMS) [9] is developed, where the introduced fine-scale 

solution is solved analytically, playing a role of representing the residual (error) from the 

coarse-scale equations. The fine-scale equations can be solved by the residual free bubble 

method or an approximation via the averaging of the fine-scale Green’s function. The derived 

method, called the variational multiscale immersed method (VMIM), not only enhances the 

accuracy due to the introduction of fine-scale features, but also leads to a residual-based 

stabilization consistent with the theory shown in literature [10]. The VMIM precludes the 

numerical oscillation and enhance the accuracy compared to conventional immersed 

approaches, under comparable efficiency. Its capability is demonstrated in solving several 

numerical examples in linear elasticity, diffusion problem, and microstructure material 

modeling. 

 

3. Develop an immersed method for modeling shock wave in fluid-structure interaction 

problems, where the background fluid domain is modeled by the Eulerian RKPM formulation, 
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and the foreground solid domain employs the Lagrangian or semi-Lagrangian RKPM 

formulation. To couple the fluid-structure interaction, the aforementioned VMIM formulation 

is employed, which enables convenient nodal integration schemes in the solid and fluid 

domain. The fine-scale solution represents the residuals from the fluid momentum equation. 

The MUSCL-type enhancement, along with SCNI formulation, is employed to model the 

fluid flow. The setting of Lagrangian or semi-Lagrangian RKPM with stabilized conforming 

or non-conforming nodal integration (SCNI/SNNI) in solid can model solid structure under 

large deformation and fragmentation due to shock waves through air straightforwardly. The 

derived method employs nodal integration for both fluid and solid domains, that is suitable 

for various types of meshfree particle method. The effectiveness of the proposed method is 

demonstrated in solving several numerical examples and applying to a blast event modeling. 

 

 

1.3 Outline 

The organization of this dissertation is given as follows: In chapter 2, an overview of mesh-

based and meshfree methods for modeling shock wave propagation as well as fluid-structure 

interaction is given, with discussions on the advantages and limitations of conventional and current 

computational methods. In Chapter 3, the basic concept and equations are introduced, including 

the reproducing kernel approximation; Lagrangian and Eulerian kernel function; quadrature rules 

for meshfree method; Riemann problems and different Riemann solvers. In Chapter 4, the Eulerian 

RKPM formulation for modeling shocks in fluids is presented. In Chapter 5, the variational 

multiscale immersed method (VMIM) is developed for modeling heterogeneous material problems. 

Furthermore, in Chapter 6, the proposed variational multiscale immerse formulation is derived for 
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a coupled fluid-structure interaction framework, and the MUSCL-type shock enhancement in 

Chapter 4 is employed to model shock wave in fluid-structure interaction problems. The 

application of the developed method in modeling a blast event, concrete under TNT explosion, is 

given in Chapter 7. Finally, conclusions and discussions on future research directions are given in 

Chapter 8. 
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Chapter 2 Literature Review 

 

In this chapter, the essential literatures are reviewed including the essential equations 

developed to model shock wave in fluids and fluid-structure interaction. This chapter is organized 

as follows. The overview of numerical methods for blast event, shock wave modeling by mesh-

based and meshfree methods are reviewed in Chapter 2.1. The numerical methods for modeling 

heterogeneous material problems are reviewed in Chapter 2.2. The methods for modeling fluid-

structure interaction are reviewed in Chapter 2.3. 

 

2.1 Overview of Numerical Methods for Shock Modeling 

A shock wave is a propagating disturbance that moves faster than the local speed of sound in 

the medium. Like an ordinary wave, a shock wave carries energy and can propagate through a 

medium, but it is characterized by an abrupt change (or called moving discontinuities) in pressure, 

temperature, and density of the medium. The most straightforward ways for numerical methods to 

handle the moving discontinuities is to employ the von Neumann-Richtmyer artificial viscosity 

[11, 12], or well-known Lax-Friedrichs scheme. However, the drawbacks are resulting strong 

diffusion or numerical parameters relying in empirical experience, and in general they cannot 
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always control the Gibbs oscillation properly. Therefore, advanced shock capturing algorithm in 

mesh-based or meshfree methods has been developed and is introduced in the following. 

 

2.1.1 Mesh-Based Methods 

Traditional mesh-based methods, such as finite volume (FV) and finite element (FE) methods, 

have been developed for years in shock modeling. Godunov’s scheme [13] with various Riemann-

solvers [14, 15, 16, 17] is popular in FV, where a piecewise constant volume integration is 

employed and local Riemann problems are solved on the volume boundary, so that the jump and 

entropy conditions are imposed. To address the low-order accuracy issue of the Godunov’s scheme, 

van Leer [18, 19] introduced the Monotonic Upwind Scheme for Conservation Laws (MUSCL), 

which allows the use of high-order approximations with flux/slope limiters to achieve the total 

variation diminishing (TVD) feature. Accordingly, various flux and slope limiters were developed 

[20, 21] such that a piecewise constant approximation is employed only at the jump region. 

Different from MUSCL-type enhancement, Harten and Osher [22], Harten et al. [23], and Shu and 

Osher [24] developed the essentially non-oscillatory (ENO) and weighted essential non-oscillatory 

(WENO) schemes with TVD feature, where high-order approximations are constructed by 

adaptively weighting low-order candidate stencils. The weight associated with each candidate 

stencil is chosen to achieve high-order approximations in smooth regions, while the stencils 

covering discontinuities are assigned nearly zero weights. In the field of FE, Christie et al. [25] 

provided an upwind FE scheme, where a Petrov-Galerkin formulation using biased weighting 

functions was introduced in conjunction with linear and quadratic, 𝐶0 continuous basis functions. 

It is shown that, with the proper selection of biasing, an oscillation-free solution is obtained in the 

shock problem. Although the upwinding techniques reduced solution oscillations, a major 
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disadvantage was found to be the excessive crosswind diffusion in multiple dimensional problems 

[26]. Hughes et al. [26, 27, 28] developed the streamline upwinded Petrov-Galerkin (SUPG) 

formulation to correct this cross-wind diffusion effect, such that the additive diffusion (introduced 

to the variational equation by a modified test function) is only active in the direction of the 

streamline along the flow direction. Even though SUPG is effective in reducing oscillations 

associated with the cross-wind diffusion, it does not preclude overshooting and undershooting in 

sharp layers [29]. Therefore, methods with stronger stability properties (e.g., ‘monotonicity’) is 

required. With that in mind, the discontinuity capture scheme was developed by Hughes et al. [29], 

Hughes and Tezduyar [30], and Tezduyar et al. [31, 32], where an additional “discontinuity 

capturing term” was introduced to the weight function enrichment. This additional term acts only 

in the solution gradient direction to enhance the resolution at strong shocks. 

 

2.1.2 Meshfree-Based Methods 

Comparing to abovementioned shock modeling in mesh-based method, meshfree methods [6, 

7, 8] have shown promising features, as they naturally avoid computational difficulties associated 

with low-quality meshes, allow efficient local hp-adaptive refinement for solutions with high 

gradients, and provide flexible control of smoothness and locality in numerical approximations. In 

the early development of meshfree methods for shock modeling, the von Neumann-Richtmyer 

artificial viscosity [11, 12] approach was employed in the Smoothed Particle Hydrodynamics (SPH) 

formulation by Monaghan [33, 34], where the viscosity term was modified to follow the 

characteristic speed of the flow. However, the use of artificial viscosity requires tunable parameters 

to control the amount of numerical dissipation, which usually over-smears shock fronts, and thus 

the shock physics cannot be correctly represented. Later, Godunov’s scheme [13] was 
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implemented in SPH [35] and other meshfree methods, such as finite volume particle method [36] 

and finite point method [37], where the gradient and Laplacian operators were modified to derive 

an edge-based or pair-wise local Riemann-solver. In these methods, the jump and entropy 

conditions of shock physics are captured by solving local Riemann problems using piecewise 

constant approximations. The Reproducing Kernel Particle Method (RKPM) [6], proposed as a 

correction to SPH to satisfy arbitrary order consistency in the numerical approximations, has also 

been developed recently for shock modeling. The Riemann-SCNI framework [38, 39] has been 

proposed by Roth et al. for modeling shock waves in nonlinear solids under the framework of 

stabilized conforming nodal integration (SCNI) [40], where a smoothed flux divergence operator 

for the local Riemann solutions was introduced at the nodal gradient smoothing cell boundaries, 

which naturally captured shock physics and avoids numerical instabilities. Recently,  a non-

ordinary state-based peridynamics formulation [41] is developed for modeling strong shocks in 

solids, where the Godunov scheme is introduced by embedding the Riemann solution into the force 

state. However, the employment of Godunov scheme results in first-order accuracy due to the 

piecewise constant approximation. Despite of Riemann-Enrichment-type approach, a residual-

based shock capturing technique based on immersed meshfree framework [42, 43, 44] was 

developed which maintains the desired shock structure without disturbing smooth regions of the 

solution. However, a variety of related research questions remain open for this approach.  

Regarding the low-order accuracy issue associated with the Godunov’s scheme, van Leer [19, 

18] introduced the Monotonic Upwind Scheme for Conservation Laws (MUSCL), which allows 

the use of high-order approximations with flux/slope limiters to achieve the total variation 

diminishing (TVD) feature. Accordingly, various flux and slope limiters were developed [21, 20] 

such that the piecewise constant approximation is introduced only at the jump region. Different 
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from MUSCL-type enhancement, Harten and Osher [22], Harten et al. [23], and Shu and Osher 

[24] developed the essentially non-oscillatory (ENO) and weighted essential non-oscillatory 

(WENO) schemes with TVD feature, where high-order approximations are constructed by 

adaptively weighting low-order candidate stencils. The weight associated with each candidate 

stencil is chosen to achieve high-order approximations in smooth regions, while the stencils 

covering discontinuities are assigned nearly zero weights. For meshfree methods, the WENO-type 

approach has been introduced in SPH [45] and RKPM [46, 47] to reconstruct high-order 

approximation through a moving least square procedure. However, for multi-dimensional 

applications, the selection of candidate stencils in these methods becomes tedious. On the other 

hand, when applied to SPH [48] and FPM [49], the MUSCL-type enhancement demonstrates good 

performance, with lower computational cost compared to the WENO-type schemes [50]. 

To ensure numerical stability in modeling shock waves in fluids, proper discretization of the 

advection term with velocity jumps needs to be considered. In the conventional Godunov’s scheme, 

the Riemann solver is applied to the total flux consisting of both pressure and advection parts. As 

a result, the shock fronts are over-smeared when certain Riemann solvers with high dissipations 

are adopted, while less dissipative Riemann solvers, such as Roe solver [15], can produce spurious 

instabilities [51, 52] in modeling high Mach number flow. These numerical instabilities can be 

triggered by perturbations in initial conditions or nodal discretizations and can be rapidly amplified 

in the shock region, leading to severe numerical oscillations, known as the carbuncle effect [52]. 

To address these issues, the flux vector splitting (FVS) approach was proposed [53] to split the 

total flux into advection and pressure parts, which enables different schemes to be applied to each 

part, respectively. Depending on how the total flux is split, different FVS methods have been 

proposed. Liou and Steffen [54] split the pressure in the momentum equation and leave all the 
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other terms to the advection part. The Z-B splitting proposed by Zha and Bilgen [55] splits the 

total flux of all conservation equations (mass, momentum, and energy) into pressure and advection 

parts. The method proposed by Toro and Vazquez [56] is similar to the Z-B splitting, except that 

the internal energy term is considered in the pressure part. It is noted that, in the Z-B splitting, the 

advection part’s characteristic wave speed is equal to the flow velocity, and the pressure part’s 

characteristic wave speed is proportional to the acoustic speed [55], which is an attractive feature 

of this scheme as it agrees well with shock wave physics, i.e., the shock waves propagate with the 

sound speed while the advection of the material follows the flow velocity.  

 

2.2 Overview of Numerical Methods in Immersed and Embedded 

Approach for Heterogeneous Material Problem 

Heterogeneous material problem, such as the linear elastic analysis of composite solid [57], 

bi-material heat conduction problem [58], bone structure in biological systems [59] can be 

modeled by partial differential equations (PDEs) containing weak discontinuity at material 

interface [60], where the primary solution field (i.e. displacement, temperature, … etc) is 𝐶0 

smoothness near material interface while its gradient field is discontinuous (𝐶−1). Satisfaction of 

interfacial Dirichlet conditions is crucial yet non-trivial in numerical method in mesh-based and 

meshfree method shown hereafter.  

 

2.2.1 Mesh-Based Methods 

The convention finite element method (FEM) employs a geometric fitted (or called body-

fitted) mesh across the material interface with standard FE shape functions to approximate solution 

at the different material domain. Hence, the material with distinct material properties naturally lies 
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in elements at each side of the material interface, and therefore the basis function is 

independent of interfacial Dirichlet condition. However, the construction of such fitted 

meshes is time-consuming, and non-trivial when material involves complex geometry in the 

multidimensional case. As a result, methods can handle unfitted meshes is attractive in 

heterogeneous material analysis. The body-unfitted meshes method by employing boundary 

integral on the material interface for interfacial Dirichlet condition (termed interfacial 

constraint hereafter) under a different embedded domain framework, have been studied in the 

field of FEM. Mortar FEM [61] coupled unfitted meshes across the interface by enforcing 

interfacial constraint with Lagrange multipliers. Unfortunately, such an approach is suffered 

from the violation of the LBB (Ladyzhenskaya–Babuška–Brezzi, or called inf-sup) 

conditions [62, 63] if the function space of Lagrange multipliers is not properly selected. The 

violation of the LBB condition may lead to instabilities and oscillations in the interfacial 

traction fields [64]. Nitsche’s method by Stenberg [65] and Hansbo [66] was therefore 

introduced where the Lagrange multipliers are replaced by the tractions on the interface, and 

a least-square type stabilization is added controlled by a penalty parameter based on material 

properties. However, the determination of the penalty parameter is non-trivial, where a local 

eigenvalue analysis is required to identify the stability constant, which is not an efficient 

strategy [67]. In order to address this issue, bubble stabilized formulation under the 

framework of extended finite element method (XFEM) is applied [68, 69] by Mourad and 

Dolbow et al., where the displacement field is decomposed into coarse- and fine-scale field 

following the variational multiscale framework [9, 70], and the fine-scale field is enriched by 

element bubble function, similar to the residual-free bubble approach [71]. The static 

condensation of fine-scale degrees of freedom (DOF) yielded a form similar to standard 
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Nitsche’s formulation, and the least-square type stabilization term is controlled by the given 

enrichment function. The interfacial constraint imposed by bubble-stabilized XFEM [68] and 

Nitsche’s method [66] has been shown to preserve optimal convergence in L2 and energy norms 

for linear elasticity problems, although it relied on high order quadrature over boundary integral 

at the material interface, thereby coming with a high computational cost, or resulting in difficulty 

when the interface geometry is complex or material under crack/fragmentation. In addition to that, 

the employment of the interfacial constraint under the embedded framework usually causes an ill-

conditioned system due to the near-zero internal energy at the overlapping domain (or called 

fictitious domain in some works of literature), in which additional removal of degrees of freedom 

(DOF) is necessary. 

The alternative to interfacial constraint is to employ the volumetric constraint (enforcement 

of volumetric Dirichlet jump condition on the overlapping domain), where such approach has been 

exploited under different versions of immersed frameworks, especially in the field of fluid-

structure interaction. Similar to the interfacial constraint approach, penalty method [72] and 

Lagrange multiplier method [73] were implemented to enforce such constraint. Glowinski et al. 

[74] developed the distributed Lagrange multiplier/fictitious domain method for particulate flow, 

where the kinematics of rigid body motion of particles follows background fluid flow through a 

perturbed Lagrange multiplier. Zhang et al. [75, 76] developed the immersed finite element method 

(IFEM) for fluid-structure interaction problems, where the Dirichlet condition of solid/fluid 

velocity is imposed weakly through a reproduced function by reproducing kernel (RK) method. 

The volumetric constraint enforcement not only avoids issues of ill-conditioning but also avoids 

tedious boundary integral along material interfacial, although it may still have the shortcomings of 

the low order accuracy near the interface. Due to the scarce of literature on the application of 



 

 15 

volumetric constraint for solid heterogeneous material problems, the accuracy and robustness 

of immersed approach with volumetric constraint for solids need to be investigated.  

 

2.2.2 Meshfree-Based Methods 

Comparing to FEM and the other mesh-based methods, the meshfree method shows 

more promising numerical features for engineering problems. The approximation in meshfree 

methods, such as reproducing kernel (RK) [3, 6], is constructed based on a set of scattered 

points without any mesh connectivity, and thus the strong tie between the quality of the 

discretization is relaxed and therefore mesh distortion or mesh entanglement issues are 

avoided [3, 4, 5]. Also, the flexibility of control of local smoothness and consistency can be 

easily achieved, which is suitable for a heterogeneous material problem requiring different 

smoothness in each subdomain. The application of the meshfree method for the solid 

heterogeneous material problem had also been studied extensively, such as element free 

Galerkin (EFG) [77, 78, 79], meshless local Petrov-Galerkin (MLPG) [58], moving least-

square (MLS) [80, 81, 82], reproducing kernel particle method (RKPM) [83, 84, 85, 86, 87], 

and Smoothed Particle Galerkin (SPG) [88], to name a few. Due to lack of Kronecker delta 

properties, it is not trivial for meshfree method to impose the boundary or interfacial 

constraint, and therefore different techniques were developed to enforce the constraint 

strongly or weakly. Meshfree approximation with local enrichment across the material 

interface [78, 81, 82, 87] was constructed to enable the direct impose of Dirichlet condition, 

but it requires additional DOF employed on the interface for the enrichment. Wang et al. [84] 

used a discontinuous Galerkin formulation based on an incompatible patch-based RK 

approximation, such that the additional DOF is not required since the continuities of 
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displacement were imposed weakly in the variational equation. Wu et al. [85, 88] introduced a 

novel meshfree discretization strategy for a given composite material in an immersed setting and 

employing the singular kernel method [89] for approximation such that the point-wise continuity 

across the material interface was naturally built under the proposed unique discretization setting. 

Koester et al. [86] employ conforming RK shape function constructed on the boundary-fitted local 

triangulation to avoid meshfree modeling involving complex geometry, and the Kronecker delta 

was recovered, allowing the direct enforcement of interfacial constraint. Although meshfree 

methods have demonstrated stable and accurate results in modeling solid heterogeneous material 

problems, most of the aforementioned works focused on using an embedded framework 

(employing interfacial constraint), and therefore the meshfree method under immersed framework 

(employing volumetric constraint) is attractive to avoid the drawbacks in embedded approach. 

 

2.3 Challenges in Shock Wave Modeling with Fluid-Structure 

Interaction 

2.3.1 Overview of Numerical Methods in FSI 

In modelling solid structure under blast loadings, fluid-structure interaction (FSI) severs as 

an important role in capturing the shock wave propagation from the air to the solid, as well as the 

solid fragments moving in the fluid such as air. To accommodate the complicated motion of fluid–

structure (F-S) interface and satisfy the kinematic/traction equilibrium on the F-S interface (named 

F-S constraint hereafter), adaptive re-meshing and the arbitrary Lagrangian Eulerian (ALE) 

techniques [90] are commonly adopted. Nevertheless, mesh update or remeshing algorithms are 

time consuming, as discussed by Johnson and Tezduyar [91].  
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In contrast to re-meshing and ALE methods, the immersed type approach is more suitable in 

modeling blast events due to the potential material fracture and fragmentation. In the immersed 

approach, the meshes of the solid and fluid domain are not required to be conforming to the 

material interface, and the structure model is immersed in the surrounding fluid mesh. As such, it 

is easy for immersed methods to handle topological changes arising from structural contacts to 

fragmentation. In a variety of immersed type methods, Glowinski et al. [92, 74] first developed 

the fictitious domain method for fluid-particle interaction, where the Lagrange multiplier was 

employed to represent the additional body force per unit volume needed to maintain the F-S 

interfacial condition along the particle boundary. Similarly, Baaijens [93] employed the mortar 

element method for the imposition of F-S interface condition, which circumvented the judicious 

choice of base functions of the Lagrange multiplier. Wang and Belytschko [94, 95] enforced the 

F-S constraint by Nitches’ method in a discontinuous Galerkin formulation. In this method, the 

jumps in velocity and traction on F-S interface can be naturally captured, and the fictious domain 

is combined with the background fluid through a level-set function. Different from the fictitious 

domain method which imposes the F-S constraint through boundary integration along the F-S 

interface, Peskin [96] introduced the immersed boundary method for fluid-elastic fiber interaction 

by using a delta function to interpolate and exert the FSI coupling force. Following Peskin’s 

approach, Wang and Liu, [97] , Liu et al. [98] and Zhang et al. [99, 75] developed the immersed 

finite element method (IFEM), where the F-S interfacial constraints were extended from the 

interface to the interior of the solid domain (or namely fictitious domain) and the RKPM function 

was employed to replace the delta function to interpolate the FSI force. Because of the higher-

order smoothness in the RKPM function, the accuracy was increased in the coupling procedures 

between fluid and solid domains [97]. In IFEM, since the F-S constraint was performed within the 
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solid domain instead of on F-S interface, it avoided the tedious F-S interface boundary integral 

under the situation of countless new interfaces due to structure failure, Therefore IFEM, and other 

similar methods such as the material point method by Sulsky et al [100], and the direct forcing 

method by Uhlmann [101], are suitable for modeling blast events. Recently, Bazilevs et al. [43, 

44] employ the idea of IFEM to couple isogeometric approach for fluid and meshfree RKPM for 

solid to model structure failure under air blast, which is promising in modeling structures under 

large inelastic deformations and fragmentation scenarios due to air-blast or high explosive. 

 

2.3.2 Failure Modeling for Solid Structures under Shock Wave or Blast 

Loading 

Regarding the issue of material fragmentation due to strong shocks, traditional finite element 

methods employ element erosion [102] or element death algorithm to remove elements undergoing 

very large deformations, which violates the mass conservation during the simulation. On the other 

hand, meshfree methods are suitable for modeling solid structures under blast loading with large 

inelastic deformations, excessively contact, and material fragment, as the mesh distortion issues 

are avoided.  

Fragment-impact problems have been modeled by using meshfree methods such as SPH by 

Randels et al. [103] and Rabczuk and Eibl  [104], RKPM by Chen et al. [105, 106, 107], and 

Peridynamics by Macek and Silling [108], Lai et al. [109] and Ren et al. [110]. The multibody 

contact problem for fragmented structure can be managed by various contact algorithms. In 

extreme deformation problems with material separation, contact surfaces are unknown, as they are 

parts of the solution. Hence, the conventional contact algorithms (such as master-slave contact 

algorithm for SPH/FE coupling by Attaway et al. [111] and Jonhson [112]), are ineffective because 
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these methods require all possible contact surfaces be defined a priori. Kernel contact (KC) 

algorithms by Chi et al. [106] and Guan et al. [113] approximate the contact conditions without 

relying on predefined contact surfaces. The overlap between the meshfree shape function supports 

induces internal forces between nodal particles, ensuring the impenetrability between different 

bodies. With the abovementioned advantages, the meshfree methods appear to be promising for 

modeling fragment-impact problems. However, the development of robust meshfree methods for 

modeling air-blast and air-blast induced material fragmentation needs further development. 

 

2.4 Summary of Literature Review 

 The literatures related to this research are reviewed in this chapter, and the essential 

developments of shock-capturing techniques and immersed formulations are investigated. The 

challenges of modeling material fragmentation due to blast loading are also discussed. In the 

following chapters, the development of novel numerical methods for modeling shock waves in 

fluids, modeling heterogeneous materials with immersed formulation, and modeling air-blast 

induced fluid-structure interaction problems are developed. 

 

Part of this chapter is a reprint of the material as it appears in the following papers: 

1. “TH. Huang, H. Wei, JS. Chen, and M. Hillman. RKPM2D: An Open-Source Implementation 

of Nodally Integrated Reproducing Kernel Particle Method for Solving Partial Differential 

Equations. Computational Particle Mechanics 7.2 (2020): 393-433. DOI: 

https://doi.org/10.1007/s40571-019-00272-x”,  

2. “TH. Huang, JS. Chen, H. Wei, MJ. Roth, JA. Sherburn, J. Bishop, M. Tupek, and E. Fang. 

A MUSCL-SCNI Approach for Meshfree Modeling of Shock Waves in Fluids. 
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Computational Particle Mechanics 7.2 (2020): 329-350. DOI: 

https://doi.org/10.1007/s40571-019-00248-x.”  

3. “TH. Huang, JS. Chen, and MR. Tupek. An Immersed Variational Multiscale RKPM 

Formulation. Part I - Heterogeneous Materials. In Preparation.” 

4. “TH. Huang, JS. Chen, and MR. Tupek. An Immersed Variational Multiscale RKPM 

Formulation. Part II – Fluid-Structure Interaction. In Preparation.” 

The dissertation author was the primary investigator and author of these papers. 
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Chapter 3 Basic Equations 

 

In chapter 3, the basic equations employed in this study are expressed. The introduction of 

reproducing kernel particle method (RKPM) is given in Chapter 3.1. The concept of essential 

shock physics associated with Riemann problems and solvers is discussed in Chapter 3.2. 

 

3.1 Reproducing Kernel Particle Method 

In recent years, the Reproducing Kernel Particle Method (RKPM) [3, 6] has been recognized 

as an effective numerical method for solving partial differential equations (PDEs). Compared to 

conventional mesh-based numerical methods such as the Finite Element Method (FEM), the 

reproducing kernel (RK) approximation in RKPM is constructed based on a set of scattered points 

without any mesh connectivity, and thus the strong tie between the quality of the discretization 

and the quality of approximation in conventional mesh-based methods is relaxed. This “meshfree” 

feature makes RKPM well-suited for solving large deformation and multiphysics problems where 

FEM suffers from mesh distortion or mesh entanglement [3, 4, 5]. In addition, RKPM provides 

controllable orders of continuity and completeness, independent from one another, which enables 

effective solutions of PDEs involving high-order smoothness or discontinuities, and accordingly, 

implementation of h- and p-adaptive refinement becomes straightforward [114, 115, 116, 117]. 
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Furthermore, the wavelet-like multi-resolution properties can be obtained in the RK approximation, 

making it suitable for multi-resolution and multi-scale modeling [114, 115]. Recently, accelerated 

and convergent RKPM formulations have been developed with the employment of variationally 

consistent and stabilized nodal integration techniques [118, 119]. With abovementioned 

advantages, RKPM has been successfully applied to a number of challenging engineering 

problems, including thin shell structural mechanics [120, 121], manufacturing processes [122, 123, 

124], image-based biomechanics [125], geomechanics and natural disasters [126, 127], 

fracture/damage mechanics [128, 129, 130], shock dynamics [38, 131, 39] and 

penetration/fragmentation phenomena [113, 132, 106], to name a few. Interested readers can refer 

to [8] for a comprehensive review of RKPM and its applications. 

 

3.1.1 Reproducing Kernel Approximation 

 

 
Figure 1. Illustration of a 2D RK discretization: support coverage and nodal shape function with 

circular kernel. 
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In RKPM, the numerical approximation is constructed based upon a set of scattered points or 

nodes [133]. The domain Ω is discretized by a set of nodes {𝒙1, 𝒙2,…𝒙𝑁𝑃} as shown in Figure 

1, where 𝒙𝐼  is the position vector of node 𝐼, and 𝑁𝑃 is the total number of nodes. The RK 

approximation of a function 𝑢(𝒙) is expressed as 

𝑢(𝒙) ≈ 𝑢ℎ(𝒙) = ∑ 𝛹𝐼(𝒙)𝑢𝐼
𝐼∈𝐺𝒙

 (1) 

where 𝒙 is the spatial coordinates, 𝑢𝐼 is the associated nodal coefficient to be determined, and 

𝛹𝐼(𝒙) is the reproducing kernel (RK) shape function of node 𝐼 expressed as: 

𝛹𝐼(𝒙) = 𝑯
𝑇(𝟎)𝑴−1(𝒙)𝑯(𝒙 − 𝒙𝐼)𝛷𝑎(𝒙 − 𝒙𝐼) (2) 

where the basis vector 𝑯(𝒙 − 𝒙𝐼) is defined as  

𝑯𝑇(𝒙 − 𝒙𝐼) = [1, 𝑥1 − 𝑥1𝐼 , 𝑥2 − 𝑥2𝐼 , 𝑥3 − 𝑥3𝐼 , (𝑥1 − 𝑥1𝐼)
2, … , (𝑥3 − 𝑥3𝐼)

𝑛 ] (3) 

and 𝑴(𝒙) is the so-called moment matrix: 

𝑴(𝑥) = ∑ 𝑯(𝒙 − 𝒙𝐼)𝑯
𝑇(𝒙 − 𝒙𝐼)Φ𝑎(𝒙 − 𝒙𝐼)

𝐼=𝐺𝑥

 (4) 

The set 𝐺𝒙 = {𝐼|𝛷𝑎(𝒙 − 𝒙𝐼) ≠ 0 } shown in Eq. (1) and (4) contains the nodal indexes of point 

𝒙′𝑠 neighbors, and  𝛷𝑎(𝒙 − 𝒙𝐼) is the kernel function centered at 𝒙𝐼 with compact support 

size 𝑎𝐼 defined as 

𝑎𝐼 = 𝑐̃ℎ𝐼 (5) 

In the above equation, 𝑐̃ is the normalized support size, and ℎ𝐼 is the nodal spacing associated 

with nodal point 𝒙𝐼 defined as: 

ℎ𝐼 = 𝑚𝑎𝑥(‖𝒙𝐽 − 𝒙𝐼‖),   ∀𝒙𝐽 ∈ 𝐵𝐼 (6) 
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in which the set 𝐵𝐼 contains the four nodes that are closest to point 𝒙𝐼 for 2D problems. The 

kernel function controls the smoothness of the approximation as shown in Figure 2, where the 𝐶0 

tent kernel function is compared with the following 𝐶2 cubic B-spline kernel function: 

𝛷𝑎(𝒙 − 𝒙𝐼) = {
2 3⁄ − 4𝑧𝐼

2 + 4𝑧𝐼
3

4 3⁄ − 4𝑧𝐼 + 4𝑧𝐼
2 − 4 3⁄ 𝑧𝐼

3

0

              
for
for
for
               

0 ≤ 𝑧𝐼 ≤ 1 2⁄ ,

1 2⁄ ≤ 𝑧𝐼 ≤ 1,
𝑧𝐼 > 1,

  (7) 

in which 𝑧𝐼  is defined as 𝑧𝐼 =
‖𝒙−𝒙𝐼‖

𝑎𝐼
. In addition, shape functions with different normalized 

support sizes are plotted in Figure 3, which clearly illustrates that the locality of the approximation 

is controlled by the kernel support size. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. Kernel function and corresponding RK shape function with linear basis and normalized 

support size is 1.5: (a) tent kernel and (b) corresponding RK shape function. (c) cubic B-Spline 

kernel and (d) corresponding RK shape function. 
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 (a) 

 
(b) 

Figure 3. (a) Cubic B-spline kernel and (b) corresponding RK shape function (right) with linear 

basis and normalized support size equals 1.5, 2.5, 3.5 

 

By construction, the RK shape functions satisfy the following 𝑛th order reproducing conditions:  

∑𝛹𝐼(𝒙)𝑥1𝐼
𝑖 𝑥2𝐼

𝑗
𝑥3𝐼
𝑘

𝐼∈𝐺𝒙

= 𝑥1
𝑖𝑥2
𝑗
𝑥3
𝑘, 0 ≤ 𝑖 + 𝑗 + 𝑘 ≤ 𝑛 (8) 

where 𝑛 is the specified order of completeness, which determines the order of consistency in the 

solution of PDEs. When linear basis is employed, both the zero-th and first-order reproducing 

conditions are satisfied for uniform and arbitrary point distribution as shown in Figure 4. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4. Errors in the zero-th and first order reproducing conditions for the RK shape function 

with linear basis and normalized support size is 1.5, where a uniform point distribution are used 

in (a) and (b) and an arbitrary point distribution is used in (c) and (d) 

 

3.1.2 Lagrangian and Eulerian Kernel Functions 

In the Lagrangian computation, the RKPM points are located at the material particles 

throughout deformation, and under this framework, the kinematic and kinetic variables can be 

referenced to the original configuration. Therefore, the kernel function is constructed in the 

original configuration, referred to as Lagrangian kernel function, expressed as 

𝛷𝑎
𝑿(𝑿− 𝑿𝐼)＝

1

𝑎
𝛷𝑎 (

‖𝑿−𝑿𝐼‖

𝑎
) (9) 
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where 𝑿  is the initial configuration coordinates, and 𝛷𝑎
𝑿(𝑿 − 𝑿𝐼)  is the Lagrangian kernel 

function with the fixed support size 𝑎 in the initial configuration. The kernel deforms following 

the material deformation. When Lagrangian formulation references to the current configuration, 

the kernel function is constructed by mapping the current position vector 𝒙 to 𝑿 = 𝝋−1(𝒙, 𝑡) 

with the mapping function 𝝋 

𝛷𝑎
𝑿
(𝝋−1(𝒙, 𝑡)−𝝋−1(𝒙𝐼 , 𝑡))＝

1

𝑎
𝛷𝑎 (

‖𝝋−1(𝒙, 𝑡)−𝝋−1(𝒙𝐼 , 𝑡)‖

𝑎
) (10) 

An example of Lagrangian kernel under unidirectional tension deformation can be seen in Figure 

5, where the support size of the kernel expands as the material is stretched. 

 

 
Figure 5. Lagrangian kernel function when material is under uniaxial stretching 

 

One may also employ the Eulerian kernel function in the current configuration as follows 

𝛷𝑎
𝒙(𝒙− 𝒙𝐼)＝

1

𝑎
𝛷𝑎 (

‖𝒙− 𝒙𝐼‖

𝑎
) (11) 
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and similarly the Eulerian kernel function can also be expressed in the initial configuration by the 

mapping function 𝒙 = 𝝋(𝑿, 𝑡) 

𝛷𝑎
𝒙
(𝝋(𝑿, 𝑡)−𝝋(𝑿𝐼 , 𝑡))＝

1

𝑎
𝛷𝑎 (

‖𝝋(𝑿, 𝑡)−𝝋(𝑿𝐼 , 𝑡)‖

𝑎
) (12) 

Eqns. (11) and (12) indicate the Eulerian kernel functions 𝛷𝑎
𝒙(𝒙 − 𝒙𝐼) has a fixed support size in 

the current configuration, and has a deformation dependent support size when expressed in the 

initial configuration. An example of Eulerian kernel under unidirectional tension deformation can 

be seen in Figure 6, where it can be seen that the support size of the kernel is fixed as the material 

is stretched. 

 
Figure 6. Eulerian kernel function when material is under uniaxial stretching 

 

As can be seen, Eulerian kernel function encounters numerical instability if no re-adjustment 

in the support size is performed, whereas the Lagrangian kernel function avoids this difficulty. 

Therefore, Lagrangian kernel is adequate for structural problems where the Eulerian kernel 
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function with a fixed support size naturally fits the Eulerian formulation, like fluid problems, in 

which case the RKPM particles are fixed in space. 

 

3.1.3 Nodal Quadrature Rules for Meshfree Methods 

In meshfree methods, the quadrature rules paying an important role in domain integration. As 

shown in Chapter 3.1.1, the RK basis functions are constructed directly in the physical domain, 

without the requirement of mesh and corresponding iso-parametric coordinates. This feature 

makes RKPM suitable for modeling large deformation and fragmentation of the material, but also 

leads to challenges to the associated domain integration required in the weak form. When Gauss 

quadrature is adopted, quadrature points are generated based upon background cells [134, 135], 

where only the quadrature points inside the physical domain are considered for domain integration. 

Since RK shape functions are rational functions and their supports overlap with each other, the 

misalignment of Gauss integration cells and shape function supports lead to large quadrature errors 

unless high-order integration schemes are adopted, as shown in [118, 134]. Also employing the 

Gauss integration requires a background mesh, which in some aspect is against the uniqueness of 

“meshfree” features. Therefore, nodal integration is preferred in the meshfree method community 

and the development of different nodal quadrature rules is introduced as follows. 

 

Direct Nodal Integration (DNI) 

The simplest nodal integration method is Direct Nodal Integration (DNI), where shape 

functions and their derivatives are evaluated directly at nodes. The domain and boundary 

integrations can be computed as follows: 
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∫ 𝑷(𝒙)𝑑Ω

Ω

≈ ∑𝑷(𝒙𝑁)𝐴𝑁

𝑁𝑃

𝑁=1

 (13) 

∫ 𝑸(𝒙)𝑑Γ

∂Ω𝑔

≈ ∑𝑸(𝒙̂𝑁)𝐿𝑁

𝑁𝑃𝑔

𝑁=1

 (14) 

 

where 𝒙𝑁, 𝑉𝑁 and 𝑁𝑃 are the RK node locations, nodal representative domain area (volume in 

three-dimensional case) and the number of RK nodes, respectively, and 𝒙̂𝑁, 𝐿𝑁 and 𝑁𝑃𝑔 are 

essential boundary RK nodes, length (area in three-dimensional case) of the nodal representative 

domain, and the number of RK nodes on the essential boundary, respectively. The same integration 

rules are used for the natural boundary integration. 

 

Stabilized Conforming Nodal Integration (SCNI) 

 

  

 
 

Figure 7. Voronoi cell diagram in two-dimensional domain Ω. 

 

 

DNI is notorious for spurious zero-energy modes and non-convergent numerical solutions. 

To ensure linear variational consistency, i.e., the ability of numerical methods to pass the linear 
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patch test, Chen et al. [40] showed that the quadrature rules need to meet the following first order 

integration constraint for the shape function gradient:  

∫𝛹𝐼,𝑖𝑑Ω

^

Ω

= ∫𝛹𝐼𝑛𝑖𝑑Γ

^

𝜕Ω

 (15) 

In (15), ^ over the integral symbols denotes numerical integration. For nodal integration as the 

quadrature rule for the domain integration on the left hand side of Eq. (15), Chen et al. [40] 

introduced the following nodally smoothed gradient 𝛹̃𝐼,𝑖 at the nodal point 𝒙𝑁: 

𝛹̃𝐼,𝑖(𝒙𝑁) =
1

𝐴𝑁
∫ 𝛹𝐼,𝑖(𝒙)𝑑Ω

Ω𝑁

=
1

𝐴𝑁
∫ 𝛹𝐼(𝒙)𝑛𝑖(𝒙)𝑑Γ

𝜕Ω𝑁

 (16) 

where 𝐴𝑁 denotes the area of the nodal representative domain Ω𝑁 associated with node 𝑁, and 

𝑛𝑖  denotes the 𝑖th  component of the outward unit normal vector to the smoothing domain 

boundary as shown in Figure 7. It was shown in [40] that integrating Eq. (15) with nodal integration 

with the smoothed gradient of shape function in Eq. (16), the first order integration constraint in 

Eq. (15) is exactly satisfied as long as the same boundary integral quadrature rules are used for the 

right hand side of both Eqns. (15) and (16). As discussed in [118], in order to maintain linear 

consistency of the smoothed gradient of a linearly consistent shape function, a simple one-point 

Gauss integration rule can be used for the contour integral in Eq. (16):   

𝛹̃𝐼,𝑖(𝒙𝑁) ≈
1

𝐴𝑁
∑ 𝛹𝐼(𝒙̃𝑁

𝐾)𝑛𝑖(𝒙̃𝑁
𝐾)𝐿𝐾

𝐾∈𝑆𝑁

 (17) 

where 𝑆𝑁 = {𝐾|𝒙̃𝑁
𝐾 ∈ 𝜕Ω𝑁} contains all center points of each boundary segment associated with 

node 𝒙𝑁, and the integration weight 𝐿𝐾 is the length of the 𝐾th segment of the smoothing cell 

boundary. Take linear elasticity as an example, by employing smoothed shape function gradients, 

the stiffness matrix as well as the force vectors are re-formulated as follows: 
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𝑲𝐼𝐽
𝑐 = ∫ 𝑩𝐼

𝑇(𝒙)𝑪𝑩𝐽(𝒙)

Ω

𝑑Ω ≈ ∑ 𝑩̃𝐼
𝑇(𝒙𝑁)𝑪𝑩̃𝐽(𝒙𝑁)𝐴𝑁

𝑁𝑃

𝑁=1

 (18) 

where 𝑲𝐼𝐽
𝑐  is the stiffness matrix, 𝑪 is the elastic tensor following Voigt notation, and 𝑩̃𝐼(𝒙𝐿) 

for two dimensional case is defined as  

𝑩̃𝐼(𝒙𝑁) = [

𝛹̃𝐼,1(𝒙𝑁) 0

0
𝛹̃𝐼,2(𝒙𝑁)

𝛹̃𝐼,2(𝒙𝑁)

𝛹̃𝐼,1(𝒙𝑁)

] (19) 

 

Remark: For the smoothed gradients in Eq. (16), conforming nodal representative domains as 

shown in Figure 7 are employed here by following the SCNI approach [40]. On the other hand, 

non-conforming nodal representative domains can also be employed, which leads to the so-called 

stabilized non-conforming nodal integration (SNNI) approach [136]. While SNNI violates the 

first-order integration constraint (Eq. (15)), it can be corrected by the variational consistent 

integration (VCI) [118] to recover the optimal rates of convergence. VCI can also be used to 

achieve higher rates of convergence in RKPM with higher order bases in the RK approximation.  

 

Stabilized Non-Conforming Nodal Integration (SNNI) 

For large-deformation, high strain-rate problems, it may be required for SCNI to recalculate 

the conforming domain cells at each time step, which is computationally costly. For problem 

involving fragmentation, the reconstruction of the conforming cell may not be physical. Hence, 

stabilized non-conforming nodal integration (SNNI) was devised [137, 138], where the 

conforming requirement is relaxed, and a simple circular or rectangular smoothing domain is used 

as expressed in Figure 8 below. 
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Figure 8. Nonconforming Smoothing Cells  

 

To further suppress non-zero energy modes in problems where surface to volume ratio is low, 

additional stabilization for SNNI can be introduced to [113]. Due to the lack of the domain 

conformality, SNNI fails to pass the linear patch test but may still exhibits a convergence rate close 

to the theoretical one [113].  

 

Variationally Consistent Integration (VCI) 

To remedy the issue of the reduction in accuracy and convergence rates in using SNNI, 

variationally consistent integration (VCI) [139] can be applied. VCI corrects the smoothed test 

strains 𝛿𝜀𝑖̃𝑗 yielding corrected test strains 𝛿𝜀𝑖̅𝑗 in the Galerkin formulation without correcting 

the smoothed trial strains 𝜀𝑖̃𝑗: 

𝛿𝜀𝑖̅𝑗(𝒙𝐿) =
1

2
(𝛿𝑢̅𝑖,𝑗(𝒙𝐿) + 𝛿𝑢̅𝑗,𝑖(𝒙𝐿)) (20) 

To satisfy the integration constraint, a correction function 𝑅𝐼(𝒙𝐿)  is introduced into the 

variational gradients 𝛿𝑢̅𝑖,𝑗
ℎ : 

𝛿𝑢̅𝑖,𝑗
ℎ (𝒙𝐿) =∑(𝛹̃𝐼,𝑗(𝒙𝐿) + 𝑅𝐼(𝒙𝐿)𝜁𝑗𝐼)𝛿𝑢𝐼𝑖

𝑁𝑃

𝐼=1

 (21) 
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where 𝛹̃𝐼,𝑗 is the SNNI smoothed RKPM shape function gradient, and 𝑅𝐼(𝒙𝐿) is: 

𝑅𝐼(𝒙) = {
1     if 𝒙 ∈ 𝑠𝑢𝑝𝑝(Ψ𝐼(𝒙))

0     otherwise                 
 (22) 

The coefficients 𝜁𝑗𝐼 in Eq.(21) are solved so as to satisfy integration constraints: 

𝜁𝑗𝐼 = −
(∫ Ψ̃𝐼,𝑗  𝑑ΩΩ

− ∫ Ψ𝐼𝑛𝑗  𝑑Γ∂Ω
)

∫ 𝑅𝐼 𝑑ΩΩ

 (23) 

where “^” denotes numerical integration. SNNI with the VCI correction (VC-SNNI) results in a 

numerical accuracy close to SCNI as well as an optimal convergence rate [139]. 

 

Naturally Stabilized Nodal Integration 

Spurious oscillatory modes can be triggered in nodal integration methods. Therefore, 

additional stabilization techniques are needed to eliminate these low-energy modes, which one can 

employ the naturally stabilized nodal integration (NSNI) proposed in [119], where an implicit 

gradient expansion of the strain field is introduced as: 

𝜺(𝒖ℎ(𝒙)) ≈ 𝜺(𝒖ℎ(𝒙𝐿)) +∑(𝑥𝑖 − 𝑥𝐿𝑖)

𝑑

𝑖=1

𝜺 (𝒖̂,𝑖
ℎ(𝒙𝐿)) (24) 

where 𝒖̂,𝑖
ℎ(𝒙𝐿) = ∑ 𝛹𝐼𝑖

∇(𝒙𝐿)𝒖𝐼𝐼  is the implicit gradient of the displacement with 𝛹𝐼𝑖
𝛻 the implicit 

gradient of the RK shape function [129]: 

𝜳𝐼𝑖
∇ = 𝑫𝑖

𝑇𝑴−1(𝒙)𝑯(𝒙 − 𝒙𝐼)𝛷𝑎(𝒙 − 𝒙𝐼) (25) 

where the vector 𝑫𝒊 takes on the following values: 

𝑫𝑖 = −[0 𝛿𝑖1 𝛿𝑖2 𝛿𝑖3 0 ⋯ 0]𝑇 (26) 
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Introducing the gradient expansion terms (24) into the variational equations, the stiffness matrix 

is obtained as 

𝑲𝐼𝐽
𝑐 ≈ 𝑲𝐼𝐽

𝑐−𝑆𝐶𝑁𝐼 +𝑲𝐼𝐽
𝑐−𝑁𝑆𝑁𝐼

=∑(𝑩̃𝐼
𝑇(𝒙𝐿)𝑪𝑩̃𝐽(𝒙𝐿)𝐴𝐿)

𝑁𝑃

𝐿=1

+∑∑𝑩𝐼𝑖
−∇𝑇(𝒙𝐿)𝑪

−𝑩𝐽𝑖
−∇(𝒙𝐿)𝑀𝑖𝐿

𝑑

𝑖=1

𝑁𝑃

𝐿=1

 
(27) 

where 𝑲𝐼𝐽
𝑐−𝑆𝐶𝑁𝐼  is the stiffness matrix constructed through SCNI, 𝑲𝐼𝐽

𝑐−𝑁𝑆𝑁𝐼  is the additional 

stabilization matrix constructed by NSNI, and 𝑩𝐼𝑖
𝛻 (𝒙𝑁) for two-dimensional case is defined as 

follows: 

𝑩𝐼1
𝛻 (𝒙𝑁) = [

𝛹𝐼𝑖,1
𝛻 (𝒙𝑁) 0

0
𝛹𝐼𝑖,2
𝛻 (𝒙𝑁)

𝛹𝐼𝑖,2
𝛻 (𝒙𝑁)

𝛹𝐼𝑖,1
𝛻 (𝒙𝑁)

] (28) 

Here, the derivatives of the RK implicit gradients  𝛹𝐼𝑖,𝑗
𝛻  in Eq. (28) are obtained by the direct 

differentiation of the first-order implicit gradient 𝛹𝐼𝑖
𝛻 in Eq. (25) with respect to 𝑥𝑗 [119]. The 

terms 𝑀𝑖𝐿 = 𝑀𝑖(𝒙𝐿) in Eq. (28) are the second moments of inertia in each nodal integration 

domain:  

𝑀𝑖(𝒙𝐿) = ∫(𝑥𝑖 − 𝑥𝐿𝑖)
2𝑑Ω

Ω𝐿

 (29) 

From Eqns. (27) - (29), no subdivision of integration cells is required in the stabilization.  

From Chapter 3.1, a summary for the state-of-the-art reproducing kernel particle method is 

introduced, which includes the advanced nodal integration as well as Lagrangian and Eulerianl 

kernel description, that are ready for different solid and fluid problems. In the next section, a 
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special technique to solve partial differential equations involving shocks, called Riemann solver, 

is introduced.  

 

3.2 Riemann Problem, Godunov Scheme and Riemann Solvers for 

Shock Modeling 

A Riemann problem is a special initial boundary value problem having a conservation 

equation associated with piecewise constant initial data, which has a single discontinuity in the 

domain of interest. The Riemann problem is helpful for the understanding of essential physics of 

conservation equations because all properties, such as shocks and rarefaction waves, appear as 

characteristics in the solution. In certain scenarios, such as one dimensional adiabatic and inviscid 

compressible flow (a.k.a Euler equation), it also gives an exact solution termed Riemann solutions. 

For more complex physics that Riemann solutions cannot be derived analytically, approximated 

solvers or iterative solvers can be used. These solvers are called (approximated) Riemann solvers, 

and they are widely employed in the computational fluid mechanics involving shock wave 

dynamics. 

For the illustration of how Riemann solver works, a one-dimensional Burgers equation is 

employed as a simplified Riemann problem: 

𝜕𝑢

𝜕𝑡
+
𝜕𝑓(𝑢)

𝜕𝑥
= 0,   𝑓(𝑢) =

1

2
𝑢2,   ∀𝑥 ∈ ]−𝐿/2, 𝐿/2[ (30) 

where 𝐿  is the domain size. 𝑢  is the scalar variable and 𝑓(𝑢) is the flux. The problem is 

subjected to the initial condition specifying a discontinuity at 𝑥 = 0: 
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𝑢 = 𝑢𝐿 , ∀𝑥 ≤ 0 

𝑢 = 𝑢𝑅 , ∀𝑥 > 0 
(31) 

with the boundary condition: 

𝑢 = 𝑢𝐿 , ∀𝑥 = −
𝐿

2
 

𝑢 = 𝑢𝑅 , ∀𝑥 =
𝐿

2
 

(32) 

where the subscript 𝐿 and 𝑅 indicates the state at left-hand side and right-hand side of 𝑥 = 0, 

respectively. Eq. (30) can be rewritten in the following form  

𝜕𝑢

𝜕𝑡
+
𝜕𝑓(𝑢)

𝜕𝑢

𝜕𝑢

𝜕𝑥
=
𝜕𝑢

𝜕𝑡
+ 𝜆

𝜕𝑢

𝜕𝑥
= 0 (33) 

and 𝜆 = 𝑓,𝑢(𝑢) = 𝑢 gives the characteristic speed of the systems. Depending on the characteristic 

speed due to initial condition (31), rarefaction or shock wave may develop. The shock wave 

solution states that the shock wave speed can be obtained from the jump condition given by 

𝑆 =
⟦𝑓(𝑢)⟧

⟦𝑢⟧
=
𝑓(𝑢𝑅) − 𝑓(𝑢𝐿)

𝑢𝑅 − 𝑢𝐿
=
1

2

𝑢𝑅
2 − 𝑢𝐿

2

𝑢𝑅 − 𝑢𝐿
=
𝑢𝑅 + 𝑢𝐿

2
 (34) 

where 𝑆 is the shock wave speed and ⟦⋅⟧ is the jump operator. Eq. (34) represents the jump 

condition for conservation law, as known as Rankine-Hugoniot jump condition. From Eq. (34), it 

can be seen that both 𝑢𝑅 > 𝑢𝐿 or 𝑢𝐿 > 𝑢𝑅 may both develop shock wave solution. Therefore, a 

requirement for a unique single-valued solution is that the solution should satisfy the Lax entropy 

condition in Eq. (35) 

(downstream) 𝑓,𝑢(𝑢𝑅) = 𝑢𝑅 ≤  𝑆 ≤ 𝑢𝐿 = 𝑓,𝑢(𝑢𝐿) (upstream) (35) 
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where the shock wave speed should be bounded by the characteristic speeds at upstream and 

downstream side. For physically real applications this means that the solution should satisfy the 

entropy condition. From Eq. (35), it can be easily informed that 𝑢𝐿 > 𝑢𝑅 gives the shock wave 

solution. On the other hand, the rarefaction wave solutions exist when 𝜆(𝑥 < 0) = 𝑢𝐿 <

𝜆(𝑥 > 0) = 𝑢𝑅 since such characteristic wave solution creates a wave fan at 𝑥 = 0. Therefore, 

the solution of the Riemann problem reads: 

 

If 𝑢𝐿 > 𝑢𝑅 , the solution has a shock wave of speed 𝑆 and the solution of the Riemann 

problem is given by 

𝑢(𝑥, 𝑡) = {
𝑢𝐿 ,

𝑥

𝑡
< 𝑆

𝑢𝑅 ,
𝑥

𝑡
> 𝑆

 (36) 

If 𝑢𝐿 < 𝑢𝑅, then the solution has a rarefaction wave and the solution is given by 

𝑢(𝑥, 𝑡) =

{
 
 

 
 𝑢𝐿 ,

𝑥

𝑡
< 𝑓,𝑢(𝑢𝐿)

𝑓,𝑢
−1(𝑥/𝑡), 𝑓,𝑢(𝑢𝑅) >

𝑥

𝑡
> 𝑓,𝑢(𝑢𝐿)

𝑢𝑅 ,
𝑥

𝑡
> 𝑓,𝑢(𝑢𝑅)

 (37) 

 

Although this is a simple example, it still shows the basic properties of solving a Riemann 

problem with given initial condition, where the characteristics decompose the solution into 

different circumstances (shock wave, rarefaction, or more complicated wave pattern). For the 

Riemann solution of more complex physics, readers may refer to [140].  
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3.2.1 Godunov’s scheme with Riemann Solvers 

Godunov’s scheme [13] employs the idea of using the Riemann solution for the flux 

calculation at cell boundary in the classical finite volume method framework. An one-dimensional 

conservation equation in a hyperbolic form is considered: 

𝜕𝑼

𝜕𝑡
+
𝜕𝑭(𝑼)

𝜕𝑥
= 𝟎 (38) 

where 𝑼 is the vector composed of the conserved variables and 𝑭(𝑼) is the associated flux. The 

solution of Eq. (38) by the Godunov’s method in the discrete form can be written as: 

𝑼𝑖
𝑛+1 = 𝑼𝑖

𝑛 −
Δ𝑡

Δ𝑥
(𝑭𝑖+1/2

∗𝑛 − 𝑭𝑖−1/2
∗𝑛 ) (39) 

where 𝑼𝑖
𝑛+1 = 𝑼(𝑥𝑖, 𝑡𝑛+1) is the solution at discrete nodal position 𝒙𝑖  and time step 𝑡𝑛+1 . 

𝑭𝑖+1/2
∗𝑛 = 𝑭(𝑼∗(𝑥𝑖+1/2, 𝑡𝑛)) is the flux evaluated by the Riemann solution 𝑼∗(𝑥𝑖+1/2, 𝑡𝑛) from 

the following Riemann problem at finite volume cell interface 𝑥𝑖+1/2 = (𝑥𝑖 + 𝑥𝑖+1)/2 at time 

step 𝑡𝑛: 

𝜕𝑼

𝜕𝑡
+
𝜕𝑭(𝑼)

𝜕𝑥
= 𝟎, 𝑥 ∈ ]𝑥𝑖, 𝑥𝑖+1[ 

𝑼 = 𝑼𝑖, ∀𝑥 ≤ 𝑥𝑖+1/2 

𝑼 = 𝑼𝑖+1, ∀𝑥 > 𝑥𝑖+1/2 

(40) 

It can be seen that the Godunov’s scheme requires an exact, or approximated Riemann solver 

to solve the Riemann problem at every cell interface. The later one is preferred due to lower 

computational cost, and often the exact Riemann solution may not exist for complex physical 

problems. In general, these solvers usually gives an expression or approximation of the flux terms 

𝑭𝑖+1/2
∗  with given conservation variable 𝑼  and flux 𝑭  at both side of 𝑥𝑖+1/2 , instead of 
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obtaining the expression of 𝑼∗ at 𝑥𝑖+1/2, for the convenience of evaluation of flux in Godunov’s 

scheme in Eq. (39). Here, some well-known approximated Riemann solvers are listed below.  

 

3.2.2 Common Riemann Solvers 

For given initial value problems in Eq. (40), the flux 𝑭𝑖+1/2
∗  evaluated at 𝑥𝑖+1/2 can be 

obtained by the following Riemann solvers: 

 

Rusanov solver (also called local Lax-Friedrich solver) [14] 

The flux 𝑭𝑖+1/2
∗  can be evaluated by 

𝑭𝑖+1/2
∗ =

1

2
[𝑭𝑖 + 𝑭𝑖+1 − 𝜂(𝑼𝑖+1 − 𝑼𝑖)] (41) 

where 𝜂 = max(𝜆(𝒙𝑖), 𝜆(𝒙𝑖+1)), where 𝜆 here is the maximum characteristic speed from the 

eigenvalues of 𝑨 = 𝜕𝑭/𝜕𝑼. 

 

Harten-Lax-van Leer (HLL) solver [16]  

The flux 𝑭𝑖+1/2
∗  can be evaluated by 

𝑭𝑖+1/2
∗ = {

𝑭𝑖 𝑖𝑓  0 ≤ 𝑆−
𝑭∗ 𝑖𝑓  𝑆− < 0 < 𝑆+
𝑭𝑖+1 𝑖𝑓  𝑆+ ≤ 0

 (42) 

where 𝑭∗ is computed by the following equation 

𝑭∗ =
𝑆+𝑭𝑖 − 𝑆−𝑭𝑖+1 + 𝑆+𝑆−(𝑼𝑖+1 − 𝑼𝑖)

(𝑆+ − 𝑆−)
 (43) 
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and 𝑆+ and 𝑆− are respectively upper bound and lower bound of characteristic wave speed from 

the eigenvalues of 𝑨 = 𝜕𝑭/𝜕𝑼. The reference [16] gives an rough estimate of 𝑆+ and 𝑆− as 

𝑆+ = max(0, 𝜆(𝒙𝑖), 𝜆(𝒙𝑖+1)) and 𝑆− = min(0, 𝜆(𝒙𝑖), 𝜆(𝒙𝑖+1)) for all 𝜆 = 𝑒𝑖𝑔(𝑨). 

 

Dukowicz solver [17] 

The Dukowicz solver is a special solver for the Lagrangian form of one-dimensional mass, 

momentum and energy conservation equation 

𝑑𝜌

𝑑𝑡
+ 𝜌

𝜕𝑢

𝜕𝑥
= 0 

𝜌
𝑑𝑢

𝑑𝑡
+
𝜕𝑝

𝜕𝑥
= 0 

𝜌
𝑑𝐸

𝑑𝑡
+
𝜕𝑝𝑢

𝜕𝑥
= 0 

(44) 

∀𝑥 ∈ ]𝑥𝑖 , 𝑥𝑖+1[. The variable 𝜌, 𝑢, 𝑝, 𝐸 are respectively density, velocity, pressure and total 

energy density. The governing equation is subject to specific equation of state 𝑝 = 𝑝(𝜌, 𝑢, 𝐸) 

(𝜌, 𝑢, 𝑝, 𝐸) = (𝜌𝑖, 𝑢𝑖, 𝑝𝑖, 𝐸𝑖), ∀𝑥 ≤ 𝑥𝑖+1/2 

(𝜌, 𝑢, 𝑝, 𝐸) = (𝜌𝑖+1, 𝑢𝑖+1, 𝑝𝑖+1, 𝐸𝑖+1), ∀𝑥 > 𝑥𝑖+1/2 
(45) 

By using the Dukowicz Riemann solver [17], the velocity 𝑢𝑖+1/2
∗  at can be obtained by solving 

the following semi-quadratic equation 

𝜌𝑖𝐵𝑖|𝑢
∗ − 𝑢𝑚𝑖𝑛

∗ |(𝑢𝑖+1/2
∗ − 𝑢𝑚𝑖𝑛

∗ ) + 𝜌𝑖+1𝐵𝑖+1|𝑢
∗ − 𝑢𝑚𝑎𝑥

∗ |(𝑢𝑖+1/2
∗ − 𝑢𝑚𝑎𝑥

∗ ) + 𝑝𝑖
∗ − 𝑝𝑖+1

∗

= 0 
(46) 

where  

𝑢𝑚𝑖𝑛
∗ = 𝑢𝑖 − 0.5

𝑐𝑖
𝐵𝑖
, 𝑢𝑚𝑎𝑥

∗ = 𝑢𝑖+1 + 0.5
𝑐𝑖+1
𝐵𝑖+1

 

𝑝𝑖
∗ = 𝑝𝑖 − 0.25

𝜌𝑖𝑐𝑖
2

𝐵𝑖
, 𝑝𝑖+1

∗ = 𝑝𝑖+1 − 0.25
𝜌𝑖+1𝑐𝑖+1

2

𝐵𝑖+1
, 

(47) 
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Here 𝑐 is the sound speed, and 𝐵 is a parameter directly related to the shock density ratio in the 

limit of strong shocks. For ideal gas 𝐵 = (𝛾 + 1)/2, for other materials, one may selecting 𝐵 by 

the method given in [17]. Once the velocity 𝑢𝑖+1/2
∗  is obtained by Eq. (55), the pressure 𝑝𝑖+1/2

∗  

at 𝑥𝑖+1/2 can be obtained by the following equation 

𝑝𝑖+1/2
∗ =

1

2
(𝑝𝑖+1

∗ + 𝑝𝑖
∗) +

1

2
𝜌𝑖𝐵𝑖|𝑢

∗ − 𝑢𝑚𝑖𝑛
∗ |(𝑢𝑖+1/2

∗ − 𝑢𝑚𝑖𝑛
∗ )

−
1

2
𝜌𝑖+1𝐵𝑖+1|𝑢

∗ − 𝑢𝑚𝑎𝑥
∗ |(𝑢𝑖+1/2

∗ − 𝑢𝑚𝑎𝑥
∗ ) 

(48) 

The velocity 𝑢𝑖+1/2
∗  and pressure 𝑝𝑖+1/2

∗  can then be used to formulate the flux 𝑭𝑖+1/2
∗  directly. 

 

Part of this chapter is a reprint of the material as it appears in the paper “TH. Huang, H. Wei, 

JS. Chen, and M. Hillman. RKPM2D: An Open-Source Implementation of Nodally Integrated 

Reproducing Kernel Particle Method for Solving Partial Differential Equations. Computational 

Particle Mechanics 7.2 (2020): 393-433. DOI: https://doi.org/10.1007/s40571-019-00272-x”. The 

dissertation author was the primary investigator and author of this paper.  
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Chapter 4 Reproducing Kernel Particle 

Method for Modeling Shocks in Fluids 

 

 

In this chapter, the overview of proposed shock algorithm, MUSCL-SCNI, for meshfree 

shock modeling in fluid problems is reviewed, where the fluid model is mentioned in Chapter 4.1. 

the numerical formulation of MUSCL-SCNI is developed and formulated in Chapter 4.2. The 

numerical results to benchmark the formulation are given in Chapter 4.3. 

 

4.1 Fluid Model 

4.1.1 Strong Form 

Consider compressible flow in the domain Ω, the Navier-Stokes equations in conservation 

form consists of balance equations of mass, momentum and energy, as follows: 

𝜕

𝜕𝑡
(

𝜌
𝜌𝒖
𝜌𝐸
) + 𝜵 ⋅ (

𝜌𝒖
𝜌𝒖⨂𝒖
𝜌𝐸𝒖

) + 𝜵 ⋅ (
0
𝑝𝑰
𝑝𝒖
) − 𝜵 ⋅ (

0
𝝉
𝝉 ∙ 𝒖

) = (
0
𝜌𝒃

𝜌𝒃 ∙ 𝒖 + 𝜌𝑟
)   on Ω (49) 

where 𝒖 consists of the flow velocity components in Cartesian coordinates, 𝜌 is mass density, 

𝐸 is the total energy density, 𝑝 is the thermodynamic pressure, 𝝉 is the viscous stress, 𝒃 is the 
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body force, and 𝑟 is the energy source. The whole system is assumed to be adiabatic, so no 

external heat flux is supplied. Initial conditions for velocity, mass density and energy density are 

defined as follows 

𝒖(𝒙, 𝑡 = 0) = 𝒖0 

𝜌(𝒙, 𝑡 = 0) = 𝜌0 

𝐸(𝒙, 𝑡 = 0) = 𝐸0  
(50) 

The essential boundary conditions are prescribed on 𝜕Ω𝑔 as:  

𝒖(𝒙, 𝑡) = 𝒖𝑔(𝒙, 𝑡), on 𝜕Ω𝑔
𝑢 

𝜌(𝒙, 𝑡) = 𝜌𝑔(𝒙, 𝑡), on 𝜕Ω𝑔
𝜌

 

𝐸(𝒙, 𝑡) = 𝐸𝑔(𝒙, 𝑡), on 𝜕Ω𝑔
𝐸 

(51) 

On the natural boundary 𝜕Ωℎ, the following conditions are imposed: 

𝝈(𝒙, 𝑡) ∙ 𝒏(𝒙, 𝑡) = 𝒉(𝒙, 𝑡), on 𝜕Ωℎ
𝑢 (52) 

where 𝒏 is the outward unit normal vector on the boundary, 𝒉 is the traction acting on the 

boundary, and 𝝈 is the Cauchy stress:  

𝝈 = −𝑝𝑰 + 𝝉 (53) 

The material response is described by the following constitutive equations: 

𝑝 = 𝑝(𝒖, 𝜌, 𝐸) (54) 

𝝉 = 𝜆(𝛁 ⋅ 𝒖)𝑰 + 𝜇(𝛁𝒖 + (𝛁𝒖)𝑇) (55) 

where 𝜆 is the bulk viscosity and 𝜇 is the dynamic viscosity. Eq. (54) is often referred to as the 

Equation of State (EOS). For example, the EOS of ideal gas is expressed as 

𝑝 = (𝛾 − 1)𝜌𝑒 (56) 

where 𝑒 = 𝐸 −
‖𝒖‖

2
 is the specific internal energy and 𝛾 is the ideal gas constant.  
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4.1.2 Essential Shock Physics 

 

Figure 9. A two-dimensional domain subject to a shock wave. 

For describing shock wave propagation, it is convenient to introduce a local coordinate axis 

defined by 𝑥𝑠 = (𝒙+ − 𝒙−) ⋅ 𝒏𝑠, where 𝒙+ and 𝒙− denote the locations ahead and behind the 

shock wave front, and 𝒏𝑠 is the unit normal vector along the shock wave propagating direction. 

The projection of the flux 𝑭𝑖 = 𝜌𝑢𝑖(1, 𝑢1, 𝑢2, 𝑢3, 𝐸)
𝑇 + 𝑝(0, 𝛿1𝑖, 𝛿2𝑖, 𝛿3𝑖, 𝑢𝑖)

𝑇, and the velocity 𝒖 

can then be defined as 𝐹𝑖
𝑠 = 𝑭𝑖 ⋅ 𝒏

𝑠 and 𝑢𝑠 = 𝒖 ⋅ 𝒏𝑠, respectively. When shock wave propagates, 

as illustrated in Figure 9, the solution to the conservation equations (49) contains discontinuities 

in velocity, mass density, and total energy density along the direction of 𝒏𝑠. The shock wave 

speed 𝑆  is governed by the Rankine-Hugoniot (R-H) jump conditions for the flux and 

conservation variables:  

𝑆 =
⟦𝜌𝑢𝑠⟧

⟦𝜌⟧
 

𝑆 =
⟦𝜌(𝑢𝑠)2 + 𝑝⟧

⟦𝜌𝑢𝑠⟧
 

𝑆 =
⟦𝜌𝑢𝑠 (𝐸 +

𝑝
𝜌)⟧

⟦𝜌𝐸⟧
 

(57) 

where ⟦⋅⟧ represents the jump operator, i.e., ⟦𝑢𝑠⟧ = 𝑢𝑠+ − 𝑢𝑠−, “+” implies ahead of the wave, 

“−” implies behind the wave, and 𝑆 is the shock speed. In addition, the shock speed is bounded 
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by the characteristic speed 𝐹,𝑢
𝑠(𝑢) on the upstream and the downstream of the shock front, as 

described by the entropy condition [141]: 

𝐹,𝑢
𝑠(𝑢𝑠+) < 𝑆 < 𝐹,𝑢

𝑠(𝑢𝑠−), on  𝑥𝑠 (58) 

where the characteristic speed 𝐹,𝑢
𝑠(𝑢) is the eigenvalue of the Jacobian matrix 

𝜕𝑭𝑖

𝜕𝑼
, where 𝑼 is 

the conservation variable, 𝑼 = 𝜌(1, 𝑢1, 𝑢2, 𝑢3, 𝐸)
𝑇 . The above equation indicates that the 

discontinuity moves faster than the characteristic speed 𝐹,𝑢
𝑠(𝑢𝑠+) in front of the shock front, and 

slower than the characteristic speed 𝐹,𝑢
𝑠(𝑢𝑠−) trailing it. The R-H jump condition in (57) and 

entropy conditions in (58) represent essential shock physics, which need to be satisfied in the 

numerical modeling.  

 

4.1.3 Weak Form and Galerkin Equation 

The weak form for Eq. (49) can be written as  

∫(

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ [(

𝜌
𝜌𝒖
𝜌𝐸
)

,𝑡

+ 𝜵 ⋅ (

𝜌𝒖
𝜌𝒖⨂𝒖
𝜌𝐸𝒖

) + 𝜵 ⋅ (
0
𝑝𝑰
𝑝𝒖
) − 𝜵 ⋅ (

0
𝝉
𝝉 ∙ 𝒖

)

Ω

− (
0
𝜌𝒃

𝜌𝒃 ∙ 𝒖 + 𝜌𝑟
)] dΩ = (

0
𝟎
0
) 

(59) 

where the trial functions 𝒖 ∈ [𝐻𝑔
1(Ω)]

𝑑
, 𝜌 ∈ 𝐻𝑔

1(Ω), 𝐸 ∈ 𝐻𝑔
1(Ω) , and test functions 𝒘𝑢 ∈

[𝐻0
1(Ω)]𝑑 , 𝑤𝜌 ∈ 𝐻0

1(Ω), 𝑤𝐸 ∈ 𝐻0
1(Ω). Applying integration by part to the viscosity term and 

considering the boundary conditions (52) and (53), the weak form is re-written as: 
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∫(

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ [(

𝜌
𝜌𝒖
𝜌𝐸
)

,𝑡

+ 𝜵 ⋅ (

𝜌𝒖
𝜌𝒖⨂𝒖
𝜌𝐸𝒖

) + 𝜵 ⋅ (
𝟎
𝑝𝑰
𝑝𝒖
)] dΩ

Ω

+∫(

𝜵𝑤𝜌
𝜵𝒘𝑢

𝜵𝑤𝐸

) ∶ (
0
𝝉
𝝉 ∙ 𝒖

)dΩ

Ω

= ∫(

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ (

0
𝜌𝒃

𝜌𝒃 ∙ 𝒖 + 𝜌𝑟
)dΩ

Ω

+∫ (

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ (

0
𝒉 + 𝑝𝒏
0

)𝑑Γ

𝜕Ωℎ
𝑢

 

(60) 

For shock waves in compressible flow, the effects of bulk viscosity 𝜆 and dynamic viscosity 𝜇 

are usually negligible [142]. Hence, the above equations become: 

∫(

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ [(

𝜌
𝜌𝒖
𝜌𝐸
)

,𝑡

+ 𝜵 ⋅ (

𝜌𝒖
𝜌𝒖⨂𝒖
𝜌𝐸𝒖

) + 𝜵 ⋅ (
𝟎
𝑝𝑰
𝑝𝒖
)] dΩ

Ω

= ∫(

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ (

0
𝜌𝒃

𝜌𝒃 ∙ 𝒖 + 𝜌𝑟
) dΩ

Ω

+∫ (

𝑤𝜌
𝒘𝑢

𝑤𝐸
) ∙ (

0
𝒉 + 𝑝𝒏
0

)𝑑Γ

𝜕Ωℎ
𝑢

 

(61) 

To construct Galerkin equations for Eq. (61), the trial functions: 𝒖ℎ ∈ [𝐻𝑔
1(Ω)]

𝑑
, 𝜌ℎ ∈

𝐻𝑔
1(Ω), 𝐸ℎ ∈ 𝐻𝑔

1(Ω) , and test functions 𝒘𝑢
ℎ ∈ [𝐻0

1(Ω)]𝑑 , 𝑤𝜌
ℎ ∈ 𝐻0

1(Ω),𝑤𝐸
ℎ ∈ 𝐻0

1(Ω)  are 

introduced by applying the reproducing kernel (RK) approximation [6, 3] for the primary variables 

as follows 

𝒖ℎ(𝒙, 𝑡) =∑𝛹𝐼(𝒙)𝒖𝐼(𝑡)

𝑁𝑃

𝐼=1

,   𝒘𝑢
ℎ(𝒙𝐼, 𝑡) = ∑𝛹𝐼(𝒙)𝒘𝐼

𝑢(𝑡)

𝑁𝑃

𝐼=1

 

𝜌ℎ(𝒙, 𝑡) = ∑𝛹𝐼(𝒙)𝜌𝐼(𝑡)

𝑁𝑃

𝐼=1

,   𝑤𝜌
ℎ(𝒙𝐼, 𝑡) = ∑𝛹𝐼(𝒙)𝑤𝐼

𝜌(𝑡)

𝑁𝑃

𝐼=1

 

𝐸ℎ(𝒙, 𝑡) = ∑𝛹𝐼(𝒙)𝐸𝐼(𝑡)

𝑁𝑃

𝐼=1

,   𝑤𝐸
ℎ(𝒙𝐼 , 𝑡) = ∑𝛹𝐼(𝒙)𝑤𝐼

𝐸(𝑡)

𝑁𝑃

𝐼=1

 

(62) 

where 𝛹𝐼(𝒙) is the RK shape function of node 𝐼 evaluated at point 𝒙, and 𝒖𝐼(𝑡), 𝜌𝐼(𝑡), 𝐸𝐼(𝑡), 

𝒘𝐼
𝑢(𝑡), 𝑤𝐼

𝜌(𝑡), 𝑤𝐼
𝐸(𝑡)  are the nodal coefficients. The conservation variables 𝑼ℎ  and 𝑾ℎ , 

pressure flux 𝑭𝑝
ℎ, advection flux 𝑭𝑎𝑑𝑣

ℎ , body force 𝑭𝑏
ℎ and traction 𝑭𝑡

ℎ are defined as follows 
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𝑼ℎ = (𝜌ℎ, 𝜌ℎ𝒖ℎ, 𝜌ℎ𝐸ℎ)𝑇 (63) 

𝑾ℎ = (𝑤𝜌
ℎ, 𝒘𝑢

ℎ , 𝑤𝐸
ℎ)
𝑇
 (64) 

𝑭𝑝
ℎ = (𝟎, 𝑝ℎ𝑰, 𝑝ℎ𝒖ℎ)𝑇 (65) 

𝑭𝑎𝑑𝑣
ℎ = (𝜌ℎ𝒖ℎ, 𝜌ℎ𝒖ℎ⨂𝒖ℎ, 𝜌ℎ𝐸ℎ𝒖ℎ)𝑇 (66) 

𝑭𝑏
ℎ = (0, 𝜌ℎ𝒃, 𝜌ℎ𝒃 ∙ 𝒖ℎ + 𝜌ℎ𝑟)𝑇 (67) 

𝑭𝑡
ℎ = (0, 𝒉 + 𝑝ℎ𝒏, 0)𝑇 (68) 

in which the pressure 𝑝ℎ can be obtained from EOS (54) as 

𝑝ℎ = 𝑝(𝒖ℎ, 𝜌ℎ, 𝐸ℎ) (69) 

Accordingly, the RK discretization of Eq. (61) is written as:   

∫ 𝑾ℎ ∙ [𝑼,𝑡
ℎ + 𝜵 ⋅ 𝑭𝑝

ℎ + 𝜵 ⋅ 𝑭𝑎𝑑𝑣
ℎ ]𝑑Ω

Ω

= ∫ 𝑾ℎ ∙ 𝑭𝑏
ℎ𝑑𝛺

Ω

+∫ 𝑾ℎ ∙ 𝑭𝑡
ℎ𝑑Γ

𝜕Ωℎ
𝑢 

 (70) 

 

4.2 Shock-Enhanced Meshfree Formulation for Fluid Problems 

In this section, the shock-enhanced algorithm is discussed to solve the Galerkin equations 

mentioned in the previous section. 

4.2.1 Riemann-SCNI with Flux Splitting 

The domain integration of Eq. (70) is performed by employing the stabilized conforming 

nodal integration (SCNI) approach [38, 39, 40]: 

∑𝑾ℎ(𝒙𝐼) ∙ [𝑼,𝑡
ℎ(𝒙𝐼) + 𝜵̃ ⋅ 𝑭𝑝

ℎ(𝒙𝐼) + 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
ℎ (𝒙𝐼)]𝑉𝐼

𝑁𝑃

𝐼=1

=∑𝑾ℎ(𝒙𝐼) ∙ 𝑭𝑏
ℎ(𝒙𝐼)𝑉𝐼

𝑁𝑃

𝐼=1

+ ∑ 𝑾ℎ(𝒙𝐼) ∙ 𝑭𝑡
ℎ(𝒙𝐼)𝐴𝐼

𝐼∈𝜕Ωℎ
𝑢

 

(71) 
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where 𝑉𝐼 denotes the volume of the nodal representative domain associated with node 𝐼, and 𝐴𝐼 

denotes the boundary surface area associated with node 𝐼, and the smooth flux divergence (SFD) 

operators are computed by boundary integrals as follows: 

𝜵̃ ⋅ 𝑭𝑝
ℎ(𝒙𝐼) ≈

1

𝑉𝐼
∑ (

𝟎
𝑝ℎ𝑰

𝑝ℎ𝒖ℎ
)|

(𝒙̃𝐼
𝐾)

⋅ 𝒏𝐼
𝐾𝐴𝐼

𝐾

𝐾∈𝑆𝐼

 (72) 

𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
ℎ (𝒙𝐼) ≈

1

𝑉𝐼
∑ (

𝜌ℎ𝒖ℎ

𝜌ℎ𝒖ℎ⨂𝒖ℎ

𝜌ℎ𝐸ℎ𝒖ℎ
)|

(𝒙̃𝐼
𝐾)

⋅ 𝒏𝐼
𝐾𝐴𝐼

𝐾

𝐾∈𝑆𝐼

 (73) 

in which 𝑆𝐼 = {𝐾|𝒙̃𝐼
𝐾 ∈ 𝜕Ω𝐼} contains all boundary smoothing points 𝒙̃𝐼

𝐾 of node I, 𝒏𝐼
𝐾 denotes 

the outward unit normal vector of the 𝐾𝑡ℎ boundary segment of the 𝐼𝑡ℎ nodal representative 

domain, and 𝐴𝐼
𝐾  is the boundary segment area in three dimensions or segment length in two 

dimensions (see Figure 10 for an illustration of the two-dimensional nodal representative domain).  

 

 

Figure 10. Illustration of nodal representative domain. 

 

In the boundary evaluation of the smooth flux divergence operators shown in Figure 10, the 

velocity 𝒖ℎ(𝒙̃𝐼
𝐾) and pressure 𝑝ℎ(𝒙̃𝐼

𝐾) in Eqns. (72) and (73) are computed using the Riemann-

enriched velocity 𝒖∗(𝒙𝐼
𝐾) and pressure 𝑝∗(𝒙̃𝐼

𝐾) from solving local Riemann problems along the 
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local coordinate 𝑥𝑠, in which the superscript “∗” indicates Riemann solutions. Analogous to the 

Godunov’s scheme [13], initial conditions of velocity, mass density, total energy density, and 

pressure for the local Riemann problem are constructed from cell-averages from two sides of each 

cell boundary: 

𝒖̅𝐼 =
1

𝑉𝐼  
∫ 𝒖ℎ(𝒙)𝑑𝛺
Ω𝐼

, 𝒖̅𝐽 =
1

𝑉𝐽 
∫ 𝒖ℎ(𝒙)𝑑𝛺
Ω𝐽

 (74) 

𝜌̅𝐼 =
1

𝑉𝐼  
∫ 𝜌ℎ(𝒙)𝑑𝛺
Ω𝐼

, 𝜌̅𝐽 =
1

𝑉𝐽 
∫ 𝜌ℎ(𝒙)𝑑𝛺
Ω𝐽

 (75) 

𝐸̅𝐼 =
1

𝑉𝐼  
∫ 𝐸ℎ(𝒙)𝑑𝛺
Ω𝐼

, 𝐸̅𝐽 =
1

𝑉𝐽 
∫ 𝐸ℎ(𝒙)𝑑𝛺
Ω𝐽

 (76) 

𝑝̅𝐼 =
1

𝑉𝐼  
∫ 𝑝ℎ(𝒙)𝑑𝛺
Ω𝐼

, 𝑝̅𝐽 =
1

𝑉𝐽 
∫ 𝑝ℎ(𝒙)𝑑𝛺
Ω𝐽

 (77) 

Based on (74), projections of velocity fields of cell 𝐼 and 𝐽 onto the local coordinate axis 

𝑥𝑠 are expressed as: 

𝑢̅𝐼 = 𝒖̅𝐼 ⋅ 𝒏𝐼
𝐾, 𝑢̅𝐽 = 𝒖̅𝐽 ⋅ 𝒏𝐼

𝐾 (78) 

 
Figure 11. The local Riemann problem along 𝑥𝑠 direction with piecewise constant 

approximations of pressure and velocity, where (𝑝∗, 𝑢∗) are the Riemann solutions. 
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As illustrated in Figure 11, the jump conditions (57) for the pressure flux [143] are imposed 

across cell boundaries: 

(𝑝∗ − 𝑝̅𝐼) = 𝜌̅𝐼𝑆(𝑢
∗ − 𝑢̅𝐼) 

(𝑝∗ − 𝑝̅𝐽) = 𝜌̅𝐽𝑆(𝑢
∗ − 𝑢̅𝐽) 

(79) 

where 𝑝∗, 𝑢∗ are the corrected pressure and velocity fields from the Riemann solver, and the 

shock speed 𝑆 can be approximated from the shock Hugoniot curve [143] as: 

𝑆 = 𝑐sign(⟦𝑢̅⟧) + 𝐴𝑠⟦𝑢̅⟧ (80) 

where 𝑐 is the sound speed and 𝐴𝑠 is the parameter that correlates the shock speed 𝑆 with the 

flow velocity 𝒖, obtained from experimental tests. Eqns. (79) and (80) with the entropy condition 

(58) can be solved together by using the Newton-Raphson method, but in practice, less expensive 

approximate solutions are often sought by adopting Riemann solvers, such as Rusanov solver [14], 

Roe solver [15], Harten-Lax-van Leer (HLL) solver [16], and Dukowicz solver [17], etc. In this 

study, the Dukowicz solver is employed, due to its high accuracy. Once the velocity 𝑢∗  is 

obtained from the Riemann solver, the global corrected velocity at cell boundary can be 

reconstructed: 

𝒖∗(𝒙𝐼
𝐾) = 𝑢∗(𝒙̃𝐼

𝐾)𝒏𝐼
𝐾 (81) 

Note that, if the smoothing point 𝒙̃𝐼
𝐾 is located at the domain boundary 𝜕Ω, then chosing 

(𝑝∗ = 𝑝̅𝐼 , 𝑢
∗ = 𝑢̅𝐼), instead of applying Riemann solvers. The corrected velocity 𝒖∗(𝒙̃𝐼

𝐾) and 

pressure 𝑝∗(𝒙𝐼
𝐾) at smoothing points are then employed to calculate the Riemann-enriched 

smoothed divergence of the pressure flux as a correction to the flux divergence 𝜵̃ ⋅ 𝑭𝑝
ℎ(𝒙𝐼) in Eq. 

(72) as: 
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𝜵̃ ⋅ 𝑭𝑝
∗ (𝒙𝐼) ≈

1

𝑉𝐼
∑ 𝑭𝑝

∗ (𝒙̃𝐼
𝐾) ⋅ 𝒏𝐼

𝐾𝐴𝐼
𝐾

𝐾∈𝑆𝐼

 (82) 

where 𝑭𝑝
∗ (𝒙̃𝐼

𝐾) is the Riemann-enriched pressure flux: 

𝑭𝑝
∗ (𝒙̃𝐼

𝐾) = (

𝟎
𝑝∗(𝒙̃𝐼

𝐾)𝑰

𝑝∗(𝒙̃𝐼
𝐾)𝒖∗(𝒙̃𝐼

𝐾)
) (83) 

where the Riemann-enriched pressure and velocity naturally introduces the shock physics within 

the nodal integration framework. In addition, as the piecewise constant data 𝒖̅𝐼 , 𝜌̅𝐼 and 𝑝̅𝐼 are 

used as input for the Riemann solvers, new extrema are avoided, and the corresponding smoothed 

flux divergence in Eq. (82) is non-oscillatory.  

To correct the advection flux divergence 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
ℎ (𝒙𝐼) of Eq. (73), a natural approach is to define 

the following Riemann-enriched smoothed divergence with an upwind scheme:  

𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
up∗ (𝒙𝐼) ≈

1

𝑉𝐼
∑ 𝑭𝑎𝑑𝑣

up∗ (𝒙̃𝐼
𝐾) ⋅ 𝒏𝐼

𝐾𝐴𝐼
𝐾

𝐾∈𝑆𝐼

 (84) 

in which an upwind scheme is formulated to take into account the velocity jump across shock 

fronts:  

𝑭𝑎𝑑𝑣
up∗ (𝒙̃𝐼

𝐾) =

{
  
 

  
 
(

𝜌̅𝐼𝒖
∗

𝜌̅𝐼𝒖
∗⨂𝒖̅𝐼

𝜌̅𝐼𝐸̅𝐼𝒖
∗

) if 𝑢∗ ≥ 0

(𝜌̅𝐽

𝜌̅𝐽𝒖
∗

𝒖∗⨂𝒖̅𝐽

𝜌̅𝐽𝐸̅𝐽𝒖
∗

) if 𝑢∗ < 0

 (85) 

where 𝒖∗  is the corrected velocity defined in Eq. (81). However, this conventional upwind 

scheme in Eq. (85) causes strong diffusion in modeling shock waves and over-smears shock fronts. 

As shown in the modified wave number analysis [144], the magnitude of numerical diffusion in 

the conventional upwind scheme is 𝑂(𝑢∗); so excessive diffusion is introduced when the corrected 

velocity 𝑢∗ is high. To address this issue, the modified upwind scheme [55, 145] is adopted here.  
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Instead of Eqns. (84) and (41), the following modified smoothed divergence for the advection flux 

is introduced: 

𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
mup∗(𝒙𝐼) ≈

1

𝑉𝐼
∑ 𝑭𝑎𝑑𝑣

mup∗(𝒙̃𝐼
𝐾) ⋅ 𝒏𝐼

𝐾𝐴𝐼
𝐾

𝐾∈𝑆𝐼

 (86) 

and 

𝑭𝑎𝑑𝑣
mup∗(𝒙̃𝐼

𝐾) =

{
  
 

  
 
(

𝜌̅𝐼𝑩𝐼
𝜌̅𝐼𝑩𝐼⨂𝒖̅𝐼
𝜌̅𝐼𝐸̅𝐼𝑩𝐼

) if 𝑢∗ ≥ 0

(𝜌̅𝐽

𝜌̅𝐽𝑩𝐽
𝑩𝐽⨂𝒖̅𝐽

𝜌̅𝐽𝐸̅𝐽𝑩𝐽

) if 𝑢∗ < 0

 (87) 

where 𝑩𝐼 and 𝑩𝐽 denote the local characteristic wave speeds:  

𝑩𝐼 = 𝐵𝐼𝒏𝐼
𝐾, 𝑩𝐽 = 𝐵𝐽𝒏𝐼

𝐾 (88) 

in which 𝐵𝐿=𝐼,𝐽 is defined as: 

𝐵𝐿 = 𝑀𝐿𝑐𝐿 (89) 

where 𝐿 = 𝐼, 𝐽, and 𝑀𝐿 denotes the local Mach number 

𝑀𝐿 =
𝑢∗

𝑢∗ − 𝑠𝐿
 (90) 

𝑠𝐿 denotes the local wave speed estimate suggested by Davis [146]: 

𝑠𝐿 = {
min(0, 𝑢̅𝐿 − 𝑐𝐿 , 𝑢

∗ − 𝑐∗), if 𝐿 = 𝐼

max(0, 𝑢̅𝐿 + 𝑐𝐿 , 𝑢
∗ + 𝑐∗), if 𝐿 = 𝐽

 (91) 

and 𝑐𝐿 is sound speed: 

𝑐𝐿 = 𝑢̅𝐿 − 𝑠𝐿 (92) 

By introducing the Riemann-enriched smoothed flux divergence defined in Eq. (82) and the 

advection flux divergence defined in Eq. (86), Eq. (71) becomes: 

∑𝑾ℎ(𝒙𝐼) ∙ [𝑼,𝑡
ℎ(𝒙𝐼) + 𝜵̃ ⋅ 𝑭𝑝

∗ (𝒙𝐼) + 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
mup∗(𝒙𝐼)]𝑉𝐼

𝑁𝑃

𝐼=1

=∑𝑾ℎ(𝒙𝐼) ∙ 𝑭𝑏
ℎ(𝒙𝐼)𝑉𝐼

𝑁𝑃

𝐼=1

+ ∑ 𝑾ℎ(𝒙𝐼) ∙ 𝑭𝑡
ℎ(𝒙𝐼)𝐴𝐼

𝐼∈𝜕Ωℎ
𝑢

 

(93) 
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4.2.2 MUSCL-type Enhancement and MUSCL-SCNI Formulation 

Piecewise constant (PC) approximations used to reconstruct local Riemann solutions can 

guarantee the non-oscillatory behavior. However, it also leads to low-order accuracy. It is desirable 

to employ low-order approximation at discontinuities [38, 39, 130, 126], while maintaining high-

order approximations within smooth regions. To this end, the MUSCL scheme [18] is introduced 

into the Riemann-SCNI formulation as an enhancement with the construction of a monotonic 

piecewise linear (PL) approximation: 

𝑝̂𝐼(𝒙) ≈ 𝑝̅𝐼 + 𝜑𝐼
𝑝𝛁̃𝑝ℎ(𝒙𝐼) ∙ (𝒙 − 𝒙𝐼),   ∀𝒙 ∈ Ω𝐼 (94) 

which represents the limited pressure field in the I-th nodal representative domain, and 𝛁̃ is the 

smoothed gradient operator: 

𝜵̃𝑝ℎ(𝒙𝐼) =
1

𝑉𝐼
∫ 𝜵𝑝ℎ(𝒙)𝑑Ω

Ω𝐼

=
1

𝑉𝐼
∫ 𝑝ℎ(𝒙)𝒏(𝒙)𝑑Γ

𝜕Ω𝐼

≈
1

𝑉𝐼
∑ 𝑝ℎ(𝒙̃𝐼

𝐾)𝒏𝐼
𝐾𝐴𝐼

𝐾

𝐾∈𝑆𝐼

 (95) 

in Eq. (94), 𝜑𝐼
𝑝
 is the limiting parameter for pressure field associated with the I-th smoothing cell, 

and its absolute value is bounded by one, which controls the magnitude of the local slope ∇̃𝑝ℎ(𝒙𝐼). 

In the limiting procedure, the Barth-Jespersen (BJ) limiter [147] is employed to construct the 

limiting parameter 𝜑𝐼
𝑝
 by measuring the local field’s variation. The limiter 𝜑𝐼

𝑝
 is defined as: 

𝜑𝐼
𝑝 = min

𝐽∈𝐺𝐼
{

min(1, 𝑟𝐽
𝑚𝑎𝑥) if 𝜵̃𝑝ℎ(𝒙𝐼) ∙ (𝒙𝐽 − 𝒙𝐼) > 0

min(1, 𝑟𝐽
𝑚𝑖𝑛) if 𝜵̃𝑝ℎ(𝒙𝐼) ∙ (𝒙𝐽 − 𝒙𝐼) < 0

1 otherwise

 (96) 

where 𝐺𝐼 = {𝐽|𝜕Ω𝐼 ∩ 𝜕Ω𝐽 ≠ ∅, ∀𝐼 ≠ 𝐽} contains the list of all neighbor cells of the 𝐼th gradient 

smoothing cell, and 𝑟𝐽
𝑚𝑖𝑛 and 𝑟𝐽

𝑚𝑎𝑥 are the minimum and maximum thresholds for the allowable 
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variation at the 𝐽𝑡ℎ neighbor cell of the gradient smoothing cell 𝐼, along the direction of 𝒙𝐼𝒙𝐽⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ,  

defined as: 

𝑟𝐽
𝑚𝑖𝑛 =

min
𝐽∈𝐺𝐼

[𝑝ℎ(𝒙𝐽)] − 𝑝
ℎ(𝒙𝐼)

𝜵̃𝑝ℎ(𝒙𝐼) ∙ (𝒙𝐽 − 𝒙𝐼)
,   𝑟𝐽

𝑚𝑎𝑥 =
max
𝐽∈𝐺𝐼

[𝑝ℎ(𝒙𝐽)] − 𝑝
ℎ(𝒙𝐼)

𝜵̃𝑝ℎ(𝒙𝐼) ∙ (𝒙𝐽 − 𝒙𝐼)
 (97) 

As seen from Eqns. (94) - (97), at the shock region the limiting parameter is close to zero 

which recovers the PC approximation, whereas at non-shock region limiting parameter is close to 

one, which recovers the high-order approximation. The limiting procedure is also applied to the 

velocity field, the mass density field and the total energy density. For velocity field 𝒖̂, the PL 

reconstructed velocity 𝒖̂ is obtained by applying limiting process to each velocity component as 

follows: 

𝑢̂𝑖𝐼(𝒙) ≈ 𝑢̅𝑖𝐼 + 𝜑𝑖𝐼
𝑢 𝛁̃𝑢𝑖

ℎ(𝒙𝐼) ∙ (𝒙 − 𝒙𝐼) (98) 

where 𝒖̂ and 𝒖̅ are PL and PC reconstructed i-th component and 𝝋𝒊𝑰
𝒖  is the corresponding 

limiting parameter. The PL reconstructed mass density field and the total energy density are 

expressed as follows: 

𝜌̂𝐼(𝒙) ≈ 𝜌̅𝐼 + 𝜑𝐼
𝜌
𝛁̃𝜌ℎ(𝒙𝐼) ∙ (𝒙 − 𝒙𝐼) (99) 

𝐸̂𝐼(𝒙) ≈ 𝐸̅𝐼 + 𝜑𝐼
𝐸𝛁̃𝐸ℎ(𝒙𝐼) ∙ (𝒙 − 𝒙𝐼) (100) 

where 𝜑𝐼
𝜌

 and 𝜑𝐼
𝐸 are the limiters for mass density and total energy density correspondingly. 

Given 𝑢𝑖
ℎ, 𝜌ℎ, 𝐸ℎ and their gradient 𝜵̃𝑢𝑖

ℎ, 𝜵̃𝜌ℎ, 𝜵̃𝐸ℎ, the limiter 𝜑𝑖𝐼
𝑢 , 𝜑𝐼

𝜌
, and 𝜑𝐼

𝐸 in Eqns 

(98) - (100) can be calculated according to Eq. (96) and (97). Local velocity projections for the 

limited velocity are also applied along the local coordinate axis 𝑥𝑠 as 𝑢̂𝐼 = 𝒖̂𝐼 ⋅ 𝒏𝐼
𝐾 and 𝑢̂𝐽 =

𝒖̂𝐽 ⋅ 𝒏𝐼
𝐾 . Replacing the PC approximation in Eqns. (74) - (77)  with the monotonic PL 
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reconstruction in Eqns. (94), and (98) - (100), an accuracy-enhanced formulation is obtained, 

which is referred as MUSCL-SCNI hereafter. Riemann solutions (𝑝∗, 𝑢∗)  computed at the 

smoothing point 𝒙̃𝐼
𝐾  by using PC reconstruction (𝑝̅, 𝑢̅)  and PL reconstruction (𝑝̂, 𝑢̂)  are 

illustrated in Figure 12 (a) and (b), respectively.  

 

(a) Piecewise constant 

approximation 

 

(b) Piecewise linear approximation 

Figure 12. Piecewise constant (PC) and piecewise linear (PL) reconstruction. 

 

To demonstrate the accuracy enhancement of the monotonic PL reconstruction, the approximation 

error of a smooth function is analyzed: 

𝑢(𝑥) = − cos(𝜋𝑥) ,   − 1 ≤  𝑥 ≤ 1 (101) 

and a non-smooth function: 

𝑢(𝑥) = {
2.5 − cos(𝜋𝑥) ,   − 1 ≤  𝑥 ≤ 0
−0.5 − cos(2𝜋𝑥) ,   0 <  𝑥 ≤ 1

 (102) 

The 𝐿2 error norm is defined as follows: 

‖𝑢 − 𝑢ℎ‖𝐿2 = ( ∫(𝑢𝑒𝑥𝑎𝑐𝑡(𝑥) − 𝑢ℎ(𝑥))
2

𝑑𝑥

1

−1

)

1
2

 (103) 
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in which the superscripts ‘ℎ’ and ‘exact’ denote numerical and exact solutions, respectively. 

Different approaches, including PL reconstruction in Eqns. (94), (98) - (100), PC reconstruction 

in Eqns. (74) - (77)  , and the standard RK approximation in Eq. (62), are considered. The RK 

approximation is constructed using linear basis, cubic B-spline kernel, and normalized support size 

𝑐̃  = 1.5, under both uniform and non-uniform nodal discretizations, as shown in Figure 13. From 

Figure 13 (a) and (c), both standard RK approximation and piecewise linear (PL) reconstruction 

capture the smooth function (101) very well, while the piecewise constant (PC) reconstruction 

forms discontinuities. For the non-smooth function (102), as shown in Figure 13 (b) and (d), both 

PC and PL reconstructions capture the discontinuity, whereas the standard RK approximation 

shows numerical smearing effects. Although PC reconstruction captures the discontinuity, it shows 

poor approximation accuracy for the smooth region away from the discontinuity due to the low 

order (zero-th order) approximation adopted in PC reconstruction. The PL method, on the other 

hand, works well for both smooth and non-smooth functions. The convergence behaviors of the 

RK approximation with PC and PL reconstructions are shown in Figure 14, where ℎ  is the 

average nodal spacing of the discrete RK nodes, and numbers in the legends denote convergence 

rates. It can be seen only the PL reconstruction shows optimal convergence rates in all cases. 
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(a)  

 

(b)  

 
(c)  

 
(d)  

Figure 13. Approximate solution from RK approximation with PC and PL reconstruction 

comparing to exact solution. (a) Smooth function, uniform discretization, (b) Non-smooth 

function, uniform discretization, (c) Smooth function, non-uniform discretization, (d) Non-

smooth function, non-uniform discretization.  
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(a) Smooth function, uniform 

discretization 

 
(b) Non-smooth function, uniform 

discretization 

 
(c) Smooth function, non-uniform 

discretization 

 
(d) Non-smooth function, non-uniform 

discretization 

Figure 14. Accuracy of RK approximation with PC and PL reconstruction. The numbers in the 

legends denote convergence rates. 

 

4.2.3 Numerical Procedures of MUSCL-SCNI 

Introducing the Riemann-enriched pressure flux divergence in Eqns. (82), (83) and the 

advection flux divergence in Eqns. (86) and (87) into Eq. (93), and considering the arbitrariness of 

test functions, the following semi-discrete equations are obtained at time step 𝑛 + 1: 

𝑴𝐼𝐽(𝑼̇𝐽)𝑛+1 =
(𝑭𝐼

𝑒𝑥𝑡)𝑛+1 − (𝑭𝐼
𝑖𝑛𝑡)

𝑛+1
 (104) 

where 𝑴𝐼𝐽  is the mass matrix, 𝑭𝐼
𝑒𝑥𝑡  is the external force and 𝑭𝐼

𝑖𝑛𝑡  is the internal force. By 

further applying the central difference discretization: 
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𝑼𝑛+1 = 𝑼𝑛 + 0.5Δ𝑡𝑼̇𝑛 + 0.5Δ𝑡𝑼̇𝑛+1 (105) 

where Δ𝑡 is the time step size, the following predictor-corrector form of the explicit time stepping 

procedure is obtained: 

𝑼𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡  = 𝑼𝑛 + 0.5Δ𝑡𝑼̇𝑛 (106) 

(𝑼̇𝐼)𝑛+1 = 𝑴𝐼𝐼
−1 ((𝑭𝐼

𝑒𝑥𝑡)𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡 − (𝑭𝐼

𝑖𝑛𝑡)
𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
) (107) 

𝑼𝑛+1 = 𝑼𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡 + 0.5Δ𝑡𝑼̇𝑛+1 (108) 

where 𝑼𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡

 consists of the velocity, mass density, and total energy density 

(𝒖𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡, 𝜌𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡, 𝐸𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡) at the predictor stage, and the predictor of pressure can be obtained 

by EOS (69), i.e., 𝑝𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡 = 𝑝(𝒖𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡, 𝜌𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡, 𝐸𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡). The internal force (𝑭𝐼
𝑖𝑛𝑡)

𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
 in 

Eq. (107) is expressed as 

(𝑭𝐼
𝑖𝑛𝑡)

𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
= ∑𝜳𝐼

𝑇(𝒙𝑁)

𝑁𝑃

𝑁=1

∙ ∑ ((𝑭𝑝
∗ (𝒙̃𝑁

𝐾))
𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡

+ (𝑭𝑎𝑑𝑣
mup∗(𝒙̃𝑁

𝐾))
𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
) ⋅ 𝒏𝑁

𝐾𝐴𝑁
𝐾

𝐾∈𝑆𝑁

 

(109) 

where (𝑭𝑝
∗ (𝒙𝑁

𝐾))
𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡

 and (𝑭𝑎𝑑𝑣
mup∗(𝒙̃𝑁

𝐾))
𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡

 are the Riemann-enriched pressure flux in Eq. 

(83) and the advection flux in Eq. (87), respectively, evaluated based on the predictor 

(𝒖𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡, 𝜌𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡, 𝐸𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡 , 𝑝𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡). The external force (𝑭𝐼
𝑖𝑛𝑡)

𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
 in Eq. (107) is:  

(𝑭𝐼
𝑒𝑥𝑡)𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡 = ∑𝜳𝐼
𝑇(𝒙𝑁) ∙ 𝑭𝑏

ℎ(𝒙𝑁)𝑉𝑁

𝑁𝑃

𝑁=1

+∑𝜳𝐼
𝑇(𝒙𝑁) ∙ (𝑭𝑡

ℎ(𝒙𝑁))
𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡

𝐴𝑁

𝑁𝑆

𝑁=1

 (110) 

where 𝑁𝑆 denotes the number of evaluation points on the natural boundary, and 𝑴𝐼𝐽  is the 

lumped generalized mass matrix: 
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𝑴𝐼𝐽 = {

𝟎, if 𝐼 ≠ 𝐽

∑𝜳𝐼
𝑇(𝒙𝑁)𝑰𝑉𝑁

𝑁𝑃

𝑁=1

, if 𝐼 = 𝐽
 (111) 

 

A computational flow chart of MUSCL-SCNI in Eqns. (106) - (108) is given in Algorithm 1. 

Algorithm 1: Numerical procedure for MUSCL-SCNI 

1. 
{%} Given initial conditions for velocity, density and total energy density: 

𝒖0, 𝜌0, 𝐸0 

2. Calculate initial pressure 𝑝0 by EOS (Eq. (69)) 

3. Construct and store RK shape functions 𝛹𝐿  

4. Construct lumped mass matrix 𝑴 from Eq. (111) 

5. for 𝑛 = 1: 𝑛𝑡 do              {%} Time marching 

6.      Predictor:  

            𝑼𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡

 = 𝑼𝑛 + 0.5Δ𝑡𝑼̇𝑛  (Eq. (106)) 

7.      for 𝐼 = 1:𝑁𝑃 do {%} Nodal integration loop over gradient smoothing cells 

8.           Obtain 𝑝𝐼
ℎ = 𝑝(𝒖𝐼

ℎ , 𝜌𝐼
ℎ , 𝐸𝐼

ℎ) by EOS (Eq. (69)) 

9.           Obtain PC-reconstruction 𝒖̅𝐼, 𝜌̅𝐼, 𝑝̅𝐼, 𝐸̅𝐼 (Eqns. (74) - (77))  

10.           Obtain PL-reconstruction 𝒖̂𝐼 , 𝜌̂𝐼, 𝑝̂𝐼, 𝐸̂𝐼 based on 𝒖̅𝐼, 𝜌̅𝐼, 𝑝̅𝐼, 𝐸̅𝐼  

           and 𝜵̃𝑢𝑖
ℎ , 𝜵̃𝜌ℎ , 𝜵̃𝑝ℎ , 𝜵̃𝐸ℎ (Eqns. (94), (98) - (100)) 

11.           Obtain 𝑝∗, 𝑢∗ at gradient smoothing points from Riemann solvers 

12.           Obtain smoothed flux divergence 𝜵̃ ⋅ 𝑭𝑝
∗ , 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣

mup∗
 (Eqns. (82), (86)) 

13. 
          Obtain internal and external forces (𝑭𝑖𝑛𝑡)𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
, (𝑭𝑒𝑥𝑡)𝑛+1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡
 (Eqns. 

(109) - (110))   

14.      end for  

15.      Solve: 𝑼̇𝑛+1 = 𝑴−1((𝑭𝑒𝑥𝑡)𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡

− (𝑭𝑖𝑛𝑡)𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡

) by Eq. (107) 

16.      Corrector: 

            𝑼𝑛+1 = 𝑼𝑛+1
𝑝𝑟𝑒𝑑𝑖𝑐𝑡

+ 0.5Δ𝑡𝑼̇𝑛+1 (Eq. (108)) 

            𝑝𝑛+1
ℎ  = 𝑝(𝒖𝑛+1

ℎ , 𝜌𝑛+1
ℎ , 𝐸𝑛+1

ℎ ) by EOS (Eq. (69)) 

17.      Next time step 

18. end for 
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4.3 Numerical Examples 

Several numerical examples are analyzed to examine the performance of the proposed 

MUSCL-SCNI approach for shock modeling. In all the tests, RK approximation is constructed 

using linear basis, cubic B-spline rectangular kernel, with normalized support size 𝑎̃  = 1.5. Body 

forces and heat sources are neglected.  

 

4.3.1 Sod Shock Tube Problem 

The one-dimensional Sod shock tube problem is first tested to verify the performance of the 

MUSCL-SCNI scheme on modeling shock and rarefaction waves. As shown in Figure 15, a tube 

is filled with ideal gas that contains discontinuities in the pressure and density fields. The gas 

constant 𝛾 = 1.4, and the initial conditions are given in Eq. (112): 

(𝑢, 𝜌, 𝑝) = {
(0.0, 1.0, 1.0) 0.0 ≤ 𝑥 < 0.5
(0.0, 0.125, 0.1) 0.5 ≤ 𝑥 ≤ 1.0

 (112) 

 

Zero traction boundary conditions are applied at both ends of the tube. 

 

 

 
Figure 15. Illustration for Sod shock tube problem. 

 

The tube is discretized into 201 nodes along the x-direction. The non-uniform discretization 

is generated by introducing random perturbations to nodal positions between ±0.5ℎ into the 

uniform discretization, where ℎ is the nodal distance of the uniform discretizations. The final 

time for the simulation is 𝑡 = 2.0 (dimensionless unit is used here), and the time step size is ∆𝑡 =

0.005.  
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From Figure 16, it can be seen that the numerical prediction of MUSCL-SCNI agrees very 

well with the exact solutions, and it avoids the over-smearing of shock and rarefaction observed 

in Riemann-SCNI solutions. On the other hand, if the flux limiting algorithm described in Eqns. 

(96) and (97) is not adopted, then spurious overshoot and undershoot behaviors are observed in 

the solutions (denoted as “MUSCL-SCNI, w/o Limiting” in Figure 16).  

 

 
(a)  

 
(b)  

 
(c)  

 
(d)  

Figure 16. Numerical results at 𝑡 = 2.0 of Sod problem in uniform discretization: (a) pressure. 

(b) density. (c) velocity. (d) total energy density.  

 

The superior performance of MUSCL-SCNI is also demonstrated in the numerical results shown 

in Figure 17, where non-uniform discretizations are employed. Numerical results from WENO-LF 

5th scheme (denoted as WENO5) [50] are also compared. The WENO5 scheme is implemented in 

the finite difference method with a total-variational-diminishing Runge-Kutta 3rd-order (TVD-
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RK3) time integration method [148]. It can be seen that MUSCL-SCNI under non-uniform 

discretizations is very accurate in both rarefaction wave and shock regions, and it achieves a similar 

accuracy as WENO-LF 5th, but WENO-LF 5th is reported to be quite expensive [50].  

 

 

 
(a)  

 
(b)  

 
(c)  

 
(d)  

Figure 17. Numerical results at 𝑡 = 2.0 of Sod problem in non-uniform discretization: (a) 

pressure. (b) density. (c) velocity. (d) total energy density 

 

Lastly, convergence study is performed with three levels of model refinements. The results are 

shown in Figure 18 and Figure 19, where it clearly shows that MUSCL-SCNI achieves better 

convergence rates and accuracy in all the primary solution fields (i.e., velocity, mass density, 

total energy density and pressure) than Riemann-SCNI under both uniform and non-uniform 

discretizations. 
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(a) Uniform discretization 

 
(b) Non-uniform discretization 

Figure 18. Refinement study of Riemann-SCNI and MUSCL-SCNI for the Sod problem at t = 

2.0, under (a) uniform disrcretizations, (b) non-uniform discretizations. The numbers in the 

legends denote convergence rates. 

 

 
(a) Uniform discretization 

 
(b) Non-uniform discretization 

Figure 19. Convergence of Riemann-SCNI and MUSCL-SCNI for the Sod problem at t = 2.0, 

under (a) uniform disrcretizations, (b) non-uniform discretizations. The numbers in the legends 

denote convergence rates. 

 

4.3.2 Odd-Even Decoupling Problem  

The odd-even decoupling problem [52] is modeled to test the sensitivity of the proposed 

formulation with respect to nodal distributions. As illustrated in Figure 20, a shock wave 

propagates along the negative 𝑥1  direction in an idea gas (ideal gas constant 𝛾 = 1.4 ) in 

hypersonic flow with Mach number, 𝑀 = 6.0. The final time 𝑡 = 0.4 (dimensionless unit is used 
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here) and the time step size ∆𝑡 = 2.0 × 10−6 are considered, and the initial conditions are given 

in Eq. (113): 

(𝑢1, 𝑢2, 𝜌, 𝑝) = {
(1.0, 0.0, 6.0, 1.0) 0.0 ≤ 𝑥1 < 1.5

(5.25,  0.0,  0.656,  40.64) 1.5 ≤ 𝑥1 ≤ 3.0
 (113) 

Zero traction boundary conditions are applied at the boundaries. 

 
Figure 20. Illustration for the odd-even problem. 

 

The domain is first discretized uniformly with nodal spacing ℎ2 = 0.0125 and ℎ1 = 4ℎ2, 

and then the 𝑥2  coordinate of nodes located on the symmetric axis line A-B (𝑥2 = 0.5) are 

perturbed: 

𝑥2 = {
0.5 + 1.0 × 10−4 even nodes in 𝑥1𝐼
0.5 − 1.0 × 10−4 odd nodes in 𝑥1𝐼

 (114) 

This perturbation often causes numerical instabilities in shock modeling, known as the carbuncle 

effect [52].  
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Table 1. Numerical schemes based on different treatments for the pressure and advection flux 

divergence  

 Divergence of Pressure Flux  Divergence of Advection Flux  

Scheme 1 𝜵̃ ⋅ 𝑭𝑝
ℎ 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣

ℎ   

Scheme 2 𝜵̃ ⋅ 𝑭𝑝
∗  𝜵̃ ⋅ 𝑭𝑎𝑑𝑣

ℎ  

Scheme 3 𝜵̃ ⋅ 𝑭𝑝
∗  𝜵̃ ⋅ 𝑭𝑎𝑑𝑣

up∗
 

Scheme 4 𝜵̃ ⋅ 𝑭𝑝
ℎ 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣

mup∗
  

Scheme 5 

(proposed method) 
𝜵̃ ⋅ 𝑭𝑝

∗   𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
mup∗

 

 

In the present study, 5 numerical schemes with different treatments for the pressure/advection flux 

divergence are studied and compared to examine the influence of the adopted Riemann-enriched 

smoothed flux divergence. These schemes are listed in Table 1, where  

 

(1) 𝜵̃ ⋅ 𝑭𝑝
ℎ denotes the pressure flux divergence in Eq. (65) without Riemann-enrichment; 

(2) 𝜵̃ ⋅ 𝑭𝑝
∗  denotes the Riemann-enriched pressure flux divergence in Eqns. (82) - (83); 

(3) 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
ℎ  denotes the advection flux divergence in Eq. (66) without Riemann-enrichment; 

(4) 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
up∗

 denotes the Riemann-enriched advection flux divergence using the conventional 

upwind approximation in Eqns. (84) - (85); 

(5) 𝜵̃ ⋅ 𝑭𝑎𝑑𝑣
mup∗

 denotes the Riemann-enriched advection flux divergence using the modified 

upwind approximation in Eqns. (86) - (87). 

 

The numerical results of all 5 schemes at time 𝑡 = 0.08 are shown in Figure 21. As can be 

seen, Scheme 1 (without any Riemann-enrichment) and Scheme 2 (with Riemann-enrichment for 

the pressure flux only) both suffer from remarkable oscillations, and as a result, their solutions 
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diverge after 𝑡 = 0.08. Scheme 3 is numerically stable, but the shock front is over-smeared due 

to the strong dissipations of the conventional upwind scheme, as shown in Figure 21 (c). The 

modified upwind scheme provides less smeared results for Scheme 4 shown in Figure 21 (d), but 

strong oscillations at post-shock wave area show up as Riemann enrichment is not applied to the 

pressure flux. The proposed MUSCL-SCNI formulation (denoted as Scheme 5 here), on the other 

hand, is stable and captures the sharp shock front very well, as shown in Figure 21 (e). Similar 

behaviors are observed at final time of 𝑡 = 0.20 in Figure 22 (a) to (c), without the carbuncle 

effect noted in [52]. Figure 23 compares pressure distributions obtained from different schemes 

along the line 𝑥2 = 0.5 , which clearly shows the accuracy and stability performance of the 

proposed Scheme 5. The above comparison verifies that the Riemann-enriched flux divergence 

with modified upwind scheme is key to achieve stable solutions without over-smearing the shock 

fronts.  
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(a) Scheme 1, diverge 

 
(b) Scheme 2, diverge  

 
(c) Scheme 3 

 
(d) Scheme 4 

 
(e) Scheme 5 

Figure 21. Shock wave pattern at t = 0.08 in the odd-even decoupling problem using 5 different 

schemes (Table 1). The dark curves denote the mass density contours ranging from 1.00 to 5.25. 
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(a) Scheme 3 

 
(b) Scheme 4 

 
(c) Scheme 5 

Figure 22. Shock wave pattern at t = 0.20 in the odd-even decoupling problem using scheme 3, 

scheme 4, and scheme 5 (Table 1). The dark curves denote the mass density contours ranging 

from 1.00 to 5.25. 

 

 

(a) t = 0.08 

 

(b) t = 0.20 

Figure 23. Pressure distribution using 5 different schemes (Table 1) along the line x2 = 0.5. 
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4.3.3 Schardin’s Problem 

As illustrated in Figure 24 (a), the Schardin’s problem [149] considers a planar shock moving 

along 𝑥1 direction which impinges on an equilateral triangle rigid wedge and generates scattered 

shocks and vortices. The domain is discretized into 37136 nodes as shown in Figure 24 (b). The 

ideal gas EOS is considered for the flow with ideal gas constant 𝛾 = 1.4. The initial conditions 

are given in Eq. (115) as 

(𝑢1, 𝑢2, 𝜌, 𝑝) =

{
 
 

 
 (202

m

𝑠
, 0

m

𝑠
,1.942

kg

m3
,0.096MPa) 0 ≤ 𝑥1 ≤ 0.025 m

(0
m

𝑠
, 0

m

𝑠
,  1.225

kg

m3
,  0.050MPa) 0.025 m < 𝑥1

 (115) 

The zero traction boundary conditions are applied on the outer boundaries of the fluid domain, and 

the reflecting boundary condition is applied at the boundaries of triangle wedge (Figure 24 (a)) by 

solving the Riemann problem with reflecting velocity condition. To do so, the reflecting velocity 

𝒖reflect based on the approximated flow velocity 𝒖ℎ(𝒙𝐼, 𝑡) is defined on the reflecting boundary 

as: 

𝑢reflect = 𝑢ℎ(𝑥𝐼 , 𝑡) − 2(𝑢
ℎ(𝑥𝐼 , 𝑡) ∙ 𝑛(𝑥𝐼))𝑛(𝑥𝐼),    

𝑢reflect = 𝑢reflect ⋅ 𝑛(𝑥𝐼), ∀𝑥𝐼 ∈ 𝜕Ωreflecting 
(116) 

Then, the pressure jump condition is reformulated at the reflecting boundary as:  

(𝑝∗ − 𝑝̅𝐼) = 𝜌̅𝐼𝑆(𝑢
∗ − 𝑢̅𝐼) 

(𝑝∗ − 𝑝̅𝐼) = 𝜌̅𝐼𝑆(𝑢
∗ − 𝑢reflect) 

(117) 

The Riemann solutions (𝑝∗, 𝑢∗) by solving jump conditions (117), shock Hugoniot curve (80) 

and entropy condition (58) are used for calculating the pressure and advection flux in (82), and 

(84) at the wedge boundaries. The final time and the time step size are chosen as 180 𝜇𝑠 and 

∆𝑡 = 0.02 𝜇𝑠, respectively. 



 

 72 

The numerical prediction and experimental observation [150] of the pressure fields are shown 

in Figure 25. As can be seen, the shock wave is diffracted at the right vertices of the triangular 

wedge at  𝑡 = 53 𝜇𝑠. Then, vortices are generated near back vertices of the wedge at 𝑡 = 102 𝜇𝑠 

and 130 𝜇𝑠. At 𝑡 = 172 𝜇𝑠, the discrete vortex-lets formed along the slip layer of the main vortex 

are observed. MUSCL-SCNI effectively captures these complex physical processes of shock 

diffraction, vortex generation and shock-vortex interaction, and the simulation results agree quite 

well with the experimental observation 

 
(a)  

 

 
(b)  

Figure 24. (a) Problem illustration and (b) domain discretization for Schardin’s problem. 
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(a) Numerical results 

 
(b) Experimental results 

Figure 25. The numerical and experimental results of the pressure field for Schardin’s problem. 

Top-down: results at 53 𝜇𝑠, 102 𝜇𝑠, 130 𝜇𝑠, and 172 𝜇𝑠. In numerical results, the dark curves 

are the mass density contours ranging from 0.08 kg/m3 to 0.28 kg/m3. The experiment results are 

snapshots of density field by interferograms, obtained from [150]. 
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4.3.4 Detonation Problem 

To further examine the performance of the present method for modeling shock waves, 1D 

and 2D high energy explosion problems are tested. The Jones–Wilkins–Lee (JWL) EOS [151] for 

high energy explosive gas product is employed: 

𝑝(𝜌, 𝑒) = 𝜌𝜔𝑒 +∑𝐴𝑖 (1 −
𝜔𝜌

𝑅𝑖𝜌0
) exp (−

𝑅𝑖𝜌0
𝜌
)

2

𝑖=1

, 𝑒 = 𝐸 −
1

2
‖𝒖‖ (118) 

 

and 𝜔, 𝐴1, 𝐴2, 𝑅1, 𝑅2 are material constants, and 𝜌0 is the bulk density of the solid explosive. 

The Chapman–Jouguet (CJ) model [152, 153] for the detonation process is adopted, which 

assumes that the reacted gas product from high explosive reaches CJ point of the phase diagram 

(as shown in Figure 26). The chemical reaction in high explosive is neglected in this study.  

 

 
Figure 26. The phase diagram of high explosive detonation process. 

 

The detonation process is assumed to be steady-state with a constant detonation speed, 𝐷. 

Once the high explosive is reacted, the reacted gas velocity, density, pressure and sound speed 

reaches CJ point, denoted as 𝑢CJ, 𝜌CJ, 𝑝CJ, and 𝑐CJ. The CJ velocity 𝑢CJ and density 𝜌CJ can 

be approximated by the ideal gas expansion process: 



 

 75 

𝛾 =
𝜌0𝐷

2

𝑝CJ
− 1,   𝜌CJ =

𝛾 + 1

𝛾
𝜌0,   𝑢CJ = 𝐷 − 𝑐CJ (119) 

where 𝛾 denotes the approximated gas constant, and 𝜌0 is the bulk explosive mass density. The 

detonation speed 𝐷 and CJ pressure 𝑝CJ are obtained from the experimental data. The CJ model 

parameters for TNT and PBX9404 explosives with the JWL EOS are listed in Table 2 [154]: 

 

Table 2. Typical parameters of explosives for JWL EOS. 

Material 
𝜌0  

(kg/m3) 

𝐷  

(m/s) 

𝑝CJ 

(GPa) 

𝐴1 

(GPa) 

𝐴2 

(GPa) 
𝑅1 𝑅2 𝜔 

TNT 1630 6930 21.0 373.8 3.747 4.15 0.90 0.35 

PBX9404 1842 8795 37.0 852.4 18.020 4.60 1.30 0.38 

 

A one-dimensional detonation problem, as illustrated in Figure 27, is first tested, where the 

left-hand-side wall is the ignition point for TNT. The domain is discretized into 501 nodes. The 

final time and the time step size are chosen as 14 𝜇𝑠 and ∆𝑡 = 2.5 × 10−3 𝜇𝑠, respectively. The 

initial velocity of the TNT is zero. The zero traction boundary conditions are applied on the right 

end of TNT and the reflecting boundary condition is applied to the left end of the TNT. The 

numerical results of MUSCL-SCNI are shown in Figure 28, where the detonation process is 

effectively simulated. The results agree well with the analytical solutions from Beltman and 

Shepherd [155]. 

 
Figure 27. Illustration for the one-dimensional TNT detonation problem. 
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Figure 28. Numerical result of one-dimensional TNT detonation problem.  

 

Next, the double ignition of a square high explosive PBX9404 [156] is modelled. As 

illustrated in Figure 29, the domain is discretized into 13455 nodes. The final time and the time 

step size are 16.8 𝜇𝑠 and ∆𝑡 = 2 × 10−3 𝜇𝑠, respectively. The initial velocity of the PBX9404 

is zero and the zero traction boundary conditions are applied for all domain boundaries. 

 
Figure 29. Problem settings and domain discretization for PBX9404 detonation problem.  

 

As shown in Figure 30, two uniform detonation waves propagate radially and form a seagull-

like detonation front. Later, the detonation front becomes planar, and the pressure pulse at the 
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overlapped detonation front is amplified, leading to high pressure of approximately 50 GPa at the 

overlapped area. The pressure amplification phenomenon in the cross-detonation area and the 

seagull-like detonation fronts are well captured [156] in the numerical simulation by the proposed 

MUSCL-SCNI formulation. 

 
(a) 

 
(b) 

Figure 30. Pressure distribution of PBX9404 detonation problem. (a) Numerical results by 

MUSCL-SCNI. The dark curves are mass density contours ranging from 1600 kg/m3 to 2800 

kg/m3. (b) Experimental results from [156]. 
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4.4 Summary of the MUSCL-SCNI for Shock Wave Modeling in 

Fluid Problems 

In this study, a robust MUSCL-SCNI approach is developed for RKPM modeling of shock 

waves in compressible flow. The conservation equations are discretized by RK approximation, 

which naturally avoid numerical difficulties associated with low-quality meshes. The essential 

physics of shocks in fluids, including the Rankine-Hugoniot jump conditions and the entropy 

condition, are captured through embedding local Riemann enrichment under the stabilized 

conforming nodal integration (SCNI) framework. In addition, a flux splitting scheme is introduced 

to allow proper numerical treatments for the pressure and advection fluxes. Corrected pressure and 

velocities from Riemann solvers are adopted to construct the smoothed pressure flux divergence, 

and a modified upwind scheme is further employed for the discretization of the advection flux to 

ensure proper numerical dissipations. To further enhance accuracy, the MUSCL approach is 

introduced in conjunction with an oscillation limiter, which avoids Gibbs phenomenon and at the 

same time ensures monotonic piecewise linear reconstruction in the smooth region.  

The effectiveness of the proposed meshfree framework is verified by solving several 

benchmark numerical examples. As shown, the SCNI-based nodally integrated RKPM formulation 

does not show numerical instabilities in shock modeling when perturbations in nodal positions are 

present (known as the carbuncle effect). Compared to conventional RKPM shock formulations 

based on piecewise constant approximations, the present formulation achieves better accuracy in 

all primary solution fields (i.e., velocity, mass density, total energy density and pressure) under 

both uniform and non-uniform discretizations. The MUSCL-SCNI approach shows similar 

accuracy as WENO-LF 5th scheme, but at a lower computational cost and is more straightforward 

to implement in multi-dimensional RKPM formulations. The numerical tests also verify that the 
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Riemann-enriched smoothed flux divergence with modified upwind scheme is a key factor for 

achieving stable solutions without over-smearing shock fronts. Overall, the proposed formulation 

is effective in modeling shock phenomena without over/undershoots, and it is free from tunable 

artificial parameters. 

 

This chapter is a in part, is a reprint of the material as it appears in “TH. Huang, JS. Chen, H. 

Wei, MJ. Roth, JA. Sherburn, J. Bishop, M. Tupek, and E. Fang. A MUSCL-SCNI Approach for 

Meshfree Modeling of Shock Waves in Fluids. Computational Particle Mechanics 7.2 (2020): 329-

350. DOI: https://doi.org/10.1007/s40571-019-00248-x.”. The dissertation author was the primary 

investigator and author of this paper. 
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Chapter 5  A Variational Multiscale 

Immersed Meshfree Method for 

Heterogeneous Materials  

 

 

This chapter introduces the new Variational Multiscale Immersed Method (VMIM) for 

modeling heterogeneous materials. The immersed method for the linear elasticity problem with 

volumetric constraint is introduced in Chapter 5.1. The variational multiscale immersed method is 

presented in Chapter 5.2. The numerical examples are tested and demonstrated in Chapter 5.3. 

Finally, a brief summary of the proposed method is given in Chapter 5.4. The application of VMIM 

for heterogeneous material diffusion problem is given in Appendix A. 
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5.1 Immersed Method for Heterogeneous Material Problem with 

Volumetric Constraint 

5.1.1 Strong Form 

For demonstration of concept, a two-dimensional solid with heterogeneous materials 

occupying a bounded domain Ω ⊂ ℝ𝑑=2, Ω = Ω1 ∪ Ω2, is considered as shown in Figure 31, 

where ∂Ω𝑁
2  and ∂Ω𝐷

2  denotes the Neumann and Dirichlet boundary on boundary ∂Ω2 , 

respectively, ∂Ω𝑁
2 ∪ ∂Ω𝐷

2 = ∂Ω2  and ∂Ω𝑁
2 ∩ ∂Ω𝐷

2 = ∅ . The solid carries two perfectly 

bounded materials occupying subdomains Ω1  and Ω2  with volumeless interface Γ. The 

compatibility and equilibrium of the solid are characterized by the continuity of displacement 

and stress equilibrium across the material interface Γ.  

 

 
Figure 31. Illustration for two-dimensional solid with heterogeneous materials. 

 

It can be easily seen that the conventional weak form of setting in Figure 31 requires a 

geometric conforming domain discretization and numerical integration for subdomains Ω1 

and Ω2, which is difficult for problem involving complex geometry or evolving interfaces. 

Hence, an immersed setting of the Figure 31 can be achieved by employing the superposition: 
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the composite domain can be decoupled into a foreground domain Ω+ = Ω1  on top of a 

background domain Ω− = Ω1 ∪ Ω2. 

The strong form of the problem can be described by the following elliptic boundary value 

problem (BVP) for whole domain Ω 

−𝜵 ⋅ 𝝈(𝒙) = 𝓛(𝒖) = 𝒃, ∀𝒙 ∈ Ω (120) 

𝝈(𝒙) ⋅ 𝒏0 = 𝒕, ∀𝒙 ∈ ∂Ω𝑁 (121) 

𝒖(𝒙) = 𝒈, ∀𝒙 ∈ ∂Ω𝐷 (122) 

𝝈(𝒙) = 𝑪(𝒙) ⋅ 𝜺(𝒖) (123) 

where 𝒖(𝒙) is the displacement fields, 𝜺(𝒖) is the strain tensor operator following the Voigt 

notation, 𝒏0 is the surface normal vectors corresponding to boundary ∂Ω, 𝒃 is the body force, 

𝒕 and 𝒈 denote the prescribed traction and displacement on ∂Ω𝑁 and ∂Ω𝐷, respectively, 𝝈 is 

the Cauchy stress tensor. The body force 𝒃(𝒙) and material elastic tensor 𝑪(𝒙) can exhibit 

discontinuities across adjacent subdomains, but have smooth distribution in each subdomain Ω+ 

and Ω−\Ω+ respectively, given as 

𝒃 = {𝒃
+

𝒃−
in
in

Ω+

Ω−\Ω+
, 𝑪 = {𝑪

+

𝑪−
in
in

Ω+

Ω−\Ω+
 (124) 

In this study, 𝑪+ and 𝑪− are considered to be isotropic linear elasticity tensor. Due to the 

discontinuities across adjacent subdomains, the homogeneous Dirichlet and Neumann jump 

conditions are applied on the interface Γ: 

⟦𝒖⟧ = 𝟎, ∀𝒙 ∈ Γ (125) 

⟦𝝈 ⋅ 𝒏⟧ = 𝟎, ∀𝒙 ∈ Γ (126) 
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⟦𝒒⟧(𝒙) = 𝒒+(𝒙) − 𝒒−(𝒙) (127) 

where ⟦⋅⟧ is defined as the jump operator and 𝒏 is the surface normal vectors corresponding to 

interface Γ. 

 

5.1.2 Weak Form 

With Eqns. (120) to (127), the weak form of this problem can be constructed as follows: 

(𝛿𝒖, 𝓛(𝒖))
Ω
= (𝛿𝒖−, 𝓛−(𝒖−))

Ω−\Ω+
+ (𝛿𝒖+, 𝓛−(𝒖+))

Ω+

= (𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−\Ω+

+ (𝜺(𝛿𝒖+), 𝑪+ ⋅ 𝜺(𝒖+))
Ω+

− (𝛿𝒖−, 𝒕)∂Ω𝑁− − (𝛿𝒖
−, ⟦𝝈 ⋅ 𝒏⟧)Γ

= (𝛿𝒖−, 𝒃−)Ω−\Ω+ + (𝛿𝒖
+, 𝒃+)Ω+ 

(128) 

where (⋅,⋅)  denotes the 𝐿2  inner product. 𝒖+  and 𝒖−  are the displacement fields on the 

foreground and background domains, respectively. 𝓛−(⋅) = −𝜵 ⋅ (𝑪− ⋅ 𝜺(⋅)),   𝓛+(⋅) = −𝜵 ⋅

(𝑪+ ⋅ 𝜺(⋅)) are stress divergence operator acting on the foreground and background subdomains, 

respectively. The application of the Dirichlet jump condition (126) on interface Γ to the Eq. (128) 

yields the weak form: find (𝒖+, 𝒖−) ∈ 𝓤+ ×𝓤−, 𝒖+ = 𝒖− on Γ, such that  

(𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−\Ω+

+ (𝜺(𝛿𝒖+), 𝑪+ ⋅ 𝜺(𝒖+))
Ω+

= (𝛿𝒖−, 𝒃−)Ω−\Ω+ + (𝛿𝒖
+, 𝒃+)Ω+ + (𝛿𝒖

−, 𝒕)𝜕Ω𝑁−  

(129) 

∀(𝛿𝒖+, 𝛿𝒖−) ∈ 𝓥+ × 𝓥−. The function spaces 𝓤+, 𝓤−, 𝓥+, and 𝓥− are given in Eq. (130) 
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𝓤+ ≡ {𝒖|𝒖 ∈ [𝐻1(Ω+)]𝑑} 

𝓥+ ≡ {𝒖|𝒖 ∈ [𝐻1(Ω+)]𝑑} 

𝓤− ≡ {𝒖|𝒖 ∈ [𝐻1(Ω−)]𝑑, 𝒖 = 𝒈 on ∂Ω𝐷
−} 

𝓥− ≡ {𝒖|𝒖 ∈ [𝐻1(Ω−)]𝑑, 𝒖 = 𝟎 on ∂Ω𝐷
−} 

(130) 

The weak form in Eq. (129) is usually referred to as weak form for “embedded method”, which 

employs the interfacial constraint “𝒖+ = 𝒖− on Γ” in solving the composite material system. 

However, the employment of interfacial constraint yields non-uniqueness of solution at the 

overlapping domain 𝒖−(𝒙 ∈ Ω+) [73], as well as the ill-conditioning issue [73]. To remedy this 

issue, a volumetric constraint approach can be introduced [76] as given in the next section. 

 

5.1.3 Volumetric Constraint 

The volumetric constraint for the overlapping domain is employed in this study and is defined 

as 

⟦𝒖⟧ = 𝒖+ − 𝒖− = 𝟎 on Ω+ (131) 

The employment of the volumetric constraint (131) for the Eq. (129) not only avoids the ill-

conditioning issue, but also bypasses front tracking and contour integral along with material 

interfaces, where front tracking is difficult for problems involving complex geometry or evolving 

interfaces. By imposing 𝒖+ = 𝒖−  and 𝛿𝒖+ = 𝛿𝒖−  on Ω+  strongly, the internal energy and 

body forces terms in Eq. (129) can be rewritten as  

(𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−\Ω+

+ (𝜺(𝛿𝒖+), 𝑪+ ⋅ 𝜺(𝒖+))
Ω+

= (𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−
+ (𝜺(𝛿𝒖+), ⟦𝑪⟧ ⋅ 𝜺(𝒖+))

Ω+
 

(132) 
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(𝛿𝒖−, 𝒃−)Ω−\Ω+ + (𝛿𝒖
+, 𝒃+)Ω+ = (𝛿𝒖

−, 𝒃−)Ω− + (𝛿𝒖
+, ⟦𝒃⟧)Ω− (133) 

From Eqns. (132) and (133), the new weak form reads: find (𝒖+, 𝒖−) ∈ 𝓤+ ×𝓤−, 𝒖+ =

𝒖− on Ω+, such that  

(𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−
+ (𝜺(𝛿𝒖+), ⟦𝑪⟧ ⋅ 𝜺(𝒖+))

Ω+

= (𝛿𝒖−, 𝒃−)Ω− + (𝛿𝒖
+, ⟦𝒃⟧)Ω+ + (𝛿𝒖

−, 𝒕)∂Ω𝑁−  

(134) 

∀(𝛿𝒖+, 𝛿𝒖−) ∈ 𝓥+ × 𝓥−. Comparing to Eq. (129) (embedded approach), Eq. (134) is referred to 

as “immersed weak form” hereafter. The imposition of the volumetric constraint in Eq. (131) can 

be achieved by various methods. Here three common approaches are introduced to impose the 

volumetric constraint by Penalty method, Lagrange multiplier method, and Nitsche’s method. 

 

5.1.3.1 Penalty Method 

The penalty method can be performed by introducing a least-square penalty term for the 

volumetric constraint (131) to the immersed weak form (134), reading: find (𝒖+, 𝒖−) ∈ 𝓤+ ×𝓤− 

such that 

(𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−
+ (𝜺(𝛿𝒖+), ⟦𝑪⟧ ⋅ 𝜺(𝒖+))

Ω+
+ 𝛽(⟦𝛿𝒖⟧, ⟦𝒖⟧)Ω+

= (𝛿𝒖−, 𝒃−)Ω− + (𝛿𝒖
+, ⟦𝒃⟧)Ω+ + (𝛿𝒖

−, 𝒕)∂Ω𝑁−  

(135) 

for all (𝛿𝒖+, 𝛿𝒖−, ) ∈ 𝓥+ × 𝓥−. The penalty parameter 𝛽 is defined as 

𝛽 = 𝛽𝑛𝑜𝑟
⟦𝐸⟧

ℎ2
 (136) 

where 𝛽𝑛𝑜𝑟 is the normalized penalty parameter. 𝐸 is the Young’s modulus, and ℎ is the nodal 

spacing. 
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5.1.3.2 Lagrange Multiplier Method 

The Lagrange multiplier method can be performed by introducing an additional constraint 

force variable 𝝀 ∈ 𝓦 ≡ [𝐿2(Ω+)]𝑑 with its corresponding test function 𝛿𝝀 ∈ 𝓦 for Eqns. (134) 

and (131), stating as: find (𝒖+, 𝒖−, 𝝀) ∈ 𝓤+ ×𝓤− ×𝓦 such that 

(𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−
+ (𝜺(𝛿𝒖+), ⟦𝑪⟧ ⋅ 𝜺(𝒖+))

Ω+
+ (⟦𝛿𝒖⟧, 𝝀)Ω+

+ (𝛿𝝀, ⟦𝒖⟧)Ω+ = (𝛿𝒖
−, 𝒃−)Ω− + (𝛿𝒖

+, ⟦𝒃⟧)Ω+ + (𝛿𝒖
−, 𝒕)∂Ω𝑁−  

(137) 

for all (𝛿𝒖+, 𝛿𝒖−, 𝛿𝝀) ∈ 𝓥+ × 𝓥− ×𝓦. 

 

5.1.3.2 Nitsche’s Method 

A standard Nitsche’s formulation [157] can be constructed by selecting the Lagrange 

multipliers 𝝀 = ⟦𝛁 ⋅ 𝝈(𝒖)⟧ as the energy conjugate terms corresponding to the jump of the test 

function ⟦𝒖⟧. Also, a least-square type stabilization is added to ensure the coercivity of the system. 

The Nitsche’s formulation for the weak form (134) then reads: find (𝒖+, 𝒖−) ∈ 𝓤̃+ × 𝓤̃−, such 

that  

(𝜺(𝛿𝒖−), 𝑪− ⋅ 𝜺(𝒖−))
Ω−
+ (𝜺(𝛿𝒖+), ⟦𝑪⟧ ⋅ 𝜺(𝒖+))

Ω+
+ (⟦𝛿𝒖⟧, ⟦𝛁 ⋅ 𝝈(𝒖)⟧)Ω+

+ (⟦𝛁 ⋅ 𝝈(𝛿𝒖)⟧, ⟦𝒖⟧)Ω+ + 𝛽(⟦𝛿𝒖⟧, ⟦𝒖⟧)Ω+

= (𝛿𝒖−, 𝒃−)Ω− + (𝛿𝒖
+, ⟦𝒃⟧)Ω+ + (𝛿𝒖

−, 𝒕)∂Ω𝑁−  

(138) 

for all (𝛿𝒖+, 𝛿𝒖−) ∈ 𝓥̃+ × 𝓥̃−. Here 𝛽 = 𝛽𝑛𝑜𝑟⟦𝐸⟧ℎ
−2 works as the stabilization to ensure the 

coercivity of the system. Due to the stress divergence operator 𝛁 ⋅ 𝝈 employed in the weak form, 

the function spaces 𝓤̃+, 𝓤̃−, 𝓥̃+ and 𝓥̃− are taken as 
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𝓤̃
+
≡ {𝒖|𝒖 ∈ [𝐻2(Ω+)]𝑑} 

𝓥̃
+
≡ {𝒘|𝒘 ∈ [𝐻2(Ω+)]𝑑} 

𝓤̃
−
≡ {𝒖|𝒖 ∈ [𝐻2(Ω−)]𝑑,𝒖 = 𝒈 on ∂Ω𝐷

−} 

𝓥̃
−
≡ {𝒘|𝒘 ∈ [𝐻2(Ω−)]𝑑,𝒘 = 𝟎 on ∂Ω𝐷

−} 

(139) 

 

 

5.2 Variational Multiscale Immersed Method for Modeling 

Heterogeneous Materials with Volumetric Constraint 

As discussed in the Chapter 2, the employment of conventional interfacial constraint 

enforcement may result reduced accuracy or the need of front tracking of the evolving interfaces. 

Here, the variational multiscale method (VMS) originally proposed by Hughes et al. [9, 70] is 

employed. From VMS, the displacement field at background 𝒖−(𝒙) is decomposed into a coarse-

scale displacement field 𝒖̅−(𝒙) and a fine-scale displacement field 𝒖̂−(𝒙): 

𝒖−(𝒙) = 𝒖̅−(𝒙) + 𝒖̂−(𝒙),   ∀𝒙 ∈ Ω− 

 

𝒖+(𝒙) = 𝒖̅+(𝒙)  ∀𝒙 ∈ Ω+ 

(140) 

and the foreground solution remains in coarse-scale. Note that the scale decomposition in the 

foreground or background domain can be selected freely based on the material composition in the 

heterogeneous materials. The approximation fields for the coarse-scale and fine-scale are 

constructed to be linearly independent. Define the function space 𝓤− = 𝓤̅−⨁𝓤̂− where 𝓤̅− 

and 𝓤̂−  are the function spaces for the coarse-scale and fine-scale, respectively. For the 

foreground domain field, the function space 𝓤+ = 𝓤̅+ remains in coarse-scale and 𝒖̅+ ∈ 𝓤̅+. 

The following kinematic conditions are imposed for the coarse-scale and fine-scale solution: 
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𝒖̅− = 𝒈 on ∂Ω𝐷
−,   ∀𝒖̅− ∈ 𝓤̅

−
 (141) 

𝒖̂− = 𝟎 on ∂Ω−,   ∀𝒖̂− ∈ 𝓤̂
−

 (142) 

𝛿𝒖̅− = 𝟎 on ∂Ω𝐷
−,   ∀𝛿𝒖̅− ∈ 𝓥̅

−
 (143) 

𝛿𝒖̂− = 𝟎 on ∂Ω−,   ∀𝛿𝒖̂− ∈ 𝓥̂
−

 (144) 

which states the fine-scale homogeneous boundary conditions. One can treat the fine scale solution 

as the error of the course-scale numerical solution.  

 

Remark 5.1.1: The fine-scale field can also be introduced to the foreground domain Ω+ or 

both foreground and background domains. However, since the foreground inclusion domain is 

“immersed” in the background domain via the volumetric constraint, the fine-scale features shall 

influence the solution at the overlapping region and associated foreground domain. This effect is 

demonstrated in the numerical evidence. 

 

5.2.1 Multiscale Problems and Variational Multiscale Immersed Method 

To derived the variational multiscale immersed method, the multiscale decomposition in the 

Eq. (140) is introduced into the immersed weak form with Lagrange multiplier (137). The 

variational multiscale immersed weak form can then be expressed as: 

(𝜺(𝛿𝒖̅− + 𝛿𝒖̂−), 𝑪− ⋅ 𝜺(𝒖̅− + 𝒖̂−))
Ω−
+ (𝜺(𝛿𝒖̅+), ⟦𝑪⟧ ⋅ 𝜺(𝒖̅+))

Ω+

+ (⟦𝛿𝒖̅⟧ − 𝛿𝒖̂−, 𝝀)Ω+ + (𝛿𝝀, ⟦𝒖̅⟧ − 𝒖̂
−)Ω+

= (𝛿𝒖̅− + 𝛿𝒖̂−, 𝒃−)Ω− + (𝛿𝒖̅
+, ⟦𝒃⟧)Ω− + (𝛿𝒖̅

−, 𝒕)∂Ω𝑁−  

(145) 

By the virtue of the linear independence of test functions at different scale 𝛿𝒖̅− and 𝛿𝒖̂−, Eq. 

(145) can be decoupled into the coarse-scale equations: 
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(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅− + 𝒖̂−))
Ω−
− (𝛿𝒖̅−, 𝝀)Ω+ = (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅

−, 𝒕)∂Ω𝑁−  (146) 

(𝜺(𝛿𝒖̅+), ⟦𝑪⟧ ⋅ 𝜺(𝒖̅+))
Ω+
+ (𝛿𝒖̅+, 𝝀)Ω+ = (𝛿𝒖̅

+, ⟦𝒃⟧)Ω+ (147) 

(𝛿𝝀, 𝒖̅+)Ω+ − (𝛿𝝀, 𝒖̅
−)Ω+ − (𝛿𝝀, 𝒖̂

−)Ω+ = 0 (148) 

and the fine-scale equation: 

(𝜺(𝛿𝒖̂−), 𝑪− ⋅ 𝜺(𝒖̂−))
Ω−
= (𝛿𝒖̂−, 𝒃−)Ω− + (𝛿𝒖̂

−, 𝝀)Ω+ − (𝜺(𝛿𝒖̂
−), 𝑪− ⋅ 𝜺(𝒖̅−))

Ω−
 (149) 

The fine-scale solution serves as a correction to error of the coarse-scale solution, and the fine-

scale equation (149) can also be represented in a different form by using the integration-by-part 

with the homogeneous fine-scale boundary condition (142):  

(𝜺(𝛿𝒖̂−), 𝑪− ⋅ 𝜺(𝒖̂−))
Ω−
= (𝛿𝒖̂−, 𝓛−(𝒖̂−))

Ω−

= (𝛿𝒖̂−, 𝒃−)Ω− + (𝛿𝒖̂
−, 𝝀)Ω+ − (𝜺(𝛿𝒖̂

−), 𝑪− ⋅ 𝜺(𝒖̂−))
Ω−

= (𝛿𝒖̂−, 𝒃−)Ω− + (𝛿𝒖̂
−, 𝝀)Ω+ − (𝛿𝒖̂

−, 𝓛−(𝒖̅−))
Ω−

 

(150) 

The algebraic manipulation of Eq. (150) results in Eq. (151): 

(𝛿𝒖̂−, 𝓛−(𝒖̂−))
Ω−
= (𝛿𝒖̂−, −𝓛−(𝒖̅−) + 𝒃−)Ω− + (𝛿𝒖̂

−, 𝝀)Ω+ (151) 

Since the domain Ω+ is immersed in Ω−, the problem of Eq. (151) can be rewritten as 

∏̂𝓛−(𝒖̂−) = ∏̂(−𝓛−(𝒖̅−) + 𝒃− + 𝝀),   in Ω− 

𝒖̂− = 𝟎,   on 𝜕Ω− 

(152) 

where ∏̂ is the 𝐿2-projection onto 𝓤̂−. The solution of Eq. (152) can be solved with the aid of 

Green’s function [70]. Instead, the numerical approach can be employed to solve Eq. (152) or 

equivalently Eq. (151) or (149). By the integration-by-part with fine-scale homogeneous boundary 

condition (142), the coarse-scale equation at the background (146) leads to: 
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(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
+ (𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̂−))

Ω−
− (𝛿𝒖̅−, 𝝀)Ω+

= (𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
− (𝓛−(𝛿𝒖̅−), 𝒖̂−)Ω− − (𝛿𝒖̅

−, 𝝀)Ω+

= (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅
−, 𝒕)∂Ω𝑁−  

(153) 

where 𝓛−(⋅) = −𝜵 ⋅ (𝑪− ⋅ 𝜺(⋅)) is the stress divergence operator. From Eq. (153), the fine-scale 

solution 𝒖̂− can be directly employed without any differentiation performed on it. 

 

Remark 5.2.1.1. The variational multiscale immersed formulation can be derived by solving 

the fine-scale equation (152) analytically, numerically, or approximately for 𝒖̂−. The coarse-scale 

equations (146) or (153) are solved by embedding the fine-scale solution through a static 

condenstation. Inherently, Eq. (149) or (151) can both be used. In this study, the coarse-scale Eq. 

(146) and the fine-scale Eq. (149) are solved by introducing the bubble function [71] for the fine-

scale solution. The coarse-scale Eq. (153) and fine-scale Eq. (151) are solved by the collocation 

method for fine-scale equation with an approximation of the local Green’s function. 

 

Remark 5.2.1.2. In Eq. (151) and (153), that 𝓛−(𝒖̅−)  requires a second order gradient 

performed on 𝒖̅−, that can be achieved by method with higher continuity such as RKPM.  
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5.2.2 Method 1: Residual-Free Bubble Method 

The first method employed here is to solve the fine-scale equation (149) by the aid of residual-

free bubble method [71], where the 𝒖̂− can be approximated by an enrichment function [68] or 

so-called bubble function [71]. The bubble basis can be computed from the integral of the local 

Green’s function [9]. To start with, the bounded domain Ω can be discretized into subdomains 

Ω𝐿 with their boundaries Γ𝐿 such that 

Ω̂− =⋃(𝑖𝑛𝑡)Ω𝐿
−

𝐿

 (domain interiors) (154) 

Γ̂− =⋃Γ𝐿
−

𝐿

 (domain boundaries) (155) 

An assumption is made for employing the fine-scale bubble function (solution) [71]: 

𝒖̂− = 𝛿𝒖̂− = 𝟎,   on Γ̂− (156) 

where Γ̂−  is defined in (155), such that the fine-scale fields can be approximated by bubble 

function for each nodal domain Ω𝐿
−:  

𝒖̂−(𝒙) ≈ 𝒖̂−ℎ(𝒙) = ∑ 𝑵̂𝐿
−(𝒙)𝒖̂𝐿

−

𝐿∈𝑆−

,   𝑵̂𝐿
− = [

𝑁̂𝐿
− 0 0

0 𝑁̂𝐿
− 0

0 0 𝑁̂𝐿
−

] (157) 

where 𝑁̂𝐿
− is the nodal bubble basis function for domain Ω𝐿

− and 𝒖̂𝐿
− are the coefficients. 𝑆− =

{𝐼|𝒙𝐼 ∈ Ω
− } is the node set containing all nodes within domain Ω−. From the assumption (156) 

that 𝒖̂−  vanishes on nodal domain boundaries, the bubble function satisfies the following 

condition: 

𝑁̂𝐿
−(𝒙) = 0,   ∀𝒙 ∈ Γ̂− (158) 
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The strain tensor operator 𝜺 for 𝒖̂− can then be written as 

𝜺 (𝒖̂−ℎ(𝒙)) = ∑ 𝑩̂𝐿
−(𝒙)𝒖̂𝐿

−

𝐿∈𝑆−

 (159) 

where 𝑩̂𝐿
− following the Voigt notation is expressed as 

𝑩̂𝐿
− =

[
 
 
 
 
 
 
 
𝑁̂𝐿,1
− 0 0

0 𝑁̂𝐿,2
− 0

0 0 𝑁̂𝐿,3
−

𝑁̂𝐿,2
− 𝑁̂𝐿,1

− 0

𝑁̂𝐿,3
− 0 𝑁̂𝐿,1

−

0 𝑁̂𝐿,3
− 𝑁̂𝐿,2

− ]
 
 
 
 
 
 
 

 (160) 

 

Remark 5.2.2.1: The construction of nodal bubble function for conforming nodal represented 

domain (such as Voronoi cell) is usually tedious, especially for multidimensional case. Therefore, 

the non-conforming nodal domain [136] is employed in this study to construct the bubble function.  

 

By substituting fine-scale solution with the bubble function in Eqns. (157) to (160) into Eq. 

(149), and revoke the arbitrariness of test fine-scale coefficients, the fine-scale problem can be 

rewritten in Eq. (161): 

∑ ∫ 𝑩̂𝐼
−𝑇𝑪−𝑩̂𝐽𝑑Ω

Ω−

𝒖̂𝐽
−

𝐽

= ∫ 𝑁̂𝐼
−𝒃−𝑑Ω

Ω−

+ ∫ 𝑁̂𝐼
−𝝀𝑑Ω

Ω+

− ∫ 𝑩̂𝐼
−𝑇𝑪−𝑩̅𝐽𝑑Ω𝒖̅𝐽

−

Ω−

, ∀𝐼 (161) 

Then, the coarse-scale approximation for coarse-scale variables 𝒖̅−, 𝒖̅+ and 𝝀 are introduced 

as follows: 

𝒖̅−(𝒙) ≈ 𝒖̅−ℎ(𝒙) = ∑ 𝑵̅𝐼
−(𝒙)𝒖̅𝐼

−

𝐼∈𝑆−

 (162) 



 

 93 

𝒖̅+(𝒙) ≈ 𝒖̅+
ℎ
(𝒙) = ∑ 𝑵̅𝐼

+(𝒙)𝒖̅𝐼
+

𝐼∈𝑆+

 (163) 

𝝀(𝒙) ≈ 𝝀ℎ(𝒙) = ∑ 𝑵𝐼
𝜆(𝒙)𝝀𝐼

𝐼∈𝑆+

 (164) 

𝑵̅𝐼
− = [

𝑁̅𝐼
− 0 0

0 𝑁̅𝐼
− 0

0 0 𝑁̅𝐼
−

],   𝑵̅𝐼
+ = [

𝑁̅𝐼
+ 0 0

0 𝑁̅𝐼
+ 0

0 0 𝑁̅𝐼
+

],   𝑵𝐼
𝜆 = [

𝑁𝐼
𝜆 0 0

0 𝑁𝐼
𝜆 0

0 0 𝑁𝐼
𝜆

] (165) 

where 𝑵̅𝐼
−, 𝑵̅𝐼

+ and 𝑵𝐼
𝜆 are shape function for 𝒖̅−, 𝒖̅+ and 𝝀, respectively. 𝑩̅𝐼

− and 𝑩̅𝐼
+ are 

gradient matrix for 𝑵̅𝐼
− and 𝑵̅𝐼

+, respectively. 𝑆+ = {𝐼|𝒙𝐼 ∈ Ω
+ } is the node set containing all 

nodes within domain Ω+.  

By the introduction of coarse-scale approximation shown in Eqns. (162) to (165), the fine-

scale equation (161) can be solved in the following matrix form  

∑𝑲̂̂𝐼𝐽𝒖̂𝐽
−

𝐽

= 𝑭̂𝐼
− +∑(𝑮̂𝐼𝐽

−𝜆𝝀𝐽 − 𝑲̂̅𝐼𝐽
− 𝒖̅𝐽

−)

𝐽

, ∀𝐼 (166) 

The matrix and vector in Eq. (166) are expressed in Eqns. (167) to (170): 

𝑲̂̂𝐼𝐽
−
= ∫ 𝑩̂𝐼

−𝑇
𝑪−𝑩̂𝐽

−
𝑑Ω

Ω−

 (167) 

𝑮̂𝐼𝐽
−𝜆 = ∫ 𝑵̂𝐼

−𝑇𝑵𝐽
𝜆𝑑Ω

Ω+

 (168) 

𝑲̂̅𝐼𝐽
− = ∫ 𝑩̂𝐼

−𝑇𝑪−𝑩̅𝐽
−𝑑Ω

Ω−

 (169) 

𝑭̂𝐼
− = ∫ 𝑵̂𝐼

−𝑇𝒃−𝑑Ω

Ω−

 (170) 

Once the fine-scale solution 𝒖̂− is solved, the static condensation of fine-scale solution into the 

coarse-scale system results in the VMIM weak form: find (𝒖̅+, 𝒖̅−, 𝝀) ∈ 𝓤̅+ × 𝓤̅− ×𝓦, such that 
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(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
+ (𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̂−))

Ω−
− (𝛿𝒖̅−, 𝝀)Ω+

= (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅
−, 𝒕)∂Ω𝑁−  

(171) 

(𝜺(𝛿𝒖̅+), ⟦𝑪⟧ ⋅ 𝜺(𝒖̅+))
Ω+
+ (𝛿𝒖̅+, 𝝀)Ω+ = (𝛿𝒖̅

+, ⟦𝒃⟧)Ω+ (172) 

(𝛿𝝀, 𝒖̅+)Ω+ − (𝛿𝝀, 𝒖̅
−)Ω+ − (𝛿𝝀, 𝒖̂

−)Ω+ = 0 (173) 

∀(𝛿𝒖̅+, 𝛿𝒖̅−, 𝛿𝝀) ∈ 𝓥̅+ × 𝓥̅− ×𝓦. The function spaces 𝓤̅+, 𝓤̅−, 𝓥̅+, and 𝓥̅− here are given 

as 

𝓤̅+ ≡ {𝒖|𝒖 ∈ [𝐻1(Ω+)]𝑑} 

𝓥̅+ ≡ {𝒘|𝒘 ∈ [𝐻1(Ω+)]𝑑} 

𝓤̅− ≡ {𝒖|𝒖 ∈ [𝐻1(Ω−)]𝑑, 𝒖 = 𝒈 on ∂Ω𝐷
−} 

𝓥̅− ≡ {𝒘|𝒘 ∈ [𝐻1(Ω−)]𝑑, 𝒘 = 𝟎 on ∂Ω𝐷
−} 

(174) 

Then, the matrix form of coarse-scale equations (171) to (173) can be derived by introducing the 

aforementioned approximations for coarse-scale fields, given in Eqns. (175) to (177): 

∑(𝑲̅𝐼𝐽
− 𝒖̅𝐽

− + 𝑲̅̂𝐼𝐽
− 𝒖̂𝐽

− − 𝑮̅𝐼𝐽
−𝜆𝝀𝐽)

𝐽

= 𝑭̅𝐼
− (175) 

∑(𝑲̅𝐼𝐽
+ 𝒖̅𝐽

+ + 𝑮̅𝐼𝐽
+𝜆𝝀𝐽)

𝐽

= 𝑭̅𝐼
+ (176) 

∑(𝑮̅𝐼𝐽
𝜆+𝒖̅𝐽

+ − 𝑮̅𝐼𝐽
𝜆−𝒖̅𝐽

− − 𝑮̂𝐼𝐽
𝜆−𝒖̂𝐽

−)

𝐽

= 𝟎 (177) 

for all 𝐼. The matrices and vectors shown in Eqns. (175) to (177) are computed by the following 

domain integration: 

𝑲̅𝐼𝐽
− = ∫ 𝑩̅𝐼

−𝑇𝑪−𝑩̅𝐽
−𝑑Ω

Ω−

 (178) 
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𝑲̅𝐼𝐽
+ = ∫ 𝑩̅𝐼

+𝑇⟦𝑪⟧𝑩̅𝐽
+𝑑Ω

Ω+

 (179) 

𝑲̅̂𝐼𝐽
− = ∫ 𝑩̅𝐼

−𝑇𝑪−𝑩̂𝐽
−𝑑Ω

Ω−

= 𝑲̂̅𝐼𝐽
−
𝑇
 (180) 

𝑮̅𝐼𝐽
−𝜆 = ∫ 𝑵̅𝐼

−𝑇𝑵𝐽
𝜆𝑑Ω

Ω+

= 𝑮̅𝐼𝐽
𝜆−𝑇 (181) 

𝑮̅𝐼𝐽
+𝜆 = ∫ 𝑵̅𝐼

+𝑇𝑵𝐽
𝜆𝑑Ω

Ω+

= 𝑮̅𝐼𝐽
𝜆+𝑇 (182) 

𝑮̂𝐼𝐽
𝜆− = ∫ 𝑵𝐼

𝜆𝑇𝑵̂𝐽
−𝑑Ω

Ω+

 (183) 

𝑭̅𝐼
− = ∫ 𝑵̅𝐼

−𝑇𝒃−𝑑Ω

Ω−

+ ∫ 𝑵̅𝐼
−𝑇𝒕𝑑Γ

𝜕Ω𝑁
−

 (184) 

𝑭̅𝐼
+ = ∫ 𝑵̅𝐼

+𝑇⟦𝒃⟧𝑑Ω

Ω+

 (185) 

With the static condensation of the fine-scale solution from Eq. (166) into the Eqns. (175) to 

(177), the final coarse-scale matrix equations to be solved can be written in the form shown in 

Eqns. (186) to (188): 

∑(𝑲̅𝐼𝐽
−∗𝒖̅𝐽

− + 𝑮̅𝐼𝐽
−𝜆∗𝝀𝐽)

𝐽

= 𝑭̅𝐼
−∗ (186) 

∑(𝑲̅𝐼𝐽
+ 𝒖̅𝐽

+ + 𝑮̅𝐼𝐽
+𝜆𝝀𝐽)

𝐽

= 𝑭̅𝐼
+ (187) 

∑(𝑮̅𝐼𝐽
+𝜆𝑇𝒖̅𝐽

+ + 𝑮𝐼𝐽
−𝜆∗𝑇𝒖̅𝐽

− + 𝑮𝐼𝐽
𝜆𝜆∗𝝀𝐽)

𝐽

= 𝑭𝐼
𝜆∗ (188) 

for all 𝐼, where the matrices and vector in Eqns. (186) to (188) are expressed as 

𝑲̅−∗ = 𝑲̅− − 𝑲̂̅−
𝑇
(𝑲̂̂−)

−1

𝑲̂̅− (189) 
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𝑮̅−𝜆∗ = 𝑲̂̅−
𝑇
(𝑲̂̂−)

−1

𝑮̂−𝜆 − 𝑮̅−𝜆 (190) 

𝑭̅−∗ = 𝑭̅− − 𝑲̂̅−
𝑇
(𝑲̂̂−)

−1

𝑭̂− (191) 

𝑮𝜆𝜆∗ = 𝑮̂−𝜆
𝑇
(𝑲̂̂−)

−1

𝑮̂−𝜆 (192) 

𝑭𝜆∗ = 𝑮̂−𝜆
𝑇
(𝑲̂̂−)

−1

𝑭̂− (193) 

Eqns. (186) to (188) can be rearranged into a final matrix form as shown in Eq. (194) 

∑[

𝑲𝐼𝐽
−∗ 𝟎 𝑮𝐼𝐽

−𝜆∗

𝟎 𝑲̅𝐼𝐽
+ 𝑮̅𝐼𝐽

+𝜆

𝑮𝐼𝐽
−𝜆∗𝑇 𝑮̅𝐼𝐽

+𝜆𝑇 𝑮𝐼𝐽
𝜆𝜆∗

] {

𝒖̅𝐽
−

𝒖̅𝐽
+

𝝀𝐽

}

𝐽

= [

𝑭̅𝐼
−∗

𝑭̅𝐼
+

𝑭𝐼
𝜆∗

] , ∀𝐼 (194) 

Eq. (194) is the final matrix form to be solved. 

 

Remark 5.2.2.2. A direct comparison of VMIM in Eq. (194) with the conventional immersed 

approach can be made by analyzing the matrix form from the standard immersed formulation with 

Lagrange multipliers, Eq. (137), as shown in Eq. (195) 

∑[

𝑲̅𝐼𝐽
− 𝟎 −𝑮̅𝐼𝐽

−𝜆

𝟎 𝑲̅𝐼𝐽
+ 𝑮̅𝐼𝐽

+𝜆

−𝑮̅𝐼𝐽
−𝜆𝑇 𝑮̅𝐼𝐽

+𝜆𝑇 𝟎

] {

𝒖̅𝐽
−

𝒖̅𝐽
+

𝝀𝐽

}

𝐽

= [
𝑭̅𝐼
−

𝑭̅𝐼
+

𝟎

] , ∀𝐼 (195) 

It can be observed that Eq. (195) is the degeneration of Eq. (194) with the elimination of the effect 

of fine-scale. As mentioned earlier, Eq. (195) required to satisfy the LBB condition to yield a stable 

and convergent solution. Eq. (194) can be viewed as a modified or augmented Lagrange multiplier 

formulation for Eq. (195) where the term 𝑲̂̂—1 plays the role of residual-based stabilization. In the 

conventional augmented Lagrange multiplier formulation, such stabilization is introduced through 

an additional penalization. It is important to note that in the present method the fine-scale 

component naturally leads to the residual-based stabilization. 
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Remark 5.2.2.3: The left hand side matrix in Eq. (194) is a symmetric matrix which is 

expressed entirely in terms of the coarse scale solution. The fine-scale solution is solved and 

calculated separately from Eq. (166) with the solution from the coarse-scale. 

 

5.2.3 Method 2: Approximated Fine-Scale Solution 

The second method derived here follows the concept of stabilized Galerkin method [70] such 

as stabilized upwind Petrov Galerkin (SUPG) [27], where the fine-scale solution can be derived 

approximately. Since the goal is to improve the accuracy and numerical stability of the original 

immersed method, the collocation method with an approximation to the solution of Eq. (151) can 

be employed as shown in Eq. (196) 

𝒖̂− = −𝜏̂−(−𝓛−(𝒖̅−) + 𝒃− + 𝝀) (196) 

where 𝜏̂− is a scalar, that can be interpreted as the nodal domain average of fine-scale Green 

functions from Eq. (152). The value of 𝜏̂− is derived later. By substituting Eq. (196) into Eq. 

(153), we have 

(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
+ (𝓛−(𝛿𝒖̅−), 𝜏̂−(−𝓛−(𝒖̅−) + 𝒃− + 𝝀))

Ω−
− (𝛿𝒖̅−, 𝝀)Ω+

= (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅
−, 𝒕)∂Ω𝑁−  

(197) 

The rearrangement of Eq. (197) gives the form: 

(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
− (𝜏̂−𝓛−(𝛿𝒖̅−), 𝓛−(𝒖̅−))

Ω−
+ (𝓛−(𝛿𝒖̅−), 𝜏̂−𝝀)Ω−

− (𝛿𝒖̅−, 𝝀)Ω+

= (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅
−, 𝒕)∂ΩN− − (𝓛

−(𝛿𝒖̅−), 𝜏̂−𝒃−)Ω− 

(198) 
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Similar to the method 1 (bubble method), the substitution of fine-scale solution into the constraint 

equation (148) gives the following equation 

(𝛿𝝀, 𝒖̅+)Ω+ − (𝛿𝝀, 𝒖̅
−)Ω+ + (𝛿𝝀, 𝜏̂

−(−𝓛−(𝒖̅−) + 𝒃− + 𝝀))
Ω+
= 0 (199) 

and the rearrangement of Eq. (199) gives 

(𝛿𝝀, 𝒖̅+)Ω+ − (𝛿𝝀, 𝒖̅
− + 𝜏̂−𝓛−(𝒖̅−))

Ω+
+ (𝛿𝝀, 𝜏̂−𝝀)Ω+ = (𝛿𝝀,−𝜏̂

−𝒃−)Ω+ (200) 

Then, the weak form of VMIM via approximated fine-scale solution reads: find (𝒖̅+, 𝒖̅−, 𝝀) ∈

𝓤̅+ × 𝓤̅− ×𝓦, such that 

(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
− (𝜏̂−𝓛−(𝛿𝒖̅−), 𝓛−(𝒖̅−))

Ω−
+ (𝓛−(𝛿𝒖̅−), 𝜏̂−𝝀)Ω−

− (𝛿𝒖̅−, 𝝀)Ω+

= (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅
−, 𝒕)∂ΩN− − (𝓛

−(𝛿𝒖̅−), 𝜏̂−𝒃−)Ω− 

(201) 

(𝜺(𝛿𝒖̅+), ⟦𝑪⟧ ⋅ 𝜺(𝒖+))
Ω+
+ (𝛿𝒖̅+, 𝝀)Ω+ = (𝛿𝒖̅

+, ⟦𝒃⟧)Ω+ (202) 

(𝛿𝝀, 𝒖̅+)Ω+ − (𝛿𝝀, 𝒖̅
− + 𝜏̂−𝓛−(𝒖̅−))

Ω+
+ (𝛿𝝀, 𝜏̂−𝝀)Ω+ = (𝛿𝝀,−𝜏̂

−𝒃−)Ω+ (203) 

∀(𝛿𝒖̅+, 𝛿𝒖̅−, 𝛿𝝀) ∈ 𝓥̅+ × 𝓥̅− ×𝓦. The function spaces 𝓤̅+, 𝓤̅−, 𝓥̅+, and 𝓥̅− are given as 

𝓤̅+ ≡ {𝒖|𝒖 ∈ [𝐻1(Ω+)]𝑑} 

𝓥̅+ ≡ {𝒘|𝒘 ∈ [𝐻1(Ω+)]𝑑} 

𝓤̅− ≡ {𝒖|𝒖 ∈ [𝐻2(Ω−)]𝑑, 𝒖 = 𝒈 on ∂Ω𝐷
−} 

𝓥̅− ≡ {𝒘|𝒘 ∈ [𝐻2(Ω−)]𝑑, 𝒘 = 𝟎 on ∂Ω𝐷
−} 

(204) 

The stress divergence operator 𝛁 ⋅ 𝝈 for the coarse-scale solution 𝒖̅− be derived as shown in Eq. 

(205), 

𝛁 ⋅ 𝝈(𝒖̅−) = ∑ 𝜼𝑖𝑪
−𝑩̅𝐼,𝑖

− 𝒖̅𝐼
−

𝐼∈𝑆−

,   (sum on 𝑖) (205) 
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where 𝜼𝑖=1,2,3 are geometric tensors expressed as 

𝜼1 = [
1 0 0
0 0 0
0 0 0

0 0 0
1 0 0
0 1 0

] 

 

𝜼2 = [
0 0 0
0 1 0
0 0 0

1 0 0
0 0 0
0 0 1

] 

 

𝜼3 = [
0 0 0
0 0 0
0 0 1

0 1 0
0 0 1
0 0 0

] 

(206) 

and 𝑩̅𝐼,𝑖
−  is the derivative of 𝑩̅𝐼

− with respect to 𝑥𝑖: 

𝑩̅𝐼,𝑖
− =

𝜕

𝜕𝑥𝑖

[
 
 
 
 
 
 
 
𝑁̅𝐼,1
− 0 0

0 𝑁̅𝐼,2
− 0

0 0 𝑁̅𝐼,3
−

𝑁̅𝐼,2
− 𝑁̅𝐼,1

− 0

𝑁̅𝐼,3
− 0 𝑁̅𝐼,1

−

0 𝑁̅𝐼,3
− 𝑁̅𝐼,2

− ]
 
 
 
 
 
 
 

 (207) 

In this study, the implicit gradient technique [129] is employed for calculating 𝑁̅𝐼,𝑖𝑗
−  by the 

differentiation of the first-order implicit gradient 𝑁̅𝐼,𝑖
−  with respect to 𝒙𝑗. 

Finally, by employing the coarse-scale approximation in Eqns. (162) to (164) into the weak 

form, and using the arbitrariness of test function, the matrix form of VMIM via approximated fine-

scale solution can be obtained as 

∑[

𝑲̅𝐼𝐽
− − 𝑲̂𝐼𝐽

−𝜏 𝟎 −𝑮̂𝐼𝐽
−𝜏𝜆 − 𝑮̅𝐼𝐽

−𝜆

𝟎 𝑲̅𝐼𝐽
+ 𝑮̅𝐼𝐽

+𝜆

𝑮̂𝐼𝐽
−𝜏𝜆𝑇 − 𝑮̅𝐼𝐽

−𝜆𝑇 𝑮̅𝐼𝐽
+𝜆𝑇 𝑮𝐼𝐽

𝜆𝜏𝜆

] {

𝒖̅𝐽
−

𝒖̅𝐽
−

𝝀𝐽

}

𝐽

= [

𝑭̅𝐼
− + 𝑭̂𝐼

𝜏

𝑭̅𝐼
+

−𝑭𝐼
𝜏𝜆

] , ∀𝐼 (208) 

where 𝑲̅𝐼𝐽
− , 𝑲̅𝐼𝐽

+ , 𝑮̅𝐼𝐽
−𝜆 , 𝑮̅𝐼𝐽

+𝜆 , 𝑭̅𝐼
−, and 𝑭̅𝐼

+ are given in Eqns. (178) to (185) and 𝑮̂𝐼𝐽
−𝜏 , 𝑮̂𝐼𝐽

−𝜏𝜆, 

𝑮𝐼𝐽
𝜆𝜏𝜆, 𝑭̂𝐼

𝜏and 𝑭𝐼
𝜏𝜆 are given as follows: 
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𝑲̂𝐼𝐽
−𝜏 = ∫∑(𝜼𝑖𝑪

−𝑩̅𝐼,𝑖
− )

𝑇
𝑑

𝑖=1

𝜏̂−∑(𝜼𝑗𝑪
−𝑩̅𝐽,𝑗

− )

𝑑

𝑗=1

𝑑Ω

Ω−

 (209) 

𝑮̂𝐼𝐽
−𝜏𝜆 = ∫∑(𝜼𝑖𝑪

−𝑩̅𝐼,𝑖
− )

𝑇
𝑑

𝑖=1

𝜏̂−𝑵𝐽
𝜆𝑑Ω

Ω−

 (210) 

𝑮𝐼𝐽
𝜆𝜏𝜆 = ∫ 𝑵𝐼

𝜆𝑇𝜏̂−𝑵𝐽
𝜆𝑑Ω

Ω+

 (211) 

𝑭̂𝐼
𝜏 = ∫∑(𝜼𝑖𝑪

−𝑩̅𝐼,𝑖
− )

𝑇
𝑑

𝑖=1

𝜏̂−𝒃−𝑑Ω

Ω+

 (212) 

𝑭𝐼
𝜏𝜆 = ∫ 𝜏̂−𝑵𝐽

𝜆𝑇𝒃−𝑑Ω

Ω+

 (213) 

The parameter 𝜏̂− is suggested to be written in the following form [161]: 

𝜏̂− = 𝑐𝜏
ℎ2

𝐸−
 (214) 

where ℎ is the characteristic nodal distance, 𝐸− is the Young’s modulus of background matrix 

media, and 𝑐𝜏 is a constant determined by the user, usually taken as 𝑐𝜏 ∈ [0,1]. The parameter 

𝜏̂− is computed from the nodal domain average of Green’s function [162]: 

𝜏̂− =
1

𝑚𝑒𝑎𝑠(𝛺𝐿)
∫ ∫ 𝑔𝐿(𝑥, 𝑥′)𝑑𝛺𝑥

𝛺𝐿

𝑑𝛺𝑥′
𝛺𝐿

=
1

𝑚𝑒𝑎𝑠(𝛺𝐿)
∫ 𝐵(𝑥′)𝑑𝛺𝑥′
𝛺𝐿

 (215) 

for a given nodal domain Ω𝐿  where 𝑔𝐿(𝑥, 𝑥′)  is the nodal Green’s function and 𝐵(𝑥′) =

∫ 𝑔𝐿(𝑥, 𝑥′)𝑑𝛺𝑥𝛺𝐿
 is the fine-scale basis, satisfying the following local problem: 

ℒ−(𝐵) = 1 on Ω𝐿 

𝐵 = 0 on Γ𝐿 

(216) 

A one-dimensional version of Eq. (216) is considered here: 
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−𝐸−𝐵,𝑥𝑥 = 1,   ∀𝑥 ∈ ]0, ℎ[ 

𝐵(0) = 𝐵(ℎ) = 0 
(217) 

where ℎ is the size of the nodal domain and the solution of Eq. (217) can be derived: 

𝐵(𝑥) = −
1

2𝐸−
𝑥2 +

ℎ

2𝐸−
𝑥 (218) 

and from Eq. (215), 𝜏̂− can be obtained 

𝜏̂− =
1

ℎ
∫𝐵(𝑥)𝑑𝑥

ℎ

0

=
ℎ2

12𝐸−
 (219) 

By comparing Eq. (219) to Eq. (214), 𝑐𝜏 =
1

12
 is employed. 

 

Remark 5.2.1: The term 𝜏̂− represents an approximation to the fine-scale Green’s function 

as shown in Eq. (215). From Eq. (196), the residual (or error) of the coarse-scale equations, namely 

𝓛−(𝒖̅−) − 𝒃− − 𝝀, is normalized by 𝜏̂−. 

 

Remark 5.2.2: By employing the integration-by-part for the coarse-scale internal energy terms, 

the summation of Eqns. (198), (200), and (147) gives the following form in terms of the coarse-

scale fields only: 

(𝛿𝒖̅− − 𝜏̂−𝓛−(𝛿𝒖̅−), 𝓛−(𝒖̅−))
Ω−
− (𝛿𝒖̅− − 𝜏̂−𝓛−(𝛿𝒖̅−), 𝝀)Ω+

+ (𝛿𝒖̅+, 𝓛+(𝒖̅+))
Ω−
+ (𝛿𝒖̅+, 𝝀)Ω+

= (𝛿𝒖̅− − 𝜏̂−𝓛−(𝛿𝒖̅−), 𝒃−)Ω− + (𝛿𝒖̅
+, ⟦𝒃⟧)Ω+ 

(220) 

which is a Petrov-Galerkin formulation for the given immersed setting. 
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Remark 5.2.3: From the expression of Eq. (197), the derived VMIM via approximated fine-

scale solution naturally leads to a stabilized Galerkin formulation [9] in the form of Eq. (221): 

(𝜺(𝛿𝒖̅−), 𝑪− ⋅ 𝜺(𝒖̅−))
Ω−
+ (𝜏̂−𝕃(𝛿𝒖̅−), (−𝓛−(𝒖̅−) + 𝒃− + 𝝀))

Ω−
− (𝛿𝒖̅−, 𝝀)Ω+

= (𝛿𝒖̅−, 𝒃−)Ω− + (𝛿𝒖̅
−, 𝒕)∂Ω𝑁−  

(221) 

with the operator 𝕃 = 𝓛−  chosen to be the Galerkin/lease-square (GLS) operator [10]. This 

validates the stabilization effect in the proposed formulation.   
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5.2.4 Quadrature Rule in Immersed Framework 

A stabilized nodal integration scheme is employed for the domain integration in the 

conventional immersed method and variational multiscale immersed method, where the stabilized 

conforming nodal integration (SCNI) [40] with naturally stabilized nodal integration (NSNI) 

stabilization [119] are employed for the coarse-scale equations. The stiffness matrix in (178) and 

(179). 

𝑲̅𝐼𝐽
− = 𝑲̅𝐼𝐽

−𝑆𝐶𝑁𝐼 + 𝑲̅𝐼𝐽
−𝑁𝑆𝑁𝐼 (222) 

𝑲̅𝐼𝐽
+ = 𝑲̅𝐼𝐽

+𝑆𝐶𝑁𝐼 + 𝑲̅𝐼𝐽
+𝑁𝑆𝑁𝐼 (223) 

and 𝑲̅𝐼𝐽
−𝑆𝐶𝑁𝐼 and 𝑲̅𝐼𝐽

+𝑆𝐶𝑁𝐼 are stiffness matrix integrated by the following nodal quadrature 

𝑲̅𝐼𝐽
−𝑆𝐶𝑁𝐼 = ∫ 𝑩̅𝐼

−𝑇𝑪−𝑩̅𝐽
−𝑑Ω

Ω−

= ∑ ∫ 𝑩̅𝐼
−𝑇𝑪−𝑩̅𝐽

−𝑑Ω

Ω𝐿
−𝐿∈𝑆−

≈ ∑ 𝑩̃̅𝐼
−
𝑇
(𝒙𝐿)𝑪

−(𝒙𝐿)𝑩̃̅𝐽
−(𝒙𝐿)𝑉𝐿

𝐿∈𝑆−

 

(224) 

𝑲̅𝐼𝐽
+𝑆𝐶𝑁𝐼 = ∫ 𝑩̅𝐼

+𝑇⟦𝑪⟧𝑩̅𝐽
+𝑑Ω

Ω+

= ∑ ∫ 𝑩̅𝐼
+𝑇⟦𝑪⟧𝑩̅𝐽

+𝑑Ω

Ω𝐿
+𝐿∈𝑆+

≈ ∑ 𝑩̃̅𝐼
+
𝑇
(𝒙𝐿)⟦𝑪⟧(𝒙𝐿)𝑩̃̅𝐽

+(𝒙𝐿)𝑉𝐿
𝐿∈𝑆+

 

(225) 

where 𝑉𝐿 is the volume for 𝐿-th nodal representative domain. The smoothed gradient 𝑩̃̅𝐼
−(𝒙𝐿) 

is calculated by Eq. (16) given in Chapter 3: 

𝑩̃̅𝐼
−(𝒙𝐿) =

[
 
 
 
 
 
 
 
 𝛹̃̅𝐼,1

− (𝒙𝐿) 0 0

0 𝛹̃̅𝐼,2
− (𝒙𝐿) 0

0 0 𝛹̃̅𝐼,3
− (𝒙𝐿)

𝛹̃̅𝐼,2
− (𝒙𝐿) 𝛹̃̅𝐼,1

− (𝒙𝐿) 0

𝛹̃̅𝐼,3
− (𝒙𝐿) 0 𝛹̃̅𝐼,1

− (𝒙𝐿)

0 𝛹̃̅𝐼,3
− (𝒙𝐿) 𝛹̃̅𝐼,2

− (𝒙𝐿)]
 
 
 
 
 
 
 
 

 (226) 
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where 𝛹̃̅𝐼,𝑖
− (𝒙𝐿) is the smoothed gradient at the nodal point 𝒙𝐿 calculated following Chen et al. 

[40]: 

𝛹̃̅𝐼,𝑖
− (𝒙𝐿) =

1

𝑉𝐿
∫ 𝛹̅𝐼,𝑖

− (𝒙)𝑑Ω

Ω𝐿

=
1

𝑉𝐿
∫ 𝛹̅𝐼

−(𝒙)𝑛𝑖(𝒙)𝑑Γ

𝜕Ω𝐿

 (227) 

where 𝑛𝑖 denotes the 𝑖th component of the outward unit normal vector to the smoothing domain 

boundary. Same computation is applied for 𝑩̃̅𝐼
+. 

 
Figure 32. Voronoi cell diagram in two-dimensional domain Ω. 

 

It was shown in [40] that with the smoothed gradient of shape function in Eq. (16), the first 

order integration constraint is exactly satisfied. As discussed in [118], in order to maintain linear 

consistency of the smoothed gradient of a linearly consistent shape function, a simple one-point 

Gauss integration rule can be used for the contour integral in Eq. (227). In this study, the Voronoi 

tessellation is employed to generate such integration cell diagram, as shown in Figure 32. 

 

Spurious oscillatory modes can be triggered in nodal integration methods, and therefore the 

naturally stabilized nodal integration (NSNI) [119] is employed, resulting stabilization terms 

𝑲̅𝐼𝐽
−𝑁𝑆𝑁𝐼 and 𝑲̅𝐼𝐽

+𝑁𝑆𝑁𝐼 in Eqns. (222) and (223), expressed as 
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𝑲̅𝐼𝐽
−𝑁𝑆𝑁𝐼 = ∑ ∑𝑩̅𝐼,𝑖

−∇𝑇(𝒙𝐿)𝑪
−𝑩̅𝐽,𝑖

−∇(𝒙𝐿)𝑀𝑖𝐿

𝑑

𝑖=1𝐿∈𝑆−

 (228) 

𝑲̅𝐼𝐽
+𝑁𝑆𝑁𝐼 = ∑ ∑𝑩̅𝐼,𝑖

+∇𝑇(𝒙𝐿)𝑪
−𝑩̅𝐽,𝑖

+∇(𝒙𝐿)𝑀𝑖𝐿

𝑑

𝑖=1𝐿∈𝑆−

 (229) 

where 𝑩̅𝐼,𝑖
−∇ is defined as follows: 

𝑩̅𝐼𝑖
−∇ =

[
 
 
 
 
 
 
 
𝛹̅𝐼𝑖,1
−∇ 0 0

0 𝛹̅𝐼𝑖,2
−∇ 0

0 0 𝛹̅𝐼𝑖,3
−∇

𝛹̅𝐼𝑖,2
−∇ 𝛹̅𝐼𝑖,1

−∇ 0

𝛹̅𝐼𝑖,3
−∇ 0 𝛹̅𝐼𝑖,1

−∇

0 𝛹̅𝐼𝑖,3
−∇ 𝛹̅𝐼𝑖,2

−∇
]
 
 
 
 
 
 
 

 (230) 

where 𝛹̅𝐼𝑖,𝑗
−∇ is calculated by the direct differentiation of the first-order implicit gradient 𝛹̅𝐼𝑖

−∇ 

with respect to 𝑥𝑗  [119]. The terms 𝑀𝑖𝐿  in Eqns. (228) and (229) is the second moments of 

inertia in each nodal integration domain, calculated from Eq. (231) (same as the one shown in 

Chapter 3) 

𝑀𝑖𝐿 =𝑀𝑖(𝒙𝐿) = ∫(𝑥𝑖 − 𝑥𝐿𝑖)
2𝑑Ω

Ω𝐿

 (231) 

From Eqns. (228) to (231) , no subdivision of integration cells is required in the stabilization. The 

matrix 𝑲̅𝐼𝐽
−𝑁𝑆𝑁𝐼 and 𝑲̅𝐼𝐽

+𝑁𝑆𝑁𝐼 are introduced to maintain coercivity of the system due to reduced 

nodal integration.  

 

The higher order SNNI [163] (the non-conforming version of higher order SCNI (H-SCNI) 

[164]) is employed for the domain integration for computing 𝑲̂̂𝐼𝐽 in Eq. (167) since the local 

bubble function is constructed based on non-conforming domain as explained in Remark 5.2.2.1. 
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𝑲̂̂𝐼𝐽
−
= ∫ 𝑩̂𝐼

−𝑇
𝑪−𝑩̂𝐽

−
𝑑Ω

Ω−

≈ ∑ ∑ 𝑩̂𝐼
−𝑇
(𝒙𝐿

𝑀)𝑪−(𝒙𝐿
𝑀)𝑩̂𝐽

−
(𝒙𝐿

𝑀)𝑉𝐿
𝑀

𝑀∈𝑆𝐿
−𝐿∈𝑆−

 (232) 

where 𝑆𝐿
− = {𝑀|𝒙𝐿

𝑀 ∈ Ω𝐿
𝑀−} is the node set containing the subdomain of non-conforming nodal 

domain as shown in Figure 33. 𝑉𝐿
𝑀 is the volume of subdomain Ω𝐿

𝑀−. In this study, the size of 

the non-conforming nodal domain is chosen to be a circular domain (for two-dimensional case) 

where its volume is equal to the nodal volume 𝑉𝐿. 

 
Figure 33. Non-conforming nodal diagram in two-dimensional domain Ω. 

 

For all other domain integration terms shown in Chapter 5.3, direct nodal integration is employed: 

∫ 𝑷(𝒙)𝑑Ω

Ω−

≈ ∑ 𝑷(𝒙𝐿)𝑉𝐿
𝐿∈𝑆−

 (233) 

∫ 𝑸(𝒙)𝑑Γ

𝜕Ω𝐷
−

≈ ∑ 𝑸(𝒙𝐿)𝐴𝐿
𝐿|𝒙𝐿∈𝜕Ω−

 (234) 

where 𝐴𝐿 is the boundary surface area. 
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5.3 Numerical Examples 

In this study, benchmark numerical examples are solved to examine the performance of the 

proposed variational multiscale immersed method (VMIM). The reproducing kernel 

approximation with a linear basis and cubic B-spline kernel are adopted for the approximation of 

displacement fields and Lagrange multipliers shown in Eqns. (162) to (164), for which circular 

support with a normalized support size equaling 2.0 is employed. The Nitsche’s formulation with 

normalized penalty parameter of 100 is employed to impose the boundary condition on ∂Ω𝐷
−.  

 

The following methods with their abbreviation are given and tested: 

(1). IM + Penalty: Immersed Method with Penalty Method, Eq. (135) 

(2). IM + LM: Immersed Method with Lagrangian Multiplier Method, Eq. (138) 

(3). IM + Nitsches: Immersed Method with Nitsche’s Method, Eq. (139) 

(4). VMIM(bubble) + LM: Variational Multiscale Immersed Method by residual-free bubble 

method with Lagrangian Multiplier Method, Eq. (194) 

(5). VMIM(App) + LM: Variational Multiscale Immersed Method by approximated fine-scale 

solution with Lagrangian Multiplier Method, Eq. (208) 

To access the accuracy of different numerical schemes, the following normalized displacement 

and energy norms are employed: 

‖𝒖 − 𝒖ℎ‖
𝐿2
= √

(𝒖−ℎ − 𝒖𝑒𝑥𝑎𝑐𝑡, 𝒖−ℎ − 𝒖𝑒𝑥𝑎𝑐𝑡)Ω−\Ω+ + (𝒖+
ℎ − 𝒖𝑒𝑥𝑎𝑐𝑡 , 𝒖+ℎ −𝒖𝑒𝑥𝑎𝑐𝑡)

Ω+

(𝒖𝑒𝑥𝑎𝑐𝑡, 𝒖𝑒𝑥𝑎𝑐𝑡)Ω
 (235) 

‖𝒖 − 𝒖ℎ‖
𝐸
= √

(𝜺−ℎ − 𝜺𝑒𝑥𝑎𝑐𝑡 , 𝝈−ℎ − 𝝈𝑒𝑥𝑎𝑐𝑡)Ω−\Ω+ + (𝜺+
ℎ − 𝜺𝑒𝑥𝑎𝑐𝑡 , 𝝈+ℎ − 𝝈𝑒𝑥𝑎𝑐𝑡)

Ω+

(𝜺𝑒𝑥𝑎𝑐𝑡 , 𝝈𝑒𝑥𝑎𝑐𝑡)Ω
 (236) 
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in which the superscript “exact” denotes the exact solutions. 𝒖−ℎ , 𝜺−ℎ , 𝝈−ℎ  are numerical 

displacement, strain, and stress from the background domain, respectively and 𝒖+
ℎ
, 𝜺+

ℎ
, 𝝈+

ℎ
 

are numerical displacement, strain, and stress from the foreground domain, respectively. For 

domain integration involved in error calculation (235) and (236), a high-order Gauss integration is 

employed (10 × 10 Gauss points per background integration cell) is used.  

 

5.3.1 Patch Test 

In the first example, the linear patch test is analyzed to verify the accuracy using linear basis 

in the RK approximation under given nodal integration for the derived variational multiscale 

immersed formulation. An elasticity equation is considered with the exact solution defined as a 

linear polynomial function: 

𝒖𝑒𝑥𝑎𝑐𝑡 = [
0.1 + 0.1𝑥1 + 0.2𝑥2
0.05 + 0.15𝑥1 + 0.1𝑥2

] (237) 

where the problem contains a square foreground inclusion domain immersed in a square 

background matrix domain as shown in Figure 34. 

 
Figure 34. Computational domain for the patch test: a foreground square domain Ω+ is 

immersed in a background square domain Ω−. 
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For the patch test, the elastic moduli at foreground and background are set to be homogeneous 

𝑪+ = 𝑪− , with Young’s modulus 𝐸+ = 𝐸− = 1 × 103  and Poisson’s ratio 𝜈+ = 𝑣− = 0.3 ,  

𝜺𝑒𝑥𝑎𝑐𝑡  is the exact strain with 𝜺𝑒𝑥𝑎𝑐𝑡 = [0.1, 0.1, 0.175]𝑇 ; 𝒈 = 𝒖𝑒𝑥𝑎𝑐𝑡  is enforced on 

∂Ω𝑔: (𝑥1, 𝑥2) ∈ ∂Ω
−, and the body force is set to 𝒃 = 𝟎. Next, the solution accuracy with model 

discretization refinement under both uniform and non-uniform discretizations is examined. As 

shown in Figure 35, non-uniform discretizations are generated by introducing random numbers 

between ±0.5ℎ into the uniform discretizations, where ℎ is the nodal distance in the uniform 

discretizations of a unit square. 

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 35. Uniform and non-uniform discretization of a square domain with (a) 6 × 6, (b) 

11 × 11, (c) 16 × 16, and (d) 21 × 21 nodes for both background and foreground domain, 

where the non-uniform discretizations from (e) to (h) are consisted of randomized nodal 

distribuitons that corespond to the uniform nodal distribuitons from (a) to (d), respectively. 

 

As shown in Table 3 to Table 6, the L2 and energy norm in uniform and nonuniform 

discretizations show that all tested methods pass the linear patch test, which shows the quadrature 
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scheme for both the conventional immersed approach or variational immersed approach all 

satisfied the integration constraint. 
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Table 3. L2 error norm in linear patch tests (uniform discretization) 

Quadrature Scheme 
Refinement Level 

6 × 6  11 × 11  16 × 16 21 × 21  

IM + Penalty 0.8E-15 0.4E-15 0.8E-15 1.2E-15 

IM + LM 1.0E-15 0.3E-15 0.6E-15 1.2E-15 

IM + Nitsches 1.1E-15 0.4E-15 0.6E-15 1.2E-15 

VMIM(Bubble) + LM 1.1E-15 0.4E-15 0.6E-15 1.1E-15 

VMIM(App) + LM 0.6E-15 0.6E-15 0.9E-15 1.3E-15 

 

Table 4. Energy error norm in linear patch tests (uniform discretization) 

Quadrature Scheme 
Refinement Level 

6 × 6  11 × 11  16 × 16 21 × 21  

IM + Penalty 1.9E-15 1.0E-15 0.8E-15 1.2E-15 

IM + LM 1.3E-15 0.6E-15 0.7E-15 1.1E-15 

IM + Nitsches 1.3E-15 0.5E-15 0.8E-15 1.2E-15 

VMIM(Bubble) + LM 1.4E-15 0.5E-15 0.8E-15 1.2E-15 

VMIM(App) + LM 1.8E-15 0.9E-15 1.3E-15 1.2E-15 

 

Table 5. L2 error norm in linear patch tests (nonuniform discretization) 

Quadrature Scheme 
Refinement Level 

6 × 6  11 × 11  16 × 16 21 × 21  

IM + Penalty 1.6E-15 0.8E-15 1.7E-15 2.3E-15 

IM + LM 2.1E-15 0.7E-15 1.2E-15 2.5E-15 

IM + Nitsches 2.2E-15 0.8E-15 1.2E-15 2.5E-15 

VMIM(Bubble) + LM 2.2E-15 0.7E-15 1.2E-15 2.4E-15 

VMIM(App) + LM 1.3E-15 1.2E-15 1.8E-15 2.6E-15 

 

Table 6. Energy error norm in linear patch tests (nonuniform discretization) 

Quadrature Scheme 
Refinement Level 

6 × 6  11 × 11  16 × 16 21 × 21  

IM + Penalty 3.8E-15 1.2E-15 1.7E-15 2.3E-15 

IM + LM 2.7E-15 1.2E-15 1.5E-15 2.5E-15 

IM + Nitsches 2.7E-15 1.1E-15 1.6E-15 2.4E-15 

VMIM(Bubble) + LM 2.8E-15 1.1E-15 1.5E-15 2.4E-15 

VMIM(App) + LM 3.9E-15 1.9E-15 2.6E-15 2.6E-15 
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5.3.2 Heterogeneous Material Diffusion Problems 

In the second numerical example, the heterogeneous material diffusion problem shown in 

[165] is tested, where the strong form of the heterogeneous material diffusion problem is given in 

Appendix A (Eqns. (286) to (289)). The derivation of VMIM for the heterogeneous material 

diffusion problem are given in Appendix. The diffusivity is set to be 𝑘+ = 100 and 𝑘− = 1  

and the problem is subjected to a source term 𝑠 = −4. The problem domain and the discretization 

are demonstrated in Figure 36. 

 

 
Figure 36. Illustration of heterogeneous material diffusion problem and the numerical 

discretization. Foreground is discretized into 401 nodes and background is discretized into 441 

nodes (regular discretization). 

 

The exact solution of the problem reads: 

𝑢𝑒𝑥𝑎𝑐𝑡(𝒙) =
 𝑥1
2 + 𝑥2

2

𝑘+
,   ∀𝒙 ∈ Ω+ 

𝑢𝑒𝑥𝑎𝑐𝑡(𝒙) =
 𝑥1
2 + 𝑥2

2

𝑘−
+ 𝑟0

2 (
1

𝑘+
−
1

𝑘−
),   ∀𝒙 ∈ Ω− 

(238) 

where 𝑟0 = 0.5  is the radius of the circular inclusion. The exact solution 𝑔 = 𝑢𝑒𝑥𝑎𝑐𝑡  is 

employed as the essential boundary conditions at boundary ∂Ω𝑔: (𝑥1, 𝑥2) ∈ ∂Ω
−.  The 
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performance of conventional immersed formulation with different constraint method is 

investigated. As shown in Figure 37, remarkable error can be found out in the scalar variable inside 

the region Ω+ for immersed method with all three constraint enforcement methods. Also, it can 

be seen from out Figure 38 that flux field exhibits strong oscillation. The numerical investigation 

shows the conventional immersed approach yields unstable and inaccurate solution with different 

constraint enforcement method. 

 
Figure 37. Numerical solution of scalar variable field along 𝑥2 = 0 by immersed method with 

penalty, Lagrange multiplier, and Nitsche’s method, compared with exact solution. 

 

  
(a) Gradient field (b) flux field 

Figure 38. Numerical solution of gradient and flux field along 𝑥2 = 0 by by immersed method 

with penalty, Lagrange multiplier, and Nitsche’s method, compared with exact solution. 
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On the other hand, from Figure 39, by employing the variational multiscale immersed method, 

the solution becomes much more accurate in the scalar variable field. Also, the solution in the 

gradient field becomes much more accurate close to the interface; oscillation in the flux field is 

largely reduced, as shown in Figure 40, where only small perturbation near the material interface 

is found. The introduction of fine-scale features not only increases the accuracy of the solution but 

also enhances the numerical stability. 

 
Figure 39. Numerical solution of scalar variable field along 𝑥2 = 0 by immersed method and 

variational multiscale immersed method, compared with exact solution. 
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(a) Gradient field (b) flux field 

Figure 40. Numerical solution of radient and flux field along 𝑥2 = 0 by immersed method and 

variational multiscale immersed method, compared with exact solution. 

 

The convergence rate and computational costs for all tested methods are given in Figure 41. 

From the convergence study, the VMIMs with Lagrange multipliers show optimal convergence 

rate comparing to conventional IMs for both L2 and energy norm. From the computational cost in  

Figure 41 (b), it can be found out the VMIMs result in similar computational costs compared to 

IMs. The computational cost of VMIM with the bubble method (method 1) is higher than the 

approximated approach (method 2) due to the domain subdivision required in numerical 

integration for the fine-scale equation. 
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(a) Convergence Rate 

  

(b) Computational Cost 

Figure 41. Convergence rate and computational cost of all tested methods. The vales in the 

legends indicates the average convergence rate. 

 

Finally, the distribution of scalar variable, gradient and flux field are demonstrated in Figure 

42, where it can be seen clearly seen that the flux field from IM + LM results in oscillatory results, 

while the results from VMIMs are much more tsable. Small perturbation are found in VMIMs, but 

the overall performance is statisfied. The reason of perturbation near the material interface is 

unclear at the current stage, which shall be investigated further in the future work. 
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Figure 42. Computational domain for the patch test: a foreground square domain Ω+ is 

immersed in a background square domain Ω−. 
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The fine-scale solution from the results of VMIMs can be found out in Figure 43, where the 

peak value lies near the material interfaces. As mentioned in Chapter 5.2, the fine-scale solution 

plays a rule in indicating the error between the coarse-scale solution and true solution. Here, it can 

be verified that errors near the material interface are larger due to the low continuity (𝐶0) in true 

solution near the interface, and therefore the fine-scale solution can be used as a-posterior error 

indicator for the heterogeneous material problem via the immersed method, which is consistent 

with the theory of VMS [9]. 

  
(a) Fine-scale solution, VMIM(Bubble) (b) Fine-scale solution, VMIM(App) 

Figure 43. Fine-scale solution |𝑢̂−| by (a) residual-free bubble method and (b) approximated 

fine-scale solution. 
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5.3.3 Circular inclusion in an infinite plate subject to far-field traction 

In the third numerical example, the linear elasticity problem in heterogeneous material [166] 

is tested, where a circular inclusion with radius 𝑅 in an infinite plate is under a far-field traction 𝑃 

as shown in Figure 44. The computational domain is a finite square domain with length 𝐿. The 

Young’s modulus 𝐸+ = 1 × 105  is used for the inclusion and 𝐸− = 1 × 103 is used for the 

background matrix media. Poisson ratio 𝑣+ = 𝑣− = 0.3 is used for both domains. 

 

 
Figure 44. Illustration of circular inclusion problem and the numerical discretization. Foreground 

is discretized into 401 nodes and background is discretized into 441 nodes (regular 

discretization). 

 

The plane stress condition is assumed and the exact solution in the background matrix domain 

reads 

𝑢𝑟
+ =

𝑃𝑅

8𝜇+
{[
𝑟(𝜅+ − 1)

𝑅
+ 2𝛾1

𝑅

𝑟
] + [

2𝑟

𝑅
+ 𝛽1(𝜅

+ + 1)
𝑅

𝑟
+ 2𝛿1

𝑅3

𝑟3
] cos(2𝜃)} 

𝑢𝜃
+ =

𝑃𝑅

8𝜇+
[(−2

𝑟

𝑅
− 𝛽1(𝜅

+ − 1)
𝑅

𝑟
+ 2𝛿1

𝑅3

𝑟3
)] sin(2𝜃) 

(239) 
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𝜎𝑟𝑟
𝑒𝑥𝑎𝑐𝑡 =

𝑃

2
[1 − 𝛾1

𝑅2

𝑟2
+ (1 − 2𝛽1

𝑅2

𝑟2
− 3𝛿1

𝑅4

𝑟4
) cos(2𝜃)] 

𝜎𝜃𝜃
𝑒𝑥𝑎𝑐𝑡 =

𝑃

2
[1 + 𝛾1

𝑅2

𝑟2
− (1 − 3𝛿1

𝑅4

𝑟4
) cos(2𝜃)] 

𝜎𝑟𝜃
𝑒𝑥𝑎𝑐𝑡 = −

𝑃

2
(1 + 𝛽1

𝑅2

𝑟2
+ 3𝛿1

𝑅4

𝑟4
) sin(2𝜃) 

(240) 

where (𝑟, 𝜃) are polar coordinates and 𝛽1, 𝛾1 and 𝛿1 are expressed as 

𝛽1 =
𝜇+(𝜅− − 1) − 𝜇−(𝜅+ − 1)

2𝜇− + 𝜇+(𝜅− − 1)
 

𝛾1 =
𝜇+(𝜅− − 1) − 𝜇−(𝜅+ − 1)

2𝜇− + 𝜇+(𝜅− − 1)
 

𝛿1 =
𝜇− − 𝜇+

𝜇+ − 𝜇−𝜅+
 

(241) 

𝜇− =
𝐸−

1 + 𝑣−
,   𝜇+ =

𝐸+

1 + 𝑣+
 

𝜅− =
3 − 𝑣−

1 + 𝑣−
,   𝜅+ =

3 − 𝑣+

1 + 𝑣+
 

(242) 

Then, the exact solution inside the inclusion are given by the following equations 

𝑢𝑟
𝑒𝑥𝑎𝑐𝑡 =

𝑃𝑟

8𝜇−
{𝛽2(𝜅2 − 1) + 2𝛿2 cos(2𝜃)} 

𝑢𝜃
𝑒𝑥𝑎𝑐𝑡 = −

𝑃𝑟𝛿2
8𝜇−

sin(2𝜃) 

(243) 
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𝜎𝑟𝑟
𝑒𝑥𝑎𝑐𝑡 =

𝑃

2
[𝛽2 + 𝛿2 cos(2𝜃)] 

𝜎𝜃𝜃
𝑒𝑥𝑎𝑐𝑡 =

𝑃

2
[𝛽2 − 𝛿2 cos(2𝜃)] 

𝜎𝑟𝜃
𝑒𝑥𝑎𝑐𝑡 = −

𝑃𝛿2
2𝜇−

sin(2𝜃) 

(244) 

where 𝛽2 and 𝛿2 are expressed as 

𝛽2 =
𝜇−(𝜅+ + 1)

2𝜇− + 𝜇+(𝜅− − 1)
 

𝛿2 =
𝜇−(𝜅+ + 1)

𝜇+ − 𝜇−𝜅+
 

(245) 

The exact solution is employed as the essential boundary conditions for boundary 

∂Ω𝑔: (𝑥1, 𝑥2) ∈ ∂Ω
−. As shown in Figure 45 and Figure 46, the error can be found out in the 

displacement field for the immersed method with all three constraint enforcement methods. Also, 

it can be seen from Figure 46 (b) that the stress field exhibit strong oscillation, similar to the case 

observed in the heterogeneous material diffusion problem. It can be concluded that the 

conventional immersed approach yields an unstable and inaccurate solution with the three common 

constraint enforcement methods. 
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Figure 45. Numerical solution of x-direction displacement along 𝑥1 = 0 by immersed method 

with the penalty, Lagrange multiplier, and Nitsche’s method, compared with exact solution. 

 

  
(a) strain field (b) stress field 

Figure 46. Numerical solution of strian and stress field along 𝑥1 = 0 by immersed method with 

the penalty, Lagrange multiplier, and Nitsche’s method, compared with exact solution. 

 

On the other hand, from Figure 47 and Figure 48, by employing the variational multiscale 

immersed method via bubble method or approximation method, the solution becomes much more 

accurate in all fields. Also, the oscillation in the stress field is largely reduced by VMIMs. The 
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introduction of fine-scale features not only increases the accuracy of solution but also reduces the 

numerical instability. 

 
Figure 47. Numerical solution of x-direction displacement along 𝑥1 = 0 by immersed method 

and variational multiscale immersed method, compared with exact solution. 

 

  
(a) Gradient field (b) flux field 

Figure 48. Numerical solution of strian and stress field along 𝑥1 = 0 by immersed method and 

variational multiscale immersed method, compared with exact solution. 

 

The convergence rates and computational costs for all methods are given in Figure 49. From 

the convergence rate study, the VMIMs with Lagrange multipliers show optimal convergence rate 
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comparing to conventional IMs for both L2 and energy norm. From the computational cost in 

Figure 49 (b), it can be found out the cost of VMIMs is slightly higher than that of IMs, but with 

much better accuracy. 

  

(a) Convergence Rate 

  

(b) Computational Cost 

Figure 49. Convergence rate and computational cost of all tested methods. The vales in the 

legends indicates the average convergence rate. 

 

 

Finally, the distribution of displacement, strain, and stress field are demonstrated in Figure 

50 and Figure 51, where it can be seen clearly seen that the stress field from IM + LM results in 

oscillatory results, while the results from VMIMs are much more stable. Small perturbation can 

still be found in VMIM(Bubble) + LM, but the overall performance is satisfied.  
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Figure 50. Numerical results of elastic inclusion under far-field tension: displacement 𝑢1, Strain 

𝜀11, and stress 𝜎11 
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 Displacement 𝑢2 Strain 𝜀22 Stress 𝜎22 
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Figure 51. Numerical results of elastic inclusion under far-field tension: displacement 𝑢2, Strain 

𝜀22, and stress 𝜎22 
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Also, the comparison of the numerical results of VMIM(Bubble) + Lagrange Multiplier with 

different bubble function are expressed in Figure 52. It can be seen that the results by bubble 

function with different continuity results in almost identical results, where it is found out the 

numerical oscillation are less remarkable in the case of linear B-spline function and power kernel 

function. 

 

 
(a) Linear B-spline kernel 

 
(b) Quadratic B-spline kernel 

 
(c) Cubic B-spline kernel 

 
(d) Power Kernel [39] 

Figure 52. Stress distribution by the VMIM(Bubble) + Lagrange Multiplier method with 

different bubble function. 
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The fine-scale solution from the results of VMIMs for the heterogeneous material elastic 

problem can be found out in Figure 53, where the magnitude of fine-scale solution ( |𝒖̂| =

√(𝑢̂1
−)2 + (𝑢̂2

−)2) have higher error near the two sides of the inclusion. Since the traction is applied 

in the 𝑥1 direction, it can be expected that more errors are accumulated along 𝑥1 direction at 

𝑥2 = 0. 

  
(a) Fine-Scale Solution, VMIM(Bubble) (b) Fine-Scale Solution, VMIM(App) 

Figure 53. Fine-scale solution |𝒖̂| by two VMIM approaches. 

 

5.3.4 Modeling of Heterogeneous Microstructure 

The heterogeneous microstructure usually involves complex geometry which leads to a low-

quality mesh for FEM, unless very fine mesh is used, as shown in Figure 54. The proposed 

meshfree immersed framework can easily handle the discretization for a given microstructure, with 

accurate and stable numerical results. 
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Figure 54. Finite element mesh of the duplex stainless-steel microstructures sample. Figure is 

obtained from the literature [167]. 

 

In this numerical example, a two-dimensional microstructure under tension and shear 

deformation are tested by prescribing a horizontal and vertical displacement, as shown in Figure 

55. The geometry of the microstructure is generated by randomly distributing 35 circular 

inclusions inside a square domain with unit length. The radii of the inclusions are also randomly 

picked from 0.05 to 0.15 unit shown in Figure 55. The Young’s modulus and Poisson ratio for the 

background material and foreground inclusions are set to be (𝐸−, 𝑣−) = (2,0.4) and (𝐸+, 𝑣+) =

(40,0.1), respectively. The plane stress condition is assumed. The numerical discretization for the 

proposed immersed method is expressed in Figure 76, where 1,108 nodes are used for the 

inclusions, and 41 by 41 uniform discrete nodes are used for the background domain. In this test, 

only VMIM with an approximated fine-scale solution is employed due to the better efficiency and 

accuracy shown in the linear elasticity problem shown in the previous section. A mesh-refined 

conforming FEM result is employed as the reference solution. Note that in the numerical testing 

of FEM, the conforming mesh must be refined enough with minimum mesh size 0.005 

(correspondingly 44,258 nodes in FEM) to avoid low-quality mesh in this case. In comparison, the 
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presented immersed formulation only requires 2,789 nodes, and there is no issue of low-quality 

discretization. 

 
Figure 55. Tension and shear test of the heterogeneous microstructure. 

 

 

 
Figure 56. Numerical discretization employed for the given microstructure in Figure 55. 

 

The results of the microstructure under tensile deformation can be found in Figure 57 and 

Figure 58, where it can be easily found out that the VMIM results in consistent displacement and 

stress distribution in the microstructure, compared to reference FEM solution. Also, from the stress 

distribution, VMIM produces non-oscillatory strain and stress solution, and the results is in good 
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agreement to the reference conforming FEM solutions, while FEM requires 20 times more nodes 

than the immersed framework. 
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Figure 57. Displacement fields of the microstructure under the tensile deformation. 
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Figure 58. Strain and stress field of the microstructure under the tensile deformation. 
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The results of the microstructure under shear deformation can be found in Figure 59 and 

Figure 60. Similar to the tensile test, the VMIM produce smooth and comparable accuracy with a 

coarser discretization in comparison with the reference FEM solution.  

It is noted for both tensile and shear test, the strain concentration for close-by inclusions are 

smoother in the case of VMIM. It may be due to the smooth features employed in RKPM, and the 

coarser discretization employed in the meshfree framework. Also, the concave geometry of the 

foreground inclusions may cause RK support overlapping at region with strong concavity, which 

shall lose some accuracy. The methodology avoiding such situation is under investigation, such as 

employing the FE shape function or conforming RK method [86] for foreground inclusion domain. 
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Figure 59. Displacement fields of the microstructure under the shear deformation. 
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Figure 60. Strain and stress field of the microstructure under the shear deformation. 
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5.4 Summary of VMIM for Heterogeneous Material Problem 

In this study, a robust immersed formulation is developed for the RKPM modeling of 

heterogeneous material problems. The problem domain is performed under an immersed setting 

with the volumetric constraint, which avoids numerical difficulties associated with low-quality 

discretization and issues with complex geometry. A variational multiscale immersed method 

(VMIM) is presented, where the multiscale decomposition is employed for the solution field. The 

fine-scale solution represents the error from the coarse-scale equations, and two strategies are used 

to solve the fine-scale equations: (1) residual-free bubble method, and (2) approximated fine-scale 

solution. In the first method, the fine-scale equation is solved numerically by the introduction of 

fine-scale approximation via nodal bubble functions. In the second method, the fine-scale solution 

is approximated by taking averaging of the fine-scale Green’s function. The substitution of the 

fine-scale solution into the coarse-scale equations naturally gives a stabilized Galerkin formulation 

shown in the literature [10], but in an immersed setting. Due to the stress divergence operator 

required in the VMIM, numerical methods with higher-order continuity are preferred, such as 

RKPM.  

The effectiveness of the proposed variational multiscale immersed meshfree framework is 

verified by solving several benchmark numerical examples. In the general heterogeneous material 

problems, VMIM shows enhanced accuracy and stability compared to the conventional immersed 

method, with comparable efficiency. Furthermore, the proposed immersed framework can 

effectively model material involving complex geometry, such as the material with complex 

microstructure. The accuracy of the presented method is comparable with refined conforming FEM, 

but a coarser discretization is needed. In sum, the proposed novel immersed method is suitable for 

various heterogeneous material problem that conventional approaches hard to dealing with. 
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This chapter, in part, is being prepared for submission for publication of the material as it 

may appear in “TH. Huang, JS. Chen and MR. Tupek. An Immersed Variational Multiscale RKPM 

Formulation. Part I - Heterogeneous Materials. 2020”. The dissertation author was the primary 

investigator and author of this paper. 
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Chapter 6 A Variational Multiscale 

Immersed RKPM Formulation for Fluid-

Structural Interaction  

 

 

This chapter focuses on developing an immersed RKPM formulation for fluid-structure 

interaction (FSI) problems. The strong form and weak form of the fluid, solid and coupled system 

are introduced in Chapter 6.1. The derivation of immersed FSI formulation is given in Chapter 6.2. 

The numerical examples are expressed in Chapter 6.3 to verify the proposed algorithm. 
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6.1 Model of Fluid-Structure Interaction 

To model the fluid structure interaction by the immersed framework introduced in 

previous chapter, a solid problem lying in a bounded domain Ω𝑠  is immersed in the 

background fluid domain Ω𝑓 as shown in Figure 61 (a two-dimensional example). 

 

 
Figure 61. The solid subdomain Ω𝑠 and the fluid subdomain Ω𝑓. 

 

The solid problem is defined in the domain Ω𝑠 and the fluid problem is defined in the 

domain Ω𝑓. The Dirichlet and Neumann jump conditions on the interface Γ are denoted as 

the fluid-structure interfacial condition. In this chapter, the governing equations of 

compressible flow and inelastic solid are considered for fluid and solid problem, respectively. 

Their strong and weak forms are presented in the following sections. 

 

6.1.1 Solid Problem 

In this study, the solid problem lying in the domain Ω𝑠  is written in the updated 

Lagrangian form as 

𝜌𝑠 − 𝜌0
𝑠det(𝑭) = 0 on Ω𝑠 (246) 
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𝜌𝑠
𝑑𝒗𝑠

𝑑𝑡
− ∇ ⋅ 𝝈𝑠 = 𝜌𝑠𝒃𝑠 on Ω𝑠 (247) 

where 𝜌𝑠 and 𝜌0
𝑠 are the solid density in the current and reference configuration, respectively. 

𝑭 = is the deformation gradient of solid, 𝑑(⋅)/𝑑𝑡 is the material derivative, 𝒗𝑠  is the solid 

velocity, 𝝈𝑠  is the solid Cauchy stress, and 𝒃𝑠  is the body force for the solid. Note that the 

superscript “s” denotes the variable for solid domain. 

 

6.1.2 Fluid Problem 

In the blast event, the compressible Navier-Stokes equations in the domain Ω𝑓 is considered, 

where the conservation form consists of balance equations of mass, momentum and energy follows: 

𝜕𝜌𝑓

𝜕𝑡
+ 𝜵 ⋅ 𝜌𝑓𝒗𝑓 = 0 on Ω𝑓 (248) 

𝜕𝜌𝑓𝒗𝑓

𝜕𝑡
+ 𝜵 ⋅ 𝜌𝑓𝒗𝑓⨂𝒗𝑓 − 𝜵 ⋅ 𝝈𝑓 = 𝜌𝑓𝒃𝑓 on Ω𝑓 (249) 

𝜕𝜌𝑓𝐸𝑓

𝜕𝑡
+ 𝜵 ⋅ 𝜌𝑓𝐸𝑓𝒗𝑓 − 𝜵 ⋅ 𝝈𝑓 ∙ 𝒗𝑓 = 𝜌𝑓𝒃𝑓 ∙ 𝒗𝑓 on Ω𝑓 (250) 

where 𝜕(⋅)/𝜕𝑡  is the spatial derivative. 𝒗𝑓  consists of the flow velocity components in 

Cartesian coordinates, 𝜌𝑓 is fluid mass density, 𝐸𝑓 is the fluid total energy density, 𝝈𝑓 = 𝝉𝑓 −

𝜌𝑓𝑰, is the fluid Cauchy stress, 𝑝𝑓 is the fluid pressure, 𝝉𝑓 = 𝜆𝑓(𝛁 ⋅ 𝒗𝑓)𝑰 + 𝜇𝑓(𝛁𝒗𝑓 + (𝛁𝒗𝑓)𝑇) 

is the fluid viscous stress with bulk viscosity 𝜆𝑓 and dynamic viscosity 𝜇𝑓, 𝒃𝑓 is the body force 

for fluid. The whole system is assumed to be adiabatic, so no external heat flux is supplied. The 

detailed expression of fluid viscous stress, fluid pression, with total energy density 𝐸𝑓 are listed 

in Chapter 3, Eqns. (53) to (56), respectively. 
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6.1.3 Fluid-Structure Interaction Problems 

 
Figure 62. Interface of fluid and solid. 

 

To couple the fluid and solid problem, the fluid-structure interaction condition is given 

in Figure 62, where the Dirichlet and Neumann jump condition (251) and (252) at interface 

Γ must hold: 

𝝈𝑠 ⋅ 𝒏− 𝝈𝑓 ⋅ 𝒏 = ⟦𝝈 ⋅ 𝒏⟧ = 𝟎, ∀𝒙 ∈ Γ (251) 

𝒗𝑠 − 𝒗𝑓 = ⟦𝒗⟧ = 𝟎, ∀𝒙 ∈ Γ (252) 

where ⟦⋅⟧ is the jump operator. Eqns. (251) and (252) describes the equilibrium and no-slip 

behavior between the solid subdomain Ω𝑠 and the fluid subdomain Ω𝑓. From Chapter 6.1.1 to 6.1.3, 

the strong form of fluid-structure interaction problems is given, and the weak form is derived by 

the immersed method introduced in Chapter 5. 

 

6.1.4 Immersed Weak Form of Fluid-Structure Interaction Problems 

By the immersed approach discussed in Chapter 5, the fluid-structure interaction 

problem can be viewed as the fluid response in the whole background fluid domains Ω𝑓, the 

solid response in the foreground solid domain Ω𝑠 , and then subtract the effect of fluid 

response in the overlapping area Ω𝑠 . In this way, the strong form of the fluid-structure 

coupled system can be written as: 
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𝜌𝑠
𝑑𝒗𝑠

𝑑𝑡
− 𝜌𝑓

𝑑𝒗𝑓

𝑑𝑡
− (∇ ⋅ 𝝈𝑠 − ∇ ⋅ 𝝈𝑓) = 𝜌𝑠𝒃𝑠 − 𝜌𝑓𝒃𝑓 , ∀𝒙 ∈ Ω𝑠 (253) 

𝜕

𝜕𝑡
(

𝜌𝑓

𝜌𝑓𝒗𝑓

𝜌𝑓𝐸𝑓
) + 𝜵 ⋅ (

𝜌𝑓𝒗𝑓

𝜌𝑓𝒗𝑓⨂𝒗𝑓

𝜌𝑓𝐸𝑓𝒗𝑓
)− 𝜵 ⋅ (

0

𝝈𝑓

𝝈𝑓 ∙ 𝒗𝑓
) = (

0

𝜌𝑓𝒃𝑓

𝜌𝑓𝒃𝑓 ∙ 𝒗𝑓
) , ∀𝒙 ∈ Ω𝑓 (254) 

Eq. (253) indicates the subtraction of fluid response from the solid system at the overlapping region. 

The strong form of the fluid problem (248) to (250) remains unchanged in the background domain 

as shown in Eq. (254). In the proposed immersed setting, the interfacial constraint (252) is 

extended into the interior of the solid domain, turning a the volumetric constraint. In this way, the 

fluid-structure interaction condition are rewritten as follows: 

⟦𝝈 ⋅ 𝒏⟧ = 𝟎, ∀𝒙 ∈ Γ (255) 

⟦𝒗⟧ = 𝟎, ∀𝒙 ∈ Ω𝑠 (256) 

To derive the weak form of the immersed FSI problem, the Lagrange multiplier 𝝀  is 

introduced to impose the volumetric constraint. The test functions 𝑾 ≡ (𝒘𝒗𝑠 , 𝒘𝒗𝑓 , 𝑤𝜌𝑓 , 𝑤𝐸𝑓 , 𝒘𝝀) 

are introduced corresponding to the trail functions 𝑼 ≡ (𝒗𝑠, 𝒗𝑓 , 𝜌𝑓 , 𝐸𝑓 , 𝝀) respectively. The trail 

functions are members of 𝓢 ≡ 𝓢𝑣
𝑠
× 𝓢𝑣

𝑓
× 𝓢𝜌

𝑓
× 𝓢𝐸

𝑓
× 𝓢𝝀 and the test functions are members 

of 𝓥 ≡ 𝓥𝑣
𝑠
× 𝓥𝑣

𝑓
× 𝓥𝜌

𝑓
× 𝓥𝐸

𝑓
× 𝓥𝝀. 𝓢 and 𝓥 contains the function satisfying the essential 

and natural boundary conditions, and then the weak form can be read as: find (𝒗𝑠, 𝒗𝑓 , 𝜌𝑓 , 𝐸𝑓 , 𝝀) ∈

𝓢, such that 

(𝒘𝒗𝑠 , 𝜌
𝑠
𝑑𝒗𝑠

𝑑𝑡
− 𝜌𝑓

𝑑𝒗𝑓

𝑑𝑡
)
Ω𝑠

 − (𝒘𝒗𝑠 , ∇ ⋅ 𝝈
𝑠 − ∇ ⋅ 𝝈𝑓)Ω𝑠 + (𝒘𝒗𝑠 , 𝝀)Ω𝑓

= (𝒘𝒗𝑠 , 𝜌
𝑠𝒃𝑠 − 𝜌𝑓𝒃𝑓)Ω𝑠 

(257) 
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((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) ,
𝜕

𝜕𝑡
(

𝜌𝑓

𝜌𝑓𝒗𝑓

𝜌𝑓𝐸𝑓
))

Ω𝑓

+ ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , 𝜵 ⋅ (

𝜌𝑓𝒗𝑓

𝜌𝑓𝒗𝑓⨂𝒗𝑓

𝜌𝑓𝐸𝑓𝒗𝑓
))

Ω𝑓

− ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , 𝜵 ⋅ (

0
𝝈𝑓

𝝈𝑓 ∙ 𝒗𝑓
))

Ω𝑓

− ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , (

0
𝝀
0
))

Ω𝑠

= ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , (

0
𝜌𝑓𝒃𝑓

𝜌𝑓𝒃𝑓 ∙ 𝒗𝑓
))

Ω𝑓

 

(258) 

(𝒘𝝀, 𝒗
𝑠 − 𝒗𝑓)Ω𝑠 = 𝟎 (259) 

∀(𝒘𝒗𝑠 , 𝒘𝒗𝑓 , 𝑤𝜌𝑓 , 𝑤𝐸𝑓 , 𝒘𝝀) ∈ 𝓥. (⋅,⋅)𝜔 denotes the inner product performed on 𝜔. By employing 

the integration-by-part with the imposition of boundary conditions, the weak form can be re-

written as: find (𝒗𝑠, 𝒗𝑓 , 𝜌𝑓 , 𝐸𝑓 , 𝝀) ∈ 𝓢, such that 

(𝒘𝒗𝑠 , 𝜌
𝑠
𝑑𝒗𝑠

𝑑𝑡
− 𝜌𝑓

𝑑𝒗𝑓

𝑑𝑡
)
Ω𝑠

+ (∇ ⋅ 𝒘𝒗𝑠 , 𝝈
𝑠 − 𝝈𝑓)Ω𝑠 + (𝒘𝒗𝑠 , 𝝀)Ω𝑠

= (𝒘𝒗𝑠 , 𝜌
𝑠𝒃𝑠 − 𝜌𝑓𝒃𝑓)Ω𝑠 + (𝒘𝒗𝑠 , ⟦𝝈 ⋅ 𝒏⟧)Γ

= (𝒘𝒗𝑠 , 𝜌
𝑠𝒃𝑠 − 𝜌𝑓𝒃𝑓)Ω𝑠 

(260) 

((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) ,
𝜕

𝜕𝑡
(

𝜌𝑓

𝜌𝑓𝒗𝑓

𝜌𝑓𝐸𝑓
))

Ω𝑓

+ ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , 𝜵 ⋅ (

𝜌𝑓𝒗𝑓

𝜌𝑓𝒗𝑓⨂𝒗𝑓

𝜌𝑓𝐸𝑓𝒗𝑓
))

Ω𝑓

+ (𝜵 ⋅ (

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , (

0
𝝈𝑓

𝝈𝑓 ∙ 𝒗𝑓
))

Ω𝑓

− ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , (

0
𝝀
0
))

Ω𝑠

= ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , (

0
𝜌𝑓𝒃𝑓

𝜌𝑓𝒃𝑓 ∙ 𝒗𝑓
))

Ω𝑓

+ ((

𝑤𝜌𝑓
𝒘𝒗𝑓

𝑤𝐸𝑓
) , (

0
𝒉
0
))

𝜕Ωℎ
𝑓

 

(261) 
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(𝒘𝝀, 𝒗
𝑠 − 𝒗𝑓)Ω𝑠 = 𝟎 (262) 

∀(𝒘𝒗𝑠 , 𝒘𝒗𝑓 , 𝑤𝜌𝑓 , 𝑤𝐸𝑓 , 𝒘𝝀) ∈ 𝓥 , where 𝒉  is the traction applied on the background fluid 

boundary 𝜕Ωℎ
𝑓
.  

 

6.2 The Immersed FSI Formulation 

In this section, the immersed formulation is derived to solve the FSI problem shown in Eqns. 

(260) to (262). The variational multiscale immersed formulation in Chapter 5 is employed as an 

enhancement for the accuracy and stability. Then, a mixed density approach is introduced such 

that the inertia effect in solid domain can be eliminated, enabling the fluid equations to be solved 

with the Lagrange multiplier calculated from the solid domain. The RK approximation with the 

MUSCL-SCNI formulation is employed to solve the fluid equations. The nodal integration method 

is applied to the background fluid and foreground solid, making it effective in modeling the 

structure under large deformation and fragmentation. 

 

 

6.2.1 Variational Multiscale Immersed Method for Immersed FSI 

To solve the immersed fluid-structure weak form, the variational multiscale immersed 

formulation (VMIM) is employed, where the fluid velocity is decoupled into coarse-scale and fine-

scale, i.e. 𝒗𝑓(𝒙, 𝑡) = 𝒗̅𝑓(𝒙, 𝑡) + 𝒗̂𝑓(𝒙), where (⋅)̅̅̅̅  and (⋅)̂ denotes the variables in coarse-scale 

and fine-scale respectively. Note that the fine-scale solution is assumed to be in steady-state [168] 

such that inertia effect (including advection) vanishes 𝑑𝒗̂𝑓/𝑑𝑡 = 𝟎 and 𝜕𝒗̂𝑓/𝜕𝑡 = 𝟎. According 
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to [168] , this treatment can avoid the numerical instability when the timestep size is very small. 

Further, the fine-scale solution is assumed to vanish on the domain boundary. Except for the 

background fluid velocity 𝒗𝑓, all other test and trail functions are represented by the coarse scale 

functions. By employing the multiscale decomposition and using the linear independency of test 

functions, the FSI problems can be decoupled into coarse-scale equations: 

(𝒘̅𝒗𝑠 , 𝜌
𝑠
𝑑𝒗̅𝑠

𝑑𝑡
− 𝜌𝑓

𝑑𝒗̅𝑓

𝑑𝑡
)
Ω𝑠

+ (∇ ⋅ 𝒘̅𝒗𝑠 , 𝝈
𝑠 − 𝝈𝑓)Ω𝑠 + (𝒘̅𝒗𝑠 , 𝝀̅)Ω𝑠

= (𝒘̅𝒗𝑠 , 𝜌̅
𝑠𝒃𝑠 − 𝜌̅𝑓𝒃𝑓)Ω𝑠 

(263) 

((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,
𝜕

𝜕𝑡
(

𝜌̅𝑓

𝜌̅𝑓𝒗̅𝑓

𝜌̅𝑓𝐸̅𝑓
))

Ω𝑓

+ ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,𝜵 ⋅ (

𝜌̅𝑓𝜌̅𝑓𝒗̅𝑓

𝜌̅𝑓𝒗̅𝑓⨂𝒗̅𝑓

𝜌̅𝑓𝐸̅𝑓𝒗̅𝑓
))

Ω𝑓

+ (𝜵 ⋅ (

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝝈𝑓

𝝈𝑓 ∙ 𝒗̅𝑓
))

Ω𝑓

− ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝝀̅
0
))

Ω𝑠

= ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,(

0
𝜌̅𝑓𝒃𝑓

𝜌̅𝑓𝒃𝑓 ∙ 𝒗̅𝑓
))

Ω𝑓

+ ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝒉
0
))

𝜕Ωℎ
𝑓

 

(264) 

(𝒘̅𝝀, 𝒗̅
𝑠 − 𝒗̅𝑓)Ω𝑠 = 0 (265) 

and the fine-scale equations on the momentum equation 

(𝒘̂𝒗𝑓 ,
𝜕𝜌̅𝑓𝒗̅𝑓

𝜕𝑡
)
Ω𝑓

+ (𝒘̂𝒗𝑓 , 𝜵 ⋅ 𝜌̅
𝑓𝒗̅𝑓⨂𝒗̅𝑓)

Ω𝑓
+ (𝜵 ⋅ 𝒘̂𝒗𝑓 , 𝝈

𝑓)
Ω𝑓
− (𝒘̂𝒗𝑓 , 𝝀̅)Ω𝑠

= (𝒘̂𝒗𝑓 , 𝜌̅
𝑓𝒃𝑓)

Ω𝑓
 

(266) 

With some algebraic manipulation, the fine-scale equation can be rewritten as 
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(𝒘̂𝒗𝑓 , −𝜵 ⋅ 𝝈
𝑓(𝑝̅𝑓 , 𝒗̂𝑓))

Ω𝑓

= −(𝒘̂𝒗𝑓 ,
𝜕𝜌̅𝑓𝒗̅𝑓

𝜕𝑡
+ 𝜵 ⋅ 𝜌̅𝑓𝒗̅𝑓⨂𝒗̅𝑓 + 𝜵𝑝̅𝑓 − 𝜵 ⋅ 𝝉𝑓(𝒗̅𝑓)

− 𝜌̅𝑓𝒃𝑓)
Ω𝑓

− (𝒘̂𝒗𝑓 , 𝝀̅)Ω𝑠 

(267) 

From Eq. (267), the following approximation for the fine-scale solution is proposed, where the 

fine-scale solution can be written in terms of the fluid momentum balance residual [161]: 

𝒗̂𝑓 = −𝜏̂𝑓𝑹(𝜌̅𝑓 , 𝒗̅𝑓 , 𝑝̅𝑓 , 𝝀̅)

= −𝜏̂𝑓 (
𝜕𝜌̅𝑓𝒗̅𝑓

𝜕𝑡
+ 𝜵 ⋅ 𝜌̅𝑓𝒗̅𝑓⨂𝒗̅𝑓 + 𝜵𝑝̅𝑓 − 𝜵 ⋅ 𝝉𝑓(𝒗̅𝑓) − 𝝀̅ − 𝜌̅𝑓𝒃𝑓) 

(268) 

and the scalar operator 𝜏̂𝑓 can be defined in Eq. (269), to mimic the effect of divergence operator 

on the left hand side of Eq. (267): 

𝜏̂𝑓 = 𝑐𝜏
ℎ2

𝐾𝑓 + 2𝜇𝑓
 (269) 

where 𝐾𝑓 is the bulk modulus of the fluid (for compressible ideal gas, the bulk modulus is 𝐾𝑓 =

𝛾𝑝𝑓, where 𝛾 is the ideal gas constant), ℎ is the characteristic nodal distance, and 𝑐𝜏 is the a 

scalar selected from 0 to 1. In this study 𝑐𝜏 = 1/12 is selected based on analysis shown in 

previous chapter. Finally, with the fine-scale solution in hand, the final variational multiscale 

immersed FSI formulation reads: find (𝒗̅𝑠, 𝒗̅𝑓 , 𝜌̅𝑓 , 𝐸̅𝑓 , 𝝀̅) ∈ 𝓢̅, 

(𝒘̅𝒗𝑠 , 𝜌̅
𝑠
𝑑𝒗̅𝑠

𝑑𝑡
− 𝜌̅𝑓

𝑑𝒗̅𝑓

𝑑𝑡
)
Ω𝑠

+ (∇ ⋅ 𝒘̅𝒗𝑠 , 𝝈
𝑠 − 𝝈𝑓)Ω𝑠 + (𝒘̅𝒗𝑠 , 𝝀̅)Ω𝑠

= (𝒘̅𝒗𝑠 , 𝜌̅
𝑠𝒃𝑠 − 𝜌̅𝑓𝒃𝑓)Ω𝑠 

(270) 
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((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,
𝜕

𝜕𝑡
(

𝜌̅𝑓

𝜌̅𝑓𝒗̅𝑓

𝜌̅𝑓𝐸̅𝑓
))

Ω𝑓

+ ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,𝜵 ⋅ (

𝜌̅𝑓𝜌̅𝑓𝒗̅𝑓

𝜌̅𝑓𝒗̅𝑓⨂𝒗̅𝑓

𝜌̅𝑓𝐸̅𝑓𝒗̅𝑓
))

Ω𝑓

+ (𝜵 ⋅ (

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0

𝝈𝑓(𝒗̅𝑓)

𝝈𝑓 ∙ 𝒗̅𝑓
))

Ω𝑓

− ((
0

𝜵 ⋅ 𝝈𝑓(𝒘̅𝒗𝑓)

0

) ,−𝜏̂𝑓 (
0

𝑹(𝜌𝑓 , 𝒗̅𝑓 , 𝑝̅𝑓 , 𝝀̅)

0

))

Ω𝑓

− ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝝀̅
0
))

Ω𝑠

= ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,(

0
𝜌̅𝑓𝒃𝑓

𝜌̅𝑓𝒃𝑓 ∙ 𝒗̅𝑓
))

Ω𝑓

+ ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝒉
0
))

𝜕Ωℎ
𝑓

 

(271) 

(𝒘̅𝝀, 𝒗̅
𝑠 − 𝒗̅𝑓 − 𝒗̂𝑓)Ω𝑠 = 0 (272) 

∀(𝒘̅𝒗𝑠 , 𝒘̅𝒗𝑓 , 𝑤̅𝜌𝑓 , 𝑤̅𝐸𝑓 , 𝒘̅𝝀) ∈ 𝓥̅ . 𝓢̅ ⊂ 𝓢  and 𝓥̅ ⊂ 𝓥  are collections of trial and test function 

spaces of the coarse-scale variables, respectively. From Eq. (271), it can be seen the derived 

formulation leads to a stabilized formulation with the numerical error represented by 𝒗̂𝑓 using 

the residual of the momentum balance equations, and then substitute this information into the 

coarse-scale equations. 

  



 

 148 

6.2.2 Mixed Density Field Approach 

To solve the coupled equations (270) to (272), a mixed density approach [169] is employed. 

Because the fluid in the overlapping domain is fictitious, it can be assumed to have the same 

density as the solid without losing generality. A mixed density field 𝜌̃(𝒙) is defined by Eq. (273): 

𝜌̃(𝒙) = 𝜌̅𝑓 + (𝜌̅𝑠 − 𝜌̅𝑓)𝐻(𝒙) (273) 

This is used to replace the original fluid density field, where 𝐻(𝒙) is a Heaviside function 

indicating the position of the solid, defined as 

𝐻(𝒙) = {
1,  ∀𝒙 ∈ Ω𝑠

0, otherwise
  (274) 

In addition, the body force (i.e. gravity) applied are generally identical in the solid and fluid, such 

that 𝒃𝑠(𝒙) = 𝒃𝑓(𝒙), ∀𝒙 ∈ Ω𝑠. In this way, the inertia terms and body force terms in Eq. (270) 

naturally vanishes and therefore Eq. (270) can be rewritten as 

(∇ ⋅ 𝒘̅𝒗𝑠 , 𝝈
𝑠 − 𝝈𝑓)Ω𝑠 = −(𝒘̅𝒗𝑠 , 𝝀̅)Ω𝑠 (275) 

The corresponding fluid equations in Eq. (271) can be also be rewritten as 
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((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,
𝜕

𝜕𝑡
(

𝜌̃

𝜌̃𝒗̅𝑓

𝜌̃𝐸̅𝑓
))

Ω𝑓

+ ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,𝜵 ⋅ (

𝜌̃𝒗̅𝑓

𝜌̃𝒗̅𝑓⨂𝒗̅𝑓

𝜌̃𝐸̅𝑓𝒗̅𝑓
))

Ω𝑓

+ (𝜵 ⋅ (

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0

𝝈𝑓(𝒗̅𝑓)

𝝈𝑓 ∙ 𝒗̅𝑓
))

Ω𝑓

− ((
0

𝜵 ⋅ 𝝈𝑓(𝒘̅𝒗𝑓)

0

) , −𝜏̂𝑓 (
0

𝑹(𝜌̃, 𝒗̅𝑓 , 𝑝̅𝑓 , 𝝀̅)

0

))

Ω𝑓

− ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝝀̅
0
))

Ω𝑠

= ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) ,(

0
𝜌̃𝒃𝑓

𝜌̃𝒃𝑓 ∙ 𝒗̅𝑓
))

Ω𝑓

+ ((

𝑤̅𝜌𝑓

𝒘̅𝒗𝑓

𝑤̅𝐸𝑓

) , (
0
𝒉
0
))

𝜕Ωℎ
𝑓

 

(276) 

Eq. (276) is subjected to two algebraic equations (272) and (275). The Galerkin equation of (272), 

(275) and (276) can be formulated by employed the RK approximation for test and trial functions, 

reading: find (𝒗̅𝑠ℎ, 𝒗̅𝑓
ℎ
, 𝜌̅𝑓

ℎ
, 𝐸̅𝑓

ℎ
, 𝝀̅ℎ) ∈ 𝓢̅ℎ ⊂ 𝓢̅, such that 
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(

 
 
(

𝑤̅
𝜌𝑓
ℎ

𝒘̅
𝒗𝑓
ℎ

𝑤̅
𝐸𝑓
ℎ

) ,
𝜕

𝜕𝑡
(

𝜌̃ℎ

𝜌̃ℎ𝒗̅𝑓
ℎ

𝜌̃ℎ𝐸̅𝑓
ℎ

)

)

 
 

Ω𝑓

+

(

 
 
(

𝑤̅
𝜌𝑓
ℎ

𝒘̅
𝒗𝑓
ℎ

𝑤̅
𝐸𝑓
ℎ

) ,𝜵 ⋅ (

𝜌̃ℎ𝒗̅𝑓
ℎ

𝜌̃ℎ𝒗̅𝑓
ℎ
⨂𝒗̅𝑓

ℎ

𝜌̃ℎ𝐸̅𝑓𝒗̅𝑓

)

)

 
 

Ω𝑓

+

(

 
 
𝜵 ⋅ (

𝑤̅
𝜌𝑓
ℎ

𝒘̅
𝒗𝑓
ℎ

𝑤̅
𝐸𝑓
ℎ

) , (
0
𝝈𝑓

𝝈𝑓 ∙ 𝒗̅𝑓
ℎ
)

)

 
 

Ω𝑓

=

(

 
 
(

𝑤̅
𝜌𝑓
ℎ

𝒘̅
𝒗𝑓
ℎ

𝑤̅
𝐸𝑓
ℎ

) ,(

0
𝜌̃ℎ𝒃𝑓

𝜌̃ℎ𝒃𝑓 ∙ 𝒗̅𝑓
)

)

 
 

Ω𝑓

+

(

 
 
(

𝑤̅
𝜌𝑓
ℎ

𝒘̅
𝒗𝑓
ℎ

𝑤̅
𝐸𝑓
ℎ

) , (
0
𝒉
0
)

)

 
 

𝜕Ωℎ
𝑓

+

(

 
 
(

𝑤̅
𝜌𝑓
ℎ

𝒘̅
𝒗𝑓
ℎ

𝑤̅
𝐸𝑓
ℎ

) , (
0
𝝀̅ℎ

0
)

)

 
 

Ω𝑠

+ ((

0
𝜵 ⋅ 𝝈𝑓(𝒘̅

𝒗𝑓
ℎ )

0

) , −𝜏̂𝑓 (

0

𝑹 (𝜌̃ℎ, 𝒗̅𝑓
ℎ
, 𝑝̅𝑓

ℎ
, 𝝀̅ℎ)

0

))

Ω𝑓

 

(277) 

(𝒘̅𝒗𝑠
ℎ , 𝝀̅ℎ)

Ω𝑠
= −(∇ ⋅ 𝒘̅𝒗𝑠

ℎ , 𝝈𝑠 − 𝝈𝑓)
Ω𝑠

 (278) 

(𝒘̅𝝀
ℎ, 𝒗̅𝑠ℎ)

Ω𝑠
= (𝒘̅𝝀

ℎ, 𝒗̅𝑓
ℎ
− 𝜏̂𝑓𝑹(𝜌̃ℎ, 𝒗̅𝑓

ℎ
, 𝑝̅𝑓

ℎ
, 𝝀̅ℎ))

Ω𝑠
 (279) 

∀ (𝒘̅𝒗𝑠
ℎ , 𝒘̅

𝒗𝑓
ℎ , 𝑤̅

𝜌𝑓
ℎ , 𝑤̅

𝐸𝑓
ℎ , 𝒘̅𝝀

ℎ) ∈ 𝓥̅ℎ ⊂ 𝓥̅. The superscript (⋅)ℎ indicates the variables obtained by 

the proper RK approximation. The fine-scale related terms and Lagrange multiplier terms are 

regarded as unbalanced force on the right hand side of the Eq. (277). The mixed density 𝜌̃ℎ is 

approximated by 𝜌̃ℎ = 𝜌̅𝑓
ℎ
+ (𝜌̅𝑠ℎ − 𝜌̅𝑓

ℎ
)𝐻(𝒙). In this study, the Heaviside function 𝐻(𝒙) 

can be obtained by solving the following equations: 
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∫ 𝐻(𝒙)𝑑Ω

Ωf

= ∫ 1𝑑Ω

Ωs

 (280) 

with 𝐻(𝒙) approximated by the background fluid RK shape function 𝛹𝐼
𝑓
 with the generalized 

coefficient 𝐻𝐼, as shown in Eq. (281): 

𝐻(𝒙) ≈ 𝐻ℎ(𝒙) = ∑ 𝛹𝐼
𝑓(𝒙)𝐻𝐼

𝐼,𝒙𝐼∈𝛺𝑓

 (281) 

Then the Heaviside function can be solved by the following equation: 

∑ ∫𝛹𝐼
𝑓𝑇(𝒙)𝛹𝐽

𝑓(𝒙)𝑑𝛺

Ωf

𝐻𝐽
𝐽

= ∫ 𝛹𝐼
𝑓(𝒙)𝑑Ω, ∀𝐼

Ωs

 (282) 

 

6.2.3 Numerical Procedure 

An outline of the numerical algorithm for proposed immersed formulation within an explicit 

time integration solver is illustrated as follows: 

(1). Given the structural configuration Ω𝑠 and all variables 𝒗̅𝑠𝑛
ℎ , 𝒗̅𝑓𝑛

ℎ
, 𝜌̅𝑓

𝑛

ℎ
, 𝐸̅𝑓𝑛

ℎ
 at time step 𝑛.  

(2). Obtain the current solid density 𝜌̅𝑠
𝑛
ℎ

 by (246). Obtain fluid pressure 𝑝̅𝑓
𝑛

ℎ
 by given equation 

of state. 

(3). Calculate the Heaviside function 𝐻(𝒙) by Eq. (280) to (282), and compute the mixed density 

𝜌̃𝑛
ℎ = 𝜌̅𝑓

𝑛

ℎ
+ (𝜌̅𝑠

𝑛
ℎ − 𝜌̅𝑓

𝑛

ℎ
)𝐻(𝒙). 

(4). Evaluate the Lagrange multiplier 𝝀̅𝑛
ℎ  by Eq. (278). 

(5). Calculate the residual 𝑹(𝜌̃𝑛
ℎ, 𝒗̅𝑓𝑛

ℎ
, 𝑝̅𝑓

𝑛

ℎ
, 𝝀̅𝑛
ℎ). 
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(6). Apply the mixed density 𝜌̃𝑛
ℎ , Lagrange multiplier 𝝀̅𝑛

ℎ , and momentum equation residual 

𝑹(𝜌̃𝑛
ℎ, 𝒗̅𝑓𝑛

ℎ
, 𝑝̅𝑓

𝑛

ℎ
) onto the fluid equations (277), and solve the fluid variables 

𝒗̅𝑓𝑛+1
ℎ

, 𝜌̅𝑓
𝑛+1

ℎ
, 𝐸̅𝑓𝑛+1

ℎ
 at time step 𝑛 + 1  in Eq. (277) by using the MUSCL-SCNI 

formulation (with central different method for time integration) shown in Chapter 4. Obtain 

the fluid pressure 𝑝̅𝑓
𝑛+1

ℎ
 by the given equation of state. 

(7). Compute the solid velocity 𝒗̅𝑠𝑛+1
ℎ

 by Eq. (279). 

(8). Update the positions of the solid domain using the velocity from step (7), then return to step 

1 for the next time step. 

 

6.3 Numerical Examples 

In this study, benchmark numerical examples are analyzed to examine the performance of the 

proposed immersed FSI with respected to the structure under various shock wave impact condition. 

The reproducing kernel approximation with a linear basis and cubic B-spline kernel are adopted 

for the approximation of all variables. The normalized support size equaling 2.0 is employed for 

both fluid and solid. Eulerian RKPM with MUSCL-SCNI formulation is employed for background 

fluid and Lagrangian RKPM formulation is employed for the solid domain. 

 

6.3.1 Free Fall Test 

In the first example, a 2-D solid plate dropping in free fall in the air, is tested. As shown in 

Figure 63, the fluid domain is a rectangular domain with 2 cm in the horizontal direction and 4 cm 

in the vertical direction, with no-slip steady boundary conditions for all walls. The solid domain is 

a circular plate initially placed at 3 cm height from the bottom edge. The air is simulated with a 



 

 153 

density of 0.001 g/cm3, and initially at rest with the pressure of 1.0 dyn/cm2. The solid plate is 

modeled by an elastic solid with the Young’s modulus of 10,000 dyn/cm2 and the Poisson ratio of 

0.0. Plane strain condition is employed for this case. The gravity is set to be 980 cm/s2, and only 

works on the solid domain. The fluid domain is discretized into 41 by 81 nodes, and the solid is 

discretized into 414 nodes. 

 
Figure 63. Solid plate free fall problem: geometry, setting, and discretization. 

 

The snapshots of the simulation can be found in Figure 64, where it can be seen small vortices 

near the ball are clearly captured as it falls, and the fluid velocity field is increased based on the 

falling of the solid. Also, the boundary effect is limited in this case. 
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Figure 64. Solid disk dropping in a free fall in a channel at different time steps. 

 

The comparison of the time history of solid position and velocity with the theoretical 

prediction of the rigid body falling in an open-spaced channel is shown in Figure 65 , where it can 

be seen that the simulation results agree with the theoretical prediction. Although the physics of 

the problem is not complicated, the purpose of this study is to demonstrate the capability of the 

developed immersed formulation, which can handle large displacement without any re-meshing or 

contour integral along with a fluid-solid interface when the fast-moving solid body. 

 
Figure 65. Comparison of numerical and analytical results in free fall problem. 

 

 



 

 155 

6.3.2 Schardin’s Problem 

Schardin’s problem [149] is tested here to verify the accuracy of the immersed formulation. 

All numerical setting for the problems is identical to those shown in Chapter 4.3.3. In the proposed 

immersed formulation simulation, the background fluid domain is discretized uniformly with 

nodal distance of ℎ = 4 × 10−4 m, and the foreground solid domain is discretized into 7,651 

nodes with an average nodal distance of ℎ = 4 × 10−4 m.  

 
Figure 66. Schardin’s problem: discretization of the foreground solid domain on top of 

background fluid domain. 

 

The foreground solid domain is modeled as a rigid body with very large mass such that it is 

nearly immovable. The experimental results from [150] and the numerical results by the MUSCL-

SCNI RKPM shown in Chapter 4.3.3, are employed as the reference solution. From the numerical 

results shown in Figure 67, the proposed immersed simulation demonstrates consistent results 

compared to the reference numerical solution. Both numerical results are in good agreement with 

the experimental observation [150]. As can be seen, the shock wave is diffracted at the vertices of 

the triangular wedge at 𝑡 = 53 𝜇𝑠. Then, vortices are generated near back vertices of the wedge 

at 𝑡 = 102 𝜇𝑠 and 130 𝜇𝑠. At 𝑡 = 172 𝜇𝑠, the discrete vortex-lets formed along the slip layer 
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of the primary vortex are observed. The developed immersed formulation effectively captures 

these complex physical processes of shock diffraction, vortex generation, and shock-vortex 

interaction, and the simulation results agree quite well with the experimental observation 

 

 
(a) P 

 
(b)  

 
(c)  

Figure 67. The pressure field for Schardin’s problem by (a) proposed immersed simulation, (b) 

MUSCL-SCNI RKPM [131] with conforming discretization and (c) experimental results [150]. 

Top-down: results at 53 𝜇𝑠, 102 𝜇𝑠, 130 𝜇𝑠, and 172 𝜇𝑠.  
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6.3.3 Shock Traveling Down a Deformable Tube  

The problem in [170] is tested to verify the capability of the proposed FSI algorithm on 

modeling a shock wave travels through a deformable two-dimensional tube with large deformation 

on the tube walls. As shown in Figure 68, the numerical set-up of the problem consists of a two-

dimensional channel filled with air, and the tube wall are modeled by an elastic solid. The initial 

conditions of the air in pre-shock and post-shock conditions are also given in Figure 68. The solid 

is modeled by a linear elasticity model with a density of 3.1538 kg/m3, Young’s modulus of 10 

MPa, and Poisson ratio of 0.3. The symmetry boundary condition is used so only the bottom half 

domain is employed for the simulation as shown in Figure 69. The background fluid domain covers 

the channel as well as the deformable body. The regular discretization is employed for both fluid 

and solid domain with equal nodal spacing 0.005 m and 0.01 m, respectively. The simulation time 

is set to be 0.6 msec, with the timestep size of 0.05 𝜇sec. 

 
Figure 68. Shock traveling down a deformable tube: geometry and setup. 
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Figure 69. Shock traveling down a deformable tube: discretization. 

 

From Figure 70, it can be seen the tube wall is compressed as the shock wave pass through. 

The planar shock front also becomes a curved shock front at the later timestep of simulation due 

to the fluid-structure interaction, which is consistent with the numerical observation shown in 

[170]. From Figure 71, the tube wall geometry is compared with the ALE simulation in [170], and 

it can be found the deformation history of the tube wall by the proposed immersed method is 

consistent with that reference solution. 
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Figure 70. Time history of tube geometry during the shock wave pass through the tube. The 

velocity field is plotted for the fluid domain and the pressure field is plotted for the solid domain. 
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Figure 71. The tube wall geometry at different timestep of simulation by the proposed immersed 

framework. The reference solution is from the ALE simulation shown in [170]. 
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6.3.4 Cylinder Lift-Off Problem 

The cylinder lift-off problem, suggested by [171, 172], is employed to test the capability of 

FSI computation on capturing the light mass solid under shock loading. As shown in Figure 72, 

the numerical set-up of the problem consists of a two-dimensional channel filled with air, and a 

rigid light-weight cylinder is initially resting on the lower wall. The cylinder is driven and lifted 

upward by a shock wave from the left with a Mach number of 3.0. The initial conditions of the air 

in pre-shock and post-shock conditions are also given in Figure 72. The solid is modeled by a 

linear elasticity model with a density of 7.6 kg/m3, Young’s modulus of 10,000 Pa, and Poisson 

ratio of 0.0 to mimic the rigid body motion. The fluid domain is discretized into 401 by 81 nodes 

(equal nodal spacing 0.0025 m in both directions). The solid domain is discretized into 2,309 nodes 

with averaging nodal spacing 0.0020 m. The simulation time is set to be 0.25 seconds, with the 

timestep size of 0.025 msec. 

 
Figure 72. Chamber detonation problem: geometry, setup and discretization. 
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From Figure 74, the cylinder successfully “take off” from the lower wall. The reflective shock 

waves between the upper and lower walls are captured. From Figure 74, the position of the cylinder 

is similar to that from the reference solution at 0.14 seconds. However, the numerical solution at 

the final time (0.25 second) deviates from the reference solution. The possible reason could be that 

part of the kinetic energy of the cylinder becomes the internal energy, and therefore the cylinder 

cannot be lift-off high enough. More studies on the exact reason of accuracy degeneration at later 

timestep will be investigated in the future. Although the results do not fully agree with the 

reference solution, it still shows the capability of the immersed formulation to model solid response 

under shock wave impact. 
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0.025 second 

 
0.050 second 

 
0.075 second 

 
0.100 second 

 
0.150 second 

 
0.200 second 

Figure 73. Cylinder position under the shock wave at different timestep. 
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Figure 74. Cylinder position: comparison of numerical results with reference result [172], at time 

0.14 second. The dark curves in the figures are pressure contour ranging from 0 to 28 Pa. 

 

 
Figure 75. Cylinder position: comparison of numerical results with reference result [172] at time 

0.25 second. The dark curves in the figures are pressure contour ranging from 0 to 28 Pa. 
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6.3.5 Chamber Detonation Problem 

In this shock wave induced FSI example, a steel plate subjected to a detonation blast load [43] 

is modeled, where the problem setting is shown in Figure 76, where Ω𝑑𝑒𝑡 is the region contains 

the detonation gas. 

 
Figure 76. Chamber detonation problem: geometry, setup and discretization. 

 

A two-dimensional steel plate with dimensions 0.2 m × 0.1 m is placed at the center of a 

closed chamber with dimensions 0.4 m × 0.4 m, and the plate is initially at rest. The steel plate is 

modeled by J2 plasticity with Young’s modulus 200 GPa, density 7,870 kg/m3, Poisson ratio 0.3, 

yield stress 0.4 GPa and plastic modulus 0.1 GPa. The initial condition of the air and detonation 

region are listed in Eq. (283): 

(𝑣1
𝑓
, 𝑣2

𝑓
, 𝜌𝑓 , 𝑝𝑓) = {

(0 m/s, 0 m/s,16.042 kg/m3,6.746 MPa) , ∀𝒙 ∈ Ω𝑑𝑒𝑡

(0 m/s, 0 m/s,  1.201 kg/m3,  0.100 MPa) otherwise
 (283) 

 

Reflective boundary conditions are assumed at all chamber walls, same as [43]. Both 

foreground solid and background fluid domains are discretized uniformly with three nodal spacing 
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ℎ = 1.0 × 10−2, 5.0 × 10−3, 2.5 × 10−3 m. The numerical results shown in the literature [43] 

is employed as reference solutions. From the numerical results shown in Figure 77, the steel plate 

under shock wave impact forms a mushroom-like geometry, and the repeated shock reflection and 

pressure concentration are consistent under three different discretization. 
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 0.1 msec 0.4 msec 0.7 msec 

 

   

ℎ
=
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×
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ℎ
=
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×
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0
−
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Figure 77. The pressure field and steel plate position at different timestep under different 

refinements at time of 0.1, 0.4, and 0.7 ms. 

 

Figure 78 expresses the time history of horizontal displacement of the center of the bar, air 

pressure at the center of detonation, and air pressure at the center of the right wall. It can be verified 

that the proposed immersed solution converge as the discretization is refined. 
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(a) 

 
(b) 

 
(c) 

Figure 78. Convergence study of the proposed immersed formulation under three refinements. 

(a) Horizontal displacement of the bar; (b) pressure at the center of detonation; (c) pressure at the 

center of the right wall. 

 

Figure 79 shows the comparison of the proposed method with refinement level ℎ =

5.0 × 10−3 with the reference solution. From the displacement history, the chamber trajectory of 

proposed method is like that of reference solution in ALE and immersed simulation, although the 

total displacement is smaller in our case. From pressure history in the Figure 79 (b) and (c), the 

response of pressure reflection are in good agreement with the reference solution. The pressure by 

proposed method at the detonation center is higher than the reference solution, while the pressure 

at the center of the right wall is lower than that of reference solution 

 

 
(a) 

 
(b) 

 
(c) 

Figure 79. Chamber detonation. Comparison of immersed simulation with reference solution 

[43]. “Ref.” indicates the reference solution, “ALE” indicates the Arbitrary Lagrangian Eulerian 

computation, and “immersed” is the reference immersed method proposed in [43] 
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6.3.6 Flexible Panel under Shock Wave 

In this example, a panel of length 40 mm and thickness 1mm is subjected to a shock load in 

a tube [173], and the dimensions and set-up of the problem are expressed in Figure 80. The panel 

is assumed to be elastic with Young’s modulus of 220 GPa, an initial density of 7600 kg/m3, and 

the Poisson ratio of 0.33. The shock is initially placed 5mm ahead of the step. The panel is hit by 

a shock wave with the Mach number of 1.21, where the pre-shock and post-shock fluid initial 

conditions resemble airs can be found in Figure 80. The reflective boundary conditions are 

employed for all boundaries except for the inlet boundary, where the initial conditions are applied 

as the inlet boundary condition. The locally refined mesh is applied for the fluid domain, and the 

fluid mesh resolution around the panel is 0.4 mm, and the panel is with the uniform discretization 

of size 0.1 mm (see Figure 81). The pressure history from the pressure sensor (see Figure 80) is 

compared with the experimental data in [173] to validate our computational formulation.  

 

 
Figure 80. Flexible Panel under shock loading: geometry, setup. 
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Figure 81. Discretization of the background fluid domain and foreground solid domain. 

 

The pressure field at different time steps during the simulation can be found in Figure 82. The 

shock wave impacts the panel, causing the vibration of the panel, and the shock wave propagates 

reversely between the panel, step and tube boundary. The vortex generated near the panel can be 

observed as well. There qualitative observation is consistent with the experiment description [173]. 
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70 𝜇𝑠 

 
140 𝜇𝑠 

 
210 𝜇𝑠 

 
420 𝜇𝑠 

 
630 𝜇𝑠 

 
840 𝜇𝑠 

Figure 82. Flexible panel subjected to a shock load: Pressure distribution and panel deformation 

at different timesteps. The dark curves are density contour ranging from 1.225 kg/m3 to 2 kg/m3 
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The comparison of simulation results with experimental data for the pressure at the pressure 

sensor can be found in Figure 83. Compared to experimental data, the proposed immersed 

simulation captures the physical behavior of the shock wave reflection between the computational 

and experiments. The tip deflection of the panel shows good agreement with the experimental data, 

where the period of the vibration is consistent with the experimental result. The amplitude of the 

tip deflection is slightly smaller than the experimental results at the first peak. The pressure history 

from the proposed immersed method captures the pressure peak when reflected shock waves 

impact on the pressure sensor, showing a good agreement with experimental data, while the 

reference ALE simulation deviates after the second shock wave impact. 
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(a) Time history of the pressure at the pressure sensor location. 

 
(b) Time history of the tip deflection of the flexible panel. 

Figure 83. Flexible panel subjected to a shock load: comparison of numerical results, reference 

ALE simulation [173] and experimental data [173]. 
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Besides the case of 40mm panel length, the 50 mm panel case is also tested, as shown in 

Figure 93. The vortex generation, shock front propagation and reflection, and vortex shedding are 

all well captured. The numerical simulations successfully reproduce the observation shown in the 

experiment in [173]. 

 
Figure 84. Flexible panel subjected to a shock load (50 mm case): comparison of numerical 

results and experiments at different timestep. Experimental results are extracted from [173]. The 

dark curves are density contour ranging from 0.9 to 2.0 kg/m3 
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6.4 Summary of Proposed Immersed FSI formulation 

In this study, an immersed meshfree formulation is developed for modeling shock waves in 

the FSI problem under variational multiscale immersed RKPM framework with the enhanced 

shock algorithm developed under the MUSCL-SCNI method. The fluid and solid are coupled 

through a volumetric constraint approach under an immersed setting. By the variational multiscale 

approach, the fluid velocity is decoupled into coarse- and fine-scale, and the fine-scale fluid 

velocity here represents the residual of the coarse-scale fluid momentum equations. A mixed 

density approach is used, such that the inertia effect at the foreground solid domain explicitly 

vanishes, and the fluid system can be solved by MUSCL-SCNI formulation and the solid velocity 

is updated based on the constraint equation. The MUSCL-SCNI formulation enables the control 

of the Gibbs phenomenon and enhances the accuracy in the FSI simulation involving shocks. The 

developed FSI formulation has been verified and validated against benchmark problems and 

demonstrate the method’s capability in handling FSI under shock regime. 

 

This chapter, in part, is being prepared for submitted for publication of the material as it may 

appear in “TH. Huang, JS. Chen and MR. Tupek. An Immersed Variational Multiscale RKPM 

Formulation. Part II - Fluid-Structural Interaction. 2020”. The dissertation author was the primary 

investigator and author of this paper. 
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Chapter 7 Meshfree Modeling for the Blast 

Events: Concrete Slab Subjected to Blast 

Loading due to High Explosives 

 

 

This chapter introduces the application of meshfree algorithm developed in this dissertation 

for the blast event modeling. A brief introduction of blast events and blast wave modeling is given 

in Chapter 7.1. Two example problems are given in Chapter 7.2 and Chapter 7.3, and the 

simulation results are also discussed. Brief conclusion is summarized in Chapter 7.4. 

 

7.1 Blast Event Modeling 

The blast events modeling describes the dynamical response of the solid structures or 

materials under very fast transient and high magnitude of peak loads, e.g., concrete under blast 

impact due to high explosive. The strong blast wave acting on brittle material usually results in 
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remarkable damage and fragmentation and often causes an explosion crater, as shown in Figure 

85 , where an explosion crater of a concrete slab is formed due to the near-field TNT explosion. 

The crater is surrounded by cracks in radial and hoop direction. 

 
Figure 85. The crater of concrete pavement slab after blast loading [174]. 

 

During the cratering, the material is ejected from the surface of the main body by an explosive 

event at the surface. It is typically bowl-shaped. High-pressure gas and shock waves cause three 

processes responsible for the creation of the crater: 

1. Plastic deformation of the material surface. 

2. Ejection of material from the material surface by the explosion. 

3. Spallation of the material surface. 

Depending on the position of explosion occurs and the composition of the material, different 

types of crater geometry are formed. In the cratering process, the material experiences strong 

surface deformation and material ejection, which are all difficult for conventional mesh-based 

method with ALE-type FSI approach. Therefore, the proposed immersed meshfree and shock-
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enhancement algorithm are employed to model the cratering process for the structure under blast 

loading due to high explosive. Two numerical examples are tested to benchmark the performance 

of the proposed method. 

 

7.2 Example 1: Concrete under Explosive Loading 

 In this example, the concrete slab subjects to an explosive loading shown in [2]. As shown in 

Figure 86, a concrete slab is loaded with a plane wave generator with explosives which consist of 

an inner cone of TNT and an outer cone of Composition B. 

 

 
Figure 86. Concrete slab loaded with a plane wave generator. The figure is obtained from [2]. 
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Figure 87. The discretization of the solid (concrete) domain and fluid (air) domain. 

 

The dimension of the slab is 1.2 m × 1.2 m × 0.32 m. Due to the symmetry of the model, only 

a quarter of the domain is modeled. The quarter domain is discretized with ~ 45,000 nodes. The 

explosive is modeled in the background fluid as an explosive gas with a cone of the diameter of 

0.103 m and a height of 0.075 m. The slab is immersed into a background mesh with dimensions 

1.4 m × 1.4 m × 1.0 m, which is discretized with ~ 50,000 nodes as shown in Figure 91. The 

concrete is modeled by the Holmquist-Johnson-Cook model (HJC) [175] with compressive 

strength of the concrete is 48 MPa, and the rest of the parameters can be found in [2]. The concrete 

slab is assumed to be initially at room temperature under the atmosphere. The reproducing kernel 

approximation with a linear basis and cubic B-spline kernel is adopted for the approximation of 

all variables. The normalized support size equaling 2.0 are employed for both background air and 

solid. 

The cross-section and 3D view of concrete slab damage evolution can be found out in Figure 

88 and Figure 89. In the early stage of the simulation, it can be seen that the TNT explosion causes 
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surface damage, and the damage particles are ejected from the concrete surfaces. The damage 

profile at 0.06 msec shows the initiation of the spalling at the bottom side of the slab. After 0.1 

msec, the damage spread out quickly to the edge surfaces of the concrete slab, as shown in the 3D 

view of the damage process. The crater starts to form after 0.4 msec, and also crack forms in the 

diagonal direction. The shock wave causes strong plastic deformation of the material surface, 

following by the material ejection along the tangential direction of the crater surface. The final 

damage pattern and the damage process of the concrete slab show a qualitative agreement between 

the current computation and the numerical reference simulation by the SPH method in [2]. 

  



 

 181 

 
Figure 88. Cross-section view of concrete slab subjected to explosive loading: evolution of 

damage in concrete and air velocity distribution. 
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Figure 89. 3D view of concrete slab subjected to explosive loading: evolution of damage in 

concrete and air velocity distribution. The background domain is cut to half for visualization. 

 

The comparison of the damaged concrete slab with the experimental results can be found in 

Figure 90. The perforation of the concrete slab is successfully model as observed in the experiment. 

The crack propagation at the side surfaces are also captured. The diagonal crack from the bottom 
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view can also be observed in the numerical simulation, which qualitatively agrees with 

experimental results. 

 

 
(a) Top view 

 
(b) back view  

Figure 90. Comparison of final concrete slab from top view and bottom view. In the simulation, 

the equivalent plastic strain over 1.0 is removed to exclude the particles flying away after 

explosion. The experiment result is obtained from [2]. 

 

Finally, the comparison of the crater diameter at the upper and lower side of the concrete slab 

is listed in Table 7. The proposed simulation shows good agreement in the lower crater diameter 

comparing to the experiment. The upper crater diameter is similar to the SPH simulation 

demonstrated in [2], but deviates from the experimental results. Due to the large scatter in the 

experimental data, it is pointed out in [2] only qualitative predictions can be made for the problem 

under consideration. Hence, the simulation results shown in this study capture the cratering process 

successfully. 
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Table 7. Crater size of the concrete. 

 Upper crater 

diameter (cm) 

Lower crater 

diameter (cm) 

Proposed Study 73 50 

Numerical, SPH [2] 75 50 

Experiment 62 51 
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7.3 Example 2: Concrete Pavement Slab subjected to Blast Loading 

In this study, the experiment of the concrete pavement slab subjected to the high explosive 

[174] is picked. The setting of the tests can be found in Figure 91, where the slab is subjected to 

one blast detonation. A bomb with equivalent 7.3 kg TNT charge weight was placed at the center 

of the concrete slab with the bomb mass center elevated at about 170 mm above the slab center 

surface. The concrete slab at the site is with a dimension of 2.8 m by 2.8 m and 0.275 m thick. It 

is reported in [174] that minimal reinforcement is installed because of the convenience of 

transportation, where the reinforcement is installed at the bottom side of the concrete (T12 bars in 

both directions at around 350 mm spacing). Four anchorages are installed to anchor the pavement 

slab to the ground, as shown in Figure 92, where the bottom and four side surfaces are attached to 

the soil ground. 

 
Figure 91. Layout of the concrete employed in the experiments [174]. The unit is in mm. 
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Figure 92. Concrete pavement slab before blast event [174]. 

 

Various measuring instruments were installed onto pavement slabs to measure the response 

of the pavement slab during the blast, as shown in Figure 91. Four accelerometers were installed 

in the middle of the side of the slab to measure the vertical and horizontal acceleration at four faces. 

The three total pressure cells (TPC1, TPC 2, and TPC3 in Figure 91) were buried in the soil just 

below the bottom of the slab to measure the pressure transferred from the pavement slab.  

Due to the symmetry condition of the model, only a quarter domain with symmetric boundary 

conditions are employed, as shown in Figure 93. The concrete with dimension 1.4m by 1.4m by 

275 mm and only the top surface is exposed to the air where the rest of the surfaces are attached 

to the soil. The rebar is installed at the bottom surfaces with span 350 mm according to the 

experiment. The soil model is 2.0-meter height in the z-direction. Strong damping is applied to the 

soil model to absorb the wave impact from the concrete so that the concrete is not influenced by 

the reflective wave from the bottom boundary. The background air only covers the domains from 

-0.5m to +0.5m in z-direction. The solid nodes outside of the background fluid is modeled by the 
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Lagrangian RKPM. The reproducing kernel approximation with a linear basis and cubic B-spline 

kernel is adopted for the approximation of all variables. The normalized support size equaling 2.0 

is employed for both air and solid. The simulation time is 4.0 ms, with a timestep size of 0.1 𝜇𝑠. 

 

 
Figure 93. Numerical model for the concrete under TNT explosion. The grids in the left hand 

side indicates the discretization of the concrete and soil model. 

 

In the numerical test, the material model and the corresponding material properties are 

summarized as follows 

￭ The concrete is modeled by the Holmquist-Johnson-Cook model (HJC) [175]. The parameters 

are listed in Table 8. 

￭ the steel rebars are modeled by the J2-plasticity model. The parameters are listed in Table 9. 

￭ The soil is modeled by the Drucker-Prager model. The parameters are listed in Table 10. 

￭ The TNT detonation is modeled by the Chapman-Jouquet Model with JWL equation of state. 

The parameters are listed in Table 11.  

￭ The air with ideal gas equation of state at atmosphere under room temperature is modeled. 
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Table 8. Material properties of HJC model for Concrete. 

Material Density Young’s 

Modulus 

Poisson 

ratio 

Compressive 

Strength 

Tensile 

Strength 

Concrete 2400 kg/m3 27 GPa 0.2 40 MPa 3.5 MPa 

 

Table 9. Material properties of Drucker-Prager model for soil 

Material Density Young’s 

Modulus 

Poisson 

ratio 

Yield Stress Friction 

Angle 

Soil 2100 kg/m3 700.0 MPa 0.3 4.60 MPa 26 degree 

 

Table 10. Material properties of Drucker-Prager model for steel rebar 

Material Density Young’s 

Modulus 

Poisson 

ratio 

Yield’s 

Stress 

Steel Rebar 7850 kg/m3 207 GPa 0.3 460 MPa 

 

Table 11. Material properties of Chapman-Jouquet model with JWL equation of state for TNT 

Material 
Density 

(kg/m3) 

𝐷  

(m/s) 

𝑝CJ 

(GPa) 

𝐴1 

(GPa) 

𝐴2 

(GPa) 
𝑅1 𝑅2 𝜔 

TNT 1630 6930 21.0 373.8 3.747 4.15 0.90 0.35 

 

As shown in Figure 94, the cratering process due to the impact of the TNT explosion is 

successfully modeled, where the cratering process is revealed. Bowl-shaped geometry is shown 

after the TNT explosion. The shock wave causes strong plastic deformation of the material surface, 

following by the material ejection along the tangential direction of the crater surface. The 

spallation of the material surface is also observed. Finally, the detonation wave penetrates through 

the concrete and shows the soil top surface, as shown in Figure 95. 
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Figure 94. Dynamic response of concrete under TNT explosion: Top and cross-section view. 

 

 
Figure 95. Final crater geometry of concrete. (particles with equivalent plastic strain greater than 

1.0 are removed). 
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The final crater geometry is expressed in Figure 96, where it can be cleared to see that the 

TNT explosion penetrates through the concrete, which is consistent with the experimental 

observation. The diameter of the crater ranges from 0.57 m (bottom surface) to 1.80 m (top surface), 

which shows good agreement with the crater size measured in the experiment (0.448 m to 1.2 m). 

 
Figure 96. Cross-section of crater geometry at final step (particles with equivalent plastic strain 

greater than 1.0 are removed). 

 

 
Figure 97. Final crater geometry in the experiment. 

 

To confirm if the magnitude of the pressure loading on the concrete, the air pressure history 

close to the concrete center is measured and compared to an empirical formula called Friedlander 

equation [176]. The Friedlander equation describes the pressure at a spatial location experience a 

blast wave passing by, and the expression is expressed in Eq. (284): 
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𝑃(𝑡) = 𝑃𝑠𝑒
−𝛼

𝑡
𝑡∗ (1 −

𝑡

𝑡∗
) + 𝑃0 (284) 

where 𝑃(𝑡)  is the blast wave pressure at time 𝑡 , 𝑃𝑠  is the peak pressure, 𝛼  is the decay 

coefficient, 𝑡∗ is the time at which the pressure decay to zero, and 𝑃0 is the pressure at steady 

state. 𝑃𝑠 can be estimated by the empirical formula for TNT [177]: 

𝑃𝑠 =
1772

𝑍3
−
114

𝑍2
+
108

𝑍
  (Unit: kPa), 𝑍 =

𝑅

√𝑊
3  (285) 

where 𝑃𝑠 = 2.61 × 1010 Pa from (285), which is close to the peak pressure, 2.55 × 1010 Pa, in 

the numerical simulation. The decay time and coefficient can be obtained from the empirical 

formula from [177], where 𝑡∗ ≈ 1 × 10−3 and 𝛼 ≈ 20. As shown in Figure 98, the shock wave 

pattern is qualitatively following waveform similar to the Friedlander wave shown in Eq. (284) 

with the given value of 𝑃𝑠, 𝑡
∗, 𝛼. 

 
Figure 98. Dynamic response of concrete under TNT explosion. 

 

The measured results of the accelerometers from the experiments and numerical simulation 

are summarized in Table 12. From Table 12, it is shown that the peak accelerometer recorded at 
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V1 and V2 were practically the same in the normal concrete pavement slab. However, it was 

indicated in the experiments [174] that the peak acceleration at H2 was much larger than that at 

H1 due to the unsymmetrical placement of the bomb above the center of the slab, where the bomb 

might be closer to H2 than H1. From the acceleration read in the experiment, it can be found out 

the peak horizontal acceleration is lying within the range of the experimental results. The 

horizontal acceleration recorded from the simulation is also close to that of experiments. 

 

Table 12. Peak acceleration measured from the experiment and computation. 

Accelerometer Position Experiments (m/s2) Numerical (m/s2) 

V1 (vertical) 21,480 
23,363 

V2 (vertical) 22,820 

H1 (horizontal) 14,820 
27,141 

H2 (horizontal) 60,450 

 

In addition to acceleration measured, Table 13 reports the peak pressure recorded in the 

experiments and numerical simulation. TPC1 is reported destroyed by the explosion in the 

experiment. In the experiment, the peak reading of TPC 2 was higher than that of TPC 3, as TPC3 

is far more from the center of the blast. In the numerical simulation, the peak pressure measured 

is close to that of experimental results. 

 

Table 13. Peak pressure measured from the pressure cell. 

Pressure Sensor Experiments (kPa) Numerical (kPa) 

TPC1 Damaged 49,074 

TPC2 178.00 182.26 

TPC3 152.00 150.19 
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From the numerical results and quantitative comparison, the proposed immersed meshfree 

simulation provides a stable simulation and promising results for blast events modeling. To further 

investigate the influence of reinforcement on the concrete, a numerical test is performed where the 

reinforcements are installed at the mid-span of the concrete instead of the bottom side, as shown 

in Figure 99. In the previous case, the rebars are installed at the bottom side of the concrete, so the 

reinforcement effect is limited. 

 

 
Figure 99. Numerical model for the midspan reinforced concrete under TNT explosion. 

 

The comparison of dynamical responses of concrete under different reinforcement is 

expressed in Figure 100. With the reinforcement at midspan, the impact of shock wave does not 

penetrate all the way through the concrete. Also, the plastic deformation concentrates more on the 

top-half domain of the concrete than that in the case of the bottom reinforcement. From the final 

crater geometry shown in Figure 101, the crater is shallower but boarder in the case of midspan 

reinforcement. 
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0.8 msec 

 
0.8 msec 

 
1.6 msec 

 
1.6 msec 

 
2.4 msec 

 
2.4 msec 

 
3.2 msec 

 
3.2 msec 

(a)  (b)  

Figure 100. Cross-section of cratering process under different reinforcement installation: (a) 

reinforcement at bottom; (b) reinforcement at midspan 

 

 
Figure 101. Comparison of final crater geometry under different location of the rebar 

reinforcement. 
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7.4 Summary of Blast Events Modeling 

 In this chapter, the developed shock enhanced immersed RKPM formulation is applied for 

the blast event. The cratering process in the application of concrete slab under the TNT explosion 

is successfully modeled. The plastic deformation and damaged particles scattering are successfully 

modeled. The quantitative and qualitative comparison of numerical simulation and experimental 

observation demonstrate the proposed method is promising in a modeling concrete damage process 

in the blast event. In the case study of the first numerical example, it is found the rebar 

reinforcement installed in the midspan prevents the shock wave penetration. The crater is 

shallower but broader in the case of midspan rebar. In the second example, the severe damage due 

to the blast loading causes the perforation of the concrete slab. It is expected the proposed method 

can be applied to other types of blast events in future work. 

 

This chapter, in part, is being prepared for submitted for publication of the material as it may 

appear in “TH. Huang, JS. Chen and MR. Tupek. An Immersed Variational Multiscale RKPM 

Formulation. Part II - Fluid-Structural Interaction. 2020”. The dissertation author was the primary 

investigator and author of this paper.  
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Chapter 8 Conclusion 

 

 

This chapter provides a summary on the material presented in the dissertation and an outlook 

on the related research directions.  

 

8.1 Conclusion 

A stable and efficient meshfree method is proposed to solve the shock wave modeling in 

fluids and FSI problems. It has been shown that the Riemann-enrichment embedded in the 

smoothed flux divergence operator under the SCNI framework can control the Gibbs oscillation 

in the appearance of the shock wave. The MUSCL-type oscillation limiter successfully suppresses 

the overshoot and undershoot behavior when the higher-order approximation is employed. The 

flux splitting approach with the modified upwinding scheme for advection flux avoids the over-

smearing or instability at the shock front. Several benchmark problems have been analyzed, and 

the results demonstrate the excellent performance of the stabilized meshfree formulation for 

modeling the shock waves in fluids.  



 

 197 

To effective model FSI problems with potential fragmentation in the solids, an immersed 

formulation is developed. As the first step in this development, a novel immersed approach for 

modeling heterogeneous material under nodally integrated reproducing kernel discretization has 

been presented. A volumetric constraint approach is employed to avoid tedious contour integral 

along with material interface as well as the possible ill-conditioned system in a conventional 

immersed approach. A variational multiscale approach is proposed for the immersed framework, 

termed variational multiscale immersed method (VMIM). The fine-scale solution represents the 

residual of the coarse-scale equations, where two approaches, residual-free bubble method, and 

approximated fine-scale solution have been investigated for obtaining the fine-scale solution. The 

embedment of the fine-scale solution results in a stabilized Petrov-Galerkin formulation, leading 

to increased accuracy and enhanced stability in the coarse-scale solutions. The naturally stabilized 

conforming nodal integration has been employed to achieve accelerated, stable and convergent 

solution. The proposed VMIM exhibits a better convergence rate comparing to the conventional 

immersed method with comparable efficiency. The proposed immersed RKPM method allows an 

effective body-unfitted spatial discretization for the material subdomains, suitable for the problem 

involving complex geometry. For problems with complicated geometry or topology, such as 

material microstructure, cumbersome treatments (e.g., adaptive refinement, or contour integral 

along with the material interface, etc.) commonly encountered in conventional methods have been 

effectively avoided in the proposed approach. 

The variational multiscale immersed framework, formulated under the developed MUSCL-

SCNI formulation, is extended to fluid-structure interaction (FSI) problems without and with 

shocks. The fluid/solid is coupled through the volumetric constraint, and the fluid velocity is 

decoupled into coarse- and fine-scale. By the VMIM formulation, the fine-scale fluid velocity can 
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be represented from the residual of the coarse-scale fluid momentum equations. The substitution 

of fine-scale fluid velocity into the coarse-scale system results in an unbalanced force acting on 

the fluid system. In order to employ explicit time integration schemes, a mixed density approach 

is introduced, such that the inertia effect at the foreground solid domain vanishes, and the fluid 

system can be solved by the MUSCL-SCNI formulation. The developed FSI formulation has been 

verified and validated against several benchmark problems. In particular, the flexible panel under 

shock loading and the cylinder lift-off problems are modeled to demonstrate the method’s 

capability in handling FSI under shock regime. 

 Furthermore, the capability of the shock-enhanced immersed framework in modeling FSI is 

applied to the blast event modeling. The blast wave due to the detonation of high explosives, i.e., 

TNT, are modeled by the Chapman–Jouguet (CJ) model. RKPM naturally avoids computational 

challenges associated with low-quality meshes, which overcomes the numerical issues in modeling 

the large deformation and fragmentation of structure under blast loading in the conventional mesh-

based methods. The concrete block slab under the TNT explosion has been tested, and the 

satisfactory performance of the proposed method has been obtained. Good agreement has been 

achieved between the numerical results and experimental data. The crater geometry under blast 

loading has been successfully predicted under different installation condition of the reinforced 

rebars. 

  



 

 199 

8.2 Recommendations for Future Research 

The recommendations for future research are summarized as follows: 

1) To better capture the fracturing and fragmentation of debris under explosion in the FSI 

process, the semi-Lagrangian RKPM can be employed, where the naturally stabilized 

variationally consistent nodal integration (VC-NSNI) [119] can also be employed for 

structure modeling. 

2) The proposed shock-algorithm relies on the Riemann solvers that are derived from the 

physics or phenomenological model. For complex solid plasticity models or non-

Newtonian fluid models, such a constitutive model becomes too complicated to acquire 

such solver. Therefore, a data-driven approach for solving Riemann problems by given 

states at each side of discontinuity can be an alternative for the method proposed in this 

dissertation. 

3) In the variational multiscale immersed framework for the FSI problem, the dynamical 

response of fine-scale fluid velocity is neglected, where the fine-scale solution is assumed 

to be in steady-state only. Such an assumption simplifies the variational multiscale 

formulation but could yield the loss of accuracy when fluid experience strong turbulence 

of complicated wave propagation, where the high frequency is dominating in the time 

domain. A space-time approach for the fine-scale fluid solution may be considered for 

future work. 
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Appendix 

Appendix A. VMIM for Heterogeneous Material Diffusion Problems 

The variational multiscale immersed method (VMIM) can also be applied for other type of 

BVPs involving heterogeneous material, such as heterogeneous material diffusion problems where 

the strong form is given by following equations: 

−𝑘(𝒙)𝜵2𝑢 = ℒ(𝑢) = 𝑠, ∀𝒙 ∈ Ω (286) 

𝑘𝜵𝑢 ⋅ 𝒏0 = 𝑞, ∀𝒙 ∈ ∂Ω𝑁 (287) 

𝑢 = 𝑔, ∀𝒙 ∈ ∂Ω𝐷 (288) 

𝒇(𝒙) = 𝑘𝜵𝑢 (289) 

where 𝑢 is the scalar variable field. 𝜵2 = 𝜵 ⋅ 𝜵 is the divergence operator, 𝑠 is the source term, 

and 𝑞 and 𝑔 denote the prescribed flux and essential boundary condition on ∂Ω𝑁 and ∂Ω𝐷, 

respectively. 𝒇 is the flux vector. Similarly, the source term 𝑠 and diffusivity 𝑘 can exhibit 

discontinuities across different subdomains, but have smooth distribution in each subdomain Ω+ 

and Ω−\Ω+ respectively, given as 

𝑠 = {𝑠
+

𝑠−
in
in

Ω+

Ω−\Ω+
, 𝑘 = {𝑘

+

𝑘−
in
in

Ω+

Ω−\Ω+
 (290) 
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where 𝑘+ and 𝑘− are scalar diffusivity corresponding to different materials in Ω+ and Ω−\Ω+ 

respectively, and 𝑠+ and 𝑠− are source term corresponding to different materials in Ω+ and 

Ω−\Ω+ respectively. In this study, 𝑘+ and 𝑘− are taken as material constants. The following 

conditions apply on the interface Γ: 

⟦𝑢⟧ = 0, ∀𝒙 ∈ Γ (291) 

⟦𝒇 ⋅ 𝒏⟧ = 0, ∀𝒙 ∈ Γ (292) 

and the divergence operator can also be defined for each material subdomains: 

ℒ−(⋅) = −𝑘−𝜵2𝑢−,   ℒ+(⋅) = −𝑘+𝜵2𝑢+ (293) 

for the convenience of the derivation. The immersed weak form for the given heterogeneous 

material diffusion problem reads: find (𝑢+, 𝑢−) ∈ 𝒰+ × 𝒰−, 𝑢+ = 𝑢− on Ω+, such that: 

(𝛁𝛿𝑢−, 𝑘−𝛁𝛿𝑢−)Ω− + (𝛁𝛿𝑢
+, ⟦𝑘⟧𝛁𝛿𝑢+)Ω+

= (𝛿𝑢−, 𝑠−)Ω− + (𝛿𝑢
+, ⟦𝑠⟧)Ω− + (𝛿𝑢

−, 𝑞)∂Ω𝑁−  
(294) 

∀(𝛿𝑢+, 𝛿𝑢−) ∈ 𝒱+ × 𝒱−. The function space 𝒰+, 𝒰−, 𝒱+, and 𝒱− are given as 

𝒰+ ≡ {𝑢|𝑢 ∈ 𝐻1(Ω+)} 

𝒱+ ≡ {𝑢|𝑢 ∈ 𝐻1(Ω+)} 

𝒰− ≡ {𝑢|𝑢 ∈ 𝐻1(Ω−), 𝑢 = 𝑔 on ∂Ω𝐷
−} 

𝒱− ≡ {𝑢|𝑢 ∈ 𝐻1(Ω−), 𝑢 = 0 on ∂Ω𝐷
−} 

(295) 
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A.1 VMIM via Residual-Free Bubble Method 

By employing the procedure shown in Chapter 5.2.2, the VMIM weak form with given bubble 

function for fine-scale solution 𝑢̂− reads: find (𝑢̅+, 𝑢̅−, 𝜆) ∈ 𝒰̅+ × 𝒰̅− ×𝒲, such that 

(𝛁𝛿𝑢̅−, 𝑘−𝛁𝛿𝑢̅−)Ω− + (𝛁𝛿𝑢̅
−, 𝑘−𝛁𝑢̂−)Ω− − (𝛿𝑢̅

−, 𝜆)Ω+
= (𝛿𝑢̅−, 𝑠−)Ω− + (𝛿𝑢̅

−, 𝑡)∂Ω𝑁−  
(296) 

(𝛁𝛿𝑢̅+, ⟦𝑘⟧𝛁𝛿𝑢̅+)Ω+ + (𝛿𝑢̅
+, 𝜆)Ω+ = (𝛿𝑢̅

+, ⟦𝑠⟧)Ω+  (297) 

(𝛿𝜆, 𝑢̅+)Ω+ − (𝛿𝜆, 𝑢̅
−)Ω+ − (𝛿𝜆, 𝑢̂

−)Ω+ = 0 (298) 

∀(𝛿𝑢̅+, 𝛿𝑢̅−, 𝛿𝜆) ∈ 𝒱̅+ × 𝒱̅− ×𝒲. The function space 𝒰̅+, 𝒰̅−, 𝒱̅+, and 𝒱̅− are given as 

𝒰̅+ ≡ {𝑢|𝑢 ∈ [𝐻1(Ω+)]𝑑} 

𝒱̅+ ≡ {𝑤|𝑤 ∈ [𝐻1(Ω+)]𝑑} 

𝒰̅− ≡ {𝑢|𝑢 ∈ [𝐻1(Ω−)]𝑑, 𝑢 = 𝑔 on ∂Ω𝐷
−} 

𝒱̅− ≡ {𝑤|𝑤 ∈ [𝐻1(Ω−)]𝑑, 𝑤 = 0 on ∂Ω𝐷
−} 

(299) 

The matrix equations of Eqns. (296) to (298) are given as follows (including the static condensation 

of fine-scale matrix equation) 

∑(𝐾̅𝐼𝐽
−∗𝑢̅𝐽

− + 𝐺̅𝐼𝐽
−𝜆∗𝜆𝐽)

𝐽

= 𝐹̅𝐼
−∗ (300) 

∑(𝐾̅𝐼𝐽
+𝑢̅𝐽

+ + 𝐺̅𝐼𝐽
+𝜆𝜆𝐽)

𝐽

= 𝐹̅𝐼
+ (301) 

∑(𝐺̅𝐼𝐽
+𝜆𝑇𝑢̅𝐽

+ + 𝐺𝐼𝐽
−𝜆∗𝑇𝑢̅𝐽

− + 𝐺𝐼𝐽
𝜆𝜆∗𝜆𝐽)

𝐽

= 𝐹𝐼
𝜆∗ (302) 

for all 𝐼, where the matrices and vector in Eqns. (300) to (302) are expressed as 

𝑲̅−∗ = 𝑲̅− − 𝑲̂̅−
𝑇
(𝑲̂̂−)

−1

𝑲̂̅− (303) 

𝑮̅−𝜆∗ = 𝑮̂̅−
𝑇
(𝑲̂̂−)

−1

𝑮̂−𝜆 − 𝑮̅−𝜆 (304) 

𝑭̅−∗ = 𝑭̅− − 𝑲̂̅−
𝑇
(𝑲̂̂−)

−1

𝑭̂− (305) 
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𝑮𝜆𝜆∗ = 𝑮̂−𝜆
𝑇
(𝑲̂̂−)

−1

𝑮̂−𝜆 (306) 

𝑭𝜆∗ = 𝑮̂−𝜆
𝑇
(𝑲̂̂−)

−1

𝑭̂− (307) 

and the evaluation for each matrix and vector follows Eqns. (308) to (317). 

𝐾̅𝐼𝐽
− = ∫ 𝑩̅𝐼

−𝑇𝑘−𝑩̅𝐽
−𝑑Ω

Ω−

 (308) 

𝐾̅𝐼𝐽
+ = ∫ 𝑩̅𝐼

+𝑇⟦𝑘⟧𝑩̅𝐽
+𝑑Ω

Ω+

 (309) 

𝐺̅𝐼𝐽
−𝜆 = ∫ 𝑁̅𝐼

−𝑇𝑁𝐽
𝜆𝑑Ω

Ω+

 (310) 

𝐺̅𝐼𝐽
+𝜆 = ∫ 𝑁̅𝐼

+𝑇𝑁𝐽
𝜆𝑑Ω

Ω+

 (311) 

𝐹̅𝐼
− = ∫ 𝑁̅𝐼

−𝑇𝑠−𝑑Ω

Ω−

+ ∫ 𝑁̅𝐼
−𝑇𝑞𝑑Γ

𝜕Ω𝑁
−

 (312) 

𝐹̅𝐼
+ = ∫ 𝑁̅𝐼

+𝑇⟦𝑠⟧𝑑Ω

Ω+

 (313) 

𝐾̂̂𝐼𝐽
− = ∫ 𝑩̂𝐼

−𝑇𝑘−𝑩̂𝐽
−𝑑Ω

Ω−

 (314) 

𝐺̂𝐼𝐽
𝜆− = ∫ 𝑁̂𝐼

−𝑇𝑁𝐽
𝜆𝑑Ω

Ω+

 (315) 

𝐾̂̅𝐼𝐽
− = ∫ 𝑩̂𝐽

−𝑇𝑘−𝑩̅𝐼
−𝑑Ω

Ω−

 (316) 

𝐹̂𝐼
− = ∫ 𝑁̂𝐼

−𝑇𝑠−𝑑Ω

Ω−

 (317) 
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where 𝑁̅𝐼
−, 𝑁̅𝐼

+ and 𝑁𝐼
𝜆  are 𝐼-th shape function for 𝑢̅−, 𝑢̅+ and 𝜆, respectively. 𝑁̂𝐼

− us the 

fine-scale bubble function for node 𝐼. 𝑩̅𝐼
− and 𝑩̅𝐼

+ are the gradient matrices for 𝑁̅𝐼
− and 𝑁̅𝐼

+, 

respectively. For example, 𝑩̅𝐼
− and 𝑩̅𝐼

+ in the three-dimensional case are expressed as 

𝑩̅𝐼
− = [

𝑁̅𝐼,1
−

𝑁̅𝐼,2
−

𝑁̅𝐼,3
−

],   𝑩̅𝐼
+ = [

𝑁̅𝐼,1
+

𝑁̅𝐼,2
+

𝑁̅𝐼,3
+

] (318) 

and 𝑩̅𝐼,𝑖
−  is the 𝑖-th derivative of 𝑩̅𝐼

− 

𝑩̅𝐼,𝑖
− =

𝜕

𝜕𝑥𝑖
[

𝑁̅𝐼,1
−

𝑁̅𝐼,2
−

𝑁̅𝐼,3
−

] (319) 

The geometric vector 𝜼𝑖=1,2,3 for the diffusion problem is expressed as 

𝜼1 = [1 0 0] 
 

𝜼2 = [0 1 0] 
 

𝜼3 = [0 0 1] 

(320) 

 

A.2 VMIM via Approximated Fine-Scale Solution 

By employing the derivation of approximated fine-scale solution shown in Chapter 5.2.3, the 

VMIM weak form for heterogeneous material diffusion problem reads: find (𝑢̅+, 𝑢̅−, 𝜆) ∈

𝒰̅+ × 𝒰̅− ×𝒲, such that 

(𝛁𝛿𝑢̅−, 𝑘−𝛁𝛿𝑢̅−)Ω− − (𝜏̂
−ℒ−(𝛿𝑢̅−), ℒ−(𝑢̅−))

Ω−
+ (ℒ−(𝛿𝑢̅−), 𝜏̂−𝜆)Ω−

+ (𝛿𝑢̅−, 𝜆)Ω+

= (𝛿𝑢̅−, 𝑠−)Ω− + (𝛿𝑢̅
−, 𝑞)∂ΩN− − (ℒ

−(𝛿𝑢̅−), 𝜏̂−𝑠−)Ω−  

(321) 

(𝛁𝛿𝑢̅+, ⟦𝑘⟧𝛁𝛿𝑢̅+)Ω+ + (𝛿𝑢̅
+, 𝜆)Ω+ = (𝛿𝑢̅

+, ⟦𝑠⟧)Ω+  (322) 

(𝛿𝜆, ⟦𝑢̅⟧)Ω+ − (𝛿𝜆, 𝜏̂
−ℒ−(𝑢̅−))

Ω+
+ (𝛿𝜆, 𝜏̂−𝜆)Ω+ = (𝛿𝜆,−𝜏̂−𝑠−)Ω+ (323) 

∀(𝛿𝑢̅+, 𝛿𝑢̅−, 𝛿𝜆) ∈ 𝒱̅+ × 𝒱̅− ×𝒲. The function space 𝒰̅+, 𝒰̅−, 𝒱̅+, and 𝒱̅− are given as 
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𝒰̅+ ≡ {𝑢|𝑢 ∈ [𝐻1(Ω+)]𝑑} 

𝒱̅+ ≡ {𝑤|𝑤 ∈ [𝐻1(Ω+)]𝑑} 

𝒰̅− ≡ {𝑢|𝑢 ∈ [𝐻2(Ω−)]𝑑, 𝑢 = 𝑔 on ∂Ω𝐷
−} 

𝒱̅− ≡ {𝑤|𝑤 ∈ [𝐻2(Ω−)]𝑑, 𝑤 = 0 on ∂Ω𝐷
−} 

(324) 

The matrix equations are given as follows 

∑[

𝐾̅𝐼𝐽
− − 𝐾̂𝐼𝐽

−𝜏 0 −𝐺̂𝐼𝐽
−𝜏𝜆 − 𝐺̅𝐼𝐽

−𝜆

0 𝐾̅𝐼𝐽
+ 𝐺̅𝐼𝐽

+𝜆

𝐺̂𝐼𝐽
−𝜏𝜆𝑇 − 𝐺̅𝐼𝐽

−𝜆𝑇 𝐺̅𝐼𝐽
+𝜆𝑇 𝐺𝐼𝐽

𝜆𝜏𝜆

] {

𝑢̅𝐽
−

𝑢̅𝐽
−

𝜆𝐽

}

𝐽

= [

𝐹̅𝐼
− + 𝐹̂𝐼

𝜏

𝐹̅𝐼
+

−𝐹𝐼
𝜏𝜆

] , ∀𝐼 (325) 

where 𝐾̅𝐼𝐽
− , 𝐾̅𝐼𝐽

+ , 𝐺̅𝐼𝐽
−𝜆 , 𝐺̅𝐼𝐽

+𝜆 , 𝐹̅𝐼
− , and 𝐹̅𝐼

+  are given in Eqns. (308) to (313) and 𝐾̂𝐼𝐽
−𝜏 , 𝐺̂𝐼𝐽

−𝜏𝜆 , 

𝐺𝐼𝐽
𝜆𝜏𝜆, 𝐹̂𝐼

𝜏and 𝐹𝐼
𝜏𝜆 are given as follows 

𝐾̂𝐼𝐽
−𝜏 = ∫∑(𝜼𝑖𝑘

−𝑩̅𝐼,𝑖
− )

𝑇
𝑑

𝑖=1

𝜏̂−∑(𝜼𝑗𝑘
−𝑩̅𝐽,𝑗

− )

𝑑

𝑗=1

𝑑Ω

Ω−

 (326) 

𝐺̂𝐼𝐽
−𝜏𝜆 = ∫∑(𝜼𝑖𝑘

−𝑩̅𝐼,𝑖
− )

𝑇
𝑑

𝑖=1

𝜏̂−𝑁𝐽
𝜆𝑑Ω

Ω−

 (327) 

𝐺𝐼𝐽
𝜆𝜏𝜆 = ∫ 𝑁𝐼

𝜆𝑇𝜏̂−𝑁𝐽
𝜆𝑑Ω

Ω+

 (328) 

𝐹̂𝐼
𝜏 = ∫∑(𝜼𝑖𝑘

−𝑩̅𝐼,𝑖
− )

𝑇
𝑑

𝑖=1

𝜏̂−𝑠−𝑑Ω

Ω+

 (329) 

𝐹𝐼
𝜏𝜆 = ∫ 𝜏̂−𝑁𝐽

𝜆𝑇𝑠−𝑑Ω

Ω+

 (330) 

The algebraic operator 𝜏̂− can also be derived from one-dimensional analysis (214) to (219) as: 

𝜏̂− =
1

12

ℎ2

𝑘−
 (331) 
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