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ABSTRACT OF THE DISSERTATION 

 

Optimizing Just-In-Time Adaptive Interventions: Incorporating Idiographic, Dynamic 

Predictions to Support Physical Activity  

 

 

by 

 

Junghwan Park 

 

Public Health (Health Behavior) 

 

University of California San Diego, 2024 

San Diego State University, 2024 

 

Professor Eric Hekler, Chair 
 

Background. 

Physical Activity (PA) plays a crucial role as a protective factor against many diseases.  

Even though it is widely known that an appropriate level of PA contributes to overall physical 

and mental health, a significant portion of the population fails to achieve the recommended PA 

levels.   

Methods. 



xx 

We conducted an optimization trial, called a system identification experiment, meant to 

guide the development of a future digital health just-in-time adaptive intervention to increase PA.  

The system identification experiment was conducted to test the assumption that we could 

identify “just-in-time” states whereby individuals would reliably increase steps taken when 

support is offered (relative to no support offered in the same state). We specifically predicted that 

these patterns would not be easily detectable using classic population-based (also known as 

nomothetic) statistical approaches and, instead, would require idiographic Bayesian modeling.  

Two articles, one on the operationalization of just-in-time states and the second about the trial 

protocol have been published.  A series of analyses, including Mixed Effects Models, Bayesian 

Regression, Machine Learning Models, and exploratory analysis, were conducted to rigorously 

and experimentally study the nomothetic, idiographic and dynamic nature of people’s response 

to PA intervention within each person and across people.   

Results 

We found that it is feasible to identify individualized states whereby people would 

reliably increase steps/3 hours post support (compared to no support given in the same state) for 

91% (40/44) of participants with sufficient data (83% using an intent to treat approach, 40/48).   

Conclusion 

This study demonstrates the capacity of our approach for identifying individualized states 

whereby each person could benefit from receiving support for most of our target sample.  These 

results provide strong justification for the next step in this systematic line of research whereby 

we would integrate this system identification optimization trial into a control optimization trial 

(COT) that enables these insights to be used in real-time and at scale to support increases in 

physical activity.  
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OVERVIEW 

 

The purpose of this study was to empirically understand how people respond to 

suggestions to walk depending on the dynamic states of individuals, to determine if there are 

different patterns for each individual that are also predictable and, thus, could be used within a 

future individualized intervention that uses walking suggestions as one intervention component.  

To accomplish this, we designed a unique research study and corresponding technology platform 

that allowed us to study the dual possibility both that context matters, things change, and people 

are different AND that the influence of context, time, and individual differences occurs in a 

predictable fashion within individuals across time.  If our hypothesis is true, it creates a pathway 

for using that predictive knowledge to develop highly personalized interventions.  Doing this 

work required a significant amount of technical work, including creating technical systems and 

algorithms, providing this technology to participants and supporting them in using it, and the 

development and implementation of a robust data analytic approach that could both honor that 

context, time, and individual differences are likely while also predictably so.  This dissertation 

thesis is organized as a scientific record of the process and results, documenting the role of the 

PhD student in developing research questions, study design, technology, and analytic approach.  

It culminates in the final results, and stand as the key product of the dissertation. 

Organization of the Thesis 

The Introduction outlines the organization of the thesis and an overview of the overall 

study.  Chapter 1 covers concepts essential to the study’s design, conduct, and analysis, as well 

as to interpret our work in a larger context, and lists necessary references.  At the end of Chapter 

1, we outline our research questions and hypotheses.  Chapter 2 focuses on the details rather than 

the concepts already covered in Chapter 1, listing design choices that were materialized or 
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operationalized in designing or conducting this study or prior research or considerations that are 

directly relevant to this study.  For Chapter 2, we minimized the discussion of concepts (as these 

were covered in Chapter 1) and focused on our actual design choices and our rationale for them. 

Chapter 3 is a complete reprint of a previously published protocol paper written as the 

lead author, addressing the specifics of this trial.  In describing the trial’s details, overlap with 

Chapters 1 and 2 naturally occurs, but the already published manuscript is included without 

modification.  However, where some of the manuscript’s content (e.g., analysis methods) 

overlaps with the content of this dissertation thesis and may be somewhat confusing or 

misleading, this is noted this in a footnote. 

Chapter 4 briefly discusses the analytical methods specific to this dissertation thesis.  As 

Chapter 1 covered the conceptual work, Chapter 4 only describes the technical choices made in 

the analysis process and their rationale, just as Chapter 2 did for the clinical trial design.  Chapter 

5 presents the results of the analysis.  Rather than a lengthy result report full of numbers, the 

results are summarized visually so that the reader can succinctly grasp the key takeaways from 

the study.  The code that produced them will be made available using open science practices.   

Chapter 6 is a discussion section that outlines limitations, strengths, and future research.  Chapter 

7 is a brief conclusion. 

Chapter 8 is an appendix, which includes a reprint of an essential related study, how the 

algorithm to define “Opportunity” was operationalized.  While it was critical to enable the 

implementation of the final study, it is not directly related to the primary logical flow of this 

dissertation thesis.  That said, given the roles as the first and corresponding author and the 

importance of this core piece that supported the final study, it is included in the interest of 

producing an archival document of the work completed during PhD program.  Other 
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supplementary research materials are included in the appendices including the detailed results of 

the data analyses. 

Study Overview 

This study aims to improve mobile health (mHealth) interventions to increase physical 

activity.  Specifically, it seeks to determine if a system identification approach can be used to 

learn how to individually optimize interventions to help different individuals engage in more 

physical activity.  To this end, among other possible strategies, the study focused on both 

recognizing the 1) dynamic (time-varying), 2) context-dependent (depending on the individual’s 

condition and external context), and 3) idiosyncratic (differences between individuals) of an 

individual’s response to an intervention and the possibility that there would be predictable 

patterns, detectable using within-participant (also called idiographic) modeling approaches.  This 

line of thinking is entirely consistent with the theorized notion of a Just-In-Time Adaptive 

Intervention [1], which aims to provide the necessary support when needed for each person. 

The point we wanted to explore in this study is enhanced personalization, which goes 

beyond considering the context and time of day (e.g., morning/afternoon, weekday/weekend) of 

each individual and instead factors in some dynamic constructs that can be dynamically 

estimated from the individual.  If individualized yet predictable patterns can be gleaned from a 

majority or more of participants, this would provide the evidence needed to justify the next step 

in this systematic line of research; namely the design of a control optimization trial (COT) [2], 

which is an idiographic study design that can be embedded within a digital health intervention to 

produce the evidence needed to develop personalized algorithms, called a controller, which is the 

specific type of personalization algorithm that is the ultimate target and approach for 

operationalizing a personalized intervention. 
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The type of experiment used both in this dissertation and COT trials to develop 

personalized predictions is an open-loop system identification experiment [3,4].  Several 

intervention strategies based on a priori hypotheses are presented to all participants for them to 

experience, and they are alternately exposed on a temporal axis in a method similar to a micro-

randomized trials (MRT) [5].  It is called “open-loop” because individuals’ responses to the 

intervention do not depend on their responses to the strategy. 

This complex experiment, real-time data sharing, and algorithmic automated decision-

making to implement the study required creating a complex computer system.  The idea was to 

receive real-time data from Fitbit to estimate each participant’s dynamic state, make different 

decisions for each individual based on the data, and tailor the intervention accordingly.  This 

required a dedicated mobile app for the study, delivered to users via smartphones. 

Finally, on the theoretical and statistical side, we utilized Bayesian regression and 

multilayer perceptron algorithms to look at causal models and nonlinear internal structure 

specifically within idiographic models.  We chose Bayesian models in particular based on their 

more common use within idiographic modeling, particularly in N-of-1 cross-over designs [6], 

which is similar, experimentally, to our system identification case in that interventions are 

experimentally varied across time, within individuals.  

Summary of Key Findings and Implications 

 

This study aimed to assess whether timely, personalized notifications and daily step goals 

could significantly increase individual step counts compared to scenarios without such 

interventions.  By analyzing participants’ responses under specific time conditions and decision 

policies during a trial, we were able to predict the effectiveness of the intervention for a majority 

of participants.  The trial successfully identified “Just-In-Time” (JIT) states for nearly all 
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participants (91% if using a priori approaches to account for need, opportunity and receptivity 

and up to 98% of participants if need, opportunity, and receptivity could be independently 

considered), demonstrating the potential to empirically identify individualized JIT states that 

could be utilized in future control-system-driven JITAI (Just-In-Time Adaptive Interventions). 

The results underscore the effectiveness of Identifying Individualized states that can 

benefit from real-time support, covering most of the target sample.  This paves the way for 

integrating these findings into a larger control optimization trial (COT), aiming to implement 

these insights on a larger scale to enhance physical activity.  The positive outcomes from this 

study provide substantial justification for advancing this research line, focusing on real-time and 

scalable applications to boost physical activity through personalized interventions. 
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Chapter 1 INTRODUCTION 

 

In this chapter, the rationale of this study, theoretical and practical concepts relevant to 

this study are enumerated, then the relationships between them are explained, and how they can 

be operationalized is discussed. 

The Study of Physical Activity 

Nature of Physical Activity 

Physical Activity (PA) plays a crucial role as a protective factor against many diseases.  

There is convincing evidence indicating that PA is valuable for reducing the risk of bladder, 

breast, colon, endometrial, esophageal adenocarcinoma, renal, and gastric cancers [7] and 

cardiovascular disease [8,9] and improving glycemic control [10,11].  With an aging population, 

step interventions could help prevent chronic diseases, reduce healthcare costs, and improve 

functional life years and quality of life [12–17]. 

Moderate-to-vigorous physical activity is the most important and frequently mentioned 

type.  According to US guidelines, adults can achieve clinically significant benefits from at least 

150 minutes of MVPA per week [18].  In the past, the guidelines have been somewhat 

restrictive.  For example, the guidelines stipulated that 10 minutes of MVPA must be done 

consecutively to be beneficial [19] .  However, subsequent research has shown that shorter bouts 

of exercise also have positive cumulative effects [20], which has been relaxed in recent 

guidelines. 

It is also a recent view that the benefits of physical activity do not necessarily come from 

MPVA alone.  Even lower-intensity exercise, such as walking [21] or light jogging (Light 

Physical Activity) [22], has been shown to have health benefits.  The practical advice of walking 

at least 8000 steps [23,24] or 10000 steps per day [19,25] has shifted in guidelines to describe the 
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value of physical activity in terms of MVPA [18], but the value of walking is still recommended.  

Studies suggest that the general recommendation to “walk more” has clinical benefits [13,23,26]. 

In summary, there is profound evidence that any form or intensity of physical activity 

benefits inactive adults, and even modest improvements can have proportionate clinical benefits.  

For adults, the recommended level is 150 minutes of moderate-intensity PA per week, but 

physical activity is beneficial even at lower levels. 

On the other hand, prevalent sedentary and inactive lifestyles have been repeatedly 

reported [27–37].  These low physical activity levels result in significant financial and quality of 

life losses [14,38].  There is an urgent need to develop accessible interventions to improve low 

physical activity levels as a strategy for reducing risk of a range of chronic diseases. 

Theoretical Model of the Study: Social Cognitive Theory (SCT) 

This section introduces the theoretical model used in this study.  This section relies 

heavily on the textbook Health Behavior: Theory, Research, and Practice (2015) [39] by Glanz et 

al. and will be cited repeatedly. 

SCT is a highly used interpersonal health behavior theory [39,40].  According to SCT, an 

individual’s health behaviors, cognitive functioning, and environmental factors interact, 

called reciprocal determinism.  Important psychological constructs include a sense of control 

(called agency), vital in regulating behavior.  The factors that explain the relationship between 

cognitive function and behavior include self-efficacy, outcome expectancy, and knowledge.  

Social and environmental factors surrounding the individual include observational learning, 

normative beliefs, social support, opportunities, and barriers.  Behavioral skills, intentions, 

reinforcement, and punishment are considered to support behavior. 

SCT also played a central role in the design of this study.  Although not used in the 

central analysis of this thesis, Ecological Momentary Assessment (EMA), which participants 
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were asked to respond to daily, included daily measures of key constructs (See Supplemental 

Table 3.1 of Chapter 3).  In addition, the mobile app provided to participants incorporated 

elements of the Behavior Change Technique (BCT) Taxonomy [41] linked to the agency, such as 

setting exercise goals and entering exercise history. 

Relevant Psychological Constructs 

This section introduces the relevant psychological constructs and relevant framework that 

support this study.  This section relies heavily on the Nahum-Shani et al. 2015 [1] and will be 

cited repeatedly. 

Opportunity: In health behavior change, an opportunity, also known as teachable moment 

[42], is a temporary state in which an individual has a high probability of internalizing 

information, taking action, and actively embracing positive change [1].  We recognized the need 

to consider past behavior to define this.  More specific to this and in line with Nahum-Shani, we 

define opportunity as that next 3-h time window was predicted to have an 50-80% likelihood that 

someone could take steps.  

Receptivity: We define receptivity as a person is deemed to be receptive when they have 

received ≤6 messages in the last 72 hours and have responded (i.e., walked in the following 3 h) 

after ≥50% of the walking notifications sent in that period. 

Understanding whether an individual is receptive to support is important for ensuring that 

support is not wasted and delivered in the environment where it is needed [1]. Receptivity is 

expected to be dependent on context, including the media used to deliver it, its content, and 

frequency, and to change dynamically [1].  

We add one more construct to this, called Need: We define this as accounting for if a 

particular type of support is required at a given time for a person.  We include this to prevent 

offering support to individuals that may have the opportunity to respond favorably and receptive 
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but who otherwise would not benefit from support to reduce the likelihood of sending 

unnecessary support.  We believe it is ethical not to provide support, even if it is valid, if we it is 

unlikely that a person needs it, particularly as a strategy to reduce the likelihood (and indeed 

prevalence) of notification fatigue [43,44].  

Idiosyncrasy, Context Dependency, and Dynamics  

Idiosyncrasy: Individuals May Have Different Patterns 

It has long been discussed that the effectiveness of PA interventions varies significantly 

between individuals [45].  This stream of research has been gradually strengthened theoretically 

and methodologically [46–51] and empirically [49,52–54].  This trend has also been linked to 

research looking for behavioral patterns observed through digital signatures (i.e., digital 

phenotyping) [55–59], genetic backgrounds in patterns of behavior or response to interventions 

[60–62] or psychological factors, including personality [52,63].  

We assume that the moderating effect of facets of JIT states mentioned above on the 

effectiveness of the intervention may vary across individuals.  Since we consider three facets of 

JIT states (Need, Opportunity, and Receptivity), the pattern can be quite complex. 

Context Dependency: People May Behave and Respond Differently Based on Context 

Context dependency refers to people’s behavior, psychological constructs, or behavioral 

response to the intervention varies over contextual environment where the person is put.  This 

dynamic psychological state can naturally trigger or inhibit an individual’s behavior [39].  For 

example, our prior research has shown that some people walk more when they are stressed, 

whereas others walk less [3].  While this study highlights inter-individual differences in these 

tendencies, we have found various cases where the fast-changing and dynamic concept of stress 

has short-term effects on walking behavior [3]. 
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It can also be further assumed that this psychological state may Influence the Individual's 

receptivity to the intervention, or the short-term response to the intervention (in other words, the 

proximal outcome), and the long-term effect (in other words, the distal outcome) [1,5,64–66].  

To extend the example above, we may hypothesize that some people respond more favorably to 

the walking suggestions when stressed, whereas others may do so when they are less stressed.  

This process is illustrated in Figure 1.1 (b).  In other words, the psychological construct is 

assumed to act as a time-varying moderator in the causal relation between intervention and 

behavior. Figure 1.1 (b) illustrates what we hope to uncover in this thesis.  We want to examine 

the time-varying moderation effect of the three psychological constructs mentioned above (i.e., 

Need, Opportunity, and Receptivity), and the intervention is in-app notification, with these time-

varying moderations experimentally varied in the form of different decision policy algorithms 

(defined in chapter 2 on page 53). 

Dynamics: Constructs Vary Over Time 

The word dynamic refers to a variety of concepts, depending on the contexts [67].  In this 

thesis, dynamics refers to the property that the constructs of interest have varied values over time 

within a defined time range that is measurable and studied within-person/idiographic modeling.  

In particular, the change in these values frequently defies simple predictability, diverging 

markedly from straightforward patterns such as constant levels, sinusoidal forms like sine waves, 

highly periodic cycles, or linear trends of increase or decrease.  One of the most prominent 

examples is dynamics observed in the behavior of interest, steps/min.  In this study, the number 

of steps per minute measured by the Fitbit wearable is one indicator of the focal behavior of 

physical activity.  The number of steps per minute ranges from 0 steps/min when not moving or 

not wearing it to 81-138 steps/min at a normal pace [23,68], and in some extreme cases, up to 

200 steps/min.  Most of the other constructs, such as psychological constructs, weather, and 
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schedule, may show large fluctuations and are not easily predictable.  Thus, in planning our 

experiment and analysis, we must account for the variable and shifting dynamics of all 

components, particularly our primary outcome of steps/min (and its various aggregations) and 

JIT states. 

Figure 1.1 (a) shows an illustrative directional acyclic graph for the dynamic behavior.  In 

each diagram of Figure 1.1, each circle denotes a dynamic construct (i.e., variable) that can be 

temporarily measured.  

 

Figure 1.1 Illustrative Directional Acyclic Graph (DAG) for the causal relationships between 

dynamic behavior, psychological states, and intervention. 

 

In this study, we assumed that, among other things, need, opportunity, and receptivity can 

vary across individuals (idiosyncrasy), across context (context dependency), and dynamically 

[1].  These three focal target psychological constructs will be referred to in this thesis as “JIT 

states” because they support and enrich a special type of intervention called a Just-In-Time 

Adaptive Intervention (JITAI, see page 23 for detailed concepts). 

 

From Context Dependency to Causality 

Advances in study designs from psychology and medicine 

In most areas of medicine, between-person randomized controlled trials (RCTs) are the 

type of study accepted as the most valid for supporting causal inferences.  However, traditional 
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RCTs are not well suited to the focus of this research for two reasons.  First, RCTs have 

difficulty capturing individual differences, particularly causally.  The strength of RCTs is to use 

randomization to seek to eliminate the impact of confounders by averaging out their effects 

across a large enough group of participants randomized to an intervention vs. control condition.  

With this strategy, individual-level deviations are treated as “variance” that needs to be 

“averaged out”.  These results are highly valuable for supporting decision-making at the level of 

populations.  For example, this type of evidence provides guidance on selecting populations to 

focus on who may be experiencing disparities compared to other populations or the selection of 

interventions that are “generally” useful as the first line treatment provided by a healthcare 

system.   

With that said, there is mounting evidence that human behavior is a non-ergodic 

phenomenon [69].  Ergodicity is an assumption related to the alignment of between-person 

variance observed – the focus of classic population-focused statistics, also called nomothetic 

statistics – and within-person variance observed – the focus of this dissertation, which involves 

analyses conducted on individual times-series data, also called idiographic modeling.  The key 

assumption of ergodicity is that the average outcome observed from a group is the same as the 

average outcome of an individual over time.  An ergodic system is flipping a coin.  If 100 people 

flip a coin or 1 person flips a coin 100 times, the average outcome would be the same.  In non-

ergodic systems, the individual does not experience the average outcome from the group over 

time.  Based on this, a simple way to figure out if a phenomenon is ergodic or non-ergodic is to 

compare predictions/projections of an individual about a phenomenon across time or look at a 

phenomenon at a single time point with multiple individuals.  If we get the same results, then the 

phenomenon under study is ergodic.  If it is not the same results, it is a non-ergodic phenomenon.  
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Based on this definition of ergodicity, it is highly unlikely that human behavior is ergodic, 

though, of course, this is not a clear distinction between ergodic vs. non-ergodic.  Instead, it is 

more likely exists on a continuum between the two and is contingent upon the exact focal 

phenomena of interest.  

This has potentially large implications for how we conduct our work to develop 

interventions that can help people improve behavior and helps to flag the need for BOTH 

population-focused (nomothetic) and individual-across-time-focused (idiographic) statistical 

approaches.  The traditional nomothetic models are valuable for supporting decisions made about 

populations, such as identifying general issues to focus on, such as physical inactivity, that is 

prevalent across a population.  Another good use would be to support decision-making about 

what first-line treatment should be provided to a population, such as vaccinations, or selection of 

the type of behavioral intervention to offer a population.  If the goal is to support decisions made 

to support individuals’ changing behaviors over time, given non-ergodicity, it requires the use of 

idiographic models that can identify the patterns and dynamics that occur with each person.  

With this, we return to our core hypothesis, which is that people are different, context 

matters, and things change in a predictable fashion when studied using idiographic modeling.  

The RCT strategy of “averaging out variance” literally “averages out” the core focus of our 

hypothesis and, unless human behavior is ergodic, provides limited insights on what the 

appropriate decisions should be to support people in behavior change, save only the very first 

decision offered.   

This problem becomes worse when it is hypothesized that the causal effects will be 

context-dependent and multicausal (for more details on this, see discussion on INUS conditions 

below).  Traditional RCTs assign a group to an individual once at the beginning of the trial (i.e., 
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randomization) and do not change it thereafter.  With this, any context-dependent and time-

variant causal effects, such as the facets of JIT states we hypothesize, would not be 

experimentally varied and thus, could not be meaningfully studied with traditional nomothetic 

methods.   

To address these challenges in studying dynamic and context-dependent causal 

relationships, numerous study design variations have been proposed [70].  As each has a 

different focus and functional goal, we describe them in parallel in this section, to help further 

situate our work within the broader context of new experimental approaches for guiding 

intervention optimization, which have been advanced in the context of the multiphase 

optimization strategy (MOST).  

MOST is a framework for guiding the optimization of biobehavioral and behavioral 

interventions [71].  MOST is a framework, not a single methodology, and can be used in 

conjunction with various other tools and study designs, which are collectively called 

“optimization trials.” MOST was explicitly inspired by engineering [70,71]. The most common 

design used in MOST is a screening experiment.  Within it, multiple intervention components 

options are identified and, a series of steps are taken to screen out components that do not 

significantly affect efficacy.  The final “optimized” intervention is then tested in a standard RCT 

to validate its effectiveness.  Within our system identification trial, we technically included three 

experimentally varied factors, goals, notifications, and our variations in decision policies.  

Technically, our trial could be considered a factorial screening experiment, that utilized a within-

person randomization strategy instead of between persons.  With this, the results of our 

nomothetic tests could be thought of as akin to a classic MOST factorial screening experiment.  
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Another common trial is the Sequential Multiple Assignment Randomized Trial 

(SMART).  SMART is an experimental approach in which an intervention is multilayered with 

additional randomizations for some participants to support deeper exploration of the effects of 

individual intervention components that are difficult to capture in a single time point, single-

stage randomization in a typical RCT [72,73].  This randomization can also be applied to 

intervention components that will be tried later in the intervention. 

This randomization can be fused with a scheme that directs participants to different 

interventions via a participant classification tree separated by a series of if-else logic [73].  The 

branching logic of some of the nodes in this classification tree could include whether the 

participants responded to the initial intervention, the severity of their symptoms, whether they 

are getting better, or whether they are conscientiously participating. 

Getting closer to the design we used is the micro-randomized trial (MRT). The MRT is a 

method that allows testing of how the same participant responds to different environments, types 

of interventions, and contexts by repeatedly randomizing them multiple times [5].  In essence, 

although its original concept focuses on the nomothetic nature of the populations, because each 

randomization may expose each individual to diverse contexts, it is potentially useful to build a 

detailed model of each individual, even for research hypotheses that view each individual as an 

independent system.  With this, it is a logical and valuable tool to explore the facets of human 

behavior that may be ergodic vs. non-ergodic.   

In MRT, a decision point (i.e., the point at which each randomization occurs) can 

semantically mean any point on the time axis.  However, depending on the study design, it can 

also mean something procedurally specific.  The decision does not necessarily have to be a coin 

flip; it can also involve slightly modulating some element of the intervention, as was considered 
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in SMART, or tweaking how the intervention is operationalized.  As long as the randomization is 

done systematically and carefully, it is part of a microrandomized trial. 

MRTs and N-of-1 crossover designs are the closest study designs to our design that has 

its lineage from RCTs.  With this, nomothetic estimates can be produced that can account for 

timing, thus, partially addressing potential challenges of non-ergodicity by providing far more 

targeted predictions in repeatable states.  With that said, if the phenomenon is highly non-

ergodic, then these study designs, particularly the MRT or producing nomothetic predictions 

polled from a series of N-of-1 cross-over designs, would still produce relatively limited value.  

Our study design, called a System Identification study, comes from the disciplinary lineage of 

control systems engineering, but is akin to a mixture of a an MRT and N-of-1 cross-over design.  

MRTs shift the randomization from something that occurs at a single time point between 

people to, instead, randomization that occurs repeatedly within-person across time and at pre-

determined decision points.  For example, an MRT could use a decision point of 8a each 

morning to randomize sending a notification to walk or not, or a decision point could be defined 

algorithmically, such as when a wearable detects that a person seems to be stressed.  This 

experimental structure supports efforts to explore causal relationships operating in complex 

contexts.  A system identification experiment largely follows this same pattern, but with 

incorporation of pseudo-random non-linear deterministic signals and with an explicit focus on 

running idiographic statistician analyses.  Pseudo-random signals produce the valuable properties 

of randomness to support counterfactual causal inference but, critically, are repeatable across 

time.  They are also designed with an explicit use of accounting for orthogonality across the 

frequency domain.  This means that the temporal effects of experimental manipulations can be 
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disambiguated across time within persons.  This provides a structure to support counterfactual 

causal testing within individuals.   

Drawing from N-of-1 cross-over designs, it is common to use Bayesian statistical 

analyses instead of frequentist statistics to support causal inferences for each targeted individual; 

hence the choice in this dissertation to use Bayesian statistics instead of frequentist statistics for 

all idiographic modeling.  Finally, and unique to our generic hypothesis that context matters, 

things change, and people are different but predictably so, our study involved, to the best of our 

knowledge a unique shift in what was experimentally manipulated.  Traditional MRTs and N-of-

1 cross over trials experimentally manipulate the intervention strategy.  In our system ID 

experiment, we experimentally manipulated decision policies, which are the algorithms that we 

designed to operationally define JIT states.  We included four variations (defined in depth 

below).  This manipulation of decision policies was based on the philosophical causal notion of 

an INUS condition, described next. 

Control Systems Engineering 

Control systems engineering refers to the process of the design, analysis, and 

improvement of dynamic systems [2]. These systems consist of devices that manage the 

operation of other devices or systems and may be mechanical, electronic, or both.  The aim of 

control systems engineering is to create equipment and systems that perform as expected within 

controlled settings. 

While system identification guides us to attain the internal structure of unknown dynamic 

systems, control systems engineering requires the accurate internal structures of the system to 

control it or peripheral systems.  Thus, two engineering concepts, system identification and 

control systems engineering, are tightly connected.  Particularly, if we target idiographic control 

systems engineering to optimize the intervention to improve the individual’s behavior response, 
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we may naturally need to use system identification methodology for each individual, as they 

began to be actively used in human behavior research [2,3,74,75].  

Using the methods described in the previous sections, we want to detect the predictable 

vulnerable states, for each person, to improve PA.  If we can find them, this will be strong 

evidence to move on to multi-timescale COT that incorporate this approach for learning 

individualized models and, with that, enact a robust JITAI for supporting PA.  This process 

requires the team to develop an innovative experimental design that could enable causal 

inferences that compare different JIT States, operationalized via guidance from INUS condition 

causal logic, described next. 

INUS Condition 

This study utilized INUS conditions [76] as a conceptual model for causality.  INUS 

conditions stands for Insufficient but Necessary parts of Unnecessary but Sufficient conditions 

and was first proposed by philosopher J. L. Mackie in 1965 [76].  An INUS condition philosophy 

was not the causal model that was used to design the experiment.  As just mentioned, we are 

using causal inference insights, particularly the notion of counter-factual logic, to guide our 

study design, just as is the case with MRT and N-of-1 cross over designs.  With that said, INUS 

condition causal logic was used to guide the development of the decision policies that 

operationally defined and varied different JIT state operationalizations.  INUS Condition causal 

logic was used as it provides guidance on how to theorize about moment-to-moment state-shift-

focused causal phenomena.  Beyond this, while not a traditional part of INUS condition causal 

logic, we found that did lend itself well, conceptually, towards using deterministic signals to 

produce probabilistic predictions that could be useful in our targeted future personalized digital 

health intervention.     
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In INUS causal logic, we do not attribute a single cause for a focal event we are 

interested in happening.  Instead, multiple factors are theorized to form a condition, and when 

this condition is satisfied, in classical INUS causal logic, the event will happen.  For example, 

providing an intervention to a participant via an in-app notification does not automatically cause 

the participant to walk.  Instead, the intervention, along with some other factors (e.g., the 

participant is feeling the need for a walking behavior right now, and there is an opportunistic 

setting for walking, such as a gap in their schedule), is theorized to cause the participant to go for 

a walk when they all occur at the same moment.  Using our concepts of an intervention, need, 

and opportunity, each can be thought of as a single INUS factor.  When these three factors occur 

in a given moment (e.g., “get the intervention when you need it and have the opportunity”), that 

moment meets the hypothesized INUS condition that can produce the targeted effect.  

While there is great value in this logic, there are limitations to its classical use.  Most 

critically, Mackie formulated INUS Conditions in a deterministic way.  If the INUS condition is 

met, the effect will occur.  If not, it will not occur.  Human behavior is not merely non-ergodic 

(and thus, requires study across time), but, particularly when looking towards causal assertions 

towards repeating states, it is likely much more like the weather; meaning inherently non-linear, 

non-predictive, and influenced by stochasticity (or, as statement more colloquially, human 

behavior is likely chaotic, as used within chaos theory).  Returning to our focus, there are many 

other potential triggers for the target behavior besides the “receive intervention when needed and 

available” condition.  For example, “getting interventions when I am busy and stressed” or 

“getting interventions on a weekend morning when I have had a good night’s sleep but am still 

tired” might both also be INUS conditions that can produce a walk.  With this, we needed to 
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develop an empirically replicable approach for studying INUS condition causal hypotheses while 

still recognize the likely inherent chaotic nature of human behavior. 

Specifically, in the empirical use of INUS conditions within the context of a phenomenon 

influenced by non-linear, non-predictive, and stochastic influences, one important starting point 

is to probabilistically reinterpret the meaning of each logical concept dealing with INUS causal 

logic, including Sufficiency [77,78].  The four terms in the name of INUS are commonly used to 

describe deterministic causal drivers.  For example, when we say that A is a sufficient condition 

for B, we mean that if A is True, then B will necessarily be True.  However, from a probabilistic 

view, we mean that if A is true, the probability that B is true is significantly higher than when A 

is false.  Suppose we further adopt a probabilistic view of the probability of B being true, 

meaning that the true probability of B being true has a probability distribution, such as a normal 

distribution, rather than a fixed value.  In that case, the probability distribution is shifted to the 

right (i.e., larger values) when A is true compared to when A is false. (See Figure 1.2) It also 

means that even when A is false, the probability of an event happening is not completely zero, 

but can have a small value. 

 

Figure 1.2 An illustrated concept of probabilistic view on the INUS conditions. 
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Bayesian statistics is suitable for dealing with these mathematical concepts, because it 

allows for more flexible assumptions about the probabilistic distribution of the estimate [79,80].  

As described earlier as well, it is also the more common statistical toolset used for supporting 

causal inference within N-of-1 trials [6]. More details are described on page 37.With this, we 

explicitly incorporated Bayesian notions into our work to honor and recognize the likely inherent 

chaotic nature of human behavior within our experiment while still allowing us to achieve our 

aims of seeking to detect INUS Condition patterns that were reliably predictive ideographically.  

As the names of the INUS conditions hint, INUS conditions are formed by combinations 

of INUS factors.  Just as “intervention” is an INUS factor, factors such as “need,” “opportunity,” 

“weekend,” “morning,” “stress,” “busy,” and “tired” can all optionally but combinatorially 

intertwined to form a specific INUS condition.  In this study, we focused on five INUS factors: 

“need,” “opportunity,” “receptivity,” “weekday/weekend,” and “morning/afternoon.” 

We also note that most of these INUS factors are not capable of causing an event on their 

own.  The first letter of INUS, I (Insufficient), refers to this.  However, when these INUS factors 

meet with other INUS factors to form a condition, they become a condition that can potentially 

cause an event.  This is what the second letter of INUS, N (Necessary), means. 

On the other hand, this condition is not necessarily assumed to deterministically produce 

the desired target of increased walking.  This is based on prior work suggesting that human 

behavior is influenced by non-linear, non-predictive, and stochastic influences as mentioned 

earlier.  The third letter of INUS, U (Unnecessary), recognizes this attribute for each INUS 

factor; each is unnecessary in that it is not the only possible form that could be used to produce 

the contribution needed for an INUS condition to be met.  However, this factor is a sufficient 
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form for activating the theorized function that the factor is meant to contribute towards the 

overall INUS Condition.  The fourth letter of INUS, S (Sufficient), means this. 

Once we get beyond this conceptual level and implement and operationalize each factor, 

we refer to it as an INUS form, can be combined to operationalized define variations of INUS 

conditions and, thus, enable the test of our theorized JIT states.  While there are subtle 

differences, for the sake of this thesis will use these terms (i.e., INUS condition and JIT State; 

and INUS factors and forms) interchangeably, with the INUS factor providing the concept, INUS 

form, the operationalization of each element of the causal pattern and the JIT State providing the 

conceptual structure and INUS Condition providing its operationalization.  

With this as background, we turn now to how we formulated our dynamic hypotheses.  

With these terms defined, we can now restate our generic hypothesis into a more testable form.  

Specifically, we hypothesized that different people may be predictably responsive to different 

INUS conditions as operationalizations of varied JIT states.  Therefore, based on prior research 

and domain knowledge, we enumerated 32 INUS conditions1 that we thought would be plausible 

states that could be identified as observable conditions that could be identified as a reliably 

predictable condition (or set of conditions; in this work and logic, there is no requirement that 

only one INUS condition need work for one person) for each individual.  We designed an 

experiment that, via experimental manipulation of different decision policies that define 

variations in INUS factors that would be experienced and manifest across different theorized 

critical contexts (weekend vs. weekday and morning vs. afternoon), it enabled us to 

 
1 4 timings x 4 JIT state combinations x Whether we intervened (2, T/F) = 32 

- Timings: Weekday morning, weekday afternoon, weekend morning, and weekend afternoon 

- JIT state combinations: 

1) All JIT states (Need, Opportunity, Receptivity) are true 

2) Need and Opportunity are true 

3) Need and Receptivity are true 

4) No JIT states are considered 
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experimentally test the causal impact of these INUS conditions for each individual.  Since our 

primary interest is “Does sending a notification to walk increase steps in this context relative to 

when we do not send notifications?”, we conducted pairwise comparisons of the INUS 

conditions with and without the intervention (32/2=16 pairs) and estimate the effect of the 

intervention on behavior within the context of these experimentally manipulated variations of 

INUS conditions using Bayesian statistics.  As we experimentally varied both sending and not 

sending notifications and our decision policy, these estimates, using counterfactual causal logic, 

are akin to the causal predictions used in classic RCTs, but, now, with the causal inferences 

occurring for each individual.  To the best of our knowledge, this is the first type such an 

innovative approach for studying a phenomena with this level of causal complexity has been 

conducted.  Using Bayesian statistical notions of credibility intervals instead of frequentist 

confidence intervals, we sought to identify INUS conditions whereby there was an 80% or 

greater likelihood that, over the 9 months of the study, when a given INUS condition was met, a 

person walked a minimum of 100 additional steps compared to the same INUS condition, but 

without a notification being sent.  With this, we produce an estimate of the degree to which a 

particular INUS condition that includes notifications, can reliably result in increased steps 

relative to the same INUS condition but without a notification offered based on experimental 

variation of both the decision policies and notifications.  

Just-In-Time Adaptive Intervention (JITAI) 

Need of JITAI 

JITAI refers to a set of temporal interventions that aim to provide the right kind of 

intervention when an individual needs it [81].  The definition in the previous sentence is 

somewhat unclear about what it means to be a “temporal” intervention, but we use the term here 

to mean that time is accounted for when determining if a person needs a particular type of 
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intervention.  JITAI’s basic assumption, as stated in the definition, is that the need for the 

intervention, or the type and content of the intervention, changes over time.  These factors are 

naturally assumed to vary across individuals, hence the basic premise of personalized 

intervention delivery.  In many cases, this is a two-step process: 1) estimating the need for 

intervention, the kind of intervention needed, and what a more effective intervention might look 

like, and then 2) providing that intervention in a timely manner [5,81].  The process of estimating 

the appropriate intervention often involves measuring or estimating the individual’s current state, 

recent behavior, context, or circumstances. 

The sensitive flexibility of interventions described above assumes that interventions will 

be less effective, or even harmful, if they are delivered non-selectively or if they are not the 

appropriately matched intervention to a particular context.  JITAI is particularly valid for certain 

behaviors, contexts, and interventions where these assumptions are illustrated or demonstrated.  

Studies that delve into JITAI have rapidly increased in recent years, particularly in the mobile 

health field [1,82–85]. 

Enabling Factors of JITAI 

Technological advances, including sensors, wireless communications, and mobile 

devices, have profoundly impacted how interventions for health behavior change are delivered. 

Sensors.  The development of sensors has broken new ground regarding objective 

behavior measurement.  The ability to measure various signals at high frequencies, including 

amplitude, magnitude, frequency, and type of behavior, is an essential shift in the behavior 

intervention field.  The triaxial accelerometer sensor is a prime example.  First used in research 

in the 80s, accelerometer sensors [86] had limitations in terms of price, usability, and accuracy, 

but their promise was recognized [87], and their use gradually increased [88]. 
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In recent years, the availability of commercial sensors beyond research sensors has also 

played an essential role, despite their more significant limitations in terms of validity than 

research sensors [89].  Their use is becoming more widespread for reasons of price and 

availability [90]. 

Wireless Communication and Mobile Device.  The widespread use of smartphones, with 

their powerful computational power, portability, and always-on wireless data connectivity, has 

opened a new frontier for mobile health.  Smartphones serve as a platform from which 

information measured by sensors can be transmitted to the Internet in real time while also 

serving as a two-way communication channel as the basis for digital interventions to be delivered 

to individuals.  For this reason, smartphones with wireless communication are one of the critical 

elements of JITAI. 

Real-time Signal Processing in the Study Server.  Powerful servers and algorithms are not 

necessarily used in every JITAI, but they can play an important role in increasing its fidelity.  

Efficient and robust server programming is essential to receive and process data streams 

generated by sensors in real time, determine the appropriate content of interventions, and 

respond to them individually. 

Challenges of JITAI 

JITAI requires the integration of digital technologies, including the use of the internet, 

wearable sensors, or mobile devices to measure and transmit information about individuals, 

process and analyze data, and deliver interventions.  There is a risk of creating a digital divide 

[91,92] and burden of use in the aged populations [93] or difficulties for under-resourced 

providers [94].  There are also concerns about clinical interventions being delayed due to 

inaccurate risk assessments in mobile apps [95], the potential risk that it may take longer to 

access existing interventions with established effectiveness [91], and user concerns about privacy 
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and cybersecurity [96].  Most of these concerns are not unique to JITAI but are shared across 

digital interventions. 

Measurement of Walking Behavior 

Conventional Measurement 

There are many ways to measure gait, or gait movement.  In past studies, direct 

observation [89], physical activity questionnaires [97], transportation surveys [98], pedometers 

[99,100], and video measurements [101] have been widely used.  Physical activity 

questionnaires, a type of self-report, are recognized as a survey method with a wide range of 

validation. 

However, these methods have difficulty measuring walking behavior in free-living 

environments and are unsuitable for supporting JITAI or producing high-resolution time series 

data.  Furthermore, they either cannot be objectively measured or require participants to record 

them by hand, which creates a high measurement burden to increase the measurement frequency. 

However, as Chevance et al. documented in [102], the patterns identified within human 

dynamical behavior are known to be highly dependent on temporal resolution.  In our work [103] 

and in past studies, our team has learned from observation that human behavior, such as gait, 

change too rapidly to be characterized by daily or more aggregated data.  Depending on the 

research question, it might be appropriate to utilize such aggregate data (e.g., increased weekly 

activity as this is aligned with national recommendations of PA).  However, suppose we are 

interested in context-dependent phenomena (e.g., the relationship between contextual variables 

like weather and day of the week on steps/day) or fast time-scale dynamics (e.g., if a person 

engaged in steps/min during the 3-hour window after when a notification to walk could feasibly 

have been sent).  For each of these, more fine-grained aggregations of the steps/min data are 

appropriate. 
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Sensor-based Measurement 

Accelerometer-based sensors have emerged to mitigate these limitations.  Pedometers 

utilize mobile mechanical components such as springs to convert the strong impulses from 

walking into electrical signals [99,100].  In contrast, electronic semiconductor-based 

accelerometers use static parts, including piezoresistive, piezoelectric, or differential capacitive 

accelerometer material-based components to measure the change in acceleration or angle of 

gravity within an inertial system and convert it into electrical signals [104]. 

The acceleration changes recorded by the above methods are used in conjunction with a 

built-in timer to record the position, velocity, and acceleration in the three-dimensional space of 

the body part where the sensor is worn as a high-frequency time series on the internal storage 

[105].  Accurately calculating step counts based on these accelerations, velocities, and positions 

is also a significant challenge [106,107].  While heuristic approaches based on domain 

knowledge are sometimes used, approaches based on machine learning, such as decision trees, 

are more common [108–110]. 

According to the Nyquist-Shannon sampling theorem [111], to avoid aliasing, a type of 

distortion of a signal whereby the influence of two or more signals cannot be disambiguated, 

measurements should be made once every half a cycle of the minimum period of the 

phenomenon of interest.  The minimum period length of the phenomenon should be determined 

by prior research or close observation.  In the absence of prior research or where it is technically 

feasible to increase the period, it is desirable to measure at the fastest time-period possible, as it 

enables later aggregation to the appropriate timescale [102].  For example, although human gait 

movements, even at their fastest, are typically no more than 3 Hz, most currently available 

commercial or research-grade accelerometers offer sampling frequencies of 30-100 Hz [112–

114]. 
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Commercial Wearable Sensors 

Advances in commercial mobile devices and information technology have made it 

relatively easy for researchers to gather this level of granularity, at least as it pertains to PA and 

now increasingly other variables such as heart rate.  For example, some device manufacturers, 

including Fitbit, can send minute-by-minute data to researchers on a regular basis [115], and 

others, such as Apple Watch, can instantly send the exact time of each gait movement with the 

millisecond resolution, depending on the researcher’s settings [116].  The amount of information 

collected this way is staggering compared to data gathered from traditional nomothetic research 

approaches, such as survey-based epidemiology.  Although the technical challenges of simply 

transmitting and storing it can be overcome with modern technology, the challenge of using 

these data flows for behavioral research lies in analysis and interpretation.   

Automatic Data Gathering Through the Internet 

The process of automatic data gathering through the Internet is initiated by the 

establishing the study server (rightmost rectangle of Figure 1.3).  When the study server is built 

on the Internet, its Internet address (e.g., in our case, justwalk.ucsd.edu/update) is registered to 

the Fitbit server system (arrow 1 of Figure 1.3). 

 

Figure 1.3 Schematics of Data Sharing Between Fitbit Wearable, Server, and Study Server 

 

The data measured through wearable (e.g., Fitbit) are stored in their wearable device’s 

local storage.  Then, suppose the device is near the smartphone, and the smartphone is available 

to synchronize the data with the wearable (e.g., the battery is enough, the phone is not in power-
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saving mode, and the Fitbit app is alive in the operating system’s background process queues).  

In that case, the wearable’s internal storage data is sent to the smartphone through a wireless 

connection (arrow 2 of Figure 1.3).  In rare cases, some vendors’ wearables have a standalone 

Wi-Fi connection to submit their data directly to the manufacturer’s server.  However, in our 

study, Fitbit does not have such capability. 

If the data are shared to the smartphones, the data are automatically uploaded to the 

wearable manufacturer’s server (i.e., in our study, Fitbit’s server, arrow 3 of Figure 1.3).  If the 

phone has no internet connection (e.g., camping, staying outdoors, on flights, or overseas without 

a data roaming connection), the data remains in the smartphone indefinitely.  If the data 

connection to the Internet is resumed, all the data are sent to the vendor’s server. 

When the vendor’s server receives the data, it accumulates the data stream for at least 15 

minutes.  After 15 minutes, Fitbit’s server notifies the study server that there is a new update for 

a particular participant (arrow 4 in Figure 1.3).  Then, the study server requests the Fitbit server 

to return the participant’s updates (arrow 5 in Figure 1.3).  Although this flow seems 

complicated, it is an industry-standard information flow for the sensor-measured data over the 

Internet. 

Technical Challenges of the Measurement, Their Impacts on Studies, and Promising Approaches 

It is well known that there is potential risk of wearables’ data might come to the study 

server late [117,118].  We anticipated the risk of missing data purely caused by technical 

reasons, not the participant’s intention.  Thus, when we need the activity data, we checked the 

server, and if the phone had not sent the data for over an hour, we sent a regular text message to 

the participant to request to run the Fitbit app once more to synchronize the data to the server. 

Such phenomena occur more frequently in the late evening or early morning when the 

participant’s activity data is needed than at other times.  The phenomenon might be related to the 
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user’s phone usage patterns, battery status, charging status, and usage of other apps, but it was 

difficult to identify a clear pattern.  In our lab tests on an iPhone 13 Pro from Apple Inc., we 

found it difficult to find any settings in the official iOS Settings app that correlated with this 

behavior. 

If the participant did not turn on their phone when they received the text messages, this 

phenomenon can last multiple days until they turn on the phone.  Such data gaps largely impact 

the real-time JIT state estimation.  For example, our operationalization of the JIT states heavily 

depends on real-time activity data.  More importantly, the algorithms are set to rely more on 

recent days.  The estimation may shift inaccurately if the data are missed in recent days.  The 

impact of such data delay will be discussed in the result section (See “Exploratory Aim 2: Post 

Hoc Analysis of JIT states” on page 162). 

The ultimate solution for this is for the devices and smartphones to stay connected as 

much as possible.  Low-power wireless connection technologies, including Bluetooth Low 

Energy or Bluetooth 5 [119], are introduced.  Smartphone operating systems need more powerful 

batteries and better power management technologies.  However, as of 2024, this phenomenon 

has not been resolved yet. 

Statistical Models and Computational Considerations 

Mixed Effects Models 

Mixed effects models refer to statistical models that combine fixed-effects models, in 

which the model parameters have fixed values, with random-effects models, in which the model 

parameters can vary across samples[120].  

Repeated measures analysis of variance (ANOVA) is traditionally used when analyzing 

repeatedly measured data from multiple respondents because the measurements usually do not 

satisfy the assumption of independence (i.e., measures are correlated), which is not required by 
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repeated measures ANOVA.  However, several limitations have been pointed out, including the 

inability to model both within- and between-individual differences simultaneously; the 

widespread use of listwise deletion, which requires eliminating an item from all subjects if a 

missing value occurs in one respondent; and the fact that it answers whether an effect is 

significant but does not answer the direction or magnitude of the effect[121]. 

Mixed-effects models have emerged to overcome these issues[120,122]. They are known 

to overcome all, or at least partially, the problems mentioned above.  Differences within and 

between individuals can be modeled simultaneously.  Information loss is greatly reduced in the 

case of missing values because only those missing values are eliminated.  Also, they not only 

answer the question of whether there is an effect but also provide quantitative information about 

the direction and magnitude of the effect.  These advantages have led to the widespread use of 

mixed-effects models[122].  

The parameters in the model can be estimated by specifying: 

1. Which individuals does each sample belong to? 

2. Which variables should vary across individuals but remain constant within individuals 

(random effects)? 

3. Which variables should remain constant across all samples regardless of the individual 

(fixed effects)? 

The number of parameters the model estimates will be (number of fixed effect variables) 

+ (number of random effects variables) x (number of individuals).  In addition, the 

hyperparameters that the modeler should determine include the linkage function, which describes 

the relationship between the variables in the model and the measurements, the statistical 
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distribution of the measurements (See the next section about count regression), and the type of 

optimizer used in operating the mixed effects model[120]. 

Based on this, the mixed effects model accounts for the nomothetic pattern expressed on 

average across all individuals as fixed effects, and for individual differences that deviate from 

this common tendency but are maintained within the individual as random effects.  The residuals 

represent the remaining variance that is not explained by these two. 

This thesis initially attempts to use the mixed effects model to provide a generalized lens 

to understand how our intervention is helping people meaningfully, in general, across the study 

sample as an indicator of a population estimate.  The decision points are labeled as to which 

individuals they belong to (item #1 in the list above).  Each individual can have their own 

baseline 3-hour activity level and linear increasing/decreasing tendency in overall activity level 

as the individual progresses through the intervention (item #2 in the list above, the random 

effects).  All other factors (e.g., how many more steps are taken in a 3-hour when notifications 

are given, on weekends, or when more ambitious step goals are provided) were modeled as fixed 

effects (item #3 in the list above).  This model structure was an attempt as a standard and 

traditional methodology for developing a nomothetic response model to our intervention to 

answer the question: “did the intervention components ‘work’, on average, across the sample?”. 

In addition, intending to optimize the model structure to describe the participants’ 

behavior responses the best in a predictable manner, we performed stepwise regression, which is 

widely used in introductory statistics practice, in a forward fashion.  As a base model, we 

included the key elements of the intervention: 

1. Whether or not the notification was provided, 
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2. A pseudorandom value between 0-1 used to determine the daily step goal (i.e., goal 

factor), 

3. A dichotomized decision policy (random vs. all other levels) and 

4. 2-way interaction terms between them. 

In this base model, we examined each variable in the following order: linear univariate 

terms, quadratic univariate terms, 2-way interaction terms, and 3-way interaction terms.  If 

adding a term decreases Akaike Information Criterion (AIC) values, which are estimators of 

prediction error, the term is retained. 

The log linkage function and ZINB model with constant dispersion and zero-inflation 

probability were used. 

 

Count Regression 

Step counts, or more precisely, the sum of step counts over a time-period, are a measure 

of the number of times the event of taking a step occurs.  The probability distribution of a 

statistic that counts the number of times an event occurs is called a count distribution, and the 

regression methods suitable for it are collectively called count regression [123].  Poisson 

regression is often used as the most basic count model for count regression. 

𝑃𝑟(𝑋 = 𝑘) =
μ𝑘𝑒(−𝜇)

𝑘!
 

Equation 1.1 Probability density function of Poisson Distribution 

However, Poisson regression has the constraint that the expected value and variance of 

the counts must be equal (the mean μ is the only parameter of the Poisson distribution).  In 

practice, this condition is challenging to satisfy in most cases, and our preliminary research 

showed that the variance of step count data was about 1,000 times the mean.  This phenomenon 

of large variance relative to the mean is called overdispersion [124]. 
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Negative Binomial (NB) regression can be applied for overdispersed count data.  The 𝑁𝐵 

distribution is the distribution of the total number of trials until the desired event occurs 𝑟 times 

through Bernoulli trials with probability 𝑝.  It models a similar shape to the Poisson distribution.  

However, it allows for estimation when the variance is large relative to the mean.  𝑁𝐵(𝑟, 𝑝) is 

expressed by the following formula: 

𝑃𝑟(𝑋 = 𝑘) = (
𝑘 − 1

𝑟 − 1
) 𝑝𝑟(1 − 𝑝)𝑘−𝑟 =

𝛤(𝑘)

𝛤(𝑟)𝛤(𝑘 − 𝑟 + 1)
𝑝𝑟(1 − 𝑝)𝑘−𝑟 

𝑝 ∈ [0,1], 𝑟 > 0, 𝑟 ≤ 𝑘 

𝐸(𝑋) =
𝑟

𝑝
, 𝑉𝑎𝑟(𝑋) =

𝑟(1−𝑝)

𝑝2 .  On the contrary, we can formulate the parameters with the 

expectation and variances as follows: 𝑝 =
𝐸(𝑋)

𝑉𝑎𝑟(𝑋)+𝐸(𝑋)
, 𝑟 =

𝐸(𝑋)2

𝑉𝑎𝑟(𝑋)−𝐸(𝑋)
.  

However, the above description is only a consequentialist interpretation and applied use 

of the NB distribution.  If we use NB (or its zero-inflated variant; see next section), we need to 

think theoretically about why it works. 

Why is Negative Binomial Distribution Appropriate for Walking Behavior? 

We analyze the human walking behavior in three phases as follows: 1) each individual 

has a dynamically changing urge to walk2; 2) with each step taken, a small amount of this urge is 

released3; and 3) when all of the urge is released, the individual stops walking.  Let us denote by 

𝑟 the amount of urges, the sum of internal desires and needs, that an individual has at any given 

 
2 It can be viewed as an intentional urge to take a walk, a need for steps in daily life (e.g., walking from the office to 

the copier, steps needed to get to work or lunch), or a fixed distance that needs to be walked (e.g., from home to the 

train station).  In other words, it is a quantity that needs to be addressed as a walking behavior. 
3 It can be thought of as the average amount resolved per step, or if we assume that a step is a Bernoulli trial, such as 

a probabilistic coin flip, it can be thought of as the probability 𝑝 of a Bernoulli trial.  In this case, 1/𝑝 is the 

expected value of the steps required to resolve one unit of urge.  Conceptually, it only makes a little difference to the 

overall idea. 
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time, and by 𝑝 the expected value of the amount resolved with each step.  Assuming linear 

resolution, it would take 𝑟/𝑝 steps to resolve a total of 𝑟. (For convenience, let 𝑘 =  𝑟/𝑝) 

This conceptualization is precisely consistent with the definition of the 𝑁𝐵 distribution 

described above.  A sequence of 𝑘 trials, probability 𝑝, and a success event 𝑟 follows the 

probability distribution 𝑋~𝑁𝐵(𝑟, 𝑝), 𝑃𝑟(𝑋 = 𝑘). 

Assuming that the amount released per step does not vary significantly over time within a 

single individual (i.e., 𝑝 is fixed) and 𝑟 is a dynamically varying urge, 𝑘 and 𝑟 are proportional.  

To illustrate this concept in our experiment, the unit duration of our measurement is 3 

hours, and 𝑟 at that point in time can be simply modeled as follows: 

𝛽0  + 𝛽𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛  ×  (𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) + 𝛽𝑔𝑜𝑎𝑙  ×  (𝑠𝑡𝑒𝑝 𝑔𝑜𝑎𝑙) + 𝛽𝑡𝑟𝑒𝑛𝑑  × (𝑡𝑖𝑚𝑒 𝑒𝑙𝑎𝑝𝑠𝑒𝑑) 

Equation 1.2 Illustrative basic modeling of urge to walk for Negative Binomial model. 

This model states that given a notification, urges increase by 𝛽𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛, and given an 

increase in step goal by 1 unit, urges increase by 𝛽𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛.  Additionally, if there is a long-

term trend in base urges (e.g., a gradual increase), the increase per unit time elapsed since the 

beginning of the trial can be modeled as 𝛽𝑡𝑟𝑒𝑛𝑑.  This model is arbitrarily assumed, but can be 

constructed differently depending on the research question, experimental design, and 

assumptions. 

If the model is built as above, it means that the number of steps (i.e., 𝑘) has an NB 

distribution with mean 
𝑟

𝑝
 and variance 

𝑟(1−𝑝)

𝑝2  if the independent variables (i.e., notification, step 

goal, time elapsed) are constant.  Therefore, we can use the average value of the number of steps 

over a given period (𝑋~𝑁𝐵(𝑟, 𝑝) 𝑤𝑖𝑡ℎ 𝐸(𝑋) =
𝑟

𝑝
 ) as the dependent variable in the regression. 
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Zero-Inflated Models 

Consider the situation where step count data is modeled as 𝑋~𝑁𝐵(𝑟, 𝑝), 𝑟, 𝑝 ≠ 0, and the 

data yields zero steps (𝑋 = 0).  By the definition of 𝑁𝐵, 𝑃𝑟(𝑋 = 𝑘) is defined only for 𝑘 ≥ 𝑟, 

because it is impossible to succeed r times without trying r times, so if we observe zeros in the 

data, we need to find another explanation.  However, if we look at real-world data, we see many 

zeros. 

A simple way to model this is to imagine a coin with probability 𝜓, and assume that if the 

coin comes up heads, the output of the model has a value of 0, regardless of what the value of 

𝑁𝐵(𝑟, 𝑝) was, and if the coin comes up tails, the model outputs the original value of 

𝑁𝐵(𝑟, 𝑝).  For convenience, 𝜓 can be assumed to be a constant, but depending on the 

assumption, it can also be a variable to be modeled. 

In this case, regression methods are named with the prefix zero-inflated, which means 

that the number of zeros is much higher than expected.  In our case, this would be the Zero-

Inflated Negative Binomial (ZINB), and similarly, the Zero-Inflated Poisson distribution and 

Zero-Inflated Geometric distribution are also possible. 

𝑃𝑟𝑍𝐼𝑁𝐵(𝑋 = 𝑘) = {
𝜓, 𝑘 = 0

(1 − 𝜓)𝑃𝑟𝑁𝐵 (𝑋 = 𝑘), 𝑘 > 0
 

With such a model, performing regressions on over-dispersed count data is possible, free 

from the influence of too many zeros.  To describe 𝜓 conceptually, we assume that there is an 

exogenous barrier to taking a step or an exogenous blockage that prevents a step from being 

taken but not measured.  The total probability of these binomial events occurring is then assumed 

to be 𝜓 [125,126].  However, we did not hypothesize this term to be significant in our study, so 

we left it constant and excluded its estimate from the analysis. 
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Bayesian Regression and Markov Chain Monte Carlo (MCMC) 

A detailed mathematical description of Bayesian regression and MCMC is beyond the 

scope of this thesis.  However, since they are central to our research, we briefly introduce the 

concepts and explain why we adopted them [80,127]. 

Bayesian regression is a methodology that aims to obtain a probability distribution rather 

than derive a single, specific value for the parameter to be estimated when performing a 

regression.  It is useful to contrast the concept with frequentist regression, which has a similar 

goal and similar inputs and outputs.  Instead, frequentist regression estimates point estimates. 

For example, a conventional frequentist regression for the model 𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝜖 

yields one fixed value for each of 𝛽0 and 𝛽1.  We also assume that each of these estimates is 

normally distributed (i.e., has a mean and standard deviation) and calculate a confidence interval 

and p-value based on our desired significance level.  The numerical process for obtaining these 

values is implementation-dependent but typically utilizes Maximum Likelihood Estimation 

(MLE).  

Bayesian regression aims to obtain a probability distribution for 𝛽0 and 𝛽1.  This 

probability distribution may be normal, but it may not be.  Since we do not assume a normal 

distribution, we can use definite integration to calculate the probability that the estimate falls in 

any credibility interval we want, which is more informative than a point estimate.  This process 

typically utilizes samples drawn from the stationary state of the Markov Chain, depending on the 

implementation, to compute multiple times how well the data fits our probability density 

assumptions and how the assumed probability distribution (called the prior distribution) should 

be updated if we follow what the data tells us.  This process results in a new, updated probability 

distribution (called the posterior distribution) obtained through numerous samplings.  This 

process borrows from the principles of Monte Carlo simulation. 
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As mentioned above, we assumed that step counts follow 𝑍𝐼𝑁𝐵(𝜓, 𝜇, 𝜎2) (where 𝜇 is the 

mean and 𝜎2 is the variance).  We also assumed that 𝜇 increases significantly given the 

intervention. 

𝑺𝒕𝒆𝒑𝒔 = 𝒁𝑰𝑵𝑩(𝜓, 𝜇, 𝜎2) 

 
𝜓: zero-inflation parameter 
𝜇: mean of the steps 

𝜎2: variance of the steps 

 

𝜇 = (𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡) + (𝑒𝑓𝑓𝑒𝑐𝑡𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) × (𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) + (𝑒𝑓𝑓𝑒𝑐𝑡𝑔𝑜𝑎𝑙) × (𝑔𝑜𝑎𝑙 𝑓𝑎𝑐𝑡𝑜𝑟)

+ (𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛) × (𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) × (𝑔𝑜𝑎𝑙 𝑓𝑎𝑐𝑡𝑜𝑟)
+ (𝑡𝑟𝑒𝑛𝑑) × (𝑒𝑙𝑎𝑝𝑠𝑒𝑑 𝑡𝑖𝑚𝑒, 𝑖𝑛 𝑑𝑎𝑦𝑠) 

Equation 1.3 Main Regression Model 

 

The resulting probability distribution of each coefficient is called the Posterior 

Distribution (or a posteriori distribution), and the estimated value with the highest probability 

frequency value (i.e., the most plausible value) is called the Maximum a posteriori Point (MAP) 

(See Figure 1.4). 

As the a priori distributions of the notification and goal effects, we assigned a non-

informative (i.e., no prior knowledge is assumed) distribution, a Cauchy random distribution 

with the mean of 0 and dispersion parameter of 10,000.  Intercept and 𝛼 can only be positive, so 

we assumed a Half Cauchy random distribution with the dispersion parameter of 10,000, and 𝜓 

can only be between 0 and 1, so we assumed a uniform random distribution in the range [0,1]. 

Rationale for the Credibility Interval Range 

With this methodological foundation, we can estimate the probabilistic distribution of the 

effect estimate.  We decided that 100 steps/3 hours is the minimum value of the MAP 

intervention effect estimate we would like to see and that an INUS condition is valid only if there 

is at least an 80% chance of achieving an effect beyond 100 steps/3 hours.  These numbers (100 

steps/3 hours , 80%) were selected given both the innovative nature of the experiment and a 
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theorized minimal clinical impact, particularly if multiple states could be identified that could be 

used repeatedly for an individual to support increases in steps.  

Beyond these points and keeping in mind our ultimate goal of informing a future control-

system driven intervention, we explicitly sought a credibility interval that is “good enough” to be 

informative in a future controller-driven intervention.  This is based on other work being 

conducted in the lab (R01CA244777) which involves studying in an RCT, a controller-driven 

intervention that is using this general COT approach to personalized predictive models for each 

person at scale.  Within that work, we are finding that it can be “good enough” from an 

intervention perspective, to get estimates of explaining individual variance in steps that are 

relatively small, in the range of 5-10% of variance of an individual’s steps response. 

With this, and again, given the innovative nature of our approach and experimental 

design, we sought to bias towards the detection of plausibly good enough reliability estimates of 

predictive effects, hence the use of 80% credibility intervals.  This was also buttressed by a focus 

not merely on >0 steps/day estimate (which would be more of a frequentist cut-off) but 80% 

credibility of at least 100 steps more within the 3-hour increment in comparison to the 

intervention.  Thus, while not the same, this mixed credibility interval with a higher clinical 

threshold is, arguably, analogous to 5% significance level in frequentist statistics. 

This target was based on the recognition that, for some individuals, it might be possible 

to recognize multiple INUS conditions that could a reliable estimate of effect could be detected.  

The more INUS conditions that are available to provide “the right support at the right time” the 

more that 100 steps more can result in meaningful shifts in steps/3 hour increment after a 

notification, particularly given the general results described earlier that it seems even small 

increases in movement can have health benefits.   
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Thus, we used the increment of steps of 100 steps/3 hours (in comparison to when no 

notification was sent for a given INUS condition) as a base threshold of clinical impact.  With 

that, we do predict the average step increase for each INUS condition and report as such to 

provide a more robust capacity to interpret the plausible clinical impact of such an intervention.  

With all of this said, given the innovative nature of the study, we had no clear benchmarking to 

draw upon to establish these thresholds.  Future work could explore other options for this.  

Statistical Analysis to Compare INUS Condition Effects 

To help understand the logic in more detail, suppose we are given the effect probability 

distributions corresponding to several INUS conditions, as illustrated in Figure 1.4.  The first 

case is not an effective INUS condition because the MAP estimate is 50 steps/3 hours.  The 

second case has a MAP estimate of 300 steps/3 hours and a 97.72% probability that the effect 

estimate exceeds 100 steps/3 hours, so it is an effective INUS condition.  The third case is a more 

realistic picture.  It has an asymmetric effect probability density function.  The interpretation is 

the same in this case.  The MAP estimate is 626 steps/3 hours, and the probability that the effect 

estimate exceeds 100 steps/3 hours is 100%, so this case is effective.  As in the last case, the 

MAP estimate exceeds 100 steps/3 hours, but the uncertainty is so large that the probability that 

the effect exceeds 100 steps/3 hours is less than 80%, which is considered invalid.  Similarly, the 

MAP estimate is more important if the probability that the effect estimate exceeds 100 steps/3 

hours is greater than 80%.  However, if the probability that the effect estimate is greater than 100 

steps/3 hours is less than 80%, it does not matter what the MAP estimate, which we treat as an 

unreliable prediction. 
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Figure 1.4 An illustrated probability distribution of effect estimated. 

 

Machine Learning Based Regression and Its Benefit 

Unlike model-based regression described above, machine learning-based regression only 

specifies inputs and outputs and does not assume a specific statistical model in advance (e.g., 

ZINB).  Therefore, arbitrary models that describe the relationships in the data, including non-

linear models, can be introduced automatically, and model elements that were never expected 

can be identified[128].  It is helpful for problems challenging to model by hand, such as 

predicting step counts over time and context at the individual level.  In Bayesian regression, to 

solve this problem, we stratified by the value of each JIT state.  ML-based regression, on the 

other hand, is trained by including each JIT state as an input variable. 
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Multilayered Perceptron (MLP) 

We used the Multilayered Perceptron (MLP) algorithm among the numerous ML 

algorithms due to its powerful performance (see Appendix 1 for performance comparison).  The 

MLP algorithm is a network model with an input layer that corresponds 1:1 to the input vector, 

an output layer that corresponds to the output vector (or value), and a few hidden layers in 

between [128].  Each layer linearly transforms the values of the previous layer with a weight 

matrix and a bias vector as parameters.  The linearly transformed intermediate value vector of 

each layer typically reflects a non-linear activation function (e.g., hyperbolic tangent [128], 

sigmoid [129], ReLU [130], or leaky ReLU [130] functions) and is passed to the next layer.  

Strategies have been developed to make the model more stable by optionally normalizing each 

layer or introducing regularization, including a drop-out strategy that randomly sets the values of 

randomly chosen channels to zero [128].  The weights and biases are updated using a 

backpropagation algorithm [131], which compares the initial output value vector obtained by 

passing the input data through the initial model with the true output value vector, and adjusts the 

weights and biases to bring the output closer to the true output value incrementally on a gradient. 

Hyperparameter Searching and Optimization 

However, the performance of these machine learning models is significantly determined 

by a large number of hyperparameters (i.e., parameters that determine the structure of the 

model).  See Appendix 1 for the model improvement and its impact.  For the MLP described 

above, these include the number of hidden layers, the size of each hidden layer, the learning 

speed and strategy during the training process, the type of activation function, the dropout rate 

and intensity, the initial values of weight and bias, the number of samples per training session, 

and the performance evaluation metric function. 
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It is difficult to find the best fit among these hyperparameters manually.  An experienced 

ML scientist can iteratively experiment to find the optimal values.  However, since the optimal 

hyperparameters depend on the input data, it is not practical to do this for many models and input 

data sets.  Therefore, many automated hyperparameter optimization techniques have been 

developed. 

In this study, we used a package called Ray Tune and an implementation of the algorithm 

called Async Successive Halving (ASHA) [132–135].  These packages and algorithms allow for 

experiments with different hyperparameter combinations, the sampling of additional 

hyperparameters near the best-performing combination, and iteration through the experiments to 

find the optimal combination that performs well enough.  ASHA is a widely-used, efficient way 

to find optimal hyperparameters by training multiple ML models simultaneously and iteratively 

culling the worst-performing half of the models several times during training. 

Parallel and Distributed Computing 

Both Bayesian regression and machine learning modeling have enormous computational 

requirements.  In particular, they require exponentially more computational power to achieve 

more accurate results [128], and parallel and distributed computing is essential to run them 

effectively. 

Semantically and mathematically, changing a program so that the exact computation can 

be executed on multiple computers is a tedious but challenging engineering task.  In this study, 

the team used a centralized database server to store data, parameters, experimental results, and 

multiple computers running parallel computing instances, each with its CPU cores.  They query 

the database to see any remaining tasks, perform them if there are, upload the results to the 

database, and exit.  This process is repeated in all instances on all computers until there are no 
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remaining tasks.  Finally, the collected computation results are aggregated on a separate 

computer for visualization and statistical processing. 

Converting Conceptual Terminologies to Operationalized Terms 

In order to connect the conceptual discussion in Chapter 1 to the operationalization level 

starting in Chapter 2, we decided that it was necessary to translate expressions and concepts into 

everyday terms.  For example, terms such as INUS condition and factor are great for establishing 

theoretical concepts.  Still, they can introduce some additional difficulties during interpretation, 

so we replaced them with everyday terms such as state (corresponding 1:1 to INUS condition) 

and decision policy (corresponding 1:1 to INUS condition according to a combinatorial condition 

based on the psychological conditions of Need, Opportunity, and Receptivity).  The time 

condition will now refer to INUS factors related to the time of day, such as weekday, weekend, 

morning, and afternoon. 

The term effective will refer to the case that the intervention’s effect (i.e., increment of 

the step count during 3 hours after each decision points) posits higher than the threshold (i.e., 

MAP value of the effect exceeds 100 steps/3 hours AND the probability of effect exceeding 100 

steps/3 hours is over 80%).  There would be rare cases that we utilize the frequentist counterpart, 

where the term effective refers to effect estimates over 100 steps/3 hours with p-value less than 

0.05. 

This translation work aims to make it easier for a broader audience to understand the rest 

of this thesis without requiring a deep conceptual understanding of these terms.  For technical 

clarity, we will continue to use specific expressions and terms for methodological use. 

 

  



45 

Aims and Hypothesis4 

Aim 1 (A1). 

To identify which decision policy and time condition where the intervention was 

effective for each participant, analyzed via both nomothetic and idiographic models. 

Hypothesis 1 (H1).  Among 16 states (4 decision policies × 4 time conditions), there will 

not be a single state that is commonly effective for the majority (>50%) of participants. 

Rationale.  The aim is to answer the central research question that underlies this thesis: 

“Do individuals respond differently to interventions based on time conditions and decision 

policies?” We will first utilize a traditional method, a mixed effects model, to see if we can find 

significant common patterns across the entire population (i.e., a nomothetic model).  Then, we 

will use Bayesian regression on a subset of the data stratified by each participant and state (i.e., a 

combination of time condition and decision policy) to take a closer look at individual response 

patterns (i.e., an idiographic model). 

  

 
4 Since aims and hypothesis section is critically important, the paragraphs are edited as spacious to improve 

readability. 



46 

Aim 2 (A2). 

To identify similarities in response patterns across participants within the same time 

condition. 

Hypothesis 2-1 (H2-1).  For each of 4 time conditions, participants will not be evenly 

distributed across 16 (=24) possible combinations with respect to dichotomized effect patterns for 

4 decision policies; it should be statistically tested by comparing the participants’ actual pattern 

distribution and uniform distribution. 

Hypothesis 2-2 (H2-2).  Hypothesis 2-2 (H2-2).  For each of 4 time conditions, 

participants will form significantly fewer numbers of dichotomized effect patterns across 4 

decision policies as indication of a different types of participants responding similarly, as tested 

using Monte Carlo (MC) simulations; it is tested by comparing the numbers of patterns of the 

actual participants and against patterns produced by MC simulations, designed to produce a 

random distribution.  A significant effect (p<.05) is indicative that the actual data from 

participants includes clusters between participants that is likely not due to pure chance. 

Rationale.  This aim is to test the hypothesis that the characteristics of individuals found 

in aim 1 are influenced by differences between people, with the possibility of people clustering 

together.  If we could find the clusters of people, it would be beneficial when we needed to figure 

out to which cluster a newly enrolled individual belongs, even before we identify the individual’s 

pattern.  This will expedite the optimization process, sparing some time to check based on a 

priori probability density, benefitting from a useful probability-updating framework of Bayesian 

modeling. 
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Exploratory Aim 1 (EA1). 

To explore the potential value of the multilayer perceptron algorithm in identifying which 

decision policy and time condition where the intervention was effective for each participant. 

Hypothesis 1 for Exploratory Aim 1 (EH1-1).  The MLP model of each participant, 

with its hyperparameters optimized by ASHA, that are trained by first P% of decision points 

(i.e., time condition, decision policy, step goals, day elapsed as input features and steps during 3 

hours as outcome) will be able to predict the outcome with significantly small MSE than the null 

model (i.e., frequentist’s linear regression and ZINB models) at the significance level 0.05.  The 

rest of the data (i.e., later portion of (100 − 𝑃)%) will be used as test dataset.  P = 30, 40, 50, 

60, and 70. 

Rationale.  This aim revisits our core research question, answered in aim 1: “Do 

individuals respond differently to interventions based on time conditions and decision policies?” 

What conclusions can be drawn using other methodologies, particularly machine learning ones 

that specialize in detecting irregular, idiographic nonlinearities? How do the results differ from 

those based on models? If they are consistent, it would increase the importance of that 

information; if they differ, it is important to see how each can be used, with a more careful 

understanding of their underlying assumptions, which could provide greater insights on 

confidence of claims made between each approach and could help guide further theorizing about 

human behavior (see discussion).  
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Exploratory Aim 2 (EA2). 

To examine the relationship between real time and post hoc states, and the impact on 

identified individual response patterns on the notifications per the time condition on aim 1. 

Organization and transparency note on exploratory aim 2 (EA2): this aim was added 

and more specified after the trial is finished.  For details, see the section on technological 

limitation on page 29 and the section on how to specifically define the analysis problem on page 

125. Also note, the reason why the problem definition of the EA2 is described in Chapter 4 (see 

page 125), unlike those for the other aims described in this chapter, was that the problem 

definition of EA2 needs the highly specific details about operationalization of the trials described 

in Chapter 2 and Chapter 3. 

Given the highly exploratory nature of Exploratory Aim 2, we did not create a falsifiable 

hypothesis.  Instead, as we did in the aim 1 hypothesis 1, we will visualize the idiographic 

patterns across all combinations of post hoc JIT states and timing. 
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Chapter 2 STUDY DESIGNS AND CONSIDERATIONS 

This section outlines the considerations and scientific design intent of the most important 

parts of protocols before diving into a full-fledged clinical trial protocol (see CLINICAL TRIAL 

PROTOCOL  on page 63).  As such, this section only covers some details; the next section will 

detail the rest. 

Prior Studies 

JustWalk 1 (2018) 

One of our group’s initial studies [136] aimed to investigate how a smartphone-based 

intervention with dynamic step goals and rewards impacts step counts.  This study was based on 

Social Cognitive Theory, similar to the approach adopted in this dissertation research.  The 

results indicated that participants increased their daily step count by 2,650 steps using a linear 

mixed model.  The peak effects were observed during the third cycle (i.e., days 33-48) when 

employing mixed-effects modeling with a quadratic term fitted using maximum likelihood.  

While this study initially assumed and analyzed a nomothetic approach, it was one of the early 

studies to present individualized results on interventional experimentation and was the initial 

pilot study that informed the proposed dissertation study.  There are key differences between the 

prior study and the one which this thesis is focusing on.  Specifically, the prior study included 

only administration of a single unilateral intervention from researchers to participants (in the 

dissertation study, we including both daily step goals, modeled after this study, along with 

provision of notifications within day); it utilized only daily timescale analyses (not within day, 

which is a key focus of this dissertation); and the prior study provided daily step goals and points 

as the main interventions (in this, we did not include the points but did add within-day walking 

suggestions). 
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HeartSteps 1 (2019) 

Our within-day walking suggestions was inspired by another prior study conducted by the 

group, Klasnja et al. [137].  It was the original study that created the technology platform 

(HeartSteps) that we adapted to enable this experiment to be conducted.  This study along with 

[136], were highly influential studies for this dissertation, as it established the basic framework 

for sending notifications to encourage walking at variable frequencies.  It was conducted as a 

Microrandomized Trial (MRT) and found that sending notifications increased the total number of 

steps participants took in 30 minutes from the decision point by 14%.  In addition, the data from 

this study had the greatest impact on our team’s ability to visualize and understand how 

individuals respond differently to interventions.  We also used data from this study to develop 

the Opportunity JIT state [103] ([103] is reprinted as Appendix 1 on page 188). 

Modeling Individual Differences (2018) 

Phatak et al. [3] conducted a secondary analysis on [136] of idiographic dynamical 

systems modeling (the approach to data analysis most commonly used in system identification 

experiment), to study individual differences using the same data described already [136].  In this 

intervention study, they identified the factors necessary to predict the level of response to an 

intervention and noted that they varied considerably between individuals.  Among the several 

differences between this study and the dissertation research, the most important is that we 

viewed “factors that do not explain behavior” as necessary signals as well.  Tagging a person 

with a single set of factors that best explains their behavior, while useful for clustering purposes, 

makes it difficult for controllers to operate with a holistic view, and it also makes it difficult to 

create strategies that are clustered by context.  Therefore, the dissertation research generated 

profiles of effects across contexts and decision policies for each individual, and leveraged these. 
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Absorbing Nomothetic Pattern using Machine Learning (2019) 

The paper [138] is a good reference when considering the analysis method of this study.  

It compares nomothetic and ideographic approaches by utilizing machine-learning algorithms to 

understand predictors of stress.  In the nomothetic approach, the gaps or similarities between 

patterns of individuals are modeled by training the entire data at once rather than using 

algorithms that specifically allow for individual differences to be observed first (such as is 

proposed in this dissertation).  This approach has the advantage of being somewhat simpler to 

write programs for when training machine learning algorithms.  However, if we develop a single 

pattern that absorbs all the data rather than forming patterns for each individual, we will have 

limited knowledge of what patterns an individual has.  One would need to apply the entire model 

every time, even if the initial data for a particular individual makes it clear which model is 

appropriate.  This is not only computationally expensive but also introduces a bias into the future 

predictions that will inevitably carry with it the bias of the entire model. (If we knew more about 

an Individual’s model, the bias would be reduced to that Individual’s model.) This study is not 

from our research group, but it was an important inspiration for us to organize this study. 

Designing the Intervention  

Notification and Decision Points 

The focus of this dissertation is the notifications provided through the app, which are sent 

in the hope that the participant will go for a walk in the next three hours.  These notifications can 

be sent up to four times, three hours apart, starting at the time the participant specified at 

onboarding (e.g., What time does your day start?). 

Notifications were not sent all the time; they were determined by several algorithms that 

will be described later.  Some notifications were sent randomly, regardless of the participant’s 

behavior (Random decision policy), some are sent based on the participant’s behavior only (N+O 
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decision policy), and some are sent based on the participant’s behavior and response to the 

intervention, and the history of the intervention (Full and N+R decision policies). 

Messaging 

When the notification is sent, one of 50 messages is selected from two categories.  These 

two categories are (1) an invitation for a person to create a micro-implementation intention on 

when, where, and how to fit in a ≥10-minute walk in the next 3 hours—we label these 

suggestions as bout planning (n=24, 48%)—and (2) an invitation for a person to become aware 

of interoceptive experiences and signals (e.g., stiff muscles and lethargy) that may inspire them 

to go for a walk—we refer to these messages as cultivating an urge (n=26, 52%).  To prevent an 

individual from receiving repetitive messages, we shuffled the messages in advance and sent 

them to each individual in a round-robin style.  When all 50 messages are exhausted, we started 

again at number 1.  The study server kept track of the last message number a particular 

individual received.  See Supplemental Table 3.4 for a complete list of messages. 

Time Condition 

As described earlier, each individual has a total of four decision points per day.  These 

were grouped into mornings and afternoons, with the first two decision points (typically 7 am 

and 10 am) categorized as “morning” and the last two decision points (typically 1 pm and 4 pm) 

categorized as “afternoon.” We also categorized Monday through Friday as “weekdays” and 

Saturday and Sunday as “weekends” since the intervention takes place daily.  Following this 

categorization, all decision points are categorized into four time conditions: “weekday morning,” 

“weekday afternoon,” “weekend morning,” and “weekend afternoon.” 

Daily Step Goals 

As an additional intervention element, we assigned daily changing step goals.  Step goals 

for the first 26 days were determined based on data from the baseline period (the first 10 days of 
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the trial before the intervention began).  Step targets were determined using the median number 

of steps taken during the baseline period as the minimum value, adding a pseudorandom 

sequence ranging from 0 to 1 (i.e., “goal factor”) multiplied by 4000 steps (See page 88 for 

details).  This process was repeated every 26 days for the duration of the intervention, with the 

N-th 26-day cycle determined by using the median of daily step counts from the (N-1)-th 26-day 

cycle.  If the median value for a particular cycle was less than 2000, we set the minimum value 

to 2000 and the maximum value to 6000; if the median value was greater than 8000, we set the 

minimum value to 8000 and the maximum value to 12000. 

Based on this design of daily varying step goals, the daily step goals are highly correlated 

to the current level of physical activity.  In the analysis, we used the goal factor as predictor, 

instead of the raw goal, because the goal factor was the actual means for the experimental 

manipulations.  The interpretation of the goal factor is the likely difficulty of the goal for a 

person.  See Chapter 4 for more details. 

Experimentation and Operationalization 

Just-in-Time states: Need, Opportunity, and Receptivity 

The three most important Just-in-Time states representing dynamic psychological 

constructs in this study are need, opportunity, and receptivity.  Notably, they were all assessed 

four times a day in real-time, so the concept of “right now” is included in the definition, even if 

not labeled separately.  They were used to jointly form decision policies, as described in detail 

below. 

Need 

The concept of need is more precisely “the individual’s perceived need for intervention.” 

To estimate need, we calculated the number of steps taken to date relative to a given step goal.  

The given step goal is included in the denominator because it is a “doable but ambitious” 
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behavioral goal for the day, a kind of agreement between the individual and the intervention that 

if one reach this amount, they have exercised enough.  Since it is not a self-set goal but a given 

goal, it falls under goal-setting (1.1) – “agree on ...” in the BCT taxonomy [41]. 

This step goal was calculated as a “prorated goal” by spreading it linearly over the day 

(which we viewed as an operational definition of a day as the 12 hours between 7 am-7 pm 

covered by the four decision points).  For example, at 10 am, 3 hours had passed since the start 

of the day at 7 am, so ¼ of the day had passed, and we evaluated whether we had achieved ¼ of 

our daily step goal for the day.  If the daily step goal for the day is 8000 steps/day, and it is 

currently 10 am, we have evaluated whether the participant has taken 2000 steps from that 

morning to now.  If the participant has taken more than 2000 steps, we can rate their progress as 

“good today” at this time point, and their (perceived) need is assumed as false.  If we rate their 

progress as “not good enough,” i.e., achievement up to that time point is less than the prorated 

goal; then the perceived need is assumed as true, meaning that external support (i.e., 

intervention) may be useful. 

Since the prorated goal does not apply to the first decision point of each day, we assessed 

the need by comparing the total number of steps to the total daily step goal for the previous day. 

Opportunity 

Opportunity is the answer to the temporally meaningful question, “Is this an opportunity 

to go for a walk?”.  Qualitatively, it asks, “Is the likelihood of a walk based on historical records 

not too low, not too high, but just right, so that if we support it, the likelihood of a walk will be 

significantly increased within a range?” In the end, it is the construct that plays the most 

important role in terms of the core pillar of JITAI, “Just-in-Time”. 

To operationalize this concept, we conducted two phases of experiments.  We first 

developed a model incorporating domain knowledge and a linear model and applied it in a 



55 

clinical trial.  Then, as a second phase, this model was further developed in the paper in 

Appendix 1.  However, since the output of the second phase was not directly used in the clinical 

trial, it was not included in the main chapter but placed in the Appendix.  The specific 

operationalization of the first model used in the clinical trial can be found in Appendix 4. 

Receptivity 

Receptivity is defined by answering two questions: “Did this participant meaningfully 

respond to the notifications we sent in the last 24 hours?” and “Did we send too many 

notifications?”.  The technical definition considers three dichotomous variables as follows: 

1.  R1: Whether or not a notification was sent in the immediately preceding decision 

point 

2.  R2: Whether the message was sent more than 6 times in the last 3 days, with a 

threshold of 71 hours to safely exclude cases where the message was sent exactly 72 hours ago. 

3.  R3: Whether any of the notifications sent in the last 24 hours had more than 60 steps 

taken in a row for more than 5 minutes within 3 hours after the notification was sent.  

Utilizing the above three dichotomous variables, Receptivity is positive only in the 

following two cases: 

A.  R1 = False and R2 = True and R3 = True 

B.  R1 = False and R2 = False  

Study Designs to Detect Dynamics of Operationalized Psychological Constructs 

The operationalized psychological constructs defined above were assumed to change 

dynamically on a time axis.  One key to the trial was using these changing constructs to make 

real-time decisions about whether to send or not to send notifications.  To do so, it was essential 

to fetch data from each participant once at short intervals (e.g., every 15 minutes) via Fitbit Inc.’s 

servers. 
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Data were automatically uploaded for many participants every 15 minutes as long as the 

phone was sufficiently charged.  The upload process happened without opening the Fitbit app or 

doing anything else.  Data for some participants were intermittently paused uploading for 

unknown reasons, which had a significant impact on JIT state estimation, which requires 

utilizing quasi-real-time data (see page 29 for details).  To minimize this impact, at each decision 

point, we checked when the most recent data upload was, and if there was a data gap of more 

than an hour and the same text message had not been sent within 24 hours, we sent a text 

message to open the Fitbit app.  If the participant opens up the Fitbit app, the data upload was 

resumed without exceptions. 

Study Design to Detect Idiographic Effects 

Almost every aspect of this study was designed to detect variation between individuals.  

In particular, all individuals were to have their data collected with minimal efforts, and activity 

suggestion notifications were provided individually so that their idiographic response patterns to 

the varying interventions, over decision policies and time conditions, could be fully captured.  

Additionally, each individual was given a personalized daily step goal, which further allowed us 

to see how each individual responded to these intervention components.  Specifically, the daily 

step goal was provided as a random value within a 4,000-step range, with each person’s past 

median step count as the minimum value.  Thus, no two people were assigned the same step goal 

on a single day during the entire study, and each person was assigned a step goal that was purely 

proportional to their past activity level.  The decision policy values were also designed to have a 

ratio of Full:N+O:N+R:Random of 2:1:1:1, but the order and placement were all personalized.  

Before the study, 50 pseudorandom sequences were generated, stored on the server, and 

personalized by “issuing” one to each newly enrolled participant. 
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System Identification Experimental Design 

Decision Policies 

In order to create four decision policies of potential intervention strategies, three JIT 

states (i.e., need, opportunity, and receptivity) were utilized.  Each decision policy was assigned 

to an individual in a different order and daily.  All but the random decision policy are algorithms 

that depend deterministically on the JIT state.  Each decision policy was designed with an 

intention to be used out-of-the-box for future control system design. 

Random Decision Policy 

This decision policy is a day where we randomly choose to send or not send notifications 

via coin flip (50:50 chance) without considering any construct.  This decision policy was 

pseudorandomly assigned to 20% of all days. 

N+O Decision Policy 

Only Need and Opportunity states are considered.  If both Need and Opportunity are met 

(see page 53 for details), a notification is sent; if either Need or Opportunity is not met, no 

notification is sent.  Receptivity is not considered.  This decision policy was pseudorandomly 

assigned on 20% of all days. 

N+R Decision Policy 

Only Need and Receptivity states are considered.  If both Need and Receptivity are met, a 

notification is sent; if either Need or Receptivity is not, no notification is sent.  Opportunity is 

not considered.  This decision policy was pseudorandomly assigned to 20% of all days. 

Full Decision policy 

Need, Opportunity, and Receptivity states are considered.  Notifications were sent when 

all three states were positive, and no notifications were sent when any of the three states were not 

met.  This decision policy was pseudorandomly assigned to 40% of all days. 



58 

Application of Three Decision Policies and Three JIT States 

We assumed, as an a priori design principle, the Need JIT state was necessary at all 

circumstances.  Given the operationalization of the Need JIT state, if the participant had already 

had enough level of activity up to that point, we expected the chances of being active is low.  

Hence, we decided not to bother the participant.  Opportunity state was used selectively; in N+R 

decision policy, we excluded the Opportunity state from consideration.  Receptivity state was 

also used selectively; in N+O decision policy, we excluded the Receptivity state from 

consideration. 

Signal Designs 

As mentioned, the input signals used for System Identification must be constructed to 

satisfy certain mathematical properties (e.g., frequency characteristics; see page 84 for details).  

Proper consideration of frequency characteristics means, in behavioral science terms, that 

intervention periods and gaps of varying lengths should be varied so that maintenance after the 

intervention paused or duration effects (i.e., association between the intervention effect and the 

duration of intervention) can be examined.  For categorical variables such as decision policy, it 

also means that the order in which they are alternated should have a sufficiently flat frequency 

distribution and probability distribution.  In order to assign these carefully designed signals, we 

operationalized them by using pre-generated pseudorandom signals to assign to individuals, as 

similar to the method we used for the step goals. 

Identification of States 

Based on the concepts and design described above, in addition to our prior studies and 

domain knowledge, we identified the following states to examine individual response pattern to 

the notifications (See Table 2.1).  
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Table 2.1 The matrix of identified states. 

Decision Policies 

Time Conditions Full N+O N+R Random 

Weekday Morning State 1 State 2 State 3 State 4 

Weekday Afternoon State 5 State 6 State 7 State 8 

Weekend Morning State 9 State 10 State 11 State 12 

Weekend Afternoon State 13 State 14 State 15 State 16 

 

We expected some people may react better (i.e., engage in more activity) when they have 

an opportunity to walk, whereas others may react comparably good enough (or even better) when 

they did not have an opportunity to walk.  In this particular case, removing the Opportunity state 

is helpful.  The assumption supporting this decision was partly influenced by JustWalk 1 study 

(see page 49); we could find people responding to the stress differently [136].  To test multiple 

realistic intervention strategies simultaneously, we designed three decision policies (N+O+R, 

N+O, N+R) that utilizes the subsets of the states. 

It is Important to note that we experimented partial decision policies (N+O, N+R), in 

addition to full decision policy (N+O+R, or Full), to estimate the relative value of considering 

Receptivity.  This is a natural design that we expected Receptivity may act as positive factor to 

the effect.  Thus, instead of experimenting N+O+R- decision policy (i.e., positive need and 

opportunity and negative Receptivity), we tested N+O.  However, in a scientific perspective, it is 

still valuable to examine an exhaustive set of parameter configurations (e.g., N+O+R+ vs.  

N+O+R- vs. …).  Thus, with the exploratory aim 2, we conducted a post hoc analysis about this 

matter.  Please refer to the following section and “Post Hoc Analysis of JIT states” section in 

page 162. 

Conceptual Model for Exploratory Aim 2 

Since the behavior data can be eventually available from minutes to days after passing 

the decision point, it is possible to reconstruct what the JIT state was at the time based on this 
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post hoc data analysis.  From now on, we will refer to JIT states estimated using only the data at 

the time of the decision point as real-time JIT states, and JIT states estimated using the full data 

after the trial has ended as post hoc JIT states. 

For example, if step information is missing because the Fitbit and smartphone are not 

sharing data with the server, Need may be represented as True in real-time (i.e., you have not 

already walked as much as you need) even though it was False in post hoc (i.e., you have walked 

as much as you need).  Opportunity is determined by summing the frequency of steps in similar 

situations in the past, so a case that could be estimated as True (“I have an opportunity to walk at 

this time”) if step data were available may be estimated as False (“I don’t have an opportunity to 

walk at this time”) in real-time.  In the case of Receptivity, it is possible that the person actually 

took a walk since the preceding notification, so that even if post hoc Receptivity was True, it 

would be False in real-time because no step data was available. 

These possibilities can also work in opposite directions.  For example, Opportunity is 

estimated to be False if the probability of walking at that time is too high (>80%).  Thus, a post 

hoc JIT state can be False, but become True in real-time as data is delayed.  See Appendix 6 for 

an analysis of the degree of misalignment between real-time and post-hoc JIT states due to this 

delay.  In this section, we examine how the response patterns of individuals identified using post 

hoc JIT states differ from those identified using real-time JIT states. 

To examine this, we pursued to examine the response patterns stratified by individual, 

decision policy, and time condition using Bayesian Regression, similar to the idiographic full 

model in Aim 1, but with a subtly different settings from Aim 1.  In Aim 1, real-time JIT states 

were notified deterministically, given a Decision policy.  For example, a notification was always 

sent on a day with an N+O decision policy, if both real-time Need and real-time Opportunity 
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were True.  However, in terms of post hoc JIT states, a notification could have been sent on a 

day with an N+O decision policy even if post hoc Need or Opportunity was False, or vice versa.  

Thus, the addition of post hoc JIT states allows us to test more diverse analytical model 

(see Table 2.2).  However, we are most curious about which strategy is most appropriate for each 

individual to choose based on the time condition context, i.e., how they respond to each decision 

policy.   

As similar to aim 1, we stratified the data by participant, and time condition.  Then, to 

build progressive models, we iteratively took subset of each stratified dataset, as shown in Table 

below. 

This analysis is valuable because it shows the ideal results of how participants would 

have responded differently if we had theoretically perfect data (i.e., if the sync delay never 

existed).  This idealized result is challenging to achieve as long as the sync delay exists.  

However, future technological advances that reduce the sync delay suggest that the results shift 

closer to this ideal. 
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Table 2.2 Exhaustive combination of Need, Opportunity, Receptivity sub-setting conditions 

exploratory aim 2 

Case Need Opportunity Receptivity 
Similarity with  

real-time decision policy 

1 Controlled Controlled Controlled Random 

2 Controlled Controlled Positive  

3 Controlled Controlled Negative  

4 Controlled Positive Controlled  

5 Controlled Positive Positive  

6 Controlled Positive Negative  

7 Controlled Negative Controlled  

8 Controlled Negative Positive  

9 Controlled Negative Negative  

10 Positive Controlled Controlled  

11 Positive Controlled Positive N+R 

12 Positive Controlled Negative  

13 Positive Positive Controlled N+O 

14 Positive Positive Positive Full 

15 Positive Positive Negative  

16 Positive Negative Controlled  

17 Positive Negative Positive  

18 Positive Negative Negative  

19 Negative Controlled Controlled  

20 Negative Controlled Positive  

21 Negative Controlled Negative  

22 Negative Positive Controlled  

23 Negative Positive Positive  

24 Negative Positive Negative  

25 Negative Negative Controlled  

26 Negative Negative Positive  

27 Negative Negative Negative  
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Chapter 3 CLINICAL TRIAL PROTOCOL  

 

NOTE: This is a direct copy of our previously published protocol paper.  The core details needed 

to interpret the data analyses and results were already reviewed in chapters 1 and 2.  This 

protocol paper is included for completeness of the overall work and to provide potential 

additional desired details for a comprehensive understanding of the overall study.  

Title: Advancing Understanding of Just-in-Time States for Supporting Physical Activity 

(Project JustWalk JITAI): Protocol for a System ID Study of Just-in-Time Adaptive 

Interventions. 

Abstract 

Background 

Just-in-time adaptive interventions (JITAIs) are designed to provide support when 

individuals are receptive and can respond beneficially to the prompt.  The notion of a just-in-time 

(JIT) state is critical for JITAIs.  To date, JIT states have been formulated either in a largely data-

driven way or based on theory alone.  There is a need for an approach that enables rigorous 

theory testing and optimization of the JIT state concept.   

Objective 

The purpose of this system ID experiment was to investigate JIT states empirically and 

enable the empirical optimization of a JITAI intended to increase physical activity (steps/d).   

Methods 

We recruited physically inactive English-speaking adults aged ≥25 years who owned 

smartphones.  Participants wore a Fitbit Versa 3 and used the study app for 270 days.  

The JustWalk JITAI project uses system ID methods to study JIT states.  Specifically, provision 

of support systematically varied across different theoretically plausible operationalizations of JIT 

states to enable a more rigorous and systematic study of the concept.  We experimentally varied 
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2 intervention components: notifications delivered up to 4 times per day designed to increase a 

person’s steps within the next 3 hours and suggested daily step goals.  Notifications to walk were 

experimentally provided across varied operationalizations of JIT states accounting for need (i.e., 

whether daily step goals were previously met or not), opportunity (i.e., whether the next 3 h were 

a time window during which a person had previously walked), and receptivity (i.e., a person 

previously walked after receiving notifications).  Suggested daily step goals varied 

systematically within a range related to a person’s baseline level of steps per day (e.g., 4000) 

until they met clinically meaningful targets (e.g., averaging 8000 steps/d as the lower threshold 

across a cycle).  A series of system ID estimation approaches will be used to analyze the data and 

obtain control-oriented dynamical models to study JIT states.  The estimated models from all 

approaches will be contrasted, with the ultimate goal of guiding rigorous, replicable, empirical 

formulation and study of JIT states to inform a future JITAI.   

Results 

As is common in system ID, we conducted a series of simulation studies to formulate the 

experiment.  The results of our simulation studies illustrated the plausibility of this approach for 

generating informative and unique data for studying JIT states.  The study began enrolling 

participants in June 2022, with a final enrollment of 48 participants.  Data collection concluded 

in April 2023.  Upon completion of the analyses, the results of this study are expected to be 

submitted for publication in the fourth quarter of 2023.   

Conclusions 

This study will be the first empirical investigation of JIT states that uses system ID 

methods to inform the optimization of a scalable JITAI for physical activity.   

Trial Registration 

ClinicalTrials.gov NCT05273437; https://clinicaltrials.gov/ct2/show/NCT05273437    

https://clinicaltrials.gov/ct2/show/NCT05273437
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International Registered Report Identifier (IRRID):DERR1-10.2196/52161 

Introduction 

Background 

There is great interest in the promise of just-in-time adaptive interventions (JITAIs) to 

support behavioral medicine.  A JITAI is a behavioral intervention that is designed to (1) provide 

interventions and support during just-in-time (JIT) states, defined as times when a person would 

have a need for support, an opportunity to act in accordance with the support, and be receptive to 

support [1], and (2) adapt over time to a person’s changing needs with the use of adaptation 

algorithms that strive toward enabling a person to meet clinically meaningful behavioral targets 

(e.g., national recommendations for a given behavior) while accounting for the person’s current 

capabilities and constraints.  Although there is a lot of interest in this type of intervention, more 

work is needed to advance the understanding of the foundational concepts implied by JITAIs, 

particularly the JIT state.  The JIT state concept is inherently context dependent, dynamic, and 

likely to manifest differently for different people over time.  Given this complexity, much of the 

work on JITAIs has focused on either creating interventions that are theory driven in terms of 

specifying JIT states according to a priori decision rules or through more data-driven approaches 

such as reinforcement learning.  An important gap is the lack of a conceptual understanding of 

JIT states, which could be achieved by conducting rigorous theory-testing protocols designed to 

test dynamic hypotheses about JIT states. 

The purpose of this paper is to describe a research protocol for a National Institutes of 

Health–funded Smart and Connected Health study (R01LM013107) explicitly designed to 

produce rigorous empirical evidence to study JIT states in the context of a physical activity (PA) 

JITAI.  The structure of the paper is as follows.  First, background information is provided about 

JITAIs that is necessary to understand the motivation for our system ID protocol.  Next, a 
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description of the system ID experimental protocol is provided, including the specific goals of 

the project, experimental design procedures, measurement approach, and analysis plan.  Finally, 

a discussion and the Implications of this work are offered in terms of future research on JITAIs. 

 

Improving Understanding of Just-in-Time States Within a Digital Health PA Intervention 

There is convincing evidence indicating that PA is valuable for reducing the risk of 

colon, breast, endometrial, lung, and pancreatic cancers [139,140] and cardiovascular disease [8] 

and improving glycemic control [10].  With an aging population, step interventions could help 

prevent chronic diseases, reduce health care costs, and improve functional life years and quality 

of life [8,10,13–17,19,139–147].  The clinical guidelines for steps suggest 8000 steps per day for 

adults [24,26], but only one-third of this group meets the guidelines [27–37].  Across PA 

interventions for adults (e.g., human-delivered and digital), results show increases of 496 steps 

per day achieved above baseline levels of 5000 steps per day, and even high-impact interventions 

peak at 1363 steps per day above baseline; both result in activity that is still below the guidelines.  

Even among interventions that produce an effect, maintenance is rarely measured, and when it is, 

it is not achieved by many participants [75,148–150].  Our long-term goal is to create a model-

predictive controller-driven JITAI to increase walking that, we hypothesize, will be more 

effective than current PA interventions at supporting individuals in achieving and maintaining 

national guideline recommendations of at least 8000 steps per day averaged across a week 

[24,26]. 

Although there are many possible algorithmic approaches to achieve this, such as 

reinforcement learning [66] or recommender systems [151], this research effort is focused on the 

use of a model-predictive controller approach [2].  A model-predictive controller is an adaptation 

algorithm that uses time-series data from an N-of-1 unit [152,153] to support decisions over time 



67 

in dynamic, often complex situations, such as dynamically providing support to a person to 

increase their PA.  As the name implies, a central feature is a computational dynamical model, 

which is a series of mathematical equations that encode previous domain knowledge and include 

parameters that are estimated from data derived from each N-of-1 unit (i.e., a person in this 

context), thus enabling the controller to account for individual differences in predictions.  These 

computational models, much like weather or climate forecasting models, enable rigorous 

simulations of a person’s likely responses to different types of support provided both now and in 

the future.  For example, the model could be used to simulate a person’s response to the 

provision of a notification meant to nudge them to walk within the next 3 hours.  The model 

would generate predictions on the likelihood that a person will walk after receiving the 

notification at each moment.  In addition, the model can be used to simulate the potential 

synergistic or antagonistic effects that might occur because of different decisions that could be 

made.  For example, using the model, predictions could be made on the potential diminishing 

effects of providing notifications over time owing to habituation or growing annoyance, 

particularly if notifications are sent when a person does not need them. 

As this description implies, model-predictive controller-driven JITAIs are complex and, 

thus, are difficult to create using theory alone, which, historically, was the dominant way in 

which adaptive behavioral interventions were developed [154,155].  Instead, JITAIs require 

robust experimentation that enables empirical optimization of their elements, particularly the 

generation of the computational dynamical models that the controller uses to run simulations 

and, by extension, make dynamic decisions.  As described in previous work [3], the empirical 

estimation and validation of dynamical models occur through system ID. 
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The system ID study described in this paper had 2 complementary but distinct aims.  

First, it aimed to gather empirical evidence on the concept of JIT states.  By varying whether a 

notification is provided when the person is thought to be in a state of need, when they have an 

opportunity to walk, when they are thought to be receptive, or combinations of these 3 states, the 

experiment collected initial evidence for which aspects of the JIT state are most important for 

supporting the effectiveness of JIT interventions and whether this changes over time. 

Second, the experiment was designed to collect the data needed to optimize a digital 

health intervention, JustWalk JITAI.  The goal was to estimate and validate dynamical models 

that can be used to construct a model-predictive controller that can make decisions on the 

provision of support in given moments to achieve and sustain clinically meaningful PA targets.  

Prior work was used as a foundation to achieve these aims, particularly a dynamic model of 

social cognitive theory (SCT) that encapsulates domain knowledge about behavioral processes 

that influence PA [40,74,156].  The SCT models were refined using the newly collected data 

both to help us better understand JIT states and to develop models that can be incorporated into a 

multitimescale model-predictive controller. 

Methods 

Overview 

Aim 

The aim of this study was to conduct a system ID experiment to empirically assess the 

conceptual elements of a JIT state and estimate and validate dynamical computational models 

relevant to JIT states.  This work was conducted to inform the development of a future model-

predictive controller-driven JITAI.  We had three broad hypotheses: (1) walking bout planning 
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prompts that are provided when the system determines that individuals meet all 3 conditions5 of 

a JIT state—have a need, have an opportunity to walk, and are receptive to intervention 

notifications—will be more effective than when such prompts are provided when only some or 

none of those conditions are met, (2) idiographic computational models (i.e., models developed 

by and for individual participants) can be produced that are effective at predicting contexts in 

which suggestions to go for a walk will be effective and how such suggestions and adaptive step 

goals combine to support a person in achieving both daily step goals and sustained engagement 

in steps per day, and (3) nomothetic analyses (i.e., insights gleaned from data aggregated across 

participants) will reveal meaningful clusters for different types of contextual patterns and 

trajectories of change across participants.  These clusters will enable the selection of initial 

dynamical model parameters and, by extension, the development of a generic semiphysical 

model that can be used as a starting point for new participants in a future model-predictive 

controller-driven JITAI.  In aggregate, these results will also be used to empirically test the 

added value of previous domain knowledge, as encapsulated in previous computational models, 

for improving model prediction and response, with a basic autoregressive model with external 

input as a reference model that only accounts for previous domain knowledge in the form of 

variable selection but not the structure of their relationships. 

Study Design Overview 

Building on prior work, including the mobile health app HeartSteps (which was relabeled 

JustWalk JITAI for this study to continue on the control systems side of JITAI development) 

[137,157], we conducted a system ID experiment designed to study the theoretical concept of JIT 

states as a tool for fostering behavior change.  The system ID experiment focused on two key 

 
5 In other sections of this thesis, the term “condition” (if it is used with need, opportunity, or receptivity) is replaced 

with “states” or “JIT states”, depending on the contexts.  However, since this chapter is a full reprint of a manuscript 

that is already published, we decided to keep the original terminologies. Apologies for the confusion. 
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intervention components: (1) notifications delivered up to 4 times per day designed to increase a 

person’s steps within the next 3 hours via either increased awareness of the urge to walk or via 

bout planning and (2) adaptive daily step goals.  Both types of notifications prompting short 

walks within the next 3 hours were experimentally provided or not across variations of need (i.e., 

whether daily step goals were previously met), opportunity (i.e., the next 3 h are a time window 

when a person has an opportunity to walk based on their previous step data), and receptivity (i.e., 

the person received <6 messages in the last 72 h and walked after notifications were sent).  In 

addition, the suggested daily step goals also varied systematically across time rooted in a 

person’s baseline levels of steps per day (e.g., 4000 steps) and gradually increasing until they 

met clinically meaningful targets (at least 8000 steps/d on average).  Participants wore a Fitbit 

Versa 3 and used the study app for 270 days. 

Technology 

Wearable Sensor 

The Fitbit Versa 3 is a wrist-worn, watch-style activity tracker that records participants’ 

steps and minutes of moderate or vigorous PA (active minutes in the language used by Fitbit) 

that the tracker detects based on accelerometer and heart rate data.  The Fitbit tracker records the 

step and activity data, automatically synchronizes with the Fitbit server, and pushes to the 

JustWalk JITAI servers using Fitbit’s subscription application programming interface (API).  It 

was recommended to participants to set the Fitbit to use one of the market-available watch faces 

with the following features: (1) always visible information about the current step count, daily 

step goal, and progress toward meeting the goal and (2) positive reinforcement (in the form of a 

fireworks display and vibrations) when the daily step goal is met.  The list of watch faces that 

met these requirements was provided by the staff. 
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Mobile App 

The JustWalk JITAI app contained (1) pull components that participants could access at 

any time by opening the JustWalk JITAI app (Figure 3.1), (2) push components that were sent to 

the participants as app notifications based on system-based rules (these were our key 

experimental manipulations and are described in the Interventions and System ID Experimental 

Design section and Figure 2), and (3) ecological momentary assessment (EMA) questions 

(described in the Measures section). 

 

 

 

Figure 3.1 JustWalk JITAI app screenshots (left: app dashboard; center: planning tab; right: 

activity log tab) 
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Figure 3.2 JustWalk JITAI app notification screenshot on the locked screen and background 

status. 

The JustWalk JITAI app consisted of 3 pull components, which were drawn from the 

HeartSteps app [157].  These were accessible through tabs along the bottom of the app screen 

(Figure 3.1; left): 

1. Dashboard: the dashboard was the home screen of the app and was displayed whenever a 

participant entered the app or finished interacting with a JustWalk JITAI notification.  

The dashboard implemented 3 behavior change techniques [158,159]: self-monitoring, 

feedback on goal progress, and notifications of activity plans.  At the center of the 

dashboard, a participant’s progress toward their daily step goal was shown as feedback.  

If participants created an activity plan for the day, the dashboard also displayed this plan 

for the participants.  
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2. Planning: through the planning tab (Figure 3.1; center), participants could identify when 

they would plan to exercise that week.  The planning tool was designed to operationalize 

the behavior change technique implementation intentions [160,161] by enabling 

participants to identify when they would be active and for how long and identify a 

specific activity to engage in.  

3. Activity log (Figure 3.1; right): participants could see an activity summary for the last 2 

weeks, including steps walked and distance covered each day, as well as the types of 

activities that the Fitbit tracker detected automatically or the user logged manually (e.g., 

running, hiking, walking, and yoga).  In addition, the activity log displayed Fitbit-derived 

active minutes for each day.  Finally, the tab displayed the participants’ all-time 

statistics—hours of active time, total distance walked, total counts of activities (detected 

or manually logged), and total number of steps recorded since the user started using the 

JustWalk JITAI system.  These all-time statistics were intended to provide longer-time-

frame feedback on what the participant accomplished over the duration of the study. 

Participant Procedures 

Recruitment 

Participants were recruited nationally using a noncontact approach.  Participants were 

recruited mainly through university mailing lists and word of mouth.  The targeted number of 

participants was 50, with a final fully enrolled sample of 48 as 2 participants never showed up to 

preintervention meetings. 

Eligibility 

Inclusion criteria were participants who (1) were aged ≥25 years; (2) were inactive, 

defined as engaging in <60 minutes per week of self-reported moderate-intensity PA; (3) owned 

either an iPhone with iOS 11 or above or an Android phone with Android 5.1 or above; (4) stated 
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a commitment to follow study protocols, including regularly carrying a mobile phone, using the 

JustWalk JITAI app, answering phone-based questionnaires, and wearing the Fitbit Versa 3 

activity tracker at least 8 hours a day; and (5) were fluent in English. 

The exclusion criteria were participants who (1) were Incapable of providing Informed 

consent or (2) had a psychiatric disorder that limited their ability to follow the study protocol, 

including psychosis and dementia. 

Screening, Informed Consent, and Onboarding Meeting 

All participant interactions occurred remotely.  Recruitment materials directed 

participants to the study website, which included a contact entry form.  Upon completion, 

participants were automatically sent a link to an eligibility screener, which asked about age and 

PA levels (as reported using the Global Physical Activity Questionnaire [162] and the revised 

Physical Activity Readiness Questionnaire [163]).  The staff reviewed the survey responses to 

confirm eligibility. 

Eligible participants were offered time slots for an informed consent meeting.  Ineligible 

participants were informed of their ineligibility. 

During the informed consent meeting, the following activities took place: (1) the study 

was described in detail via a guided read-through of the consent form, (2) participants were 

provided with a list of reasons to and reasons not to take part in the study, (3) participants were 

invited to develop a list of their own pros and cons for taking part in the study, and (4) 

participants were given time to ask any questions they had.  If participants verbally agreed, the 

study staff asked them to sign the consent form via DocuSign (DocuSign, Inc). 

Consented participants were asked for a mailing address to send a Fitbit.  Participants 

were also sent instructions on how to set up the Fitbit and the app via email.  Once confirmation 
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of delivery of the Fitbit was received by the staff, a follow-up email was sent to participants 

inviting them to pick a time slot for the preintervention meeting. 

During the onboarding Internet-based meeting, participants were instructed on the 

following topics: (1) instructions on how to install and use the Fitbit and study app, (2) 

information on the 10-day baseline, (3) information on what to expect after the 10-day baseline 

period, (4) direction to complete a baseline survey, and (5) instructional videos with 

corresponding notes about how to use and maintain the Fitbit (e.g., strategies to keep it charged 

and notifications to clean it to reduce skin irritation).  All meetings between the participants and 

the staff took place via Zoom (Zoom Video Communications), and the interviews took place 

within 2 weeks after the time slots were sent. 

Incentives 

Participants received the following incentives: (1) Fitbit Versa 3 (received at study 

enrollment; US $229 in value), (2) US $25 gift cards provided to them up to 3 times (US $75 in 

total) if they completed at least 80% of the daily EMA items within each 3-month period, and (3) 

US $25 gift cards if they attended an optional postintervention interview. 

Study Timeline 

During the 10-day baseline, participants were asked to engage in their normal level of 

steps or PA and always wear the Fitbit except while charging.  No interventions were provided, 

and no EMA questions were asked during the baseline period.  When participants opened the 

app, 10 circles were shown designating the number of days they had met the minimal wear time 

requirements (i.e., 8 h/d).  If the participant did not wear the Fitbit for at least 8 hours a day, the 

circles did not fill up.  Once all 10 circles were filled, the app automatically transitioned to the 

intervention phase, displaying a dashboard. 
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In the intervention phase, all app features were delivered, including the 2 push 

intervention components (i.e., walking prompts and adaptive suggested step goals) and the daily 

EMA questions.  The participants also gained access to other parts of the JustWalk JITAI app 

such as activity logs and planning support.  Participants were asked to interact with the app 

whenever it sent them notifications and were told that they could open the app at any time if they 

wanted to access pull components and found them useful.  Total interaction time with the app 

from push interventions and EMA notifications does not exceed 10 minutes each day, but 

participants may choose to spend more time on the app accessing other features.  The 

interactions participants were prompted to do occurred in response to four types of notifications: 

(1) daily step goal notifications, (2) walking suggestion notifications, (3) prompts to complete 

the daily EMA battery, and (4) experience sampling prompts (i.e., if Fitbit detected an activity) 

to complete EMA items throughout the day and in relation to the notifications to either increase 

the urge to walk or plan (for details about EMA, see the Measures section). 

Interventions and System ID Experimental Design 

System ID Overview 

This study used a system ID approach to manipulate 2 intervention components 

experimentally: walking suggestions and daily step goals.  To achieve the desired dynamics on 

the timescale of interest, we used 2 input signals, one for each of the 2 components.  Although 

our study design enables traditional statistical analyses to examine the impact of intervention 

components on behavioral outcomes, that is not the primary focus of a system ID experiment.  

The primary goal of a system ID experiment is to estimate and validate dynamical computational 

models that are validated based on their ability to predict the future responses of each 

individual’s behavior across time.  These aims are achieved by having different intervention 

components—suggestions to walk in the next 3 hours and adaptive goal setting—delivered at 
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different timescales and orthogonally, that is, statistically independent of each other.  Our 

approach is analogous to a within-person factorial experiment (and, indeed, can be treated as 

such with all relevant nomothetic statistics used on the developed data set, which the team plans 

to perform as secondary analyses).  The critical difference is that, in system ID studies, the 

designed input signals achieve statistical independence through orthogonality as verified in the 

frequency domain.  Orthogonality enables separate study and estimation of the dynamics and 

impact of each intervention component.  One can think of frequencies as different repeating 

rhythms across time, such as the notion of a minute-by-minute, daily, or weekly frequency.  The 

study was designed to ensure that the intervention signals were disambiguated across time (via 

delivery at different frequencies).  This enables a rigorous independent study of dynamical 

responses to both intervention components within the same experiment and, indeed, within each 

person, both proximally (e.g., immediate responses following intervention delivery) and distally 

(e.g., continued or delayed effects up to several days after any notification). 

Specifically, both signals are designed to follow the guidelines presented in the study by 

Rivera et al [164], in which Equation 3.1 is highlighted to define the effective frequency range of 

the input signal based on a priori knowledge of the dominant system time constant. 

Equation 3.1 is the equation used to define the effective frequency range of the input 

signals of the JustWalk JITAI study based on a priori knowledge: 

ω∗ =
1

β𝑠τ𝑑𝑜𝑚
𝐻 ≤ ω ≤

α𝑠

τ𝑑𝑜𝑚
𝐿 = ω∗ (3.1) 

τ𝑑𝑜𝑚
𝐿  and τ𝑑𝑜𝑚

𝐻  represent the higher and lower bounds for the estimated dominant time 

constant of the system, meaning the range in which signals relevant to walking would occur 

naturalistically. Αs and βs dictate the input signal’s content of high and low frequency, 

respectively.  The orthogonality of our intervention components was confirmed via the use of 
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cross-correlation analysis (the appropriate approach for testing orthogonality via frequency 

domains) to the designed input signals. 

Sample Size Considerations 

The number of participants has little impact on the power estimate for system ID studies 

as system ID approaches mostly use dynamic models that consider individual-level changes over 

time [3].  Instead, different methods, such as study length and validation analysis, can be used to 

establish the equivalent notion of power [165].  A multisine signal’s cycle, or predetermined time 

interval, serves as the foundation for the power calculation [4].  By dividing the cycles into 

estimation and validation data sets, this type of design maximizes the signal-to-noise ratio and 

aids in the evaluation of model fits. 

Previous research has demonstrated that 3 independently excited harmonics per cycle can 

achieve a sufficient excitation to deliver dynamically meaningful data in relation to daily 

frequencies.  This can be performed with 3 sinusoids per cycle, resulting in a cycle that lasts at 

least 12 days [166].  Estimating and comprehending the multitimescale dynamics of behavior 

change are the goals of this effort.  A total of 9 excited harmonics were revealed through 

simulations to be necessary to provide persistence of excitation across relevant frequencies 

[167].  The result is that each cycle lasts 26 days.  From this, the final study length was set at 10 

cycles (260 days). 

Intervention Design 

Overview 

An overview of the JustWalk JITAI intervention elements is provided in Table 3.1. 
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Table 3.1 Summary of the JustWalk JITAI intervention elements 

Wearable sensor 

• Fitbit Versa 3 

Mobile app 

• HeartSteps [137] (renamed JustWalk JITAI) 

Walking notifications 

• Walking notifications were pushed up to 4 times a day starting at the participant-set time 

(e.g., 7 AM or 8 AM), with 3-hour gaps between each possible notification (e.g., 7 AM, 10 

AM, 1 PM, and 4 PM as possible decision points for sending notifications). 

• Notification texts were randomly chosen from a library of 50 messages that included 24 

messages meant to inspire participants to plan a time when they would walk in the next 3 h 

and 26 messages meant to invite participants to become aware of internal urges that could 

inspire them to walk (Figure 3.2 and Supplemental Table 3.4). 

• The experimentation setting used 4 just-in-time (JIT) definitions: (1) full JIT (need [N], 

opportunity [O], and receptivity [R]), (2) N+R, (3) N+O, and (4) random, with each 

element defined as follows: 

o N: on track to meet the daily step goal accounting for time of day when assessed 

(e.g., 50% of steps accrued halfway in a person’s day, using their self-selected start 

time as a reference and assuming 12-h windows) 

o O: next 3-h time window was predicted to have an 80% likelihood that someone 

could take steps using a previously published algorithm [103] 

o R: participant received <6 notifications and responded (i.e., walked) to at least 50% 

of notifications sent to them within the previous 72 h 

Adaptive step goals 

• Each morning, participants were provided with a suggested daily step goal. 

o The notification also included a single-item ecological momentary assessment 

whether it was helpful or not. 

• Daily step goals were calculated using the following procedures: 

o For the first cycle, median steps/d were used as a personalized reference to guide 

adaptive step goal suggestions.  For cycle 1, a participant’s personalized reference 

(i.e., median steps/d) was calculated from their 10-d baseline period excluding 

nonwear days. 

o For all subsequent cycles, their personalized reference (i.e., median steps/d) was 

calculated from the previous 26-d cycle (e.g., cycle 2’s median steps/d were 

calculated using all step/d data from cycle 1 excluding nonwear days). 

o Participants were provided with a step goal that ranged between their personalized 

reference (median steps/d) up to their personalized reference+4000 steps. 
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Table 3.1 Summary of the JustWalk JITAI intervention elements, continued 

o A multisine signal design that ranged from 0 (personalized reference) to 1 

(personalized reference+4000 steps) was used.  For example, if a person’s median 

steps/d during the baseline period were 5000 steps/d, they would receive step goal 

suggestions between 5000 and 9000 steps/d. 

o Maximum step goals were set at 12,000 steps/d, and minimum step goals were 

2000 steps/d. 

 

Walking Notifications 

Overview 

The first component of the JustWalk JITAI was notifications meant to inspire short (e.g., 

≥10 min) walking bouts within 3 hours after receiving the notification.  This component had two 

variations that targeted different behavioral processes: (1) an invitation for a person to create a 

microimplementation intention on when, where, and how to fit in a ≥10-minute walk in the next 

3 hours—we label these suggestions as bout planning—and (2) an invitation for a person to 

become aware of interoceptive experiences and signals (e.g., stiff muscles and lethargy) that may 

inspire them to go for a walk—we refer to these messages as cultivating an urge.  Both types of 

walking notifications were drawn from a library of 50 messages (n=24, 48% on bout planning 

and n=26, 52% on cultivating an urge).  Walking notifications were provided in the form of push 

notifications from the JustWalk JITAI app.  The notification could be sent 4 times a day (i.e., 

decision points) starting at the user-defined start of day time, which was gathered during the 

onboarding processes.  Starting from the participant’s self-described start of the day, the walking 

notification decision points occurred every 3 hours.  For example, if a participant’s day started at 

8 AM, their decision points would be 8 AM, 11 AM, 2 PM, and 5 PM.  For each participant, on 

each day of the study at each of the 4 decision times, the JustWalk JITAI system decided whether 

to send a walking notification based on the system ID procedure described in the following 

section. 
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Operationalization of JIT States 

JIT states were experimentally varied via the use of different rules to define a just-in-time 

(JIT) state.  By nudging participants when they were in JIT states, the hypothesis is that the 

effect of the walking notifications should increase while maintaining a low level of burden on 

participants, thus minimizing notification fatigue [43,44]. 

A JIT state has been previously conceptualized [1] as a state in which a person is 

receptive to support (e.g., if a notification is sent, a person would appreciate receiving said 

notification) and has the opportunity to engage in the desired behavior (or vulnerability to a 

negative behavior).  Building on this theoretical formulation, a third theoretical parameter was 

added: the need for intervention support.  For example, if someone is already meeting their daily 

step goals, they likely do not need additional intervention prompts to walk.  For the purposes of 

this study, JIT states were operationalized as follows: 

1. Need (N): a person is defined as in a state of need if they did not meet the previous day’s 

step goal (for the first decision point) or if they are not making steady progress toward 

that day’s goal (for all other decision points).  Sufficient progress was defined as the goal 

prorated to the current time of day as in Equation 3.2: 

(𝑑𝑎𝑖𝑙𝑦 𝑔𝑜𝑎𝑙) ×
(𝑡𝑖𝑚𝑒 𝑒𝑙𝑎𝑝𝑠𝑒𝑑 𝑠𝑖𝑛𝑐𝑒 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑝𝑜𝑖𝑛𝑡)

12 ℎ𝑜𝑢𝑟𝑠
 (3.2) 

2. Opportunity (O): a person is deemed to be in a state of opportunity when they can 

feasibly walk.  To operationalize this, a predictive algorithm described in the study by 

Park et al [103]6 used a threshold of 80% probability that, within the next 3 hours, a 

person may walk.  We used the high threshold of 80% so that even a slight nudge to walk 

could effectively achieve short-term behavior change (note: whether notification is 

 
6 This study is included in this thesis as Appendix 1. 
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needed at such a high moment of opportunity is a question that we will be able to study 

retrospectively). 

3. Receptivity I: a person is deemed to be receptive when they have received ≤6 messages in 

the last 72 hours and have responded (i.e., walked in the following 3 h) after ≥50% of the 

walking notifications sent in that period. 

The operationalizations of these 3 facets of a JIT state allow us both to define a full JIT 

state—that is, when need, opportunity, and receptivity are all present—and to empirically test 

how different operationalizations of JIT states (e.g., states when only some of these components 

are present) influence walking notification effectiveness.  Specifically, daily decision rules were 

tested that embodied four different decision policies of being in a JIT state: 

1. Full JIT state: need, opportunity, and receptivity are present. 

2. Partial JIT state (2 forms): N+O (only need and opportunity are present) and N+R (only 

need and receptivity are present). 

3. Not in a JIT state (random): notifications are randomized each time at 50% probability. 

How and when each of these rules for defining JIT states was varied experimentally is 

described in the following section. 

 

Previous Observations and Theoretical Considerations That Guided Our Study Design to 

Test JIT States 

This specific study design was created based on data from the original HeartSteps trial 

[137] followed by engaging with previous domain knowledge, including behavioral theory and 

our previously developed SCT dynamical model [168], to guide the final study design such that 

this study could provide robust data for supporting computational model testing. 
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Concerning previous observations, in the HeartSteps trial related to the notifications 

designed to inspire bouts of walking, 3 empirical observations guided our understanding of JIT 

states.  First, as reported previously [137], notifications had a diminishing proximal impact on 

the total number of steps taken within the 30-minute window after the notification.  These results 

indicated a theorized diminishing value-to-burden ratio of the prompts, namely, a dynamic 

concept that balances, for each instance, a person’s perceived value that they receive from an 

intervention compared with the perception of the level of burden of the intervention.  This 

dynamic hypothesis, which conformed to the data, was that the value-to-burden ratio would 

diminish over time, with initial notifications being perceived as more valuable than burdensome; 

however, by the end of the study, this would shift toward a low or negative value in relation to 

the burden. 

Second, it was observed that, if <2 notifications were sent on a given day, even later in 

the 6-week trial, then the bout notifications resulted in significantly improved steps taken within 

the 30-minute window after the notification.  We interpreted this dynamic observation as 

representing a hypothesized auto-recovery that could take place on a person’s value-to-burden 

ratio.  One could think of this as analogous to a neuron.  Once a neuron fires, if new signals 

come in, the neuron will not fire again until it has sufficient time to recover, but this recovery 

process is automatic.  It was hypothesized that a similar dynamic takes place regarding 

notifications.  Namely, if notifications are sent at a rate that is faster than a person’s autorecovery 

rate, habituation will set in and the notifications will be ignored (again, similar to a neuron not 

firing).  If, in contrast, sufficient time has passed for autorecovery to take place (e.g., such as a 

neuron re-establishing itself as ready for the next signal), then a notification sent would be more 

likely to be attended and reacted to by a participant.  Previous data guided us to a population-
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based starting point of, on average, 2 notifications in a day, providing sufficient time for 

autorecovery.  With that said, it was postulated that this autorecovery may vary among 

individuals.  This study design enables us to study these individual differences in temporal 

responses. 

Finally, it was observed that there was a trend in the daily timescale or frequency.  

Specifically, it was observed that there was an overall trend of increased steps per day over the 6-

week intervention period.  This third observation was translated into a hypothesized 

internalization process of the knowledge, skills, and practices that the intervention was meant to 

cultivate.  This third dynamic hypothesis is the most critical target for designing an effective JIT 

intervention.  Specifically, the goal is to create a JITAI that would enable a person to develop 

internalized knowledge, skills, and practices that could be maintained after the cessation of the 

intervention while accounting for the likely diminishing value-to-burden ratio and the need for 

recovery between notifications.  This complex, interactive dynamic hypothesis, which postulates 

3 different underlying dynamics that interact together, is what is primarily being studied in this 

experiment.  Most critically, it was hypothesized that internalization, observed in the form of 

increases in steps per day in a time series, would take place more often when notifications or 

interventions were provided using JIT states compared with times when notifications were 

offered without taking account of JIT states. 

 

System ID Experiment Design via Simulation Studies 

With these empirical observations as a foundation, previous behavioral literature was 

reviewed to (1) look for previous domain knowledge that could be used to guide the 

understanding of these dynamics and (2) support us in better operationalizing the dynamic 

expectations we hypothesize to be observed, particularly if interventions could be provided 
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consistently taking account of JIT states.  A computational model was developed guided by these 

empirical observations and building on principles drawn from operant learning and cognitive 

science, which is described elsewhere [169].  A set of simulations was run to model anticipated 

responses to receiving PA notifications during positive and negative JIT states.  A key focus of 

the simulation work was to determine whether the models could produce the dynamics observed 

in HeartSteps, described previously, and to guide the anticipated length of time needed to 

observe a possible overall step per day increase across days when notifications are repeatedly 

delivered during positive JIT states.  In this context, a positive outcome was operationalized as a 

person taking at least 1000 steps (as a proxy for 10 min) within the 3-hour window after 

receiving a walking notification.  Overall, it was hypothesized that a greater number of positive 

outcomes when using the full JIT state operationalization (N+O+R) would be observed, with 

increased overall steps per day occurring across days during those times (accumulative 

internalization).  In contrast, it was hypothesized that a relatively steady steps per day response 

would occur during times when notifications were sent at random (which was a replication of the 

original HeartSteps study and intentionally did not consider JIT states; thus, it was hypothesized 

that the random signals would replicate the observations from the original study).  A set of 

additional simulations was run based on the SCT model [168], with the results of the simulation 

reported elsewhere [167] to further refine our study design. 

On the basis of the simulation results from both models, a system ID study was devised 

that experimentally varied the use of different definitions of JIT states but did so in a way that 

would enable the study of possible accumulation or degradation of the dynamic effects across 

days.  Specifically, 4 days was set as the minimal length of days needed to observe the effects of 

successive full JIT rules.  It was anticipated that stabilization to degradation of effects would 
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start to occur within 1 day of sending non-JIT notifications based on our simulation studies.  

With that said, given the highly novel study design and limited robust empirical data to guide 

this subtle study of dynamics, longer periods were used, particularly for the full JIT state 

(N+O+R).  In other words, the experiment compared decision rules that range from not trying to 

intervene in a JIT state to trying to intervene in a full JIT state over a sustained period that, based 

on simulation studies, would be sufficiently long to detect accumulative effects if they occurred. 

This resulted in a categorical 4-level design.  To construct this categorical 4-level input 

signal, a pseudorandom binary sequence (PRBS) was used (for full justification and details, see 

the study by El Mistiri et al [167]).  This base signal compares JIT with some form of partial JIT 

or random (i.e., non-JIT) states.  To incorporate the exploratory examination of differences 

between JIT operationalizations, a random multilevel sequence was superimposed over one of 

the PRBS binary levels to compare the 2 incomplete JIT decision rules (N+O and N+R) with the 

randomly sent walking notifications [167].  The input signal design parameters for the PRBS 

were chosen as τ𝑑𝑜𝑚
𝐿  =  3 𝑑𝑎𝑦𝑠, τ𝑑𝑜𝑚

𝐿  =  3.5 𝑑𝑎𝑦𝑠, αs = 2, βs = 2, which was done to cover the 

frequency range of interest based on the guidelines provided in Equation 3.1.  This resulted in a 

60-day cycle with nr=4 shift registers and switching time Tsw = 4 days (Figure 3.3).  This 60-day 

cycle enabled the team to (1) study the hypothesized dynamic, positive accumulative effect on 

steps within 3 hours of notification times, and steps per day when walking notifications were sent 

during theoretically defined JIT states; (2) compare these dynamics with the hypothesized 

dynamic degradation across days when walking notifications were delivered during partial or 

negative JIT states (i.e., at random); and (3) as an exploratory aim, study if the dynamics vary 

across different JIT state operationalizations.  In total, 4 cycles of a 60-day PRBS signal were 

generated to support both estimation and validation of the dynamical models that operationalized 
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the hypothesized dynamics, which results in a 240-day period followed by a final period of full 

JIT state level to match the full study period (260 days), which was constrained by adaptive step 

goal cycles (26 days × 10 cycles). 

 

Figure 3.3 The designed decision rules signal for the walking notification component of the 

intervention in the time domain in the JustWalk JITAI study.7   

 

Figure 3.4 provides a visualization of the spectral power density as it relates to the 

walking notifications.  This visualization provides insights into the degree to which the theorized 

dynamics will be appropriately excited, enabling the detection of effects if they occur across 

various frequencies and, thus, the study of the proposed dynamic hypotheses.  The results 

suggest sufficient persistent excitation by the number of harmonics included in the effective 

frequency range between 0.14 and 0.67 rad per day.  This frequency range, determined by the 

time constant guidelines in Equation 3.1, ensures that the appropriate slow dynamics (i.e., low 

frequencies) and fast dynamics (i.e., high frequencies) of the system are captured. 

 
7 Each level represents one of the decision rules.  The 4 signal levels were obtained by superimposing a 3-level 

random multilevel sequence (RMLS) signal on the base pseudorandom binary sequence (PRBS) signal.  JIT: just-in-

time; N+O: need and opportunity; N+R: need and receptivity. 
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Figure 3.4 Spectral power density of the designed decision rule input signal of the JustWalk 

JITAI study.8 

 

Adaptive Step Goals Intervention Component 

Overview 

The adaptive daily step goal component follows a similar structure to that of a previous 

system ID experiment whereby participants were given a specific suggested step goal to target 

each day [5].  Similar to this previous design, a key consideration is to design a cycle, which is a 

deterministic, repeatable pattern that defines the provision of intervention options to an 

individual.  Intervention options can be provisioned to mimic randomness via pseudorandom 

signal designs that achieve the valuable properties of randomness for causal inference while still 

being deterministic and, thus, repeatable.  This provides valuable properties for a system ID 

experiment as it enables a more robust comparison between cycles (for more details, see prior 

work [2]).  In this study, the same basic logic of prior work was followed, specifically, using a 

pseudorandom signal design that varied step goals between an achievable target up to a plausibly 

 
8 It is shown to determine whether sufficient excitation across key frequencies is established within the trial. 
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ambitious target (how goals are assigned each day is described in greater depth in prior work 

[167]). 

The definition of an achievable step goal was personalized to each participant, which was 

labeled as a personalized reference, defined as a person’s median steps per day calculated from 

the previous 26-day cycle period [167]; note that, for the first cycle only, the personal reference 

was the 10-day-baseline period.  Each morning, participants received a notification informing 

them of their targeted step goal for the day.  The updated goal was also available to them on the 

JustWalk JITAI dashboard and was automatically synced by the JustWalk JITAI server to the 

participant’s Fitbit account so that the feedback on the Fitbit app and the participant’s Fitbit 

tracker always showed the correct goal progress each day.  To further facilitate goal pursuit, 

participants were instructed to install a watch face providing the step goal number and a goal 

progress bar to enable always visible goal progress feedback.  Fitbit’s native visual and haptic 

feedback was used when the participant completed the daily step goals (i.e., fireworks animation 

and vibrations). 

Experimental Manipulation: Input Signal Design 

To define a cycle for this component, a multisine signal was used.  The input signal 

design parameters (τ𝑑𝑜𝑚
𝐻 = 1 𝑑𝑎𝑦, τ𝑑𝑜𝑚

𝐻 = 2 𝑑𝑎𝑦𝑠, αs=2, βs=2), as described in Equation 3.1, 

were chosen based on the results from previous work and the simulation studies we conducted in 

preparation for staging this system ID experiment [167].  The design parameters result in a cycle 

length of 26 days, as shown in Figure 3.5.  For each participant, a personalized realization of the 

multisine signal generates the daily goals throughout the 260-day intervention across 10 cycles 

by determining, for each day, the factor by which the 4000 steps per day range is multiplied and 

then added to the participant’s personalized reference (i.e., median steps/d), as described in Table 

3.1. 
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Figure 3.5 One cycle of the designed multisine input signal for the goal setting component of the 

JustWalk JITAI intervention in both the time (top) and frequency (bottom) domains.9  

 

The effective frequency range of the signal is related to the design parameters through 

Equation 3.1, which yields the persistence of excitation between ω∗ = 0.25 rad per day and ω∗ = 2 

rad per day approximately for the designed multisine signal, as it is highlighted in the power 

spectrum of the signal shown in Figure 3.5.  This showcases that the designed input signal for 

goal setting creates variability in the relevant dynamical ranges of interest. 

Measures 

Baseline Survey 

The baseline survey includes (1) demographic information, including age, height, weight, 

ethnicity, gender, race, marital status, household size, employment status, and level of education; 

(2) personal characteristics related to the study (i.e., how the participants spend their time and 

information about their routine and their neighborhood); (3) self-perception (i.e., personality 

[170] and perceived stress [171]); and (4) life habits [172] and PA [173] (i.e., how they feel 

 
9 The multiplier factor varies between 0 and 1 over time.  The spectral power density plot highlights the number of 

excited harmonics at the frequencies of interest. 
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about PA, how they engage in exercise, how much they intend to exercise, and how they notice 

the effects of exercise). 

Continuous Measurement of Activity and Heart Rate 

Steps per minute and minute-level heart rate were measured using the Fitbit Versa 3, a 

wrist-worn, consumer-level activity tracker that uses triaxial accelerometry to measure 

movement.  Further details are provided in the next subsection.  Moderate or vigorous PA was 

measured in four ways: (1) automatically triggered objective measurement (the Fitbit Versa 3 

automatically detects vigorous movement [174] if the activity is sufficiently vigorous and long), 

(2) manually initiated objective measurement (the Fitbit Versa 3 or the Fitbit app on the 

smartphone has an activity tab to log activity manually), (3) manual logging in the Fitbit app, and 

(4) manual logging on the study app using the activity tab (which was also populated with any 

reporting on the Fitbit app).  The Fitbit assesses steps, PA intensity levels, energy expenditure, 

start or end time point and type of activity, distance traveled, and number of floors.  Prior work 

shows that Fitbits likely underestimate heart rates and, by extension, total activity, but they do so 

reliably, thus establishing a meaningful within-person comparison [89], which is the focus of this 

study. 

EMA Items 

Psychological constructs and process variables were asked daily for inclusion in our 

targeted, dynamic models via EMA conducted at 7 PM local time.  The EMA items included 

concepts of (1) self-efficacy for walking, (2) self-efficacy for problem-solving, (3) positive 

context for walking, (4) negative context for walking, (5) supportive routine, (6) drive to walk, 

(7) relationships supportive of walking, (8) interoceptive awareness of cues that could inspire 

walking (e.g., stiffness and fatigue), (9) negative reinforcement of walking, (10) behavioral 

repertoire, and (11) typical supportiveness for walking.  Detailed items are included in 



92 

Supplemental Table 3.1 through 3.  Items 1 to 6 were asked daily, items 7 to 10 were asked every 

4 days to minimize the burden of responding, and item 11 was asked every day for the first week 

of each month (i.e., 7 times/mo). 

In total, 2 other types of EMA question items were sent.  Triggered by completed PA, the 

participants were asked if they felt healthy, fatigued, energized, and discomfort.  We also asked 

if the participants thought that they could meet the daily goal. 

Weather 

Daily weather data (current weather and weather forecasts) were gathered from the public 

weather database API [175].  No actual location GPS data were gathered; instead, a self-reported 

home zip code was used to gather weather data. 

Postintervention Interviews 

After the 260-day intervention, participants were asked to fill out a brief postintervention 

survey and were also given the option to participate in a postintervention interview.  During the 

postintervention interviews, participants were asked about their overall reactions, including both 

positive and negative aspects of using the app and any suggestions to improve the intervention.  

The interviews were audio recorded and transcribed. 

The participants were also given a choice to either stop the use of the JustWalk JITAI 

intervention or continue to use it, in which case the data past the study end date would not be 

used in the analyses. 

Treatment Fidelity Monitoring Procedures 

Mobile App Use Logs 

Mobile app use was recorded with time stamps for every page viewed in the JustWalk 

JITAI app, including opening notifications, opening the app, viewing pages within the app, and 

opening surveys.  The one piece of information that could not be logged owing to operating 
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system limitations was whether notifications (e.g., walking notifications) were seen without 

being opened, such as when they automatically expanded on the iOS lock screen. 

Monitoring the JustWalk JITAI Systems 

The JustWalk JITAI server was automatically monitored every 10 minutes throughout the 

study period using a separate program to check for 5 performance and stability targets: the web 

server, the database server, the security firewall, the software framework for the server, and the 

Fitbit API.  If the server stopped working or took too long to respond (>3000 ms), the program 

sent SMS text messages and emails to the study staff.  The monitoring program was separately 

overseen by another program to ensure that monitoring was conducted properly.  If any data 

operations failed (e.g., if the Fitbit server was not responding), the study staff were immediately 

notified via email.  If there was an error in the Fitbit data synchronization, when the data 

connection resumed, all the missing data were refetched to fill up any missing period. 

Data Collection Monitoring 

Data collection was monitored by the study staff on a weekly basis with automated 

visualizations to ensure that there were no technical errors that may compromise the study. 

Study Adherence 

Study adherence was monitored automatically using the JustWalk JITAI server.  During 

the preintervention meetings, participants were asked to wear the Fitbit for a minimum of 8 hours 

a day, but it was suggested that they wear the Fitbit all day, even at night.  Fitbit devices 

typically synchronize with the Fitbit server via the Fitbit phone app every 15 minutes.  This 

synchronization stops if the Fitbit device runs out of battery or is not worn for several days.  The 

JustWalk JITAI server regularly checks whether a participant’s device has stopped syncing with 

the Fitbit server, and if so, it sends an adherence SMS text message to the participant. 
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As an operationalized protocol, at 15 minutes before the first decision point for walking 

notifications (e.g., 6:45 AM local time for most participants), if a participant had no Fitbit app 

synchronization records for 60 minutes (e.g., since 5:45 AM local time for most participants), the 

server sent an automated adherence SMS text message including an approximate length of the 

period for which the updates were missed (e.g., a few hours, a day, or a while) to invite 

participants to recharge and synchronize their Fitbit on the Fitbit app. 

This approach helped avoid making the mistake of responding too immediately to the 

problem of data drops caused by accidental battery discharges.  As it can be assumed that people 

do not carry their Fitbit charger around during the day, sending an immediate charge it now 

message when data updates stop during the day is unlikely to be an effective remedy.  In 

addition, given that it only takes approximately 30 minutes to charge a Fitbit from fully depleted 

to lasting more than a day, it was assumed that sending these notifications before the start of the 

day would give participants a chance to charge their Fitbit. 

Modeling and Data Analysis10 

A series of system ID estimation approaches will be used to analyze the data and obtain 

control-oriented dynamical models to study JIT states.  General data analysis will start with 

examining the cross-correlation of the data to verify the hypothesized structure of the system as 

operationalized via the computational models described previously.  Nonparametric estimation 

methods such as correlational analysis and spectral analysis [176] will be used to obtain 

preliminary information about the responses of each individual (i.e., time constants, gains, and 

orders).  The knowledge gained from the nonparametric estimation methods will be used to 

obtain ideographic models through prediction error modeling approaches such as autoregressive 

 
10 This section is directly quoted from the published manuscript, which targets an overarching set of analyses.  

Hence, it does not precisely reflect this thesis’ analytical methods.  Please refer to Chapter 4 for the analytical 

methods for this thesis. 
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with external input and output error [176] estimation and more elaborate gray box methods using 

the SCT model structure.  In addition, the model-on-demand [177,178] estimation will be used to 

estimate more flexible models that address nonlinearities in the system.  The estimated models 

from all approaches will be contrasted with one another, and the advantages or disadvantages of 

each will be assessed to inform future efforts. 

Ethical Considerations 

The study was approved by the University of California San Diego, institutional review 

board (protocol 800132) and was preregistered on ClinicalTrials.gov (NCT05273437). 

Results 

Simulations 

The input signal design for the 2 intervention components in this study involved an 

iterative procedure that relied on a priori knowledge and simulation results for different types of 

anticipated participants to guide the efforts.  The simulations were based on a dynamic SCT 

model derived from a fluid analogy, which provided the means to guide specific conditions for 

the JIT states considered in the decision rules to ensure that both the number of notifications sent 

per day and the overall number of notifications sent throughout the intervention were not 

burdensome for the participants.  Furthermore, the simulation framework with diverse scenarios 

provided insights into the ambitious yet achievable range of adaptive goals provided in each goal 

setting cycle.  A detailed account of the model used in the simulations, technical details of the 

designed input signals, and simulation results that guided the design are provided in the study by 

El Mistiri et al [167].  In this section, the results for a hypothetical adherent participant are 

presented to illustrate the dynamic nature by which the daily goals adapt to the participant’s 

performance, as well as the effectiveness of the JIT decision rules in limiting the provision of 

support only to times that are hypothesized to be beneficial. 
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Figure 3.6 [167] shows the implementation of the designed daily goal signal in a 

simulation setting.  In this case, the goals in each cycle are adjusted to the performance of the 

participant in the previous cycle, as described in Table 3.1.  Note that, in this case, a hypothetical 

adherent participant is capable of achieving the daily goals given to them in each cycle; 

consequently, the median of the participant’s performance increases, which leads to an increase 

in the goals provided in subsequent cycles.  As a result, the daily goals gradually increase over 

the span of the intervention, from a low of 2000 steps per day in the first 2 cycles of the 

intervention (the first 52 days) to a high of 12,000 steps per day in the last 5 cycles.  This 

simulation result illustrates that the input signal design for this component is working as intended 

by adapting the daily goals to each participant in a personalized manner while nudging the 

participant toward higher levels of PA through a combination of ambitious and achievable goals. 

 

 

Figure 3.6 Simulation results illustrating the implementation of adaptive daily goals (top) in 

reaction to the performance of a hypothetical adherent participant in terms of daily step count 

(bottom) in the JustWalk JITAI study (adopted from the study by El Mistiri et al [167]). 

Figure 3.7 [167] shows the walking notification component of the intervention in the 

simulated scenario for the hypothetical adherent participant.  As shown in the figure, the decision 

rules work as intended in terms of dictating the nature of the notifications sent to the participant.  
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At the beginning of the intervention, when the participant does not achieve the daily goals 

(hence, the need condition of the decision rules is met), the number of notifications sent to the 

participant is high across all levels11 of the decision rules.  Later in the intervention, as the 

participant adopts healthier behaviors and meets the daily goals, the number of walking 

notifications sent on a daily basis is significantly lower.  Furthermore, note that, on days when 

the receptivity condition is considered, the number of notifications sent follows the notification 

budget mentioned in Table 3.1. 

 

Figure 3.7 Simulation results for a hypothetical adherent participant illustrating the expected 

walking notifications (top) sent based on the designed decision rules signal (bottom) of the 

JustWalk JITAI study12. 

 

Finally, as the need condition is not met by the participant toward the end of the 

intervention, walking notifications are only sent on days with fully randomized notifications.  

This design allows for comparing the impact on the participant of fully randomized notifications 

with that of notifications that are guided by JIT state conditions that should make them more 

 
11 In other sections of this thesis, the term “level” is replaced by “decision policy” for better interpretation.  

However, since this chapter is a full reprint of a manuscript that is already published, we decided to keep the original 

terminologies.  Apologies for the confusion.  
12 For the sent notifications signal at the top, a 0 value implies that no notifications were sent at that decision point, 

whereas a value of 1 implies that a notification was sent (adapted from the study by El Mistiri et al [167]).  JIT: just-

in-time. 
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beneficial.  From these simulation results, the rate at which notifications are sent (i.e., 

notifications or decision point) on full JIT state days is the lowest at 0.084, followed by days of 

need and opportunity (N+O) conditions at 0.148 and need and receptivity (N+R) conditions at 

0.176.  The highest rate of notifications is observed on days with fully randomized walking 

notifications at 0.488. 

Recruitment 

Enrollment began in March 2022 and ended in July 2022.  In total, 761 potential 

participants submitted a letter of interest, and 48 (6.3%) were enrolled in the study. Figure 3.8 

shows the CONSORT (Consolidated Standards of Reporting Trials) diagram [179].  The 

intervention was completed in April 2023.  The data were gathered without major incidents.  The 

source code for the server and the app is publicly available on the project’s GitHub repository 

[180]. 
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Figure 3.8 CONSORT (Consolidated Standards of Reporting Trials) recruitment diagram for the 

JustWalk JITAI study.  PA: physical activity. 

 

Discussion 

This is a study protocol to investigate 3 JIT states (i.e., need, opportunity, and receptivity) 

empirically and enable the empirical optimization of a JITAI intended to increase PA (steps/d) in 

adult populations with an inactive lifestyle. 

There is well-documented evidence suggesting that digital health interventions to date 

have not lived up to their intended potential [181–183].  From issues of poor adherence; results 

that only produce limited effects; and questionable scalability, particularly among those with less 

access to digital devices, the potential of digital health interventions has not yet translated to a 

real-world impact [181,182,184].  A pathway for improving this is to focus on producing 

evidence directly targeting and seeking to improve the fundamental shortcomings of digital 

health interventions [182,183]. 
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In this study, our primary focus was to rigorously examine the notion of JIT states.  To 

date, JIT states used to formulate intervention decision rules have either been assumed to be 

correctly defined—typically based on guidance from behavioral theory—but not empirically 

tested or they have been derived using data-driven approaches such as reinforcement learning 

whereby previous domain knowledge and understanding is underemphasized and, instead, there 

is hope that useful Insights about Intervention time condition will emerge from data collected in 

intervention studies [84].  Although we believe that both of these paths have merit, this study 

protocol offers a middle ground whereby previous domain knowledge is encapsulated into 

computational models, which, through simulation studies, can then be used to guide the careful 

generation of evidence that can test dynamic hypotheses about the nature of JIT states. 

This is important as a JIT state, conceptually, is an inherently nonlinear causal 

phenomenon [76].  There is no one causal factor that makes a given moment a JIT state, but 

instead, it is a mixture of different factors such as time of day, a person’s current motivational 

levels, their relationships, recent experiences with the types of support given, and the degree to 

which support is well matched to a person’s current needs.  Such factors combine at a given 

moment to influence the decision to engage—or not—in the target behavior.  This study protocol 

recognizes the inherent nonlinear causal nature of the phenomenon under study and provides a 

rigorous approach to gathering the data needed to make progress in the context of such 

complexity.  By varying whether a notification is provided when the person is thought to be in a 

state of need, when they are thought to have an opportunity to walk based on their personal 

historical step data, and when they are thought to be receptive, or combinations of these 3, the 

experiment will collect initial evidence for which aspects of the JIT state are most important for 

supporting the effectiveness of JITAIs and whether this changes over time.  Using this 
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information, particularly when linked with slow dynamic processes of change (i.e., daily goal 

setting), the experiment produces data needed to empirically optimize a digital health 

intervention, JustWalk JITAI.  Specifically, this work will result in individualized, empirically 

validated dynamical models that can be used to predict each individual’s response to the 

intervention options offered to them.  These individualized or idiographic dynamical models can 

be applied to optimal personalized behavioral interventions through sophisticated control 

algorithms such as model-predictive control [3,185].  These model-predictive control–driven 

JITAIs could have the potential to work more effectively than previous digital health 

interventions. 

The key limitations of this study stem from the high novelty of the overall experiment 

and its approach.  To the best of the authors’ knowledge, no system ID experiment of this 

sophistication for studying human behavior has ever been conducted.  On the basis of this, there 

was very little robust previous evidence and examples that we could draw upon to guide study 

design decisions.  Although we did compensate for this by drawing on some relevant data 

(largely from our own work, as already described) and via a number of simulation studies, 

overall, there are potential risks and limitations to our approach.  For example, given the novelty 

of this experiment, it is unknown how well the assumptions we used to guide the experiment will 

hold up.  With this, it is unclear exactly how informative those data will be for studying JIT 

states.  Second, given the novelty of this experiment, it was unclear what an appropriate sample 

size should be.  This point is critical for determining the degree to which any patterns or insights 

gleaned about JIT states from this sample will be transportable to other populations or settings. 

With that said, the primary focus of any system ID experiment is the study and 

articulation of computational models that are predictive and foster robust control decisions for 
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each system.  In this context, a system is a person.  This is critical to note because, as flagged 

previously, the notion of statistical power as is used in the classic frequentist inferential statistics 

used most commonly by health scientists does not have any direct translation or use within 

system ID experiments.  Indeed, the key focus of system ID experiments is to work within each 

system to gain a deep understanding of its dynamics.  This focus makes sense particularly for a 

concept such as JIT states, which, definitionally, will likely manifest idiographically.  The 

critical question is not whether some general pattern of JIT states can be inferred but, instead, 

whether the same algorithmic development processes can be conducted ideographically and in a 

replicable and scalable fashion to enable the insights that the algorithm can produce to guide 

intervention decision-making.  This is the primary focus of our work.  Thus, the limitation is less 

one of statistical power and more akin to what arises with regard to the right training data sets 

for machine learning algorithms.  It is unclear at this time what variations across people, places, 

and time could occur in real-world contexts that would render our approach nonfunctional.  With 

a sample of only 48 participants, a key limitation is that we very likely did not have diversity 

across variations in people and places where this type of algorithm could be used to test the 

robustness of our approach.  With that said, given the great novelty of our overall approach, we 

contend that this is an appropriate trade-off.  Most critically, it is likely that, even in the sample 

of 48 participants, we will discover some individuals from whom we can create computational 

models that are informative and others from whom we cannot.  That will be the type of initial 

data we could use to then develop more rigorous hypotheses about the transportability of our 

methods, which can then guide future experimentation. 

Overall, this work could feasibly be a key step in filling the gap between the hope of 

digital tools and current realities in terms of limited long-term impact and engagement based on 
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the evidence.  Although this is all still quite hypothetical, this trial is a critical step in testing the 

potential benefits of this overall approach for intervention optimization. 
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Supplemental Table 3.1 Ecological Momentary Assessment Items: Daily EMA (asked at 7 pm 

local) 

Index Question Text Frequency Answering Options 

1 Being active is a top priority tomorrow. Daily Likert (Not at all – 

Completely) 

2 Circumstances will help me to walk 

tomorrow (e.g., nice weather, getting in nature, 

free time). 

Daily Likert (Not at all – 

Completely) 

3 My schedule makes it easy to be active 

tomorrow. 

Daily Likert (Not at all – 

Completely) 

4 I expect obstacles (e.g., no time, unsafe, poor 

weather) to being active tomorrow. 

Daily Likert (Not at all – 

Completely) 

5 I know how to solve any problems to being 

active tomorrow. 

Daily Likert (Not at all – 

Completely) 

6 I am confident I can overcome obstacles to 

being active tomorrow. 

Daily Likert (Not at all – 

Completely) 

7 No matter what, I’m going to be active 

tomorrow. 

Daily Likert (Not at all – 

Completely) 

8-1 In general, my friends help me to be active. Daily, but one 

of the three 

question items 

was asked per 

day 

Likert (Not at all – 

Completely) 

8-2 I regularly feel urges to be active. Likert (Not at all – 

Completely) 

8-3 I am active because it helps me feel better 

(e.g., reduce stress, stiffness, or fatigue). 

Likert (Not at all – 

Completely) 

9 My typical Sunday includes being active. Daily for the 

first week of 

each month 

Likert (Not at all – 

Completely) 

(Bold texts were shown as bold on the app) 

Supplemental Table 3.2 Ecological Momentary Assessment Items: Activity Triggered EMA 

(asked within 15 minutes when a physical activity is detected) 

Index Question Text Frequency Answering Options 

1 Are you feeling healthy now? Agile, fit, limber, 

strong... 

Activity 

triggered 

Likert 

(Not at all – 

Completely) 

2 Are you feeling fatigued now? Tired, 

exhausted... 

Activity 

triggered 

Likert 

(Not at all – 

Completely) 

3 Are you feeling energized now? Awake, lively, 

vigor... 

Activity 

triggered 

Likert 

(Not at all – 

Completely) 

4 Are you feeling discomfort now? Tired, aches, 

sweat... 

Activity 

triggered 

Likert 

(Not at all – 

Completely) 

(Bold texts were shown as bold on the app) 
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Supplemental Table 3.3 Ecological Momentary Assessment Items: Daily Step Goal EMA (asked 

individually set morning time (i.e., start of a day)) 

Index Question Text Frequency Answering Options 

1 Today’s step goal: x,xxx 

I think I can meet today’s goal 

Local time 

(start of day) 

No / Maybe / Yes 

 

Supplemental Table 3.4 Bout planning notification messages and their classifications into two 

categories of messages 

Messages Category1 

How are you feeling? Think a 30-minute walk in the next three hours could make 

you feel better? 1 

Feeling lonely? Could you walk and call a friend or ask a friend to walk with you 

in the next three hours? 1 

Ate too much? Consider taking a walk soon to help with digestion. 2 

Do you love podcasts? Any chance you could plan a walk and listen to a short 

podcast (even part of a long one) in the next 3 hours? 1 

Feeling productive? If not, going for a short walk soon could feed your brain and 

help your focus and energy. 2 

Feeling low? Even a 15-minute walk can often help.  Can you take a walk in the 

next 3 hours? 1 

Ate recently? Going for a walk is great for averting the food coma. 2 

Feeling stressed? Do you think a quick walk soon might help? 2 

Are you at a place with stairs? Would taking a few minutes to go up and down 

the stairs help you feel more energized? 2 

Feeling anxious? Do you think a walk might help to clear your thoughts? 2 

Need to get something? Is it nearby? If yes, consider walking there to get your 

activity and get something done at the same time. 2 

Feeling sleepy? Taking a quick walk soon will help wake you up and feel better. 2 

Having trouble sleeping at night? Do you think taking a walk in the next few 

hours may help you sleep better tonight? 2 

Do you have a plan on when to be active today? If not, consider finding time in 

the next 3 hours. 1 

Feeling bored? Would taking a walk soon help with reconnecting to your 

priorities? 2 

Want to catch up with a friend? Text them to see if they could take a 10-minute 

walking break with you soon (phone or in-person). 2 

Is there any point in the next three hours when you could take a break to take a 

10-minute walk? 1 

Feeling stiff? Would going for a walk soon help? 2 

Is there a beautiful place nearby where you could go for a quick walk in the next 

few hours? 1 
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Supplemental Table 3.4 Bout planning notification messages and their classifications into two 

categories of messages, continued 

Messages Category1 

Feeling confused or conflicted about something? Would taking a quiet walk soon 

help clear your mind and give you some clarity? 2 

Have you gotten enough activity today? If not, could you go for a short walk in 

the next two to three hours? 1 

Want to live a long and healthy life? Being regularly active really helps.  Could 

you take a walk in the next few hours? 1 

How is your schedule looking today? Is there a free window in the next three 

hours when could walk? 1 

Muscles feeling tight? If so, consider taking a walk in the next couple of hours to 

loosen up your body. 2 

Craving a snack? Are you really hungry or just need to change things up? If the 

latter, consider taking a walk soon rather than eating. 2 

Need to get something done but can’t focus? A walk could help you clear your 

head so you can get things done more efficiently. 2 

Are you feeling stuck about something? Consider taking a walk in the next few 

hours to clear your head and maybe get unstuck. 2 

Can you make a plan to do a 10-minute walk in the next three hours? 1 

Did you know regular activity is a key protective factor for dementia? Can you go 

for a walk in the next three hours? 1 

Feeling frustrated? Would taking a short walk help you get some perspective? 2 

Remember good being active can feel? Do you need that right now? If so, 

consider going for a walk soon. 2 

Ate too much? Consider taking a walk to help you digest and not get sleepy. 2 

Did you know regular activity helps you sleep better? Could you take a walk in 

the next few hours to help your sleep tonight? 1 

Upset about something? Do you think taking a walk would help you calm down? 2 

Can you see any gaps in your calendar in the next three hours when you may be 

able to take a 10+-minute walk? 1 

Feeling like you can’t get things done today? Consider clearing your head with a 

walk. 2 

Trouble deciding on something? Consider letting your mind wander while 

walking.  The answer just might come to you. 2 

Feeling overwhelmed? Taking a walk may help you gain perspective and feel 

better. 2 

Regular activity is an important part of keeping a healthy weight.  Could you 

squeeze in a walk in the next few hours? 1 

When the cravings come, consider short-circuiting them by getting away from 

food and going for a walk instead. 2 

Feeling cold? Could a walk help warm you up? 2 

Look at your calendar.  See any times for a 10+ minute walk soon? 1 

Look at your calendar.  See any times for a 10+ minute walk soon? 1 
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Supplemental Table 3.4 Bout planning notification messages and their classifications into two 

categories of messages, continued 

Messages Category1 

Can you think of anything beautiful near you, like nice scenery or architecture? 

Do you think you could walk over there soon? 1 

Any upcoming meetings? Can any of them be walking meetings (including 

walking phone meetings)? 1 

Are you going to be eating with a colleague, friend, or a family member in the 

next few hours? Could you take a post-meal walk together? 1 

Do you have meetings in the next few hours? Could you end one 10 minutes 

early so you could go for a walk? 1 

Will you be finishing a task in the next few hours? If so, could you go for a walk 

to reward yourself for a job well done (even if it’s just answering email)? 1 

Have you spent enough time with your family? How about taking a walk together 

(including a walking call) in the next few hours to catch up? 1 

Thinking of watching TV soon? If so, could you replace a bit of that time with 

walking instead? We promise you you’ll feel better. 1 

 

1Categories: 

1) messages designed to inspire participants to plan a time when they would walk in the next 3 

hours 

2) messages designed to invite participants to become aware of internal urges that could inspire 

them to walk   
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Chapter 4 ANALYSIS PROTOCOLS 

 

Data preprocessing and cleaning 

After the end of the clinical trial in April 2023, the entire database on the server where all 

measurements were stored backed up locally.  The HeartSteps systems, built on the Django Web 

Framework [186], was organized in a way that divides and stores information in multiple 

relational database tables.  We prepared the base data by extracting only the data we needed from 

the database, which consists of 195 tables in total. 

We excluded the participants who 1) never turned on the app or 2) turned on the app but 

did not use it (i.e., non-adherent).  The system logged the participants’ activity with the local 

time along with time zone information.  If the participants travelled across the border of the time 

zone, there was a chance that the person’s that day could be longer than, or shorter than 24 hours.  

If the participant reported the same local time stamp more than once (i.e., travelled to west), we 

added the step count on the same time stamp.  If the participant travelled to east, the time gap 

was handled as missing data. 

Fidelity Check 

We decided to check the distribution of the data, whether the key variables were 

distributed as we expected, and whether the experiment was conducted in a way consistent with 

our experimental design.  We looked at the following: 

1. The number of decision points per individual and contexts, 

2. The number of notifications received per individual and contexts, 

3. The number of steps taken by each participant per individual and contexts, 

4. The total amount of time each participant wore their Fitbit per individual, and 

5. The number of hours each participant wore their Fitbit per individual. 

For detailed results, please see Appendix 5 on page 224. 
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Aim 1: Individual Response Patterns to Intervention 

Aim 1.  To identify which decision policy and time condition where the intervention 

was effective for each participant, analyzed via both nomothetic and idiographic models. 

To delve into aim 1, we used two sets of statistical models. 

Nomothetic models. 

To extract a common pattern that covers the participants widely, we used frequentist 

mixed effects model with ZINB distribution (see page 36).  The decision point was the unit of 

analysis.  Within this analysis, we compared three meaningful nomothetic models: 

1. Nomothetic Null Model: based on the null hypothesis that the response pattern to the 

intervention does not depend on any other covariates other than intervention components, 

the regression model only consisted of the intervention components and their interactions. 

Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽1,2𝑋1𝑋2 + 𝛽1,3𝑋1𝑋3 + 𝑏1 

steps: step count during 3 hours after each decision point 

𝛽0: intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 

𝑋3: Dichotomized decision policy (Random = 0, Full, N+O, or N+R=1).  In this nomothetic 

model, we hypothesized that the participants may walk more when they were provided the 

customized decision policy of any type. 

𝑏1: Random effects for the participants’ baseline step count.  Each participant may represent 

their own base level of PA.  

 

Special notes on terms: 

- 𝛽1,2𝑋1𝑋2: the interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽1,3𝑋1𝑋3: the interaction effect between the notifications and decision policy.  We 

hypothesized their synergistic effect. 

 

2. Nomothetic Full Model: based on the theory-based hypothesis that the response pattern 

to the intervention may depend on all measured covariates, in addition to the effect 
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caused by intervention, the regression model consisted of the intervention components, 

all measured covariates, and their interactions.  Also, based on the prior study [136], we 

included the quadratic term of days elapsed since the beginning of the intervention. 

Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

𝜓, 𝜎 are assumed as constant for all participants. 

𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽4,4𝑋4
2 + 𝛽5𝑋5 + 𝛽6𝑋6 + 𝛽1,2𝑋1𝑋2 + 𝛽1,3𝑋1𝑋3

+ 𝛽1,4𝑋1𝑋4 + 𝛽1,5𝑋1𝑋5 + 𝛽1,6𝑋1𝑋6 + 𝛽2,3𝑋2𝑋3 + 𝛽2,4𝑋2𝑋4 + 𝛽2,5𝑋2𝑋5

+ 𝛽2,6𝑋2𝑋6 + 𝛽5,6𝑋5𝑋6 +  𝑏1 + 𝑏2𝑋4 

steps: step count during 3 hours after each decision point 

𝛽0: intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 

𝑋3: Dichotomized decision policy (Random = 0, Full, N+O, or N+R=1).  In this nomothetic 

model, we hypothesized that the participants may walk more when they were provided the 

customized decision policy of any type. 

𝑋4: days elapsed since the beginning of the intervention. 

𝑋5: whether this decision point was in the afternoon (afternoon=1, morning=0) 

𝑋6: whether this decision point was on the weekend (weekend=1, weekday=0) 

 

𝑏1: Random effects for the participants’ baseline step count.  Each participant may represent 

their own base level of PA.  

 

Special notes on terms: 

- 𝛽4𝑋4 + 𝛽4,4𝑋4
2: based on the prior study [136], we hypothesized the nomothetic change 

of steps in quadratic terms of days elapsed 

- 𝛽1,2𝑋1𝑋2: the interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽1,3𝑋1𝑋3: the interaction effect between the notifications and decision policy.  We 

hypothesized their synergistic effect. 

- 𝛽1,4𝑋1𝑋4: the interaction effect between the notification and days elapsed since the 

beginning of the intervention.  We hypothesized their synergistic effect. 

- 𝛽1,5𝑋1𝑋5: the interaction effect between the notification and afternoon.  We 

hypothesized the variation in the effect of notification between morning and afternoon, 

but without the direction. (i.e., 𝛽1,5 ≠ 0) 
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- 𝛽1,6𝑋1𝑋6: the interaction effect between the notification and weekend.  We hypothesized 

the variation in the effect of notification between weekday and afternoon, but without 

the direction. (i.e., 𝛽1,6 ≠ 0)   

- 𝛽2,3𝑋2𝑋3: the interaction effect between the goal factor and dichotomized decision 

policy.  We hypothesized the variation in the effect of goal factor between the cases of 

JIT states considered and not, but without the direction. (i.e., 𝛽2,3 ≠ 0)  

- 𝛽2,4𝑋2𝑋4: the interaction effect between the goal factor and days elapsed since the 

beginning of the intervention.  We hypothesized their antagonistic effect. (i.e., 𝛽2,4 < 0) 

- 𝛽2,5𝑋2𝑋5: the interaction effect between the goal factor and the afternoon.  We 

hypothesized the variation in the effect of goal factor between morning and afternoon, 

but without the direction. (i.e., 𝛽2,5 ≠ 0) 

- 𝛽2,6𝑋2𝑋6: the interaction effect between the goal factor and the weekend.  We 

hypothesized the variation in the effect of goal factor between weekday and weekend, 

but without the direction. (i.e., 𝛽2,6 ≠ 0) 

- 𝛽5,6𝑋5𝑋6: the interaction effect between the weekend and afternoon.  We hypothesized 

the variation in the step level differences between morning and afternoon on weekends, 

but without the direction. (i.e., 𝛽5,6 ≠ 0) 

- 𝑏2𝑋4: Random effects for the participants’ linear change of the step count over the study 

period.  Each participant may represent their own slope of PA change. 

 

3. Nomothetic Stepwise Regression Model: to explore the useful models that explains 

participants response pattern well enough, we used stepwise regression with forward 

selection [187].  Considering widely known criticism on stepwise regression including 

[188], we used this method as an auxiliary information to explore models between the 

hypothesis-based null and full model[189].  We used Akaike Information Criterion (AIC) 

[190].  From the null model, when a term that was not included in the model but included 

in the full model is newly introduced, if both of the metrics decreased, we decided to 

keep the term in the current model.  We iterated this process until 1) no terms to further 

include left, or 2) no addition introduces the AIC decreases.  Based on the guidelines by 

[187–190], we compared the selected model with theory-based models (full and null), 

along with a few final candidates that are not chosen in model selection. 
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Idiographic Models. 

As a main triangulation trial to build the idiographic models to examine how each 

individual responded to the intervention under diverse JIT states, we stratified each user’s data 

(A. idiographic null model).  Then, we also conducted multiple, hierarchical analysis with further 

stratification by 1) time condition (B. idiographic time-based model), 2) decision policy (C. 

idiographic decision-policy-based model), and 3) time condition + decision policy (D. 

idiographic full model).  

1. Idiographic Null Model: we firstly hypothesized that some individuals have their own 

response pattern regardless of decision policy (𝑋3), day elapsed since the beginning of the 

intervention (𝑋4) or time condition (𝑋5).  Thus, we stratified the dataset by participant ID 

only, then controlled for 𝑋3, 𝑋4 and 𝑋5.  We focused on  𝛽1 (notification’s effect), 𝛽2 

(goal factor’s effect), 𝛽1,2 (interaction effect between notification and goal factor).  We 

conducted a Bayesian Regression for all available participants, then visualized the results. 

(N x 1 table, N: number of participants)  This model can be interpreted as follows: 

participant X had a general significant effect over 100 steps/3 hour increment of walking 

with over 80% of probability, after controlling for time condition, decision policy, and 

days elapsed since day 1. 

Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

Idiographic null model: 

𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽5𝑋5 + 𝛽1,2𝑋1𝑋2 

Stratification: by participant ID only 

 

steps: Step count during 3 hours after each decision point 

𝛽0: Intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 
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𝑋3: Categorical decision policy variable transformed into 3 dummy variables (reference: 

Random).  In this nomothetic model, we hypothesized that the participants may walk more 

when they were provided the customized decision policy of any type. 

𝑋4: Days elapsed since the beginning of the intervention.  Based on the prior study [136], we 

hypothesized the individualized change of steps in quadratic terms of days elapsed.  However, 

for the simplicity of the model, we only used the linear term. 

𝑋5: Categorical time condition variable transformed into 3 dummy variables (reference: 

weekday morning) 

 

Special notes on terms: 

- 𝛽1,2𝑋1𝑋2: The interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽3𝑋3, 𝛽4𝑋4, 𝛽5𝑋5: Since we are most interested in 𝛽1 (notification’s effect), 𝛽2 (goal 

factor’s effect), 𝛽1,2 (interaction effect between notification and goal factor), and we did 

not stratify by 𝑋3 or 𝑋5, we controlled for 𝑋3, 𝑋4 and 𝑋5. 

 

2. Idiographic Time-based Model: secondly, we hypothesized that some individuals have 

their own time-specific response pattern regardless of decision policy (𝑋3) and day 

elapsed since the beginning of the intervention (𝑋4).  We did not hypothesize the 

direction of the effect variation.  Thus, we stratified the dataset by participant ID and time 

condition, then controlled for 𝑋3 and 𝑋4.  We focused on  𝛽1 (notification’s effect), 𝛽2 

(goal factor’s effect), 𝛽1,2 (interaction effect between notification and goal factor).  We 

conducted a Bayesian Regression for all available participants, then visualized the results. 

(N x 4 table, N: number of participants)  This model can be interpreted as follows: 

participant X had a significant effect over 100 steps/3 hour increment of walking with 

over 80% of probability for a specific time condition Y, after controlling for decision 

policy and days elapsed since day 1. 

Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

Idiographic null model: 

𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽1,2𝑋1𝑋2 

Stratification: by participant ID and time condition 𝑋5. 
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Steps: Step count during 3 hours after each decision point 

𝛽0: Intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 

𝑋3: Categorical decision policy variable transformed into 3 dummy variables (reference: 

Random).  In this nomothetic model, we hypothesized that the participants may walk more 

when they were provided the customized decision policy of any type. 

𝑋4: Days elapsed since the beginning of the intervention.  Based on the prior study [136], we 

hypothesized the individualized change of steps in quadratic terms of days elapsed.  However, 

for the simplicity of the model, we only used the linear term. 

 

Special notes on terms: 

- 𝛽1,2𝑋1𝑋2: The interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽3𝑋3, 𝛽4𝑋4: Since we are most interested in 𝛽1 (notification’s effect), 𝛽2 (goal factor’s 

effect), 𝛽1,2 (interaction effect between notification and goal factor), and we did not 

stratify by 𝑋3, we controlled for 𝑋3 and 𝑋4. 

 

3. Idiographic Decision-Policy-Based Model: we hypothesized that some individuals have 

their own decision-policy-specific response pattern regardless of day elapsed since the 

beginning of the intervention (𝑋4) and time conditions (𝑋5).  We did not hypothesize the 

direction of the effect variation.  Thus, we stratified the dataset by participant ID and 

decision policy, then controlled for 𝑋4 and 𝑋5.  We focused on  𝛽1 (notification’s effect), 

𝛽2 (goal factor’s effect), 𝛽1,2 (interaction effect between notification and goal factor).  

We conducted a Bayesian Regression for all available participants, then visualized the 

results. (N x 4 table, N: number of participants)  This model can be interpreted as 

follows: participant X had a significant effect over 100 steps/3 hour increment of walking 

with over 80% of probability for a specific decision policy Z, after controlling for time 

condition and days elapsed since day 1. 

Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

Idiographic null model: 
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𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽4𝑋4 + 𝛽5𝑋5 + 𝛽1,2𝑋1𝑋2 

Stratification: by participant ID and time condition 𝑋5. 

 

Steps: Step count during 3 hours after each decision point 

𝛽0: Intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 

𝑋4: Days elapsed since the beginning of the intervention.  Based on the prior study [136], we 

hypothesized the individualized change of steps in quadratic terms of days elapsed.  However, 

for the simplicity of the model, we only used the linear term. 

𝑋5: Categorical time condition variable transformed into 3 dummy variables (reference: 

weekday morning) 

 

 

Special notes on terms: 

- 𝛽1,2𝑋1𝑋2: The interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽4𝑋4, 𝛽5𝑋5: Since we are most interested in 𝛽1 (notification’s effect), 𝛽2 (goal factor’s 

effect), 𝛽1,2 (interaction effect between notification and goal factor), and we did not 

stratify by 𝑋5, we controlled for 𝑋4 and 𝑋5. 

 

4. Idiographic Full Model: we hypothesized that some individuals have their own time and 

decision-policy-specific response pattern regardless of day elapsed since the beginning of 

the intervention (𝑋4).  We did not hypothesize the direction of the effect variation.  Thus, 

we stratified the dataset by participant ID, time condition, and decision policy, then 

controlled for 𝑋4.  We focused on  𝛽1 (notification’s effect), 𝛽2 (goal factor’s effect), 𝛽1,2 

(interaction effect between notification and goal factor).  We conducted a Bayesian 

Regression for all available participants, then visualized the results. (N x 16 table, N: 

number of participants)  This model can be interpreted as follows: participant X had a 

significant effect over 100 steps/3 hour increment of walking with over 80% of 

probability for a specific time condition Y and decision policy Z, after controlling for 

days elapsed since day 1. 
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Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

Idiographic null model: 

𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽4𝑋4 + 𝛽1,2𝑋1𝑋2 

Stratification: by participant ID, decision policy 𝑋3, and time condition 𝑋5. 

 

Steps: Step count during 3 hours after each decision point 

𝛽0: Intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 

𝑋4: Days elapsed since the beginning of the intervention.  Based on the prior study [136], we 

hypothesized the individualized change of steps in quadratic terms of days elapsed.  However, 

for the simplicity of the model, we only used the linear term. 

 

 

Special notes on terms: 

- 𝛽1,2𝑋1𝑋2: The interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽4𝑋4: Since we are most interested in 𝛽1 (notification’s effect), 𝛽2 (goal factor’s effect), 

𝛽1,2 (interaction effect between notification and goal factor), and we stratified by 𝑋3 and 

𝑋5, we controlled for only 𝑋4. 

 

The decision point was the unit of analysis.  For the Bayesian Regression, we used 

MCMC (see page 37 for technical details about MCMC).  Four sampling chains were used when 

performing Bayesian modeling.  The number of warm-up samples per sampling chain was 1000, 

the number of estimation samples was initially set as 500 (i.e., the total number of estimation 

samples was (1000 + 500) ×  4 = 6000), and the target acceptance rate was set to 0.8 as an 

initial value.  The number of estimation samples and target acceptance rate were gradually 

increased until numerical stability was achieved.  The number of estimation samples was 

increased by multiplied by 2, as advised by [191], depending on the ratio of convergence 

diagnostics  𝑅̂  > 1.1.  The target acceptance rate was increased at each step according to the 

following formula: 
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𝑡𝑖+1  =  1 −
1 − 𝑡𝑖

𝑟
 

𝑡𝑖: i-th target acceptance rate (𝑖 ≥ 0) 

𝑟: division factor, we used 2. 

 

The conditions for terminating the iteration were as follows: 

1. The convergence diagnostics  𝑅̂ [191] of all variables did not exceed13 1.1, AND more than 

95% of the samples converged14, 

2. The target acceptance rate for MCMC sampling exceeded 99.99%15 or 

3. The sampling operation did not terminate within 1 hour (most sampling operations 

terminated in 4-6 minutes). 

 

For the condition 3, we allowed a couple more hours as a buffer. 

 

We used 100 steps increase during 3 hours as the effect threshold value (see page 38 for 

details).  We assumed that there is an effect only if the estimated effect is more than 80% 

probable (i.e., the credibility interval is over 100 steps/3 hours) and the Maximum A Posteriori 

Point (MAP) of the effect is more than 100 steps/3 hours.  Otherwise, there is no effect.  Among 

the models with effects, we clipped to 1000 steps/3 hours as a maximum if the MAP was greater 

than 1000 steps/3 hours. 

  

 
13 It means that the individual dimensions (i.e., variables) converge for the majority of the samples. 
14 It means that all dimensions of the sample converge when considered together. 
15 It means that too high target acceptance rate makes the sampling process extremely inefficient. The usual range is 

80-95%. 
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Aim 2: Examining the Distribution of Individual Response Patterns 

Aim 2. To identify similarities in response patterns across participants within the same 

time condition. 

 

This section aims to examine the distribution of the individual response patterns across 

individuals x decision policies that we performed in Aim 1 for each time condition.  First, for 

each time condition (e.g., weekday morning), we dichotomized the responses to the four decision 

policies across the 44 individuals.  The reasoning of dichotomization was that, since our goal 

was to develop the control systems, it is less critical what MAP value each individual had for 

each context than whether they had a meaningful effect in that context.  Thus, all effects were 

coded as either 0 (no effect) or 1 (did have an effect).   

First, we grouped the response patterns distributions into 16 groups (=24, from no effect 

in any decision policy to effect in all decision policy).  Then, as a hypothesis testing (see page 

46), we compared the distributions with uniform distribution with Chi-square test, to test the null 

hypothesis that the distributions are not significantly different from the uniform distribution. 

(Hypothesis 2-1) 

If the distribution is significantly different from the uniform distribution, we tested the 

distribution is significantly different from the binomial distribution of the same probability of 

being effective.  For each time condition, a Monte Carlo (MC) simulation was conducted to test 

it.  Average probability of being effective was calculated by dividing the total number of 

effective states by the total number of states (e.g., 4 × 44).  This average probability was used as 

binomial distribution parameter, with the assumption of the being effective for each state was 

independent, to simulate the hypothetical effect response patterns across 44 participants and 4 

decision policies.  Then, the hypothetical effect response patterns were grouped as we did with 
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the observed data, and the number of groups were counted.  This experiment was conducted 

1,000 times to calculate p-value of the observed group count.  The portion of the simulations 

with the numbers of groups equal to or smaller than the observed was used to report the p-value. 

Exploratory Aim 1: Discovery of Individual Response Pattern Using Machine Learning 

Exploratory Aim 1. To explore the potential value of the multilayer perceptron 

algorithm in identifying which decision policy and time condition where the intervention was 

effective for each participant. 

 

Overview 

Exploratory Aim 1 is an attempt to replicate the research questions and answers from 

Aim 1 with machine learning (specifically, multilayer perceptron, MLP).  If similar patterns can 

be detected with slightly different methodologies (i.e., Bayesian modeling and MLP), it would 

provide additional evidence that we have detected meaningful patterns.  It would also be an 

indirect anecdotal observation that supports the claim that there may be relational validity 

between the two methodologies. 

Methodologically, this exploratory analysis is a natural extension of the opportunity 

condition operationalization study included in Appendix 1. The study in Appendix 1 averaged 

across individuals (i.e., nomothetic), took as input hourly activity over the past five weeks, and 

predicted predictive activity over the next three hours with 82% accuracy. 

What made this exploratory analysis different from the studies in Appendix 1 was that it 

considered intervention factors and context, that it aimed for an idiographic model by building an 

individual-level model, and that the target variable was the exact number of steps taken over a 

three-hour period, rather than whether or not they were active. 
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We included as input variables whether the intervention component was provided or their 

dose, the number of days elapsed since the beginning of the intervention, and the context of the 

time condition.  We also built idiographic models using the stratified data for each individual.  

Finally, since step counts follow a ZINB distribution (i.e., a count distribution with a large 

fraction of zeros), special consideration was needed for this. 

Table 4.1 Modeling specification for exploratory aim 1 

Input Variables 

- Whether or not the notification was provided (dichotomous, not sent: -1, sent: 1) 

- decision policy (4 levels, dummy variable, each category is positive: +1, otherwise: -1) 

- time condition (4 levels, dummy variable, each category is positive: +1, otherwise: -1) 

- days elapsed since the beginning of intervention (day0: -1, day 259: +1) 

 

Output Variables 

- steps during 3 hours after each decision point (divided by 10,000 for faster training) 

 

Stratification: Per Participant 

 

Optimizer: Adam algorithm [192] with the fixed learning rate (the rate will be determined by 

hyperparameter search) 

 

Validation Set: Among the training data, the last 20% of samples with respect to the days 

elapsed were used to 1) detect overfitting, 2) evaluate the model during the training, 3) 

determine the training should continue or halted, and 4) evaluate the score of the 

hyperparameters to decide the next set of hyperparameters 

 

Evaluation 

For evaluation, we conducted a modified K-Fold Cross Validation for time series data 

[193]. For time series data, the traditional K-Fold Cross Validation [193,194] may lead to look-

ahead bias [193]. Look-ahead bias refers to the performance inflation that can occur when 

information that was not yet available at the time of the prediction(e.g., future information), is 

brought into the past to make a prediction[193]. To avoid this, it is appropriate to evaluate 

performance based on realistic assumptions, where the time series data is broken into steps from 

the front, and the data before a certain point in time is used to predict the data after that point.  In 
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this study, we evaluated a total of 260 days of data by training on the first 80, 100, 120, ..., 180 

days and testing the performance on the remaining 180, 160, 140, ..., 80 days. 

While this is a good way to evaluate time-series model performance without look-ahead 

bias, we can also expect it to help give us a rough answer to how much data we need to achieve 

our desired performance.  For example, if we see that for less than 140 days, the performance is 

significantly short of what we expect, but after 140 days, if the performance is in line with our 

expectations, we can know that our model needs at least 140 days of data. 

Consideration of Zero-inflated Step Distribution 

Zero-inflated count distributions have excessive zeros, making ordinary loss functions 

(e.g., mean-squared errors) behave inadequately.  Using MSE in the traditional way, if the zeros 

are properly fitted, they do not train well for other non-zero values because 1) the non-zeros are 

minority, so they are not well sampled, and 2) it is not easy for the optimizer to skip barriers 

because even a small deviation from zero increases the loss as the square of the value. 

Recognizing this problem, as a methodological preliminary to this study, we conducted a 

number of methodological attempts to develop MLPs for zero-inflated step distributions, and we 

adopted the method that showed the best predictive performance. 

Two-stage model 

The model consisted of two main parts: Zero Part and Value Part.  The Zero parts was 

only trained about whether the output will be zero or not based on the input.  The output channel 

of the training data (i.e., steps) was mapped to 0 and 1 (i.e., whether the individual walked at 

least one step or not).  The model used a binary cross-entropy loss function and was trained 

solely on 0 and 1. 

The next step, the Value Part, was trained on what the value will be, assuming the output 

is non-zero.  We implemented this by eliminating samples in the training data that have an output 
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channel of zero (i.e., excluding decision points when the participant did not walk at all), and only 

get trained on samples that have a positive value.  After eliminating the 0-valued samples, we 

used Mean Squared Error as the loss function for the value part.  To account for the activation 

function of the hidden layer (e.g., hyperbolic tangent function with the range of (-1, 1) or similar 

restricted range), we used the number of steps divided by 10000 for fast training.  Later, after the 

training is over, when we run the predictions, we multiply the results by 10000. 

After the training was over, the paired models were merged into a single model.  First, 

the zero part was applied to the input to identify samples that will be zero, and then the value part 

was applied again to the non-zero input samples to determine their value.  In our implementation, 

we ran the predictions by both models on the entire input, applied a 0.5 threshold to the zero part 

model, and then computed the predicted value by pairwise multiplication. 

This method mimics the construction of ZINB (binomial distribution + negative binomial 

distribution).  The binomial distribution part is simulated using a binary cross-entropy loss 

function, and the negative binomial distribution part is simulated using a mean-squared error loss 

function.  And the order of their application is preserved, applying the zero part first (i.e., giving 

it numerical superiority through multiplication), followed by the value part. 

Modeling in this way, even with the best computing resources we have, about 2.5-3 hours 

were required to train on one participant’s data (including modified K-fold cross-validation and 

hyperparameter search).  Therefore, in the results chapter, we presented only a few example 

outcome data from a few participants. 

Hyperparameter Searching 

We utilized Ray Tune and ASHA [132,133] to derive the optimal hyperparameters for 

each of the zero and value parts.  The variables included in the search space were shown below. 
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Table 4.2 Hyperparameters to search for each model components. 

1. the number of hidden layers 

2. the size of each hidden layer 

3. activation functions of the hidden layers 

4. whether to include a dropout layer and dropout rate 

5. whether to include a normalization layer 

6. weight and bias initializing function of the hidden layer 

7. batch size for training 

8. learning rate 

 

Comparison with the Null Model 

The predictive models were to be compared to the null models, frequentist’s linear 

regression and ZINB models.  Then the Diebold-Mariano tests [195,196] followed to test 

whether the machine learning model provides significantly better prediction accuracy measured 

by MSE than the null model. 

Simulation 

Assuming that the models are of adequate quality, the developed models can be used to 

simulate how many steps each individual will take when exposed to the hypothetical situations.  

We briefly showed how many steps this person (an example participant) would take as the 

notification and step goal factors change, under a certain time condition and decision policy.  
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Exploratory Aim 2: post hoc Analysis of JIT states 

Exploratory Aim 2. To examine the relationship between real time and post hoc 

states, and the impact on identified individual response patterns on the notifications per the 

time condition on aim 1. 

 

This section aims to explore the impact of step data that was not delivered at the decision 

point due to technical limitations (see page 29). 

To estimate the impact of delayed sync of step data, we re-estimated the JIT states with 

the post hoc step data (i.e., after long time passed from the decision point, given we attained all 

the dataset from the participant), at the end of the trial.  Then we built the predictive models for 

the participants’ responses to the intervention per time condition. 

The unit of analysis was the decision point; the independent variables are whether 

notification was provided, goal factor, and their interaction.  Also, the model controlled for or 

stratified by post hoc JIT states (27 exhaustive cases (= 3 × 3 × 3), e.g., N+, N-, O+, O-, …, 

N+/O+, N+/O-, …. See Table 2.2 for the full list) and controlled for days elapsed since the 

beginning of the intervention.  The dependent variable is the number of steps taken in the 3 hours 

after each decision point.  The model was a Zero-Inflated Negative Binomial (see page 36), and 

Bayesian Regression using MCMC was performed. 

We hypothesized that some individuals have their own response pattern that are 

associated with time condition and post hoc JIT state after controlling for days elapsed since the 

beginning of the intervention (𝑋4).  We did not hypothesize the direction of the effect variation.   

This model can be interpreted as follows: participant X had a significant effect over 100 

steps/3 hour increment of walking with over 80% of probability for a specific time condition Y 

and decision policy Z, after controlling for days elapsed since day 1. 
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Pr (𝑠𝑡𝑒𝑝𝑠 = 𝐾) = 𝑍𝐼𝑁𝐵(𝐾; 𝜓, 𝜇, 𝜎2) 

Idiographic null model: 

𝜇 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽4𝑋4 + 𝛽1,2𝑋1𝑋2 + ∑ 𝛽6,𝑖𝑋6,𝑖 

Stratification: by participant ID, post hoc JIT states 𝑋6, and time condition 𝑋5. 

 

Steps: Step count during 3 hours after each decision point 

𝛽0: Intercept (mean steps of the cases without intervention components) 

𝑋1: Notification (provided = 1, not provided = 0) 

𝑋2: Goal factor (daily step goal = median value of previous 26-day cycle + 4000 × goal factor, 

see page 52) 

𝑋4: Days elapsed since the beginning of the intervention.  Based on the prior study [136], we 

hypothesized the individualized change of steps in quadratic terms of days elapsed.  However, 

for the simplicity of the model, we only used the linear term. 

𝑋6,𝑖: Three JIT state variables (N, O, R).  Depending on the configuration denoted in Table 

2.2, they can be used as stratification conditions, or controlling variables.  See page 62.Table 

2.2  

 

Special notes on terms: 

- 𝛽1,2𝑋1𝑋2: The interaction effect between the notifications and goal factor.  We 

hypothesized their synergistic effect. (i.e., 𝛽1,2 > 0) 

- 𝛽4𝑋4: Since we are most interested in 𝛽1 (notification’s effect), 𝛽2 (goal factor’s effect), 

𝛽1,2 (interaction effect between notification and goal factor), and we stratified by 𝑋3 and 

𝑋5, we controlled for only 𝑋4. 

 

The following details were the same as aim 1. Four sampling chains were used when 

performing Bayesian modeling.  The number of warm-up samples per sampling chain was 1000, 

the number of estimation samples was initially set as 500 (i.e., the total number of estimation 

samples was (1000 + 500) ×  4 = 6000), and the target acceptance rate was set to 0.8 as an 

initial value.  The number of estimation samples and target acceptance rate were gradually 

increased until numerical stability was achieved.  The number of estimation samples was 

increased by multiplied by 2, as advised by [191], depending on the ratio of convergence 

diagnostics  𝑅̂  > 1.1.  The target acceptance rate was increased at each step according to the 

following formula: 



127 

𝑡𝑖+1  =  1 −
1 − 𝑡𝑖

𝑟
 

𝑡𝑖: i-th target acceptance rate (𝑖 ≥ 0) 

𝑟: division factor, we used 2. 

 

The conditions for terminating the iteration were as follows: 

1. The convergence diagnostics  𝑅̂ [191] of all variables did not exceed16 1.1, AND more than 

95% of the samples converged17, 

2. The target acceptance rate for MCMC sampling exceeded 99.99%18 or 

3. The sampling operation did not terminate within 1 hour (most sampling operations 

terminated in 4-6 minutes). 

 

For the condition 3, we allowed a couple more hours as a buffer. 

 

We used 100 steps increase during 3 hours as the effect threshold value (see page 38 for 

details).  We assumed that there is an effect only if the estimated effect is more than 80% 

probability (i.e., the credibility interval is over 100 steps/3 hours) and the Maximum A Posteriori 

Point (MAP) of the effect is more than 100 steps/3 hours.  Otherwise, there is no effect.  Among 

the models with effects, we clipped to 1,000 steps/3 hours as a maximum if the MAP was greater 

than 1,000 steps/3 hours, for the visualization purposes. 
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Chapter 5 RESULTS 

 

Summary 

As expected, results of our nomothetic statistical analyses suggested that our intervention 

strategies as implemented, on average and across the population, were not effective at producing 

significant increases in steps/3 hours.  These results, which could be thought of as akin to a 

multiphase optimization trial screening experiment to examine the usefulness of intervention 

components, suggests that, as implemented, our intervention components, as they were delivered, 

should not be used as an optimized intervention package.  This includes our general theorized 

approach for defining JIT states via experimentally varying a decision policy that either 

considered need, opportunity, and receptivity when sending notifications or delivered 

notifications at random as the notification × decision policy interaction within the nomothetic 

statistical analyses was non-significant.  In line with our a priori hypothesis, using idiographic 

Bayesian statistics, we found that it was feasible to identify individualized states whereby 

individuals would reliably increase steps/3 hours post support (compared to no support given in 

the same state relevant for each of our three intervention variations described earlier.  

Specifically, we found that we could identify at least one JIT state for 91% (40/44) of 

participants with sufficient data (83% using an intent to treat approach, 40/48).  The pooled 

effect size of the interventions impact was an increase of 372 steps/3 hours relative to the 

appropriate comparator for each intervention strategy described above within the same state, 

which is a general effect size of .62 (normalized mean difference; the ratio between effect and 

baseline SD).  Given that this estimate is for a non-normative targeted timescale of steps/3 hours, 

we calculated and inferred likely steps/day effects that would be observed when the “right” 

intervention support is provided for a person at the “right time”.  The inferred daily effect was an 

increase of 1,486 steps/day (effect size=0.62, normalized mean difference; ratio between effect 
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and baseline SD).  Results from our secondary analyses generally revealed limited capacity to 

identify meaningful clusters of types of people responding in similar ways.  Further, results from 

the machine learning analyses generally suggested that a machine learning approach produced 

limited, yet promising informative insights for guiding further intervention optimization.  

Finally, exploratory simulation analyses suggested that, if we allowed our decision policies to 

vary need, opportunity, and receptivity independently, it is likely that we would have identified 

successful JIT states for 43 out of 44 (98%) of our participants.  Full details justifying these key 

“take home messages” provided in the remainder of this chapter. 

Recruitment and Enrollment 

Enrollment began in March 2022 and ended in July 2022.  In total, 761 potential 

participants submitted a letter of interest, and 48 (6.3%) were enrolled in the study (with the 

majority not recruited, via a first-come-first served basis). Figure 5.1 shows the CONSORT 

(Consolidated Standards of Reporting Trials) diagram [179].  The intervention was completed in 

April 2023.  The data were gathered without major incidents including no reported adverse 

events from study participants. 

Among the 48 participants, 4 participants did not provide sufficient data to enable 

analyses.  This lack of data occurred immediately for 3 of the 4 non-responding participants and 

23 days into the study for the 4th participant.  Specifically, one participant did finish the pre-

intervention meeting, but did not turn on the app.  Since the Fitbit account is connected during 

the onboarding process after turning on the app, the Fitbit account was never connected and thus, 

no data were available due to technical reasons.  Another participant did turn on the app, 

connected the Fitbit account to study server, but did not wear the Fitbit, during the study period.  

We did reach out to the participants, but they did not respond.  Thus, we had a sample the final 

data are available from 44 participants. 
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Based on this, we offer two denominators for determining the percentage of participants 

that we could identify predictable pattern, a conservative intent-to-treat approach (N=48) and 

providing enough data (i.e., more than 23 days of Fitbit data; N=44).  

 

  

 

Figure 5.1 CONSORT (Consolidated Standards of Reporting Trials) recruitment diagram for the 

JustWalk JITAI study.19 

 

 
19 PA: physical activity. This figure is an updated version of Figure 3.8. 
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Participant Characteristics and Baseline 

Descriptive information about the participants is presented in Table 5.1.  67% of the 

participants responded that they were female.  Over 40% of the participants were between 25 and 

35.  Average weight and height were 86.0 kg and 172.1 cm, respectively.  16% of participants 

identified as Hispanic/Latino.  Individuals who identified as Asian or White each was 30%+ of 

the study sample.  Over 70% of the participants were in a relationship.  Over 93% of the 

participants lived with someone else in the household, and 47% lived with children up to 12.  

Only one participant responded as “unemployed,” while all others responded as some 

employment.  Three participants responded as “some college or 2-year college.”  Potentially due 

to the recruitment source (e.g., university employee mailing lists), the demographics did not 

reflect the national population census. 

Table 5.1 Characteristics of the participants 

Sample characteristic 
N (%) 

(n=44) 

Mean 

(SD1) 
Missing2 

N (%) 

(n=48) 

Mean 

(SD1) 
Missing2 

Gender 

    Female 

    Male 

 

29 (67%) 

14 (33%) 

 1  

29 (64%) 

16 (36%) 

- 3 

Age (years) 

  25-35 

  35-45 

  45-55 

  55-65 

 

19 (43%) 

14 (32%) 

6 (14%) 

5 (11%) 

38.4 

(9.5) 

0  

20 (43%) 

15 (33%) 

6 (13%) 

5 (11%) 

38.4 

(9.3) 

2 

Weight (kg1) 

    40-50 

    50-60 

    60-70 

    70-80 

    80-90 

    90-100 

    100-110 

    110-120 

    ≥120 

 

1 (2%) 

4 (9%) 

8 (18%) 

6 (14%) 

6 (14%) 

7 (16%) 

7 (16%) 

1 (2%) 

3 (7%) 

85.6 

(22.0) 

1  

1 (2%) 

4 (9%) 

9 (20%) 

6 (13%) 

6 (13%) 

7 (15%) 

8 (17%) 

1 (2%) 

3 (7%) 

86.2 

(21.7) 

3 

Height (cm1) 

    150-160 

    160-170 

    170-180 

    180-190 

    190-200 

    200-210 

    ≥210 

 

4 (9%) 

16 (36%) 

16 (36%) 

6 (14%) 

1 (2%) 

0 (0%) 

1 (2%) 

172.0 

(16.0) 

0  

4 (9%) 

16 (35%) 

18 (39%) 

6 (13%) 

1 (2%) 

0 (0%) 

1 (2%) 

172.4 

(15.8) 

2 

Hispanic or Latinx 

    Yes 

    No 

 

7 (16%) 

36 (84%) 

- 1  

8 (18%) 

37 (82%) 

- 3 
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Table 5.1 Characteristics of the participants, continued 

Sample characteristic 
N (%) 

(n=44) 

Mean 

(SD1) 
Missing2 

N (%) 

(n=48) 

Mean 

(SD1) 
Missing2 

Employment3 

    Full-time (including self-employed) 

    Part-time (including self-employed) 

    In school or vocational training 

    In school or vocational training, unemployed, 

laid-off or looking for work 

 

38 (86%) 

2 (5%) 

3 (7%) 

1 (2%) 

 

- 0 
 

40 (87%) 

2 (4%) 

3 (7%) 

1 (2%) 

- 2 

Highest level of education 

    Some college or 2-year degree 

    College graduate 

    Some graduate school 

    Graduate Degree 

 

2 (5%) 

21 (48%) 

1 (2%) 

20 (45%) 

- 0  

3 (7%) 

21 (46%) 

1 (2%) 

21 (46%) 

- 2 

1 Abbreviation: SD, Standard Deviation; kg, kilograms; cm, centimeters. 
2 All items were presented in the survey as optional.  Unanswered items are marked as 

“missing.” 
3 These items allowed multiple selections.  The responses are concatenated with commas. 

 

Fidelity Checks 

Data checks on the distribution of the data were conducted to determine whether the key 

variables were distributed as we expected, and whether the experiment was conducted in a way 

consistent with our experimental design.  In summary, our fidelity checks confirmed that our 

experiment was conducted with sufficient fidelity to enable interpretable results.  For detailed 

results, please see Appendix 5 on page 224. 

Aim 1: Individual Response Patterns to Intervention 

Organization of This Section 

This section describes the results of analyses for Aim 1.  The “Overview” subsection 

describes all the results in summary.  Then, a series of incrementally developing models from 

“Nomothetic Models”, “Idiographic Null Model”, “Idiographic Time-based Model”, 

“Idiographic Decision-Policy-Based Model”, and lastly, “Idiographic Full Model” are discussed 

in each subsection. 

This organization is used to identify the potential additional benefit of identifying 

predictable JIT states for each person as we include more elements of our theorized 16 paired 
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INUS condition pairs and to provide the “take home message” first, following by a detailed 

justification of this core message via the results of each sub-set analysis.   

 

Overview 

The core findings for the study are summarized in Table 5.2 first on page 135.  Since the 

nomothetic models were not intended to capture idiosyncratic responses, they were not included 

in Table 5.2. 

Each column denotes model types, with a progressive model building approach whereby 

additional variables are included incrementally.  Each row denotes different sources of 

intervention effects (i.e., notifications, goal factor, the interaction between them, and the 

interaction between notification and our decision policy), and their summation.   
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Nomothetic Models 

 

 

Table 5.3 shows the regression results of the nomothetic null model, nomothetic full 

model, and nomothetic stepwise regression model.  Comparing the null model, full model and 

three stepwise models, we find: 

1. The effects of notification and goal factors alone were not apparent in average (i.e., 

nomothetic) models.  In the majority of models, the association between the notification or 

decision policy with the step count was not significant.  The association between goal factors and 

step count was significant, but in a negative way (i.e., if we provide more ambitious goals, the 

participants tend to walk less, on average, which fits with prior work [197]). 

2. In all models, the interaction between notification and goal factor was significant 

(p<0.001), and the effect was positive (186-190).  This means that, on average, participants 

walked 186 steps during 3 hours after the decision points when they were given high goals (i.e., 

goal factor = 1) and a notification. 

By introducing stepwise model building, we could not find any new information other 

than slight variations of effect estimates, but it was useful to check the results across a 

meaningful number of alternative regression models with the low AIC value. 
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Table 5.3 Summary of the regression results of nomothetic models 

 
Null 

model 

Full  

model 

Stepwise 

model 1 

Stepwise 

model 2 

Stepwise 

model 3 

Model attributes      

   N 40,690 40,668 40,674 40,675 40,676 

   Random Effect’s Variance      

      Variance of intercepts 0.3 0.3 0.3 0.3 0.3 

      Variance of estimates of effect of day 

elapsed  

 0.0 0.0 0.0 

 

0.0 

 

   Modeling results      

      AIC 635,329.0 634,914.2 634,904.5 634,906.4 634,909.0 

      BIC 635,397.9 635,103.7 635,042.4 635,035.6 635,029.6 

      Dispersion parameter 1.7 1.7 1.7 1.7 1.7 

      

Estimates for effects (+: step gain, -: step loss)      

   Intercept 1,063*** 1,055*** 1,055*** 1,061*** 1050*** 

   Notification -83* -46 -55 -76 -74 

   Goal factor -48* -54 -50* -50* -50* 

   Dichotomized decision policy 0 16 12 11 12 

   Days elapsed since day 1  -1** -1** -1** -1** 

   Quadratic term of days elapsed since day 1  0** 0** 0** 0** 

   Afternoon  78** 88*** 89*** 110*** 

   Weekend  76* 86** 65*** 102*** 

   Interactions between notification and      

      goal factor 189*** 186*** 189*** 190*** 188*** 

      decision policy 12 -3 -4 -4 -6 

      days elapsed  0    

      Weekend  -70* -70*   

      afternoon  37    

   Interactions between weekend and afternoon  73* 73* 72*  

   Interactions between goal factor and      

      weekend  19    

      afternoon  0    

      days elapsed  0    

      decision policy  9    
1 Significance codes. ***: p-value < 0.001, **: p-value < 0.01, *: p-value < 0.05 
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Idiographic Null Model 

Figure 5.2 shows the visual representation of the results of the Bayesian regression from 

the idiographic null model that tests individual responses for each person with comparison made 

between notifications sent or not, high vs. low goal factors, and the interaction between 

notifications and high goals compared to low goals and no notification, after controlling for time 

conditions and decision policies.  

Each cell represents one participant.  The cells are colored to indicate whether the 

intervention was effective for the participant in general.  White indicates no or weak effect (i.e., 

Maximum A Posteriori Point (MAP) Effect estimates of 100 steps/3 hours or less, or no more 

than an 80% chance of effect exceeding 100 steps/3 hours), black indicates MAP Effect 

estimates exceeding 1000 steps/3 hours with an 80% chance of effect exceeding 100 steps/3 

hours.  In between, gray indicates MAP Effect estimates between 100 and 1000 steps/3 hours 

(gray cells are only shown if at least an 80% chance of effect exceeding 100 steps/3 hours).  In 

other words, a completely black cell means that for that cell (i.e., specific time of day, specific 

intervention strategy), participants would probably take about 1000 more steps during 3 hours 

when they received the in-app notification, or a high step goal (i.e., goal factor = 1), compared to 

when they did not receive the notification, or received a low step goal (i.e., goal factor = 0).  

Participants were placed in order of recruitment date. 

The numbers in the cell denote the effect estimates of each intervention component. 

“Noti” means the effect of the notifications, “Goal” means the effect of daily step goals (i.e., goal 

factor), and “N+G” means the joint effect of the notifications and daily step goals.  
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Figure 5.2 Summary of effect of interventions estimated by idiographic null models. 

Among 44 participants, overall, 8 participants (18%) had a predictive intervention 

component identified.  These overall predictive intervention components were identified in 

relation to providing a notification (vs. no notification) alone for one participant (2%), two 

participants (5%) were supported by being provided a high goal factor (vs a low goal factor) 

alone, and 5 participants (11%) were supported when a notification and high goal factor was 

present (compared to no notification and a low goal).  
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The overall average MAP across all intervention components was 212 steps/3 hours, 

meaning that, when the “right” support is offered, people would walk, on average over the 9 

month period, 212 steps/3 hours more compared to when an intervention was not provided.  The 

average MAP effect of each intervention component was 262, 180, and 214 steps/3 hours for 

notification only, daily step goal only, and both, respectively. 

 

Idiographic Time-based Model 

Figure 5.3 shows the visual representation of the results of the Bayesian regression from 

the idiographic time-based model that tests our hypothesized 4 time conditions for each person 

with comparison made between notifications sent or not, high vs. low goal factors, and the 

interaction between notifications and high goals compared to low goals and no notification, after 

controlling for decision policies.  The regression was conducted for each participant and 

stratified by 4 time conditions (weekday morning, weekday afternoon, weekend morning, 

weekend afternoon). 

Each cell represents one time condition, and 4 cells in a row represents a participant.  The 

cells are colored to indicate whether the intervention was effective for the participant for that 

time condition.  White indicates no or weak effect (i.e., Maximum A Posteriori Point (MAP) 

Effect estimates of 100 steps/3 hours or less, or no more than an 80% chance of effect exceeding 

100 steps/3 hours), black indicates MAP Effect estimates exceeding 1000 steps/3 hours with an 

80% chance of effect exceeding 100 steps/3 hours.  In between, gray indicates MAP Effect 

estimates between 100 and 1000 steps/3 hours (gray cells are only shown if at least an 80% 

chance of effect exceeding 100 steps/3 hours).  In other words, a completely black cell means 

that for that cell (i.e., specific time of day, specific intervention strategy), participants would 
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probably take about 1000 more steps during 3 hours when they received the in-app notification.  

Participants were placed in order of recruitment date. 

 

Figure 5.3 Summary of effect of interventions estimated by idiographic time-sensitive models. 

 

The numbers in the cell denote the effect estimates of each intervention component. 

“Noti” means the effect of the notifications, “Goal” means the effect of daily step goals (i.e., goal 

factor), and “N+G” means the joint effect of the notifications and daily step goals.  
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Among 44 participants, overall, 29 (66%) participants had a predictive time condition 

identified.  These overall predictive JIT states were identified in relation to providing a 

notification (vs. no notification) alone 12 (27%), 12 (27%) of them were supported by being 

provided a high goal factor (vs a low goal factor) alone, and 17 (39%) of them were supported 

when a notification and high goal factor was present (compared to no notification and a low 

goal).  

The overall average MAP across all intervention components was 422 steps/3 hours in a 

targeted JIT state, meaning that, in each JIT state when the “right” support is offered, people 

would walk, on average over the 9 month period, 422 steps/3 hours more compared to when an 

intervention was not provided.  The average MAP effect of each intervention component was 

435, 403, and 426 steps/3 hours for notification only, daily step goal only, and both, respectively. 

 

Idiographic Decision-Policy-based Model 

Figure 5.4 shows the visual representation of the results of the Bayesian regression from 

the idiographic decision-policy-based model that tests our hypothesized 4 decision policies for 

each person with comparison made between notifications sent or not, high vs. low goal factors, 

and the interaction between notifications and high goals compared to low goals and no 

notification, after controlling for time conditions.  The regression was conducted for each 

participant and stratified by 4 decision policies (Full, N+O, N+R, and Random). 
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Figure 5.4 Summary of effect of interventions estimated by idiographic decision-policy-sensitive 

models. 

Each cell represents one decision policy, and 4 cells in a row represents a participant.  

The cells are colored to indicate whether the intervention was effective for the participant for that 

decision policy.  White indicates no or weak effect (i.e., Maximum A Posteriori Point (MAP) 

Effect estimates of 100 steps/3 hours or less, or no more than an 80% chance of effect exceeding 

100 steps/3 hours), black indicates MAP Effect estimates exceeding 1000 steps/3 hours with an 
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80% chance of effect exceeding 100 steps/3 hours.  In between, gray indicates MAP Effect 

estimates between 100 and 1000 steps/3 hours (gray cells are only shown if at least an 80% 

chance of effect exceeding 100 steps/3 hours).  In other words, a completely black cell means 

that for that cell (i.e., specific time of day, specific intervention strategy), participants would 

probably take about 1000 more steps during 3 hours when they received the in-app notification.  

Participants were placed in order of recruitment date. 

The numbers in the cell denote the effect estimates of each intervention component. 

“Noti” means the effect of the notifications, “Goal” means the effect of daily step goals (i.e., goal 

factor), and “N+G” means the joint effect of the notifications and daily step goals.  

Among 44 participants, overall, 32 (73%) participants had a predictive JIT state 

identified.  These overall predictive JIT states were identified in relation to providing a 

notification (vs. no notification) alone 16 (36%), 16 (36%) of them were supported by being 

provided a high goal factor (vs a low goal factor) alone, and 17 (39%) of them were supported 

when a notification and high goal factor was present (compared to no notification and a low 

goal).  

The overall average MAP across all intervention components was 457 steps/3 hours in a 

targeted JIT state, meaning that, in each JIT state when the “right” support is offered, people 

would walk on average over the 9 month period, 457 steps/3 hours more compared to when an 

intervention was not provided.  The average MAP effect of each intervention component was 

509, 395, and 473 steps/3 hours for notification only, daily step goal only, and both, respectively. 

 

Idiographic Full Model 

Figure 5.5 shows the visual representation of the results of the Bayesian regression from 

the idiographic full model that tests our hypothesized pairwise 16 INUS conditions for each 
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person with comparison made between notifications sent or not, high vs. low goal factors, and 

the interaction between notifications and high goals compared to low goals and no notification.  

The regression was conducted for each participant and stratified by 4 time conditions (weekday 

morning, weekday afternoon, weekend morning, and weekend afternoon) and 4 decision policies 

(Full, N+O, N+R, and Random). 

Each cell represents one decision policy, and 16 cells in a row represents a participant, 

aligned with our 16 INUS Conditions as operationalizations of our theorized JIT states.  The 

cells are colored to indicate whether the intervention was effective for the participant for that JIT 

state.  White indicates no or weak effect (i.e., Maximum A Posteriori Point (MAP) Effect 

estimates of 100 steps/3 hours or less, or no more than an 80% chance of effect exceeding 100 

steps/3 hours), black indicates MAP Effect estimates exceeding 1000 steps/3 hours with an 80% 

chance of effect exceeding 100 steps/3 hours.  In between, gray indicates MAP Effect estimates 

between 100 and 1000 steps/3 hours (gray cells are only shown if at least an 80% chance of 

effect exceeding 100 steps/3 hours).  In other words, a completely black cell means that for that 

cell (i.e., specific time of day, specific intervention strategy), participants would probably take 

about 1000 more steps during 3 hours when they received the in-app notification.  Participants 

were placed in order of recruitment date. 

The numbers in the cell denote the effect estimates of each intervention component. 

“Noti” means the effect of the notifications, “Goal” means the effect of daily step goals (i.e., goal 

factor), and “N+G” means the joint effect of the notifications and daily step goals.  
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Figure 5.5 Summary of effect of interventions estimated by idiographic full models. 
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Among 44 participants, overall, 40 (91%) participants had a predictive JIT state 

identified.  These overall predictive JIT states were identified in relation to providing a 

notification (vs. no notification) alone 25 (57%), 23 (52%) of them were supported by being 

provided a high goal factor (vs a low goal factor) alone, and 30 (68%) of them were supported 

when a notification and high goal factor was present (compared to no notification and a low 

goal).  

The overall average MAP across all intervention components was 598 steps/3 hours in a 

targeted JIT state, meaning that, in each JIT state when the “right” support is offered, people 

would walk, on average over the 9 month period, 598 steps/3 hours more compared to when an 

intervention was not provided.  The average MAP effect of each intervention component was 

667, 621, and 522 steps/3 hours for notification only, daily step goal only, and both, respectively. 

Individual Effect Sizes 

The average daily effect of hypothetical, optimized intervention based on the idiographic 

full model was that +1,486.14 steps per day, with a more pronounced impact observed on 

weekdays (+1,827.16 steps/day) compared to weekends (+633.60 steps/day), resulting in an 

overall average effect size of 0.62. To determine the hypothetical effect sizes of the intervention, 

we assumed the intervention would be applied only under timing and decision policy conditions 

when the favorable responses was predicted.  We first analyzed the data using idiographic full 

models to identify the strongest decision policy for each user at each decision point.  This was 

followed by aggregating the effects for each day to calculate the daily sum, as shown in columns 

A and B of Table 5.4. Subsequently, we computed the daily average over a week from these 

daily sums, expressed as a weighted sum in column C. Additionally, we extracted the average 

daily step count and the standard deviation from the baseline period, shown in columns D and E, 
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respectively.  Each individual's effect size was then calculated by dividing the weighted sum of 

effects by the baseline standard deviation, as outlined in column F. 
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Table 5.4 Individual effect sizes of hypothetical optimized intervention 

Participant 

Daily Effects 

on Weekday 

(A) 

Daily Effect 

on Weekend 

(B) 

Average Daily Effect 

(C, weighted sum of 

A and B, 5:2) 

Daily Step Count 

During Baseline  

(D and E) 

(Mean (SD)) 

Individual Average 

Effect Size 

(F, C/E) 

1 2,949.1 6,796.8 4,048.4 6,096.3 (3,612.0) 1.12 

2 993.5 1,276.7 1,074.4 7,024.6 (3,706.1) 0.29 

3 2,304.1 - 1,645.8 3,877.3 (2,556.7) 0.64 

4 1,713.1 1,839.2 1,749.1 4,810.0 (871.0) 2.01 

5 4,187.8 - 2,991.3 9,564.4 (4,431.4) 0.68 

6 - - - 6,809.1 (3,360.2) - 

7 1,756.5 - 1,254.6 7,356.6 (4,837.3) 0.26 

8 2,182.5 2,132.8 2,168.3 2,942.0 (1,579.9) 1.37 

9 2,060.1 - 1,471.5 5,214.5 (1,930.2) 0.76 

10 2,805.3 - 2,003.8 12,304.1 (3,741.1) 0.54 

11 - - - 11,260.9 (3,999.6) - 

12 1,866.2 - 1,333.0 2,774.9 (4,121.7) 0.32 

13 1,635.8 - 1,168.5 6,660.3 (2,230.0) 0.52 

14 3,149.0 1,147.5 2,577.2 8,296.2 (3,866.5) 0.67 

15 3,784.6 - 2,703.3 6,014.6 (1,787.1) 1.51 

16 2,001.7 1,363.6 1,819.4 6,706.3 (2,219.2) 0.82 

17 2,702.4 - 1,930.3 5,100.3 (3,416.4) 0.56 

18 3,120.6 - 2,229.0 2,740.4 (2,487.9) 0.90 

19 - 1,032.7 295.0 6,791.9 (2,796.2) 0.11 

20 2,642.9 - 1,887.8 2,821.2 (1,638.7) 1.15 

21 1,383.1 2,013.6 1,563.3 11,646.9 (2,479.6) 0.63 

22 986.9 - 704.9 5,806.5 (3,283.3) 0.21 

23 1,732.3 1,630.7 1,703.3 4,573.3 (889.3) 1.92 

24 218.9 - 156.4 2,866.7 (1,486.3) 0.11 

25 1,277.0 963.7 1,187.5 3,748.9 (1,874.6) 0.63 

26 5,177.0 - 3,697.9 5,997.0 (4,122.1) 0.90 

27 1,148.3 1,112.9 1,138.1 9,822.9 (3,838.2) 0.30 

28 2,058.3 - 1,470.2 4,325.0 (3,639.4) 0.40 

29 1,286.6 - 919.0 6,299.3 (2,559.3) 0.36 

30 - - - 2,643.2 (1,331.1) - 

31 1,422.3 - 1,015.9 12,487.7 (6,670.8) 0.15 

32 - - - 3,314.9 (1,790.0) - 

33 629.7 - 449.8 7,097.6 (3,999.6) 0.11 

34 1,148.0 1,428.9 1,228.2 4,782.8 (1,472.9) 0.83 

35 1,503.8 - 1,074.1 3,884.1 (1,963.8) 0.55 

36 1,353.9 - 967.1 9,214.2 (3,056.2) 0.32 

37 3,474.9 1,562.9 2,928.6 5,836.2 (1,659.7) 1.76 

38 2,692.0 2,399.2 2,608.3 6,625.2 (2,101.0) 1.24 

39 1,033.5 - 738.2 9,440.2 (4,234.9) 0.17 

40 3,277.6 1,177.2 2,677.5 3,674.9 (4,464.8) 0.60 

41 1,096.9 - 783.5 11,992.1 (3,342.1) 0.23 

42 2,284.5 - 1,631.8 5,219.5 (1,774.9) 0.92 

43 1,942.4 - 1,387.4 7,164.5 (6,085.0) 0.23 

44 1,411.6 - 1,008.3 4,727.6 (2,889.6) 0.35 
      

Average 1,827.16 633.60 1,486.14 6,326.3 (2,959.0) 0.62 
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Hypothesis Testing 

Hypothesis 1 (H1).  Among 16 states (4 decision policies × 4 time conditions), there will 

not be a single state that is commonly effective for the majority (>50%) of participants. 

Testing results (H1): According to idiographic full models fit to every individual (noted 

in Figure 5.5), no single JIT state was commonly effective for participants.  It was found that no 

just-in-time (JIT) state proved universally effective across participants.  The maximum number 

of participants for whom any single state was effective tied at 14 (32%), specifically during 

weekday afternoons under both Full and Random decision policies, and weekday mornings 

under the Random decision policy. 
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Aim 2: Examining the Distribution of Individual Response Patterns 

This section presents results of the examination of the distribution of individual response 

patterns to the intervention across time conditions and decision policies, under the assumption 

that there would be similarity between individuals.  The assumption of similarities is that some 

types of response patterns will be more common than others, rather than JIT states being 

uniformly distributed as possibilities across all participants.  

Distribution of the Response Patterns 

This section shows the distribution of the dichotomized response patterns.  For each time 

condition, since there are only 4 decision policies, the number of possible combinations of 

decision policies are 16 (=24).  Table 5.5 shows the frequency table of the individual response 

patterns to notifications across the combination of decision policies including non-existent cases.  

Table 5.5 Frequency table of the individual response patterns to notifications across the 

combinations of decision policies 

Effective pattern across 

decision policies 

Weekday 

Morning 

Weekday 

Afternoon 

Weekend 

Morning 

Weekend 

Afternoon 

None 30 31 41 40 

Full only 5 5 0 1 

N+O only 5 2 2 2 

N+R only 0 0 0 0 

Random only 3 4 0 1 

Full / N+O 1 0 0 0 

Full / N+R 0 0 1 0 

Full / Random 0 0 0 0 

N+O / N+R 0 0 0 0 

N+O / Random 0 1 0 0 

N+R / Random 0 0 0 0 

Full / N+O / N+R 0 0 0 0 

Full / N+O / Random 0 1 0 0 

Full / N+R / Random 0 0 0 0 

N+O / N+R / Random 0 0 0 0 

All decision policies 0 0 0 0 
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Table 5.6 shows the frequency table of the individual response patterns to any 

intervention components across the combination of decision policies including non-existent 

cases.  

Table 5.6 Frequency table of the individual response patterns to any intervention components 

across the combinations of decision policies 

Effective pattern across 

decision policies 

Weekday 

Morning 

Weekday 

Afternoon 

Weekend 

Morning 

Weekend 

Afternoon 

None 15 11 35 35 

Full only 5 9 2 4 

N+O only 5 6 2 4 

N+R only 0 1 0 0 

Random only 7 9 2 1 

Full / N+O 4 2 1 0 

Full / N+R 1 0 1 0 

Full / Random 1 1 0 0 

N+O / N+R 0 1 0 0 

N+O / Random 2 2 1 0 

N+R / Random 2 0 0 0 

Full / N+O / N+R 0 0 0 0 

Full / N+O / Random 2 2 0 0 

Full / N+R / Random 0 0 0 0 

N+O / N+R / Random 0 0 0 0 

All decision policies 0 0 0 0 

 

Statistical Testing of Distribution of Patterns 

Applying our a priori null hypothesis of no prominent response patterns within each time 

condition, we first needed to test whether all 44 people were evenly distributed across all 

possible patterns of 16 (4 dichotomous decision policies, 24 = 16), per time condition. 

Table 5.7 shows the test statistics of Chi-square test for the comparison between the 

observed response patterns of notifications and uniform distribution, per time condition.  Table 

5.8 shows the same test statistics but for the any intervention components.  For both of the cases, 

we could find the distribution is not uniform, meaning there is some level of a pattern of 

increasingly more likely JIT states compared to others. 
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Table 5.7 Test statistics of Chi-square test for the comparison between the observed response 

patterns of notifications and uniform distribution, per time condition 

Time Condition X2 Statistics p-value 

Weekday Morning 305.09 <0.001 

Weekday Afternoon 322.55 <0.001 

Weekend Morning 569.09 <0.001 

Weekend Afternoon 540.00 <0.001 

 

Table 5.8 Test statistics of Chi-square test for the comparison between the observed response 

patterns results of any intervention components and uniform distribution, per time condition. 

Time Condition X2 Statistics p-value 

Weekday Morning 84.73 <0.001 

Weekday Afternoon 77.45 <0.001 

Weekend Morning 406.91 <0.001 

Weekend Afternoon 413.45 <0.001 

 

Monte Carlo Simulation on Number of Patterns  

While these results rule out the possibility of a uniform distribution (null hypothesis), 

they do not provide a clear signal on if there are predictable clusters that could be used for more 

informed decision-making via the identification of different types of people with meaningful 

clusters of JIT states. 

The goal was to determine if the number of unique patterns observed was significantly 

smaller than expected, which would suggest the presence of meaningful clusters in the data 

rather than random variance.  To explore this, we performed Monte Carlo (MC) simulations 

under four different time conditions.  We looked at two types of interventions: notification only, 

and those involving additional components.  For each scenario, we calculated the average 

likelihood of observing effects across participants and decision policies.  For instance, during 

weekday mornings, if 40 effective responses are observed among 44 participants across 4 

decision policies, the average effect probability is 22.7% (= 40/(4 × 44), the average chance for 

an effect to occur).  In these MC simulations, we assumed the same 44 hypothetical participants, 
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each associated with four decision policies.  These decision policies were represented by 

dichotomous random variables—either showing an effect or not—based on a binomial 

distribution with a 22.7% probability of showing an effect.  We then counted the number of 

unique response patterns that emerged.  

Figure 5.6 and Figure 5.7 shows the results of MC simulation for response group count of 

the effects to the notifications and any intervention components, respectively.  All subplots 

denotes each time condition.  Black dashed lines mean observed number of response patterns, 

and gray bars denote the simulated density via MC simulations.  P-values are noted on the top 

right corners. 

 

Figure 5.6 Results of MC simulations for response group count of the effects to the notifications. 

According to the MC simulations, at the significance level of 0.05, the number of groups 

of the response patterns per time condition was not significantly outside of the expected range of 
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random distribution with the same probability of effectiveness (i.e., no p-values were less than 

0.05).  Thus, there does not appear to be any possible clustering of effects across participants.  

 

 

Figure 5.7 Results of MC simulations for response group count of the effects to the any 

intervention components. 

 

Hypothesis Testing 

Aim 2. To identify similarities in response patterns across participants within the same 

time condition. 

Hypothesis 2-1 (H2-1).  For each of 4 time conditions, participants will not be evenly 

distributed across 16 (=24) possible combinations with respect to dichotomized effect patterns for 

4 decision policies; it should be statistically tested by comparing the participants’ actual pattern 

distribution and uniform distribution. 

Testing Results (H2-1).  According to the statistical test results shown in  
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Table 5.7 and Table 5.8, the null hypothesis that the response patterns are uniformly 

distributed to 16 possible categories was rejected.  We could find some combinations of decision 

policies that are common than others. 

Hypothesis 2-2 (H2-2).  For each of 4 time conditions, participants will form 

significantly fewer numbers of dichotomized effect patterns across 4 decision policies as 

indication of a different types of participants responding similarly, as tested using Monte Carlo 

(MC) simulations; it is tested by comparing the numbers of patterns of the actual participants and 

against patterns produced by MC simulations, designed to produce a random distribution.  A 

significant effect (p<.05) is indicative that the actual data from participants includes clusters 

between participants that is likely not due to pure chance.  

Testing Results (H2-2).  According to the statistical test results shown in  

Figure 5.6 and Figure 5.7, the alternative hypothesis that the observed response patterns 

will form significantly fewer numbers of dichotomized effect patterns across 4 decision policies 

is rejected.  It did not form a fewer number of groups than the pure chances of the same 

probability of positive effective cases. 
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Exploratory Aim 1: Discovery of Individual Response Pattern Using Machine Learning 

Exploratory aim 1 is to explore whether an ML algorithm can be built for each individual 

to predict their walking behavior (i.e., step counts and dichotomized walk) during the three hours 

after the decision points, based on the time condition, decision policy, whether or not they 

received a notification, the daily step goal factor, and the days elapsed since the beginning of the 

intervention.  To do so, we built machine learning models using each participant's initial data 

(truncated in 20-day increments from day 80 (~30%) to day 180 (~70%)) and examined how 

well they could predict the remaining periods. 

Model Performance 

Table 5.9 shows the summary predictive performance for two example participants.  For 

both participants, and for all training dataset lengths, the fit was poor. Figure 5.8 shows two 

anecdotal examples of the multilayer perceptron predictions with the poor fit.  Case A of Figure 

5.8 shows the wide dispersion across the range of true values.  For many examples, data points 

with high effect (e.g., > 2000) are predicted as non-effective (e.g., <500), and vice versa.  Case B 

shows condensed band, which denotes predicted values vary less than the actual value. 

Table 5.9 Summary of the predictive performance of machine learning models for two example 

participants20 

Length of Training Dataset (days) 
Participant A Participant B 

RMSE21 MAE22 RMSE MAE 

80 1,456 1,084 1,537 978 

100 1,695 1,188 1,819 944 

120 1,445 1,079 1,776 1,165 

140 1,654 1,372 1,442 914 

160 1,401 1,027 1,552 833 

180 1,393 1,108 1,544 1,013 

 
20 Underlined cases were shown in detail in Figure 5.8. 
21 Root Mean Square Error.  Square root of sum of squared errors divided by number of samples.  

√∑ (𝑦𝑎𝑐𝑡𝑢𝑎𝑙
𝑖 −𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑖 )𝑖

2

𝑛
 

22 Mean Absolute Error.  Sum of absolute values of errors divided by number of samples.  
∑ |𝑦𝑎𝑐𝑡𝑢𝑎𝑙

𝑖 −𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑖 |𝑖

𝑛
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Case A: Participant 1, length of training: 120 days Case B: Participant 2, length of training: 100 days 

Figure 5.8 Two anecdotal examples for the poorly fitted machine learning models. 

 

The potential reasons of poor fit may include that there are other factors that are not 

measured (or collapsed) information to explain the large variances with respect to the number of 

steps during 3 hours after decision points.  Dichotomous variables takes up 9 out of 11 

dimensions of input features, whereas goal factor and days elapsed since the beginning of 

intervention were the only continuous factors, which may not be enough to explain all the 

variations of step count. 

As an indirect observation about this, the model shown as Case A of participant 1 in 

Figure 5.8 is further examined.  Among 32 combinations of 3 categorical variables (4 decision 

policies, 4 time conditions, 2 notification provisions, 4 × 4 × 2 = 32), 3 sample groups were 

arbitrarily chosen to show the distribution within the groups.  Figure 5.9 shows the phenomena: 

large variations of actual values (i.e., measured step counts during 3 hours after decision points) 

are observed within the group, and small variations in predicted values are observed.  Each group 

forms wide horizontal band, which hints that low reliability of the estimated values. 
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Figure 5.9 Example combinations of categorical variable values with large variations within the 

group 

Comparison with the Null Models 

Regardless of the initial fit quality, we conducted a series of statistical tests, including the 

Diebold-Mariano tests [195,196], to evaluate whether the machine learning models provided 

added informational value in predicting participants’ responses compared to traditional, 

extremely simplistic models.  These tests demonstrated that, despite their suboptimal validity, 

machine learning models significantly outperformed the baseline null models—frequentist linear 

regression and Zero-Inflated Negative Binomial (ZINB) regression—in all cases presented in 

Table 5.9, achieving significance at the 0.05 level. 

This analysis was essential to determine if the machine learning approach, even with its 

noted limitations in model fit and methodological challenges such as data stochasticity 
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(discussed further in the discussion section), still offered substantial improvements in predicting 

responses to interventions.  Therefore, this machine learning model serves as an intermediate 

method in our research to develop idiographic models that effectively capture the response 

patterns to interventions. 

Simulation 

The simulations from exploratory aim 1 illustrate a proposed strategic approach to 

behavioral interventions using machine learning models.  By simulating hypothetical scenarios 

for Case A of Participant 1 (as shown in Figure 5.10; this is the same case of Figure 5.8 left), we 

examined how different intervention strategies—such as the use of notifications under random 

and full decision policies on weekday mornings—affect their expected behavior.  Under the 

Random decision policy with notifications, Participant 1 is likely to increase walking activity 

(Figure 5.10, left), while under the Full decision policy, notifications might decrease their 

activity (Figure 5.10, right). 

This case study underscores the potential of machine learning models to not only predict 

individual responses to different interventions but also to inform which interventions might be 

most effective or should be avoided.  Overall, these results advocate for the use of idiographic 

ML models to optimize interventions, tailoring strategies to individual needs and contexts to 

enhance the efficacy of behavioral interventions. 
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Random Decision Policy on Weekday Morning Full Decision Policy on Weekday Morning 

Figure 5.10 Simulated response of the case A of participant 1 (the one shown in Figure 5.8 left) 

in random and full decision policy on weekday morning per notification provision. 
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Exploratory Aim 2: Post Hoc Analysis of JIT states 

According to our internal test, for up to roughly 15% of cases, the smartphone’s operating 

system automatically terminated the Fitbit app after certain time of inactivity (i.e., the app stays 

in the background).  The phenomena were observed in both Google’s Android phones and 

Apple’s iPhones.  These events happened consistently for a small number of participants and 

never happened to others.  It was unclear why the phone consistently terminates the app.  We 

were unable to figure out why.  This section is to partly analyze the implication of this sync 

delay to the intervention optimization and operation. 

The JIT states utilized in the previous aims’ analysis were estimated using only the 

information available at the time of the decision point.  Thus, they represent what was the actual 

experimental manipulation, including what was definable, in real-time regarding our decision 

policies to infer JIT states taking into account our INUS factors of need, opportunity, and 

receptivity.   As described in our fidelity checks (see page 224), while the study did have 

sufficient fidelity to support interpretation of these results, the fidelity checks also highlighted 

mismatches that occurred based on inherent limits to current digital technologies (e.g., lags in 

data transfers between the Fitbit and the smartphone app; see page 29 for the problem definition 

and page 228 for the misalignment analysis).  Overall, what this means is that there were times 

that were defined, in real-time on the app, as being one of our targeted INUS Condition 

definitions of JIT states.  During those times though, based on replicating our INUS condition 

analyses using complete data (i.e., run post hoc), there were instances when the real-time 

algorithm did not make the “right” decision.  This impacted 33% of time overall (12%, 46%, 

47% for need, opportunity, and receptivity, respectively) across the entire study, which, as stated 

earlier, was determined as being of high enough quality to warrant running our a priori tests.  

Further, all the above results represent what would be possible in a real-world deployment with 



163 

on real-time determinations of JIT states using currently available technology.  Thus, even if 

fidelity were more problematic than we found, there would still be real value in testing the 

effects.  

With all this acknowledged, in the next set of analyses, we sought to replicate our 

primary Idiographic Bayesian tests, but this time, using INUS factors defined using the complete 

dataset, instead of the inaccurate (from a theoretical standpoint) definitions that were available to 

the system in real-time.  These analyses provide an indication of the plausibility of our capacity 

to identify JIT states, in ideal conditions, when no technological issues to doing this type of work 

would exist.  Thus, while our primary analyses in aim 1 are indicative of what is possible using 

technology of today, these analyses represent what is theoretically possible if these technical 

challenges to data syncing could be overcome.  

Figure 5.11 through Figure 5.13 below show the time condition-specific effect estimates 

using post hoc JIT states for each individual.  It can be interpreted similarly to Figure 5.5.  Each 

cell represents one of 27 cases of complete combinations of Need, Opportunity, and Receptivity 

including not considering, positively considering, and negatively considering.  Each row 

represents one time condition (weekday morning, weekday afternoon, weekend morning, 

weekend afternoon), four rows are noting one participant. 
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Figure 5.11 Summary of post hoc response patterns to intervention (participant 1 through 15) 
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Figure 5.12 Summary of post hoc response patterns to intervention (participant 16 through 30) 
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Figure 5.13 Summary of post hoc response patterns to intervention (participant 31 through 44) 
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Each cell is colored to indicate whether the intervention was effective for that case.  If 

one of the notification, goal factor, or the interaction of them is effective, we use the effect size 

of the maximum value for the color.  White indicates no or weak effect (i.e., Maximum A 

Posteriori Point (MAP) Effect estimates of 100 steps/3 hours or less, or no more than an 80% 

chance of effect exceeding 100 steps/3 hours), black indicates an 80% chance of effect exceeding 

100 steps/3 hours, and MAP Effect estimates exceeding 1000 steps/3 hours.  In between, gray 

indicates MAP Effect estimates between 100 and 1000 steps/3 hours (gray cells are only visible 

if at least an 80% chance of effect exceeding 100 steps/3 hours). 

In summary, we were able to detect at least one meaningful intervention strategies for 43 

(98%) of the individuals.  It is worth to note that this is not directly comparable to the results of 

the full model of aim 1 (shown in Figure 5.5) because, this is a full model in the sense we 

considered decision policies and time conditions, but we expanded the number of decision points 

from 4 to 27.  Figure 5.14 shows the directly comparable results, and it covers 91% (40/44) of 

participants, which is the same portion of participants that we could attain from aim 1. 
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Figure 5.14 Summary of post hoc response patterns to intervention for the selected decision 

policies 

 

Recap 

Given the complexities of these results, I provide the summary of results one final time 

prior to moving to the discussion to clearly call out the key “take home messages.”  As expected, 

results of our nomothetic statistical analyses suggested that our intervention strategies as 
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implemented, on average and across the population, were not effective at producing significant 

increases in steps/3 hours.  These results, which could be thought of as akin to a multiphase 

optimization trial screening experiment to examine the usefulness of intervention components, 

suggests that, as implemented, our intervention components, as they were delivered, should not 

be used as an optimized intervention package.  This includes our general theorized approach for 

defining JIT states via experimentally varying a decision policy that either considered need, 

opportunity, and receptivity when sending notifications or delivered notifications at random as 

the notification × decision policy interaction within the nomothetic statistical analyses was non-

significant.  In line with our a priori hypothesis, using idiographic Bayesian statistics, we found 

that it was feasible to identify individualized states whereby individuals would reliably increase 

steps/3 hours post support (compared to no support given in the same state relevant for each of 

our three intervention variations described earlier.  Specifically, we found that we could identify 

at least one JIT state for 91% (40/44) of participants with sufficient data (83% using an intent to 

treat approach, 40/48).  The pooled effect size of the interventions impact was an increase of 372 

steps/3 hours relative to the appropriate comparator for each intervention strategy described 

above within the same state, which is a general effect size of .62 (normalized mean difference; 

the ratio between effect and baseline SD).  Given that this estimate is for a non-normative 

targeted timescale of steps/3 hours, we calculated and inferred likely steps/day effects that would 

be observed when the “right” intervention support is provided for a person at the “right time”.  

The inferred daily effect was an increase of 1,486 steps/day (effect size=0.62, normalized mean 

difference; ratio between effect and baseline SD).  Results from our secondary analyses generally 

revealed limited capacity to identify meaningful clusters of types of people responding in similar 

ways.  Further, results from the machine learning analyses generally suggested that a machine 
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learning approach produced limited, yet promising informative insights for guiding further 

intervention optimization.  Finally, exploratory simulation analyses suggested that, if we allowed 

our decision policies to vary need, opportunity, and receptivity independently, it is likely that we 

would have identified successful JIT states for 43 out of 44 (98%) of our participants. 
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Chapter 6 DISCUSSION 

 

The overall goal of this study was to determine if JIT states, meaning a moment when an 

intervention delivered at the right time for that person results in significant increases in steps/3 

hours relative to the same state, but no intervention provided, can be reliably detected for each 

person.   If this is possible for a majority of participants who took part in the trial, it would 

provide strong empirical evidence to justify the next step in this systematic line of research, the 

development of a multi-timescale control-system-driven JITAI that could utilize detection of 

these JIT states in providing highly personalized and adaptive support to individuals to help them 

increase their physical activity.    

Results from this study provide strong empirical evidence to suggest that it is possible to 

detect JIT states for the vast majority of individuals (i.e., 91% using our a priori specified 

approach to defining need, opportunity, and receptivity in an aliased way and up to 98% of 

participants who used the intervention and assuming no technology limitations and that we 

considered need, opportunity, and receptivity independently) in a way that could be used by a 

future control-system-driven JITAI. In addition, our results suggest, that our general hypothesis 

that people are different, context matters, and things change but in a way that is predictable using 

idiographic methods is true.  Specifically, our results suggest that if we only used nomothetic 

statistical approaches (the standard approaches commonly used in behavioral science research to 

date), we would have concluded that our intervention components of notifications, goals, and 

notifications interacting with goals and our decision policy, had, in general, limited impact on 

supporting individuals in increasing steps/3 hour periods.   

With that said, the results of our idiographic models provided clear evidence of the 

capacity to identify JIT states, when examined on a case-by-case basis.  Finally, our exploratory 
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results suggest that there did not appear to be meaningful clustering of people in terms of 

common patterns of JIT states.  In addition, our machine learning exploratory analyses suggested 

that these effects were not detectable using a more model-free approach to analyses, which 

required the system to engage in more of the “learning” needed to detect these individual 

patterns.  This last result, while not hypothesized per se a priori, does fit with expectations as our 

primary analyses of the idiographic Bayesian models incorporated prior domain knowledge that 

likely enabled these a priori JIT state hypotheses to be detected.  Overall, these results provide 

strong empirical evidence to justify the team’s approach to JIT identification and provides strong 

empirical justification for the development of a future control-system-driven JITAI.  

Turning now to each set of analyses, we start with the nomothetic analyses.  These results 

were most akin to a MOST factorial screening experiment, but with the use of a within-person 

factorial experiment (i.e., MRT) used instead of a between-person factorial experiment.  These 

results are valuable to determine if the intervention components, as implemented, would result in 

improved steps/3 hours at the targeted decision points.  The results suggest that the interventions, 

as implemented, had limited impact individually or in combination on steps/day and even 

seemed to result in undesirable effects on average, such as goal factors resulting in fewer steps 

within a 3 hour period, though this result should be interpreted with caution given that the goal 

factor was a daily intervention construct.  Most critical for this line of thinking, if we were using 

a classic “no dead weight” criterion for judging if an intervention component should be used or 

not, these results would suggest that our theory-driven approach to defining JIT states within a 

decision policy (compared to notifications sent purely at random) was ineffective.  If these were 

the only results available, which would likely have been the case if we had conducted this trial as 

a pure MRT, the conclusion we would have drawn is that our approach was ineffective at 
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developing a JITAI.  Further, these results would suggest that the intervention, as deployed, 

would not be appropriate to be deployed to support individuals increase their physical activity.  

Of course, within this study, we explicitly did not create an experiment that used these 

analyses as our primary analyses.  These are presented to provide a comparator to what would 

normatively be the focus and lessons learned that would be drawn from traditional nomothetic 

statistics.  As described in detail in chapter 2, we anticipated that differences in context, timing, 

and individual differences would reduce the utility of any results produced using population-

based statistics.  This was based on our assumption, which was confirmed, of the likely non-

ergodic nature of our results and aligned with the use of our INUS condition causal logic.  

Further, the team, a priori, did not conduct this study to test the impact of each intervention 

component, even though, technically, that can be estimated, as we have done here.  Instead, the 

team explicitly conducted a system identification optimization trial, with the goal of testing if it 

is possible to detect JIT states for each individual, with the a priori expectation that if these JIT 

states can be detected for each person, the system ID experiment could be embedded in a future 

COT study and corresponding multi-timescale control-system-driven intervention.  With this, 

overall, the relatively limited effects observed via nomothetic statistics were expected, a priori.  

Turning now to our primary idiographic Bayesian regression modeling analyses,  we 

found that it was possible to identify JIT states whereby individuals would reliably increase 

steps/ 3 hours when the intervention was offered vs not, specifically when: 1) a notification was 

sent compared to not in an otherwise similar JIT state, 2) a high daily step goal was provided 

compared to a low daily step goal in an otherwise similar JIT state; or 3) a notification was sent 

during a day with a high step goal compared to no notification sent on a low goal day in an 

otherwise similar JIT state.  Using the most conservative intent-to-treat approach that included 
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participants who consented to take part but used the Fitbit for 0 to 23 days (N=48), we could 

identify a reliable JIT state for 83% of our participants.  This number increased to 91% when 

looking at participants who engaged with the intervention.  Finally, using a re-calculation of our 

decision policies using complete data (instead of what was available in real-time), we could 

identify a predictable JIT state for 98% of our participants.  These results provide strong 

evidence for our general hypothesis that people are different, context matters, and things change, 

in a predictable way that could be useful for developing more robust behavioral interventions.  

They also provide strong evidence to justify the next step in this systematic line of work, the 

development of a multi-timescale control optimization trial that can operationalize the system ID 

experiment used in this study to identify these patterns and then, have the control systems use 

these predictions to provide support only during these JIT states for each person.  The team has 

already demonstrated their capacity to deploy their proposed COT approach at scale, as they are 

currently testing a more simplified single time-scale control-system intervention to increase 

physical activity in a randomized controlled trial with a targeted N of 386.  As of time of reading, 

the team has recruited more than 300 participants with the COT approach fully deployed and 

running in an automated fashion.  With the results from this dissertation and the demonstrated 

feasibility of the COT approach to be deployed at scale, it is highly likely that, with an approach 

like this, the dream of a robust JITAI whereby support is only provided when it is needed can 

likely be created, though that does require conducting the follow up COT trial that incorporates 

insights from this study.    

Related Work 

The potential for Just-In-Time Adaptive Interventions (JITAIs) to effectively enhance 

physical activity (PA) has been demonstrated in various methodological frameworks [83], 

particularly through the use of Micro-Randomized Trials (MRTs).  For instance, a recent study 



175 

by Figueroa et al. [198] on the efficacy of the daily motivational text message intervention to 

promote PA employing MRT increased 729 step counts daily among 93 participants, indicating 

that timely and contextually relevant interventions could lead to meaningful improvements in 

physical activity levels.  

Another recent JITAI optimization study was conducted by Klasnja et at. [199], with a 

specialized intervention for a post-bariatric surgery with daily varying step goals and 

motivational text messages utilizing MRTs.  It resulted in an 1,866 steps increase from baseline.  

This study experimented with various goal-setting strategies (e.g., 60th percentile) and rest days 

(i.e., days without daily step goals). 

Despite these advancements in emerging studies, they highlight several limitations that 

the current JITAIs are exposing.  Notably, many JITAI studies, including those by Figueroa et al. 

[198], have not sufficiently applied when they decide the intervention the behaviors of 

participants or the contexts in which they are in.  While they provide valuable insights into the 

immediate effectiveness of intervention components, we expect there is room for even stronger 

effects by applying the information about people’s Just-In-Time states.  This gap underscores the 

need for more dynamic and contextually aware experimental designs that can adapt to 

individuals’ varying psychological states and environmental conditions. 

Furthermore, the integration of Machine Learning (ML) techniques in supporting JITAIs, 

while promising, is still relatively uncommon [66,200–202].  The complexity and opacity of ML 

models often lead to a substantial burden, and the computational load required for these systems 

mirrors the implementation challenges we have encountered in this study [203,204]. These 

factors collectively contribute to the limited adoption of ML in JITAIs, pointing to the need for 

advancements in technology and methodology to enhance their feasibility and effectiveness. 
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Value of This Study 

The value of this study is easy to see when we bring it back to the context of our ultimate 

goal of implementing a JITAI.  Traditionally, knowing how and when to optimize notifications 

for each participant is challenging, even in commercial applications [43,88,95,203]. This is a key 

reason for the experiment of notifications and other types of intervention support being provided 

to people when they do not need it, do not have the opportunity to act favorably to the support, 

and/or are not receptive to the support.  Over time, this scenario produces the all-to-common 

experience of notification fatigue whereby people simply tune out completely to any support 

being provided [44]. Our results highlight not only a theoretical reason for this (i.e., people are 

different, context matters, and things change) but also point to a methodological approach that 

can address this challenge.  With this, we now turn to a more methodological comparison of the 

results, with the goal of describing the differing assumptions used in each method and, from that, 

clarifying when, where, for what goals, and for what types of phenomena are each of these 

methods appropriate.  

Previous studies have refined contextualized personalization strategies by targeting 1) 

more generally receptive participants on an individual level, 2) more meaningful exogenous 

contexts where the participant would respond more favorably in general, or 3) using both of them 

[3,64,66,102].  However, this study is meaningful because we pursued even higher effects by 

appending another axis, an individual's psychological state. 

The following paragraphs are the notes on the limitations of this study regarding the 

methodologies, or the potential reasons why we attained unexpected results in each aim. 

Nomothetic Modeling: Mixed Effects Modeling 

Conventional linear mixed effects modeling assumes 1) normality of random effects, 2) 

independence of random effects and residuals, 3) homoscedasticity of residuals, 4) normality of 
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residuals, and 5) independence of observations and random effects.  However, count data 

modeling needs different formulation and interpretation on 2, 3, 4, and 5 [123,124,205] (See the 

footnote for the details).  They were tested, and the data were generally within the acceptable 

range of assumptions.23 

Based on this, the nomothetic modeling using ZINB on our dataset was considered 

legitimate.  However, given the little or negative main effects of notification and goal factor 

alone, there are two explanations: 1) there were effects for each individual, but the model could 

not detect the meaningful main effect because of the effect dilution and cancelling out across 

individuals, or 2) there was actually no main effect.  Considering we could find the individual 

main effects, it is more likely that the former is the case. 

Non-full Idiographic Models: Still-existing Dilution of Effects 

A similar argument can be applied to the idiographic models.  We could only identify 8 

participants who benefited from our intervention approach, if we take the average model for each 

individual after controlling for the time condition and decision policy.  But we could identify 

more meaningful patterns if we include more information, which was in line with our a priori 

hypotheses about INUS condition causal logic to guide operationalization of our JIT states.  

Therefore, one way to interpret the limited results of the main effects ideographically, is that, 

causally speaking, the effect manifests when INUS conditions are met.  This is in contrast to the 

more traditional linear causal assumption commonly used in studying intervention effects that 

assumes all of the causal contributions come from intervention alone.  These results highlight the 

 
23 The ZINB distribution has definitive relations between the mean and variance (See page 53).  𝐸(𝑋) =

𝑟

𝑝
, 

𝑉𝑎𝑟(𝑋) =
𝑟(1−𝑝)

𝑝2
.  Thus, if the mean increases, the variance also increases, and the ratio (

1−𝑝

𝑝
) is assumed as constant 

because the p is assumed as constant (see page 54).  Thus, if the variances and means are correlated, and its ratio is 

normally distributed, it is a comparable trait to normal distribution of variances in linear models [205].  Also, 

residuals, usually defined as the departure of predicted value from the actual value, naturally correlates with the 

expected value.  Based on these adjusted definitions of the assumptions, the data were tested. 
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value of incorporating INUS condition causal thinking into studying the actions and activities of 

human behavior.  Further, the results suggest that the use of a priori well-designed stratification 

may be useful to identify the effective yet appropriately conditioned decision policies for each 

participant, as we did in our full model ones that incorporated all of our 16 paired INUS 

conditions.  

Multilayer Perceptron Models 

Multilayer perceptron (MLP) models showed suboptimal performance in modeling our 

data as we can observe in Figure 5.9.  We assumed that this could be caused at least one of the 

following: 

1) the MLP model provided the deterministic estimation only based on the input; or 

2) the last layer of MLP did not properly take the count distribution into account. 

Multilayer perceptron models are operated by deterministic functions and numerical 

calculations.  Although there are numerous variations or additional features to improve 

predictive performance or stability[128], in most cases, multilayer perceptron models are used as 

deterministic regressors.  Thus, given the input values and the model, the predicted results are 

single values calculated by the network architectures, weights, biases, and other hyperparameters 

including activation functions, dropout layers, or normalization layers. 

With this, we had relatively small amount of input variance.  Multiplying possible values 

for each categorical variables (2 notification provision x 4 time conditions x 4 decision policies) 

to get 32 groups of data, and utilizing only two continuous variables.  While this targeting of 

possible decision options is highly valuable, particularly within a control systems context (a 

point we will return to), it is problematic from a machine learning perspective, as it highlights an 

imbalance between input variance and output variance.  To achieve the maximum performance 

in such problem, as a deterministic model, the training process becomes equivalent to the 
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optimization problem to pick up a single point for a group of samples.  As we could indirectly 

observe in Figure 5.9, the average value line for the actual (vertical) and the predicted 

(horizontal) meets around x = y line for each group, and the data points locates around it forming 

a band, not a square (i.e., significantly greater variance in actual than the predicted).  Since MLP 

does not allow uncertainty in prediction, this limitation may be inevitable. 

On the other hand, the use of Bayesian regression, used in the aim 1, produces a 

probabilistic distribution in the context of high stochasticity within the data.  Hence, if modeled 

properly, the stochasticity may be parameterized.  Further, the Bayesian regression approach 

allows for prior domain knowledge to be used to establish, a priori, the key inputs and their 

variations (i.e., the intervention options a future controller could make), to really focus on 

producing estimations that could inform when, where, and for whom to make differing decisions.  

Thus, these Bayesian models provide parsimonious and human-interpretable results that are, 

simultaneously, can be incorporated and used in a future control system to support real-time on 

the fly decision-making via the controller.  Returning to the machine learning approaches, there 

is a set of variations of the machine learning models that allow uncertainty in their prediction 

[206–209]. It uses the same methodologies as Bayesian regression, but with the layered 

architecture.  It was considered to address the issue, but this approach produces a new concern, 

which is greatly increasing the computation load [206–209], thus rendering this approach 

impractical to use in a future control system intervention.  With this, these results flag the value 

of utilizing prior domain knowledge from behavioral science to carefully design plausible 

variations of JIT states, operationalized as experimentally varied and observable INUS 

conditions, and the use of Bayesian regression to model this as a practical approach that is not 

easily achieved using machine learning techniques.  
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Another potential cause of non-conclusive findings from the machine learning models is 

the activation function of the last layer.  In our implementation, the last layer used ReLU 

function.  

𝑅𝑒𝐿𝑈(𝑥) = {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0

 

This function collapses all negative values to zero, but does not impact on the positive 

values.  It only guarantees non-negativeness.  Since our step counts are scaled down by a factor 

of 10,000 to fit generally in [0, 1], ReLU can cover the magnitude of the true output’s range, fast 

enough24.  However, the linearity of the last layer may not reflect the dispersed nature of count 

distribution.  This may be improved by introducing a negative binomial activation function, 

along with its gradient and corresponding network architecture [210].  We decided to defer this 

improvement to the future study. 

 

Time Condition and Just-In-Time States, in a Broader Sense 

In this trial, we designed specific definitions of time condition and JIT state a priori, but it 

is important to take a step back and think about what they mean conceptually. 

Time Condition represents a completely exogenous environment to which any individual 

may be commonly exposed.  We have broken it down into weekdays, weekends, mornings, and 

afternoons, but it could be broken down further.  Moreover, expanding on exogenous variables 

could include weather, geographic location, and even social factors outside of the individual's 

control, like COVID-19.  These are the environmental and contextual conditions that any 

individual is subject to, which can change the individual and moderate their response to an 

intervention, i.e., the effect of the intervention.  Using INUS Condition causal logic, these 

 
24 If the output’s range is significantly larger than 1, the MLP can model it, but it needs more iterations to search 

proper weight matrices. 
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exogenous variables need to be incorporated as INUS factors contributing to the possible 

manifestation (or not) of a hypothesized INUS condition that will result in the targeted behavior 

(i.e., steps/3hours in our study).  

Decision Policies represent endogenous states.  It is a useful to understand JIT states as 

multidimensional space that can be operationalized into endogenous inputs in the form of 

decision policies.  In the multi-dimensional space of psychological constructs, an individual 

posits in the coordinate of (𝑋1,𝑡 , 𝑋2,𝑡 , … , 𝑋𝐾,𝑡) if 𝑋𝑖,𝑡 denotes a construct i of time 𝑡.  As the time 

passes, the individual may change their position.  We have assumed three dimensions that we 

could operationalize into a decision policy: Need, Opportunity, and Receptivity, but we are not 

necessarily limited to these.  We assume these internal states may moderate how each individual 

responds to the intervention, or each component of intervention (e.g., notification, goal factor, or 

the interaction of them).  We have shown above that this assumption was true, at least in our 

trial.  We can further refine our intervention by defining additional state definitions (i.e., increase 

the number of dimensions). 

Objective Measurement of JIT States 

This study was designed with both exogenous (e.g., time condition) and endogenous (i.e., 

decision policies that were experimentally varied) being measured objectively in relation to 

provision of support, notifications and daily suggested step goals.  There are other ways to 

measure the exogenous and endogenous variables.  Our research group is also conducting a 2-

arm RCT that includes as the intervention condition, a COT in which endogenous states are 

measured via daily ecological momentary assessment (EMA) and passed to the intervention 

controller for modeling and then intervention. (ClinicalTrials.gov ID: NCT05598996) 

In this study, while we did include EMA in the overall study, in this dissertation, we did 

not incorporate those insights.  The reason for this was a focus on produced practical results that 



182 

have a high likelihood of being incorporated into future digital health platforms.  To do this, the 

benefits of focusing on objectively endogenous and exogenous information is clear.  The idea is 

that individuals interacting with an app or wearable device require less information to be entered 

and spend less energy to experience the intervention.  However, whether this is an advantage or 

disadvantage may depend on the context around the intervention and the degree to which key 

information that only a person can provide via EMA is needed to operationalize INUS 

conditions.  For example, if carefully designed, entering this information into the EMA can be 

seen as self-reflection tool, which may reinforce behavior change.  Further, EMA could be used 

to support individuals in having more control over these interventions by being able to do things 

such as request that an intervention component be turned off for some time.  The role of 

incorporating participants perceptions and responses, with the ultimately goal of both minimizing 

burden upon them and maximizing their control and agency over the intervention is a critical 

area of future research.  

Another important question to ask is, “What is the appropriate time unit to look at JIT 

states?”  In our prior work, we arbitrarily assigned one day as the appropriate time unit for 

analysis.  However, our results showed that a one-day JIT decision policy diluted effective 

intervention strategies, and a half-day time condition and weekday/weekends was able to identify 

effective interventions.  Therefore, future studies may consider assigning even shorter time 

intervals than half day but grouping similar types of time units is also possible. 

Limitations and Strengths 

The limitation of this study mostly originates from a slight departure of this dissertation 

thesis analysis from “classical” approach to analyzing data within system identification 

experiments as used in control systems engineering.  Specifically, the classical approach for 

analyzing data within system identification experiments is dynamical system modeling, which 
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seeks to study the dynamic patterns (e.g., lags, accumulating effects, feedback loops) that can be 

observed within each “system” (in this case, each person).  These classical analyses, which are 

being conducted by other members of the study team, guided the overall design of the system 

identification experiment.  With this, the design was developed with a strong focus on the 

possibility of detecting accumulating effects if a person continually only receives intervention 

support in the “right time” for them.  With this, the system ID study varied decision policies 

across time, but, within a pre-specified day’s decision policy, such as full JIT (need, opportunity, 

and receptivity taken into account) vs. randomly sending notifications, the notifications were sent 

in alignment with those.  What this means is that, during full JIT state days, notifications were 

sent deterministically if it was detected.  Interestingly enough, inherent technological limitations, 

in terms of spotty data transfer, limited data processing, and the like, integrated stochasticity and 

randomness even in these otherwise deterministic just-in-time signals.  It occurred at such a rate 

that it actually resulted in a key benefit for the primary analyses reported in this dissertation.  

Namely it produced a large number of observations that occurred at random and distributed 

across the nine months of the trial when each of the deterministic decision policies should have 

sent a notification but did not due to technical problems.  With this, we had sufficient temporal 

variation to enable the analyses conducted here, including all of our pairwise tests.  

With this those, this is a key limitation for concluding the results.  In hindsight and to 

support the analyses we conducted here most rigorously, incorporation of an “exploration” phase 

whereby, even in days that were defined as times to deterministically sent notifications, we 

should have incorporated a small portion, such as 20% to still be sent at random.  This would 

have produced a more balanced data sample within each decision policy.  With that said, tested 

for impact of imbalance, sufficient sample sizes within each JIT state pair, and examined 
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possible issues of the technology variations occurring in more non-random ways, with all results 

of these fidelity tests providing compelling justification for our capacity to run the primary 

analyses in this study.  In future work, the system identification experiment could benefit from 

more thoughtful incorporation of the reinforcement learning algorithm notion of 

“explore/exploit” whereby “exploration” is always still included in via random signal, even when 

there could be benefit in “exploiting” prior knowledge (in this case, theorized ways of defining 

JIT states) in intervention delivery.  

Similarly, the trial focused on the intervention period to the decision policies that are 

likely to bring meaningful changes in behavior.  However, if we exhaustively explored all 

possible decision policies, even though they were expected to be ineffective, we may be able to 

double check the sanity of our assumptions, or discover a peculiar pattern.  Again, this was our 

choice, but it is partly limiting the results of this analysis. 

Since we recruited the participants through university mailing list, the demographics of 

the participants were not coherent to national census in education, occupation, age, sex, race, 

ethnicity, and geographical location.  Even though we did not focus on group-based aggregated 

model or estimates, the concentration of participants in a certain population group may limit the 

impact the result of this study. 

Another limitation of this study is that some of the new methods were used without 

rigorous validation studies.  For example, the preprocessing for detecting intentional walks was 

designed based on past theoretical [211] and empirical [10,23,24,68,212–215] research but was 

not subjected to a separate validation study.  The zero-inflated negative binomial distribution is 

theoretically recognized as an important regression method for matching steps [123–125], but 

specific validation studies for the use of ZINB to model steps measured by commercial 



185 

wearables in an intervention context were hard to find.  However, as these methods are based on 

theoretically sound research, they were adopted in this study despite the need of validation as a 

separate study.   

A strength of this study is that, as noted above, it is specifically designed to observe 

dynamic behaviors and responses while maintaining an idiographic perspective from 

conceptualization and design through to analysis.  Further, a strength of our approach is the use 

of INUS causal logic to guide our causal theorizing and our innovative approach for utilizing 

both counterfactual causal logic (e.g., use of random and pseudorandom signal design) coupled 

with this INUS Causal logic to provide a robust way of studying this causally complex domain.  

In particular, this study explores the causal relationships among INUS factors, forms, and 

conditions in the context of physical activity in a way that can be targeted to be used in the 

practical systems including commercial ones.  Building on this foundation, we can utilize high-

frequency (minute-level) time-series wearable data to explore causal factors.  This approach 

provides a basis for better understanding of the relationship between physical activity and 

interventions and, offers an opportunity to synthesize transportable patterns.  Furthermore, by 

using this study as a case study, we have developed and demonstrated methods to explore 

idiographic, dynamic INUS condition causality in intensive longitudinal data.  Our system 

identification methodology, in particular, provides theoretical and empirical support for this 

process. 
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Chapter 7 CONCLUSION 

 

The goal of this study was to individually determine if an intervention delivered at the 

right time for that person results in significant increases in steps relative to the same condition 

without the intervention, for each person.  Results of our primary analyses confirmed our 

hypotheses.  First, as expected, the results from the nomothetic analyses suggest that the 

intervention components, as implemented within the trial, would not be appropriate for 

implementing at scale as, on average across the study sample, they were not effective.  These 

results also suggest that our theoretically driven approach to define JIT states, on average and 

across the population was not effective, thus, again, suggesting the decision policies, as 

implemented in this trial, should not be used on a population level to support people in 

increasing steps/day.  These null population-level results were in line with a priori expectations.  

Second, and our more true primary analyses, this system identification optimization trial 

provides the hypothesized evidence needed to demonstrate the capacity of our approach for 

identifying individualized states whereby each person could benefit from receiving support at the 

“right time” and in the “right place” for them for most of our target sample.  The trial provides 

evidence to suggest that significant increases in steps/day would likely be observed if 

intervention options are provided at the right time and place for each person.  Further, these 

results demonstrate that our system identification approach provides a viable, deployable, and 

scalable approach for identifying those JIT states for individuals.  Together, these results provide 

strong justification for the next step in this systematic line of research whereby we would 

integrate this system identification optimization trial into a control optimization trial (COT) that 

enables these insights to be used in real-time and at scale in a future JITAI to support increases in 

physical activity.   
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Chapter 8 APPENDICES 

Appendix 1. Opportunity Condition Operationalization Study 

Title 

Development and Validation of Multivariable Prediction Algorithms to Estimate Future 

Walking Behavior in Adults: Retrospective Cohort Study 

Abstract 

Background 

Physical inactivity is associated with numerous health risks, including cancer, 

cardiovascular disease, type 2 diabetes, increased health care expenditure, and preventable, 

premature deaths.  The majority of Americans fall short of clinical guideline goals (i.e., 8000-

10,000 steps per day).  Behavior prediction algorithms could enable efficacious interventions to 

promote physical activity by facilitating delivery of nudges at appropriate times. 

Objectives 

The aim of this paper is to develop and validate algorithms that predict walking (i.e., >5 

min) within the next 3 hours, predicted from the participants’ previous 5 weeks’ steps per minute 

data. 

Methods 

We conducted a retrospective, closed cohort, secondary analysis of a 6-week 

microrandomized trial of the HeartSteps mobile health physical-activity intervention conducted 

in 2015.  The prediction performance of 6 algorithms was evaluated, as follows: logistic 

regression, radial-basis function support vector machine, eXtreme Gradient Boosting (XGBoost), 

multilayered perceptron (MLP), decision tree, and random forest.  For the MLP, 90 random layer 

architectures were tested for optimization.  Prior 5-week hourly walking data, including 

missingness, were used for predictors.  Whether the participant walked during the next 3 hours 

was used as the outcome.  K-fold cross-validation (K=10) was used for the internal validation.  
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The primary outcome measures are classification accuracy, the Mathew correlation coefficient, 

sensitivity, and specificity. 

Results 

The total sample size included 6 weeks of data among 44 participants.  Of the 44 

participants, 31 (71%) were female, 26 (59%) were White, 36 (82%) had a college degree or 

more, and 15 (34%) were married.  The mean age was 35.9 (SD 14.7) years.  Participants (n=3, 

7%) who did not have enough data (number of days <10) were excluded, resulting in 41 (93%) 

participants.  MLP with optimized layer architecture showed the best performance in accuracy 

(82.0%, SD 1.1), whereas XGBoost (76.3%, SD 1.5), random forest (69.5%, SD 1.0), support 

vector machine (69.3%, SD 1.0), and decision tree (63.6%, SD 1.5) algorithms showed lower 

performance than logistic regression (77.2%, SD 1.2).  MLP also showed superior overall 

performance to all other tried algorithms in Mathew correlation coefficient (0.643, SD 0.021), 

sensitivity (86.1%, SD 3.0), and specificity (77.8%, SD 3.3). 

Conclusions 

Walking behavior prediction models were developed and validated.  MLP showed the 

highest overall performance of all attempted algorithms.  A random search for optimal layer 

structure is a promising approach for prediction engine development.  Future studies can test the 

real-world application of this algorithm in a “smart” intervention for promoting physical activity. 

Keywords 

mobile health; mHealth; physical activity; walk; prediction; classification; multilayered 

perceptron; microrandomized trial; MRT; just-in-time adaptive intervention; JITAI 

 

Introduction 

Physical inactivity is associated with numerous chronic diseases, including cancer, 

cardiovascular disease, type 2 diabetes [17,146,216], increased health care expenditure [38], and 
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preventable, premature deaths [38].  Insufficient physical activity (PA) cost $53.8 billion 

worldwide in 2013.  Clinical guidelines indicate 8000-10,000 steps per day [18]; nevertheless, 

the majority of Americans fall short of this goal [217]. 

In order to increase the level of PA, more than 300 commercial mobile apps have been 

developed [218].  The recent development of information technologies enabled mobile apps to 

deliver behavior change support when the users need this the most or when the utility (e.g., how 

much the amount of PA was increased by the in-app notification) is predicted to be high.  This 

new, promising type of intervention is called a just-in-time adaptive intervention (JITAI) [83]. 

JITAIs are not widely used (e.g., 2.2% in 2018 [218]) by commercially available apps.  

However, it has been shown that JITAIs have the capacity to improve adherence and efficacy 

[1,219,220].  In addition, health behavior theories that commonly work as theoretical foundations 

for JITAIs [219], including social cognitive theory [221] and goal setting theory [222], 

emphasize the importance of timely feedback and anticipatory intervention [221,223–225].  

Adaptation to individual, time-varying needs is theorized to be an effective strategy [223] for 

implementing time-accurate feedback and anticipatory intervention [225].  Since the opportunity 

window to intervene depends on the individual’s environment, a fully automatic, predictive 

algorithm that can be run repeatedly is one of the key components of JITAI apps [223].  Thus, 

developing accurate algorithms to empower JITAIs to promote PA is a central task in overall 

JITAI development. 

Prior JITAI studies used pure randomizations [226], condition-triggered Boolean logic 

[227,228], a combination of manually designed logics [229], or models that reveal the 

mathematical relationships between input factors and the behavior (e.g., system identification 

[165]) so that researchers could understand which factors are predictive of the behavior.  In this 
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study, the models were evaluated mainly focusing on predictive accuracy rather than 

explainability [230].  Time series data of walking behavior (i.e., steps per minute) measured by a 

wearable sensor was used to predict future walking behavior.  Multiple algorithms were 

compared using various metrics, including accuracy, Mathew correlation coefficient (MCC), 

sensitivity, and specificity.  If these algorithms can be produced, it would be a critical step 

toward JITAIs that are cost-efficient and fully autonomous (i.e., without human couch 

interventions), and thus, it could be a valuable part of overall approaches for improving 

population health.  To ensure the model's cost-efficiency and real-time usage feasibility, the 

training computation time was measured in the standardized computing environment. 

Methods 

Source of Data 

This study used the deidentified Jawbone walking data (i.e., steps per minute) from the 

HeartSteps study [137], conducted in the United States from August 2015 to January 2016. 

Ethical Considerations 

The original study [137] was approved by the University of Michigan Social and 

Behavioral Sciences Institutional Review Board (HUM00092845) for data collection.  As the 

data in this study were deidentified prior to being provided, the study was deemed as non-human 

subject research by the University of California San Diego Institutional Review Board.  This 

study adhered to the TRIPOD (Transparent Reporting of a multivariable prediction model for 

Individual Prognosis or Diagnosis) statement on reporting development and validation of the 

multivariate predictive models [231] (Supplemental Table 8.1). 

Study Design and Data Processing Protocol 

Exclusion and Data Transformation 

Minute-by-minute walking data (i.e., number of steps per minute) were preprocessed in 

the following three steps: (1) excluded the participants who have the data of less than 10 days, 
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(2) excluded the data if the participant was inactive (i.e., 0 step per minute) or partially active 

(i.e., less than 60 steps per minute) during the minute, and (3) excluded short walks lasted less 

than 5 minutes.  Then, walk data were used to decide whether the participant was active or not 

during the hour.  If there was one or more walks (i.e., more than 5 consecutive walking minutes) 

during the hour, it was marked as an “active hour.” Then, the data were transformed to fit the 

machine learning algorithms (i.e., from the time-series DataFrame objects of Pandas library to 

numerical array objects containing vector objects of NumPy library). 

Training of Machine Learning Algorithms 

The hourly walk data of the 5 prior weeks were used to predict the outcome (i.e., whether 

the participant will walk or not during the next 3 hours).  The following 6 sets of algorithms were 

used: logistic regression, radial basis function support vector machine [232], XGBoost [233], 

multilayered perceptron [234], decision tree, and random forest [235] (Figure 8.1).  We used the 

implementation of the open-source projects named “scikit-learn” [236], Keras [237], XGBoost 

[233,238], and “Sci-Keras” [239] for each algorithm. 

 

Figure 8.1 Brief algorithm descriptions of classification models 

 

Target Imbalance 

Due to sleeping hours and sedentary hours, nonactive hours usually outnumbered active 

hours.  In machine learning algorithms, the phenomena are called “target imbalance” [240,241].  

They usually critically reduce the performance of the prediction algorithm.  Thus, in this study, 

we randomly sampled the nonactive hours to attain the same number as that of active hours. 
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K-fold Validation 

After balancing the targets, the data were shuffled to perform K-fold validation [194] 

(Figure 8.2).  We used K=10 in this study.  We divide the shuffled data into 10 parts.  Then, 1 

part was separated out for validation purposes, and 1 part was separated out for performance 

evaluation.  The 8 out of 10 parts were used for machine learning algorithm training, and 1 part 

is used to reduce the risk of overfitting of the training data [194].  The process is iterated for 10 

times, traversing each part for validation.  The method allows us to internally validate the 

performance of the prediction engine.  K (=10) sets of results were compared across the 

algorithms. 

 

Figure 8.2 Brief description of K-fold validation method (e.g., K=10) 

Outcomes 

Hourly data were generated during the preprocessing step.  For the outcome variable, the 

activity data for 3 hours were merged.  If the participant walked during the 3 hours, the outcome 

was assigned as “walked.” 

Predictor Variables 

In addition to 5 weeks’ hourly walking data, the variables noting the current date and 

time were used as predictors (Table 8.1).  Each variable was encoded by the “One-hot-encoding” 
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method [242].  It was a commonly used method to represent categorical (including ordinal or 

finite scale) variables in machine learning.  The method converts the categorical variables (i.e., N 

possible options) into an N-dimensional vector.  Integers such as a current hour or current month 

were also converted into vectors.  Each element of the vector can be ones or zeros.  Each position 

in the vector denotes a particular value of options, and if a certain position was 1, the original 

value was mapped correspondingly.  In a single vector, only one “1” was allowed.  Since the 

encoding method enables the machine learning algorithm to train fast, it was commonly used.  

The discussion on the impact of the method on prediction performance was inconclusive [242]. 

Table 8.1 Variables used in classification algorithms. 

Predictor variables 

• Current hour (24 dichotomous variables, one-hot-encoded) 

• Today’s day of the week (7 dichotomous variables, one-hot-encoded) 

• Current month (12 dichotomous variables, one-hot-encoded) 

• Current day of the month (31 dichotomous variables, one-hot-encoded) 

• Five Weeks’ hourly walking (Yes/No/Missing, 3 dichotomous variables, one-hot-

encoded) 

 

Outcome Variable 

• Whether the individual will walk during the next 3 hours (Yes/No, 1 dichotomous 

variable) 

 

Random Search for Multilayered Perceptron Model Structure 

Unlike other algorithms in this study, the multilayered perceptron (MLP) algorithm uses 

layer architectures as one of the critical performance factors.  Optimization techniques such as 

evolutionary programming [243] or random search or grid search [244] may be used.  A random 

search was used to maximize the implementation burden while not losing too much performance 

(Table 8.2). 
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Table 8.2 Pseudocode for searching optimal model structure. 

K = 10, MAX_LAYER = 10, MIN_N = 10, MAX_N = 1000 
 
db = initialize_db() 
For k = 1 to K:                           # experiment K times 
For n = 1 to MAX_LAYER:                   # increase number of layers 
   model = initialize_model()             # initialize the model 
   For i = 1 to n:                        # for each layer 
      n_neuron = random(MIN_N, MAX_N)     # decide number of neurons 
      model.add_layer(n_neuron)           # add a layer 
   model.train(train_data)                # train the model 
   metric = model.test(test_data)         # measure the performance 
   db.insert(model, metric)               # save the performance metric 

 

Validation of the Models 

The internal validation was performed by the K-fold validation methods.  We used K=10.  

Individual test results were used to calculate the performance metrics such as accuracy, 

specificity, sensitivity, or MCCs.  Data separation for the K-fold validation was conducted 

beforehand, which allows us to compare the metrics across the algorithms. 

Mathew Correlation Coefficient 

Mathew Correlation Coefficient [245] was defined as follows in Equation 8.1: 

𝑇𝑃×𝑇𝑁 − 𝐹𝑃 ×𝐹𝑁

√(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
  (Equation 8.2) 

 

Where TP is true positive, TN is true negative, FP is false positive, and FN is false negative. 

MCC was sometimes used as an optimization metric.  In this study, we measured MCCs 

as a performance metric, not the optimization metric.  Since we have balanced the output (see the 

Target Imbalance section), accuracy was used as the optimization metric. 

Computation Time 

To conduct fair comparisons for the computation time, each model was trained in an 

isolated, standardized computing environment so that the system clock could measure the time 

elapsed.  The system was reset every time a single execution was completed to minimize the 

fallout of the previous execution to the upcoming execution.  Elapsed times were averaged and 

analyzed per algorithm. 
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Results 

Study Population and Baseline Characteristics 

A total of 41 (93%) out of 44 participants were included in the analysis [137].  The 

population's average age was 35.9 years.  Of the 44 study participants, 31 (71%) were female, 26 

(59%) were White, and 13 (30%) were Asian, with 36 (82%) having college degree or more.  

Moreover, 27% (n=12) of the participants had used a fitness app or activity tracker (Table 

8.3Table 8.3 Baseline characteristics of participants at study entry.). 

Table 8.3 Baseline characteristics of participants at study entry. 

Variable Value 

Gender, n (%)  

 Female 31 (71) 

 Male 13 (30) 

Race, n (%)  

 White 26 (59) 

 Asian 13 (30) 

 Black or African American 2 (5) 

 Other 3 (7) 

Education, n (%)  

 Some college 8 (18) 

 College degree 13 (30) 

 Some graduate school or graduate degree 23 (52) 

Married or in a domestic partnership, n (%) 15 (34) 

Have children, n (%) 16 (36) 

Used fitness app before HeartSteps, n (%) 12 (27) 

Used activity tracker before HeartSteps, n (%) 10 (22) 

Phone used for study app, n (%)  

 Used personal phone 21 (48) 

 Used study-provided phone 23 (52) 

Age (years), mean (SD) 35.9 (14.7) 

 

Data Summary for Predictor and Outcome Variables 

On average, participants had available walking data for 43.3 (SD 9.1) days and 145.7 (SD 

44.6) minutes per day.  The average number of walking minutes per participant per day was 

reduced to 53.3 (SD 26.1) minutes after filtering with the threshold of 60 steps per minute 

(Methods section).  Participants had 2.6 (SD 1.7) walks (i.e., 5 or more consecutive walking 
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minutes) every day (Methods section).  Average length of each walk was 10.3 (SD 8.0) minutes.  

In hourly view, the participants had 0.6 (SD 0.1) “walking hours” (i.e., the hours in which the 

participant walked) per day (Figure 8.3).  Missing data were also used as a predictor state 

(Methods section).  There were 18.1 (SD 13.4) missed days on average per participant, 

equivalent to 36.9% (SD 26.3%) of total days per participant.  In the matter of outcome variable, 

as training and validating data set, 8129 “walking hours” and 37,711 “non-walking hours” (e.g., 

nighttime or sedentary hours) were prepared (Methods section).  Across the data, 17.7% of the 

time included participant activity.  Thus, inactive time is 4.64 times more common than active 

time.  The target imbalance was handled by undersampling (Methods section). 

 

Figure 8.3 Overall distribution of walking data (one narrow cell=one hour) 
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Development of Prediction Algorithms 

The calculation time vastly varied (Table 8.4).  The radial basis function support vector 

machine algorithm and multilayered perceptron algorithm took the longest period to run.  Tree-

based algorithms such as decision tree and random forests were shorter than others.  Random 

search to discover the optimal layer structure was tried.  The optimization process improved the 

accuracy of the MLP algorithms from 49.8% to 82.1%.  The process also improved all other 

metrics (Figure 8.4). 

 

Figure 8.4 Performance of tried neuron architectures (90 trials) 

Table 8.4 Performance metrics of tried algorithms. 

Algorithms 
Accuracy, 

mean (SD) 

MCCa, mean 

(SD) 

Sensitivity, 

mean (SD) 

Specificity, 

mean (SD) 

Logistic 

regression 
0.772 (0.012) 0.545 (0.024) 0.795 (0.015) 0.749 (0.023) 

RBFb SVMc 0.693 (0.010) 0.389 (0.020) 0.746 (0.022) 0.641 (0.017) 

XGBoost 0.763 (0.015) 0.530 (0.030) 0.816 (0.010) 0.711 (0.030) 

Multilayered 

perceptron 
0.820 (0.011) 0.643 (0.021) 0.861 (0.030) 0.778 (0.033) 

Decision tree 0.636 (0.015) 0.281 (0.026) 0.509 (0.075) 0.762 (0.049) 

Random forest 0.695 (0.010) 0.396 (0.023) 0.776 (0.019) 0.614 (0.018) 
aMCC: Mathew correlation coefficient. 
bRBF: radial basis function. 
cSVM: support vector machine. 
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Validation and Model Performance 

The reference algorithm (logistic regression) showed 77.2% (SD 1.2%p) accuracy.  

XGBoost showed 76.3% (SD 1.5%p), radial basis function support vector machine showed 

69.3% (SD 1.0%p), decision tree showed 63.6% (SD 1.5%p), and random forest showed 69.5% 

(SD 1.0%p), respectively.  MLP performance largely varied from 49.8% (SD 1.7%p) to 82.1% 

(SD 1.3%p).  Only 3 MLP architectures with the highest accuracies were included (Table 8.4, 

Table 8.5; Figure 8.5).  Sensitivities, specificities, and MCC showed similar patterns to the 

accuracies.  The decision tree algorithm generally showed the lowest performance overall, except 

on the dimension of specificity.  MLP showed the highest performance across metrics (82.0% 

accuracy, 86.1% sensitivity, and 77.8% specificity). 

Table 8.5 Average confusion matrix of each model of K-fold validation for the validation data 

set. 

 
True positive, 

mean (SD) 

True negative, 

mean (SD) 

False positive, 

mean (SD) 

False negative, 

mean (SD) 

Logistic regression 646.3 (27.3) 609.0 (30.6) 203.5 (18.8) 166.2 (11.7) 

RBFa SVMb 606.3 (25.4) 520.3 (18.3) 292.2 (19.4) 206.2 (19.5) 

XGBoost 663.0 (18.3) 577.6 (33.3) 234.9 (24.7) 149.5 (12.3) 

MLPc 699.9 (35.2) 632.6 (34.7) 180.0 (27.5) 112.6 (24.2) 

Decision tree 413.8 (65.4) 619.7 (52.5) 192.8 (39.1) 398.7 (56.5) 

Random forest 630.3 (13.6) 499.0 (18.2) 313.5 (20.9) 182.2 (20.7) 
aRBF: radial basis function. 
bSVM: support vector machine. 
cMLP: multilayered perceptron. 
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Figure 8.5 Performance metrics of the tried models1 

1 Top three architectures were chosen among MLP engines. 
 

Computation Time 

In all the tested performance indicators, the optimized MLP showed the best performance 

and showed the second-longest training time of 225 seconds on average (Table 8.6).  If we add 

up the total training time of all 90 optimization experiments, it took 56 hours.  It was feasible to 

consistently evaluate training speed, accuracy, MCC, sensitivity, and specificity within the 

standardized performance evaluation framework.  Through 90 random experiments, multiple 

MLP algorithms with optimized performance were obtained.  The development, validation, and 

evaluation protocols can be used for similar prediction or classification problems. 

In the matter of computation cost-efficiency (i.e., predictive performance vs computation 

time), each algorithm showed characteristic results.  The logistic regression had reasonable 

prediction performance and relatively low average computation time cost, whereas MLP showed 

generally higher prediction performance but had the second highest average computation cost 

(Figure 8.6). 
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Table 8.6 Computation time to reach optimally trained status (secondsa). 

Algorithms Minimum Maximum Mean (SD) CI 

Logistic regression 20.73 24.89 22.37 (1.50) 19.43-25.31 

RBFb SVMc 413.09 683.62 496.57 (94.58) 311.19-681.96 

XGBoost 63.92 73.75 67.79 (4.33) 59.30-76.27 

Multilayered Perceptron 172.14 300.36 225.35 (38.83) 149.24-301.46 

Decision tree 3.30 13.20 5.89 (2.68) 0.65-11.14 

Random forest 4.32 13.42 6.63 (2.53) 1.68-11.57 
aComputation was done in Google Colaboratory Pro+ (High-RAM mode with GPU hardware 

accelerator); 8 cores of Intel Xeon CPU 2.00 GHz, 53.4GB Memory, Tesla P100-PCIE-16GB. 
bRBF: radial basis function. 
cSVM: support vector machine. 

Python 3.7.3, Sci-Kit Learn 1.0.2, Numpy 1.21.6, and Pandas 1.3.5, Tensorflow 2.8.0, xgboost 

0.90, keras 2.8.0 were used. 

 

 

 
Figure 8.6 The comparisons between algorithms in the matter of mean computation time and 

mean prediction accuracy. 

 

It was feasible to consistently evaluate training speed, accuracy, MCC, sensitivity, and 

specificity within the standardized performance evaluation framework.  Through 90 random 

experiments, multiple MLP algorithms with optimized performance were obtained.  The 
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development, validation, and evaluation protocols can be used for similar prediction or 

classification problems (Figure 8.7). 

 

Figure 8.7 The data processing protocol 

Discussion 

Key Implications 

The high-level focus of our work is to develop approaches for using data from individuals 

themselves to create more individualized and adaptive support via digital technologies.  In this 

paper, our goal was to test if predictive models could be generated that would be useful in terms 

of sensitive and specific probability estimates of the likelihood that someone will walk within an 

upcoming 3-hour window and that it could be done in a computationally efficient fashion.  The 

latter part is important as computational efficiency is needed to enable the predictive models to 

be incorporated into future just-in-time adaptive interventions (JITAIs) that could use these 

predictive models to guide future decision-making.  To support robust, automated decision-

making within a JITAI to increase walking, our goal was to test if it would be feasible to produce 

predictive models that are informative for individuals in terms of identifying moments when a 

person has some chance of walking as opposed to either times when a person will clearly walk 

and thus does not need support, or times when there was near-zero probability that, in a given 3-



203 

hour window, a person will walk.  If a predictive model could be produced that would provide 

this information, it would enable a JITAI that could incorporate these individualized predictions 

as a signal that could be used for making decisions on whether a given moment would be a just-

in-time moment to provide a suggestion to go for a walk, with the predictive model used to 

predict the likelihood that, within the next 3 hours, the person would have the opportunity to 

walk while also having a need for a suggestion (i.e., a person would not need a suggestion to 

walk if they are very likely to walk anyway).  Our results, overall, suggest it is possible to 

generate said models in a scalable fashion, which could then be incorporated into a future JITAI 

that incorporates these individualized predictive models.  Central to this work, the models 

produced here are definitionally idiographic in nature and thus appropriate for each individual.  

Thus, the results from the model should not be generalized to other samples.  Instead, the key 

transportable knowledge from this work is the overall approach used for selecting models to 

guide individualized decision-making in future JITAIs (Figure 8.7). 

Principal Findings 

We developed 6 models (one of which was a group of models, and we chose the best 3 

model architectures) for predicting future walking behavior within the subsequent 3-hour period 

using the previous 5 weeks’ hourly walking data.  MLP algorithm showed the best performance 

across all 4 metrics within this sample.  A random search for MLP architecture produced an 

optimal model with the best performance.  Using predictive engines to decide how to configure 

JITAIs could enable the mobile physical activity app to deliver more timely, appropriate 

intervention components such as in-app notifications.  To the best of our knowledge, 

interventions that use predictive models to adjust to participant’s behavior are still uncommon.  

Thus, our study makes a significant contribution by introducing the use of predictive algorithms 

for optimizing JITAIs. 
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Methodological Considerations and Comparison with Prior Work 

In this study, we designed a protocol to develop and validate a predictive model for 

walking behavior.  While developing the model, we had a few common issues that should be 

handled as follows. 

Small Data Sets and the Potential Risk for Low External Validity 

Despite the effort to validate the model with the K-fold cross-validation, since we are 

using a small number of short time-series data, high levels of external validity are not assumed.  

However, since the model we developed in this study did not assume any prior knowledge or 

variability (i.e., nonparametric), additional training data are theorized to harness better 

performance.  The model also did not use the pretrained coefficients; we used randomized 

coefficients.  This leaves room for better performance and higher computation efficiency when 

we use the pretrained model from this study to extend the training.  Publicly available lifestyle 

data, including the All-of-Us project [246] and the ones available on the public data platforms 

[247], will be a good way to extend the data set. 

Target Imbalance 

Target imbalance is defined as a significantly unequal distribution between the classes 

[240].  In numerous clinical [248,249] and behavioral [240] data modeling studies, target 

imbalance is a common issue.  Although a few oversampling methodologies to tackle unbalanced 

output data have been developed [250], this study used an undersampling approach due to 

potential concerns of exaggerated accuracy [241].  The separate analysis with oversampling of 

the same data and methodologies showed 5%-10% increases in the accuracy.  It is suspected that 

the underlying individual behavior patterns in the training samples are partly included in the test 

and validation samples. 
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Performance Metrics 

Accuracy is the most commonly used performance metric to evaluate classification 

algorithms.  However, the accuracy metric is also known to have the inability to distinguish 

between type 1 and type 2 errors [251].  The metrics of sensitivity and specificity are also 

commonly used to overcome the limitation of accuracy.  The information represented by both 

metrics is partial (i.e., both are addressing either type of error).  MCC [252] is used more 

commonly in recent publications due to its statistical robustness against target imbalance, which 

is a common issue of clinical and behavioral data.  Considering the imbalance of the 

classification problem of interest, we included MCC as a performance metric. 

Limitations of This Study 

The original study was designed for the purpose of pilot-testing and demonstrating the 

potential of microrandomized trials.  Thus, these analyses are all secondary in nature.  Further, 

the initial study was a small study, with only a minimum amount of data (n=41) used.  

Additionally, since the participants were recruited in a homogeneous environment and 

demographic groups, the external validity of the algorithms may be limited.  With that said, the 

overall approach for formulating predictive models and their selection could feasibly be used in 

the future and, thus, it is more of our protocol and approach that is likely to be generalizable and 

generally useful for JITAIs compared to any specific insights from the models we ran.  We 

contend that, for any targeted JITAI, a precondition for this type of approach is the appropriate 

data available, and that, for any JITAI, it is more valuable to build algorithms that match 

localized needs and contexts than seek to take insights from some previous samples that are 

different from a target population and assume they will readily translate.  This, of course, can be 

done with careful tests of transportability using strategies such as directed acyclic graphs to 

guide the production of estimands [253] that would create formalized hypotheses of 
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transportability.  However, this is a much higher bar for transportability that, while valuable, can 

often be prohibitive for fostering progress in JITAIs.  Within our proposed approach, the strategy 

involves gleaning good enough data to enable a localized prediction algorithm appropriate for 

the targeted population to be produced, with subsequent deployment factoring in strategies and 

approaches for updating and improving the algorithms as new insights emerge. 

Implication and Future Work 

The results of our study show that prediction algorithms can be used to predict future 

walking behavior in a fashion that can be incorporated into a future walking JITAI.  In this study, 

we modeled without contextual information other than the date, time, or day of the week.  

However, if the machine learning algorithm is trained using the other contextual information 

such as intervention data (e.g., whether the in-app notification message is sent or not, which type 

of message is sent, and which sentiment is used to draw attention), the prediction engine would 

be capable of simulating how the intervention components might change the behavior in the 

multiple hypothetical scenarios.  This capability would enable us to use the prediction algorithms 

uniquely, that is, comparing two or more possible scenarios to decide the optimal intervention 

mode of a JITAI.  We could decide whether to send a message, which message should be sent, or 

what sentiment we could use to draw attention to our intervention.  A pragmatic study that 

assesses the efficacy of such an approach is necessary. 

The search methods for the optimal architectures of MLP could be improved.  

Evolutionary programming [254] and weight-agnostic neural network [243] are promising 

approaches.  Such improvement could find the MLP architectures’ better performance in shorter 

computation time. 
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Conclusion 

The protocol for developing and validating a prediction engine for health behavior was 

developed.  As a case study, walking behavior classification models were developed and 

validated.  MLP showed the highest overall performance of all tried algorithms, yet it needed 

relatively higher computation time.  A random search for optimal layer structure was a promising 

approach for prediction engine development. 
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Supplemental Table 8.1 TRIPOD Checklist: Prediction Model Development and Validation 

Section/Topic Item  Checklist Item Page 

Title and abstract 

Title 1 D;V 

Identify the study as developing and/or validating a 

multivariable prediction model, the target population, and the 

outcome to be predicted. 

188 

Abstract 2 D;V 

Provide a summary of objectives, study design, setting, 

participants, sample size, predictors, outcome, statistical 

analysis, results, and conclusions. 

188 

Introduction 

Background 

and objectives 

3a D;V 

Explain the medical context (including whether diagnostic or 

prognostic) and rationale for developing or validating the 

multivariable prediction model, including references to 

existing models. 

189 

3b D;V 
Specify the objectives, including whether the study describes 

the development or validation of the model or both. 
189 

Methods 

Source of data 

4a D;V 

Describe the study design or source of data (e.g., randomized 

trial, cohort, or registry data), separately for the development 

and validation data sets, if applicable. 

191 

4b D;V 
Specify the key study dates, including start of accrual; end of 

accrual; and, if applicable, end of follow-up.  
191 

Participants 

5a D;V 

Specify key elements of the study setting (e.g., primary care, 

secondary care, general population) including number and 

location of centres. 

191 

5b D;V Describe eligibility criteria for participants.  191 

5c D;V Give details of treatments received, if relevant.  N/A 

Outcome 

6a D;V 
Clearly define the outcome that is predicted by the prediction 

model, including how and when assessed.  
193 

6b D;V 
Report any actions to blind assessment of the outcome to be 

predicted.  
191 

Predictors 

7a D;V 

Clearly define all predictors used in developing or validating 

the multivariable prediction model, including how and when 

they were measured. 

193 

7b D;V 
Report any actions to blind assessment of predictors for the 

outcome and other predictors.  
191 

Sample size 8 D;V Explain how the study size was arrived at. 191 

Missing data 9 D;V 

Describe how missing data were handled (e.g., complete-case 

analysis, single imputation, multiple imputation) with details 

of any imputation method.  

191 

Statistical 

analysis 

methods 

10a D Describe how predictors were handled in the analyses.  6 

10b D 

Specify type of model, all model-building procedures 

(including any predictor selection), and method for internal 

validation. 

192 

10c V For validation, describe how the predictions were calculated.  193 

10d D;V 
Specify all measures used to assess model performance and, if 

relevant, to compare multiple models.  
195 

10e V 
Describe any model updating (e.g., recalibration) arising from 

the validation, if done. 
N/A 

Risk groups 11 D;V Provide details on how risk groups were created, if done.  N/A 

Development 

vs. validation 
12 V 

For validation, identify any differences from the development 

data in setting, eligibility criteria, outcome, and predictors.  
195 
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Supplemental Table 8.1. TRIPOD Checklist: Prediction Model Development and Validation, 

continued 

Section/Topic Item  Checklist Item Page 

Results 

Participants 

13a D;V 

Describe the flow of participants through the study, including 

the number of participants with and without the outcome and, 

if applicable, a summary of the follow-up time.  A diagram 

may be helpful.  

196 

13b D;V 

Describe the characteristics of the participants (basic 

demographics, clinical features, available predictors), 

including the number of participants with missing data for 

predictors and outcome.  

196 

13c V 

For validation, show a comparison with the development data 

of the distribution of important variables (demographics, 

predictors and outcome).  

196; N/A due 

to  

K-fold CV 

Model 

development  

14a D 
Specify the number of participants and outcome events in each 

analysis.  
196 

14b D 
If done, report the unadjusted association between each 

candidate predictor and outcome. 
N/A 

Model 

specification 

15a D 

Present the full prediction model to allow predictions for 

individuals (i.e., all regression coefficients, and model 

intercept or baseline survival at a given time point). 

199 

15b D Explain how to the use the prediction model. 198 

Model 

performance 
16 D;V 

Report performance measures (with CIs) for the prediction 

model. 
199 

Model-

updating 
17 V 

If done, report the results from any model updating (i.e., model 

specification, model performance). 
N/A 

Discussion 

Limitations 18 D;V 
Discuss any limitations of the study (such as nonrepresentative 

sample, few events per predictor, missing data).  
205 

Interpretation 

19a V 

For validation, discuss the results with reference to 

performance in the development data, and any other validation 

data.  

N/A 

19b D;V 

Give an overall interpretation of the results, considering 

objectives, limitations, results from similar studies, and other 

relevant evidence.  

202 

Implications 20 D;V 
Discuss the potential clinical use of the model and 

implications for future research.  
202 

Other information 

Supplementary 

information 
21 D;V 

Provide information about the availability of supplementary 

resources, such as study protocol, Web calculator, and data 

sets.  

N/A 

Funding 22 D;V 
Give the source of funding and the role of the funders for the 

present study.  
207 

 

 

*Items relevant only to the development of a prediction model are denoted by D, items relating 

solely to a validation of a prediction model are denoted by V, and items relating to both are 

denoted D;V.  We recommend using the TRIPOD Checklist in conjunction with the TRIPOD 

Explanation and Elaboration document. 
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Appendix 2. Recruitment Materials 

Study Website 
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Appendix 3. Consent Form 
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Appendix 4. Opportunity Condition Operationalization 

 

The specific operationalization of the opportunity conditions used in the clinical trial 

consists of three steps. 

1.  Selection of the calculation period and data acquisition 

Depending on the length of time since the start of the intervention for each individual, the 

selection of the period to be calculated or the criteria to be utilized for calculating the 

Opportunity condition varies.  In the early days of the intervention (days 0-7), we utilized the 

past three days of data.  We split the past days into weekends and weekdays so that only 

weekday data was used to calculate the opportunity condition for weekdays, and only weekend 

data was used to calculate the opportunity condition for weekends. 

For example, if a participant started the intervention on Thursday, January 1, and the 

opportunity condition for Tuesday, January 6 needs to be calculated, January 6 is a weekday, so 

data from the three closest past weekdays would be used: 1/5 (Mon), 1/2 (Fri), 1/1 (Thu).  If an 

opportunity condition needs to be calculated for Sunday, January 4, it uses data from the three 

closest past weekends: 1/3 (Sat), 12/28 (Sun), and 12/27 (Sat). 

For each day, the calculation uses data from 1440 steps per minute, assigning a value of 1 

if the number of steps in each minute is greater than 60 and 0 if it is less than 60.  This process is 

the most essential step in determining whether a participant took steps intentionally during each 

minute. 

Then, during the mid-intervention period (days 8-21), we utilized the past 8 days of data, 

divided into weekends and weekdays.  In the late intervention period (days 22 and beyond), we 

utilized the past 5 days of data, but only from the same day of the week. 
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2.  Eliminating tiny gaits and treating short breaks between exercises as exercise 

We utilized a moving average.  We used 7 minutes as the window size for the moving 

average, averaging the 1440 minutes of each day in a 7-minute rolling window, i.e., averaging 

the minutes from 0 to 6 (i.e., whether the person walked more than 60 steps/minute, 1 if they did, 

0 if they did not), and marking the minutes as 1 if the average was above 0.55, i.e., if they 

walked more than 4 out of 7 minutes.  So, within the 7-minute window, if they walked for more 

than 4 minutes, even if it was intermittent, they were marked as having walked. 

To understand the effect of these procedures, consider an ideally simple case.  Suppose 

that on a given day, a participant took a continuous walk of 60 or more steps/minute for a total of 

𝑠 minutes, from the 𝑘-th minute to the (𝑘 + 𝑠 − 1)-th minute, with a total of s minutes. 

Window 

Coordinate 
Window Start   Window End  

 # of Active 

Minutes (>60)  
 Activity  

k-1 k-4    k+2  3   0 

k k-3    k+3  4   1 

k+1  k-2    k+4  5   1 

...                   

k+s-2  k+s-5  k+s+1        5   1 

k+s-1  k+s-4  k+s+2        4   1 

k+s  k+s-3  k+s+3        3   0 

This process will not change the data as long as the active minutes are continuous.  

However, if there are 1-3 inactive minutes in the middle of a continuous walk, the inactive 

minutes will be populated with 1.  On the other hand, if a walk only lasts 1-3 minutes, the active 

minutes will be ignored if this procedure is performed. 

3.  Only selecting the moderate possibilities 

For the minute-by-minute activity we have, we extract only the 3 hours we are currently 

interested in. (For example, if the decision point index is 0, only utilize data from hours 7-10, 

depending on their choice).  Suppose any of these 3 hours had at least 1 minute of ACTIVITY 

(only consecutive walks of 4 or more minutes survived step 2, with consecutive walks of 3 

minutes or less being eliminated).  In that case, we consider that 3 hours were ACTIVE. 
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We divide the total daily activity (note that we only target the same decision points, i.e., 

the same time of day) by the number of days covered, i.e., we average over three days if the 

intervention is 7 days or less, eight days if it is 21 days or less, and five days if it is more than 21 

days.  The Opportunity condition will be positive if the average value is greater than or equal to 

0.55 but less than or equal to 0.8.  The specific but illustrative requirements for an active day to 

satisfy these conditions are as follows. 

Period Sample Size 
Too low 

opportunity (O=0) 

“Just right” 

opportunity (O=1) 

Too high 

opportunity (O=0) 

d=0-7 3 days 0-1 active days 2 active days 3 active days 

d=8-21 8 days 0-4 active days 5-6 active days 7-8 active days 

d=21- 5 days 0-2 active days 3-4 active days 5 active days 
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Appendix 5. Fidelity Check Results 

Overall Distribution 

The overall distribution of the experimentation and measurement data points are shown in 

Table 8.7.  The intervention period was given as 260 days for all participants and 4 decision 

points per day were planned, the total number of planned decision points per participants were 

1040 times.  However, due to various reasons including withdrawal (n=2), extremely low 

adherence (n=2), study server system’s spontaneous malfunction, and premature termination of 

intervention due to staff error (n=14, 4.95 days on average), daytime travels that crosses the time 

zone borders, there were participants who had less than 1,040 decision points.  The average 

decision points were approximately 924.8 and the median value of numbers of the decision 

points was 993.5 (95.5% of 1040). 

On average, the participants received approximately 249.6 walking suggestion 

notifications during the 260-day intervention period.  As our intervention algorithms are 

designed to heavily depend on their behavior patterns, the variation was high (SD=61.3). 

The average number of steps per day of all participants was 5,852.7 steps/day.  The 

wearing time were estimated via the heart rates measured by Fitbit.  

The percentage of the time of a day wearing the Fitbit during the intervention across all 

the participants was 76.0%.  Median value was quite high (82.1% of 24 hours), which potentially 

means that most of participant wore the Fitbit even during nighttime, as recommended during the 

pre-intervention meeting.  

Among 260 days of each participant, on average, the participants wore 210.7 days over 8 

hours a day.  The standard deviation of this number was high (57.7), which means that the 

variance between individuals was high (i.e., most participants wore the Fitbit well, whereas some 

did not.) The median value was 229.5 days, and 5 percentile was 66.8 days. 
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The decision policies were assigned with the identical portions across participants (i.e., 

Full: ~50%, N+O: ~17%, N+R: ~16%, Random: ~16%).  However, due to the reasons that 

limited the total decision points as described above (e.g., withdrawal, human and system errors), 

the numbers of the decision points per decision policy were slightly off from the original planned 

numbers.  However, within a person, the portions were well maintained, because of the pseudo-

randomized signal. (See “System ID Overview” section on page 76) 

 

Table 8.7 Overall distribution of the data. 

Characteristics 

Mean (SD) 

across 

individuals 

Distribution 

(5%, 50%, 95%) 

Number of decision points 924.8 (167.9) (613.3, 993.5, 1037.0) 

  [Percentage of planned decision points] 

 

88.9% (59.0%, 95.5%, 99.7%) 

Number of walking suggestion notification 

 

249.6 (61.3) (139.4, 262.0, 319.6) 

Number of steps per day of all participants during the baseline 

 

6,326.3 (2,792.1) (2,833.1, 5,928.0, 10,705.6) 

Number of steps per day of all participants during the intervention 

 

5,852.2 (2,290.1) (1,308.5, 5,457.8, 11,277.2) 

Percentage of time of a day wearing the Fitbit during the intervention 

(%, %p) 

 

76.0 (20.7) (33.1, 82.1, 95.6) 

Number of days out of 260 when the participants wore Fitbit at least 

8 hours 

 

210.7 (57.7) (66.8, 229.5, 259.0) 

Number of decision points for each JIT decision policy assignment 

per user 

      Full (N+O+R) JIT 

      N+O JIT 

      N+R JIT 

      Random 

 

 

 

458.8 (96.0) 

163.8 (32.2) 

151.1 (30.1) 

151.1 (32.4) 

 

 

(267.2, 495.5, 537.9) 

(119.8, 168.0, 200.0) 

(114.2, 158.0, 190.8) 

(105.2, 154.0, 191.4) 

  [Percentage of planned decision points] 

      Full (N+O+R) JIT 

      N+O JIT 

      N+R JIT 

      Random 

 

 

49.6% 

17.7% 

16.3% 

16.3% 

 

(28.9, 53.6, 58.2) 

(12.9, 18.2, 21.6) 

(12.3, 17.1, 20.6) 

(11.4, 16.7, 20.7) 

 

Step Distribution Across Decision Policies 

The participants, in overall, did not show significant difference between assigned JIT 

decision policies (Table 8.8 and Figure 8.8).   
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Table 8.8 Distribution of average steps during 3 hours after decision points per user stratified by 

assigned JIT decision policies. 

Decision policies 
Average Number of 

decision points 

Average Number of 

Notifications1 

 

Mean (SD) 

 

Average Number of 

Steps 

 

Mean (SD) 

(steps/3hr) 

Distribution of 

Average Number of 

Steps 

(5%, 50%, 95%) 

(steps/3hr) 

Full (N+O+R) JIT 458.8 (96.0)  75.3 (29.7) 1167.3 (535.0) (75.1, 919.5, 3099.1) 

N+O JIT 163.8 (32.2)  70.0 (29.1) 1138.0 (494.5) (56.5, 901.1, 3062.3)  

N+R JIT 151.1 (30.1)  28.0 (16.3) 1133.9 (467.3) (61.0, 890.5, 3061.5)  

Random 151.1 (32.4) 76.3 (16.7) 1146.5 (506.2) (58.2, 881.3, 3120.4)  

1 Notifications are expected to trigger walking behavior, average numbers of notifications were 

also shown.  No significant difference of the notification density (i.e., number of notifications per 

day) was found in pairwise t-test between decision policies. 

 

 
 

Figure 8.8 Visual representation of the distribution of average steps during 3 hours after decision 

points per user per assigned JIT decision policies. 

 

Distribution Across Time Conditions 

The decision points were grouped into four categories: weekday morning, weekday 

afternoon, weekend morning, weekend afternoon.  Monday through Friday are categorized as 
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weekdays.  First two decision points of each day are categorized as morning.  To estimate the 

level of activity after each decision points, step counts during 180 minutes after the decision 

points were used. 

Across the time conditions, the probability of receiving notifications were highly similar. 

(See Table 8.9) On the other hand, the general activity level of weekend afternoon was 

significantly higher than all other 3 time condition. 

Table 8.9 Distribution of average notification and short-term step count per user stratified by 

time condition. 

Time Condition 

Average Probability of 

Receiving Notifications  

% (SD, %p) 

Average Number of Steps  

in 180 minutes 

Mean (SD) 

(steps) 

Distribution of Average 

Steps in 180 minutes 

(5%, 50%, 95%) 

(steps) 

Weekday Morning 25.7 (7.0) 1078.8 (504.9) (67.4, 859.1, 2897.6) 

Weekday Afternoon 28.0 (8.4) 1153.4 (500.1) (79.0, 947.9, 2905.2) 

Weekend Morning 27.3 (8.7) 1179.7 (709.0) (85.5, 915.6, 3163.8) 

Weekend Afternoon 27.3 (8.1) 1321.8 (649.7) (131.4, 1071.1, 3364.0) 

 

 

Figure 8.9 Distribution of average steps per user per time condition  
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Appendix 6. Analysis on Misalignment Between Real Time JIT States and Post Hoc JIT 

States 

 

Table 8.10 Summary of misalignment between real-time and post hoc Need states 

post hoc Need 

 

Real-time Need Positive Negative 

Total per real-

time estimation 

Positive 
26,142 

(85%, 83%)25 

4,596 

(15%, 34%) 

30,738 

(100%, 69%) 

Negative 
80 

(1%, 0%) 

6,740 

(99%, 50%) 

6,820 

(100%, 15%) 

Not evaluated then26 
5,178 

(71%, 16%) 

2,097 

(29%, 16%) 

7,275 

(100%, 16%) 

Total per post hoc 

estimation 

31,400 

(70%, 100%) 

13,433 

(30%, 100%) 

44,833 

(100%, 100%) 

 

• Portion of the aligned samples of all samples: 73% 

• Portion of the aligned samples of real-time estimates: 88% 

• Recall (Portion of the true positive among real-time positive): 85% 

• Precision (Portion of real-time positive among post-hoc positive): 83% 

• False discovery rate (Portion of false positive among post-hoc positive): 0% 

• False negative rate (Portion of false negative among real-time positive): 15% 

 

  

 
25 Row-wise portion, then column-wise portion. 
26 During the intervention, the JIT states that are not necessary at the moment were not evaluated, depending on the 

decision policies of the day (e.g., Random). 
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Table 8.11 Summary of misalignment between real-time and post hoc Opportunity states 

post hoc  

Opportunity 

 

Real-time Need Positive Negative 

Total per real-

time estimation 

Positive 
1,977 

(13%, 45%)27 

12,944 

(87%, 32%) 

14,921 

(100%, 33%) 

Negative 
972 

(6%, 22%) 

14,116 

(94%, 35%) 

15,089 

(100%, 34%) 

Not evaluated then28 
1,424 

(10%, 33%) 

13,399 

(90%, 33%) 

14,823 

(100%, 33%) 

Total per post hoc 

estimation 

4,374 

(10%, 100%) 

40,459 

(90%, 100%) 

44,833 

(100%, 100%) 

 

• Portion of the aligned samples of all samples: 36% 

• Portion of the aligned samples of real-time estimates: 54% 

• Recall (Portion of the true positive among real-time positive): 13% 

• Precision (Portion of real-time positive among post-hoc positive): 45% 

• False discovery rate (Portion of false positive among post-hoc positive): 22% 

• False negative rate (Portion of false negative among real-time positive): 87% 

  

 
27 Row-wise portion, then column-wise portion. 
28 During the intervention, the JIT states that are not necessary at the moment were not evaluated, depending on the 

decision policies of the day (e.g., Random). 
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Table 8.12 Summary of misalignment between real-time and post hoc Receptivity states 

post hoc  

Opportunity 

 

Real-time Need Positive Negative 

Total per real-

time estimation 

Positive 
12,027 

(82%, 40%)29 

2,648 

(18%, 18%) 

14,675 

(100%, 33%) 

Negative 
11,079 

(75%, 37%) 

3,736 

(25%, 26%) 

14,815 

(100%, 33%) 

Not evaluated then30 
7,213 

(47%, 24%) 

8,130 

(53%, 56%) 

15,343 

(100%, 34%) 

Total per post hoc 

estimation 

30,319 

(68%, 100%) 

14,514 

(32%, 100%) 

44,833 

(100%, 100%) 

 

• Portion of the aligned samples of all samples: 35% 

• Portion of the aligned samples of real-time estimates: 53% 

• Recall (Portion of the true positive among real-time positive): 82% 

• Precision (Portion of real-time positive among post-hoc positive): 40% 

• False discovery rate (Portion of false positive among post-hoc positive): 37% 

• False negative rate (Portion of false negative among real-time positive): 18% 

 

 

 
29 Row-wise portion, then column-wise portion. 
30 During the intervention, the JIT states that are not necessary at the moment were not evaluated, depending on the 

decision policies of the day (e.g., Random). 
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