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Abstract

Nonequilibrium control of colloidal interactions

by

Yaxin Xu

Colloidal suspensions, consisting of particles of nano to micron scale dispersed in a

medium, experience interparticle interactions that profoundly impact the macroscopic

properties of soft materials, including stability, structure formation, and dynamics. A

mechanism to dynamically tune these interactions can provide new avenues for self as-

sembly and material processing. However, while traditional colloidal interactions have

been well understood, it has been theoretically challenging to develop frameworks for

nonequilibrium systems where interactions are dynamically evolving on the order of col-

loidal timescales.

In this thesis, I combine theoretical, experimental, and computational efforts to un-

derstand out-of-equilibrium colloidal interactions that are modulated by external stimuli.

These nonequilibrium interactions result from microscopic relaxation timescales which

are intrinsic to the colloidal system and may be controlled to vary suspension-level prop-

erties such as viscosity and morphology. First, as a proof of concept, I demonstrate

precise control of dynamic pair interactions using surface-mobile polymer-coated col-

loids that are inspired by biological cell membranes. I show that entropically-driven

surface rearrangement of polymers at colloidal contact interfaces enable an effective, dy-

namic interaction which is controllable over a range of pico-Newton forces and seconds

timescales. Later in the thesis, I extend the theoretical framework to attractive colloids

and show that polymer entropic effects regulate structure formation and phase stabil-

ity in the context of colloidal self assembly. Unlike traditional interactions, we show

viii



that surface-mobile polymers act as dynamic surfactants and allow colloids to acquire

anisotropic shape throughout the assembly process. Microscopic polymer distributions

impose unique geometric constraints between colloids that precisely control their packing

in lamellar, string, and vesicle superstructures. Then, to understand the material proper-

ties of the suspension, I develop a first-principle framework that captures the multiscale

coupling between microscopic timescales and macroscopic transport properties. Using

microrheology in a bidisperse suspension as a case study, we demonstrate that effective

depletion interactions between driven colloids are sensitive to particle timescales out of

equilibrium and cannot be predicted by equilibrium-based pair potentials. We show that

the interplay between Brownian relaxation timescales of different species plays a critical

role in governing the viscosity of multi-component suspensions. Finally, in the context

of biological systems, I use Brownian Dynamics simulations and polymer theory to in-

vestigate crowding effects on reconstituted and living cell membranes and characterize

spatial heterogeneities. Overall, several systems are presented which exhibit multiscale,

nonequilibrium interactions, and a framework connecting local dynamics to macroscopic

material properties is developed.
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Chapter 1

Introduction

Colloids are intrinsically complex systems consisting of mesoscopic particles that are

dispersed in a continuum medium. Due to their nano to micrometer length scales, col-

loidal particles move under thermal-scale forces, also known as Brownian motion, which

may be directly observed using optical methods such as light scattering and confocal

microscopy. A central theme to colloidal systems is that the microscopic interactions

between constituent particles dictate a wide range of collective, macroscopic behaviors,

such as the fluid microstructure, transport properties, and phase transitions. By control-

ling the range and magnitude of these interparticle interactions, colloids become versatile

systems for engineering novel soft materials and fluids.

Interactions between colloidal particles are facilitated by their local, microscopic envi-

ronment and have been well studied both theoretically and experimentally. For example,

grafting polymer brushes onto colloidal surfaces results in a sterically repulsive force

that helps to stabilize a suspension against aggregation. [1, 2, 3] Other common types

of interparticle interactions include electrostatic interactions, modeled by DLVO the-

ory, and depletion attraction due to nonadsorbing polymers, which is captured through

Asakura Oosawa-type potentials.[4] Furthermore, recent works have functionalized the
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Introduction Chapter 1

surfaces of colloids with biological components such as single-stranded DNA to engineer

programmable, specific interactions and modulate macroscopic phenomena such as self

assembly of colloidal superstructures.[5, 6, 7, 8] In modelling these colloidal interactions,

one typically assumes a separation of timescales between the rapid physical relaxation

of the local species, whether it be ions, polymers, or other surface-bound species, and

the colloidal Brownian diffusion to obtain a ‘static’ interparticle potential, which solely

depends on the instantaneous separation between colloids.[9, 10, 11] Such equilibrium

interactions are convenient for both theoretical and computational treatment. For ex-

ample, interparticle potentials may be directly applied to perform large scale Brownian

Dynamics simulations to understand macroscopic properties such as pressure and viscos-

ity.

In some cases though, nonequilibrium processes such as external, time-varying force

fields[12], hydrodynamic flows [13] or kinetic arrest [14] may reorganize colloids faster

than the equilibration time of the local environment. While colloids at equilibrium fol-

low Boltzmann-type distributions and well-defined thermodynamics, the physical mech-

anisms governing nonequilibrium colloidal systems are less understood. Examples of

dynamic colloidal systems include self-propelling particles that exhibit collective motion,

paramagnetic colloids that adopt string-like phases under externally toggled magnetic

fields, and dynamic bonds between particles that break and reform at characteristic

rates. Since pairwise potentials developed for equilibrium and near-equilibrium systems

likely do not apply well under these highly dynamic environments, a new theoretical

framework to understand nonequilibrium colloidal interactions is desirable.

In this thesis, I present several colloidal systems that exhibit unique, dynamic inter-

actions when driven out of equilibrium. In one study, we investigate interacting colloids

with surface-mobile, end-tethered biopolymers, inspired by the biological cell surface, or

glycocalyx. The mammalian glycocalyx consists of a phospholipid bilayer onto which

2



Introduction Chapter 1

many macromolecules, proteins, and biopolymers are anchored. The underlying bilayer

acts as a 2-dimensional fluid and enables surface diffusion of the various species, which

is critical in regulating cell-cell signalling and other physiological functions.[15, 16] In

one work, I model the mechanical properties of bulky, disordered membrane proteins

to investigate how surface mobile species regulate spatial heterogeneity and binding dy-

namics near the cell surface. Additionally, inspired by the biological interface, I aim

to modulate the intrinsic timescales at colloidal contacts to engineer a dynamic pair

potential for multiscale control of colloidal interactions out of equilibrium. In another

study, I focus on depletion-type interactions in bi-disperse colloid polymer suspensions

and demonstrate how out-of-equilibrium distributions of polymers induce colloidal mi-

crostructures and rheology that cannot be predicted by classic, equilibrium-based frame-

works. In my research, I combine analytical theory, Brownian Dynamics simulations, and

reconstituted experiments to understand the multiscale, hierarchical coupling between

macroscale colloidal processes and molecular interfacial dynamics. I aim to advance our

basic understanding of nonequilibrium colloidal interactions to achieve exquisite control

over structure and material properties under dynamic environments.

This thesis consists of independent chapters that are presented in a form suitable for

publication. The first chapter has provided an general introduction to colloidal interac-

tions out of equilibrium. Subsequent chapters provide a more in-depth analysis of the

relationship between dynamic interactions and various macroscopic behaviors exhibited

by colloidal particles. I lay the groundwork in Chapter 2 by introducing a theoretical and

experimental proof of concept for realizing non-equilibrium interactions between pairs of

colloids using dynamic contact interfaces, inspired by the mammalian cell glycocalyx.

I will describe how novel classes of surface-mobile polymers can influence the colloidal

interactions dynamically. In Chapter 3, I discover that attractive colloids with surface-

diffusing polymers self assemble adopt anisotropic shapes and form unique macroscopic

3



Introduction Chapter 1

morphologies. In Chapter 4, I demonstrate that simple bi-disperse colloidal suspensions

experience non-equilibrium depletion interactions and that the multi-scale dynamics pre-

cisely control the suspension microrheology. Finally, in Chapter 5, I return to biological

systems and apply simulations and theory to describe crowding effects on reconstituted

and living cell membranes.

4
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Chapter 2

Dynamic pair interactions mediated

by surface-mobile polymers

1. This chapter includes content from our previously published article:

[1] Y. Xu*, K. H. Choi*, S. G. Nagella, and S. C. Takatori. ”Dynamic interfaces

for contact-time control of colloidal interactions.” Soft Matter 2023, 19, 5692–5700.

doi: 10.1039/D3SM00673E.

* denotes equal contribution

Y.X. participated in the conception of the project, conducted simulations, analyzed

the data, and participated in the writing of the manuscript.

2.1 Introduction

The material properties of colloidal suspensions depend on the multibody interac-

tions between constituent particles.[1] These interactions may be programmed through

functionalizing colloids with surface species such as DNA linkers [2, 3, 4, 5] or poly-

mer brushes [6, 7] to guide or hinder colloidal aggregation. In modelling such systems,

7



Dynamic pair interactions mediated by surface-mobile polymers Chapter 2

one typically assumes a separation of timescales between the rapid relaxation of surface

species and the colloidal Brownian diffusion [8] to obtain an effective, ‘static’ pair po-

tential, which solely depends on the instantaneous pair separation.[9, 10] Although only

exact at equilibrium, static potentials have been applied successfully to describe many

colloidal suspensions out of equilibrium.

In some cases, however, nonequilibrium processes such as hydrodynamic flows [11] or

kinetic arrest [12] drive colloids together or apart faster than the surface species equi-

libration, resulting in a nontrivial interplay between the macroscopic process timescale

and kinetics at the contact interface. For instance, the stiffening of particle-particle

contacts in dense colloidal suspensions can lead to logarithmic growth in the elastic

moduli over time, in the absence of microstructural changes. [13, 14] Additionally, the-

oretical work has shown that suspensions of polymer-grafted particles can exhibit shear

thickening through hydrodynamic interactions and contact relaxation.[15, 16] Dynam-

ical interactions are also biologically relevant; cell membranes are coated by receptors

and biopolymers which spatially rearrange over cell-cell contact timescales of seconds to

minutes to trigger T cell activation.[17, 18] In these systems, a static potential is likely

inadequate for predicting nonequilibrium pairwise interactions. By modulating the in-

trinsic timescales at colloidal contacts, we aim to engineer a dynamic pair potential for

multiscale control of colloidal interactions out of equilibrium.

Consider the system in Fig 2.1: two colloids are coated by end-grafted polymers whose

grafting sites are free to diffuse laterally along the surfaces. Colloids are brought to a

small separation distance instantaneously and held fixed at those positions. Shortly after

contact, colloids experience a strong steric repulsion due to polymer overlap between op-

posing surfaces. However, through grafting-site diffusion and chain relaxations at longer

times, the polymers assume configurations that lower their overall energy, thereby re-

ducing the effective repulsion experienced by the colloids. This contact-time dependent

8
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interaction relaxes over colloidal timescales and can affect overall suspension dynam-

ics. Mechanistic understanding of these interactions has not been previously considered

theoretically or experimentally.

In this work, we combine theory, simulations, and experiments to directly measure

the force transmission between two colloidal particles coated by surface-mobile polymers

as a function of their contact time. We find that the relaxation timescale of this dynamic

interaction is modulated by nonequilibrium protocols such as colloid approach speed.

Our mechanical understanding of dynamic pair interactions may help predict the out of

equilibrium assembly of colloidal structures.

This work is organised as follows. A brief overview of the theoretical model and

simulations is presented in Section 2 and the experimental method is detailed in Section

3. In Section 4 we present results and analysis of contact-time dependent intercolloidal

forces between two polymer-coated colloids as the system relaxes toward equilibrium

and show how these interactions are precisely governed by nonequilibrium forcings. The

work closes with a discussion of these data in Section 5 as well as a simple demonstration

of how surface modifications may be leveraged to engineer different types of dynamic

interactions.

2.2 Theoretical Model

2.2.1 Smoluchowski Theory

For the system shown in Fig. 2.1, we now provide an overview of an analytical theory

to capture relaxation dynamics of surface-bound, semi-rigid polymers. The probability

density ρ(h, t|H) of finding a monomer at position h, given two colloids of size dc at a

9
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polymer relaxation

d
c

d
ρ

F

H

x

y

z

short contact time

long contact time

Figure 2.1: Brownian Dynamics (BD) snapshot of colloids coated with surface-mo-
bile polymers. Two colloids (blue) with diameter dc at separation H are coated
by same-length, end-grafted polymers (red) with surface-mobile grafting sites, mean
height h0, bead diffusion coefficient Dρ and bead diameter dρ. When the colloids are
brought into a distance H � 2h0 over a short timescale τprocess � d2

c/Dρ, the poly-
mers are forced into nonequilibrium configurations and generate a large effective force
〈F 〉 between the colloids. As the polymers relax towards equilibrium, the effective
interactions decay.

separation H, satisfies the Smoluchowski equation:

∂ρ

∂t
= −∇h · j (2.1)

where the flux contains thermal and interparticle contributions:

j = −Dρ∇hρ−Dρρ∇hV (h|H)/kBT. (2.2)

10
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Neglecting hydrodynamic interactions for now, Dρ is simply the Stokes Einstein Suther-

land (SES) diffusivity of the monomer. One may opt for a more sophisticated form of Dρ

for surface-mobile, end-grafted polymers, but we will use the SES diffusivity for simplic-

ity. Assuming semidilute polymers, the interparticle potential V = Vbrush + VHS is a sum

of the entropic penalty of chain stretching and hard-core repulsion between monomers

(see SI for functional forms). Normally, the translational motion of the colloids would

also produce an advective particle flux contribution, vρex, which scales with the approach

velocity, v.[19, 20, 21, 22] Because our model aims to capture the transient relaxation

after colloidal motion has ceased (v = 0 for t ≥ 0), we choose to set an initial, nonequili-

silica

2~20μm

SLB

F-ac n SLBb

r : separation

v : speed

hold a position

e

c d

sta onary
par cle

moving
par cle

dx

F
trap

= κ
t
∙dx

a

Figure 2.2: Experimental setup of a pair of Filamentous actin (F-actin) coated
colloidal particles. (a) Schematic of optical laser tweezers and trapped particles in
solution. (b) F-actin length ranges from 2µm to 20µm, with a mean h0 ≈ 5µm. (c,d)
Fluorescence images of F-actin (red) bound to the lipid bilayer (green) containing
polyhistidine tagged gelsolin and DGS-NTA(Ni). (e) Force measurement method.
Inset shows the displacement from laser focus (red dot) to the mass center of the
stationary colloid (yellow dot). All scale bars are 5µm.
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Figure 2.3: Effective repulsive forces between polymer-grafted colloids decay as a
function of colloid-colloid contact time due to polymer relaxation at the contact inter-
face. (a) Effective colloidal forces as a function of H for short (black) to long (yellow)
contact times. Inset shows numerical solutions of Eq. 4.16-4.17 for polymer density
ρ at short (top) and long (bottom) contact times, with the late stage, infinite time
force measured at tDρ/dc

2 = 20. Dark regions indicate higher polymer density. (b)
Effective colloidal force as a function of contact time at colloidal contact, H = dc.
Solid lines are numerical solutions to Eq. 4.16-4.17, and markers are BD simulations.

brated concentration field to represent the state of monomers at t = 0 (see SI). Eq. 4.16

is numerically evaluated using the finite element software package FreeFEM++ [23] for

an arbitrarily-large 3-dimensional volume which includes both colloidal particles and the

two polymer brush domains.

2.2.2 Brownian Dynamics Simulations

To validate our theoretical model, we also perform coarse-grained Brownian Dy-

namics (BD) simulations using HOOMD-Blue, a GPU-accelerated simulation package

(Supp. Video 1-3).[24] All particles in the simulation follow the overdamped Langevin

equation of motion:

ζ
∆xi
∆t

= FP
i︸︷︷︸

interactions

+ FR
i︸︷︷︸

Brownian

(2.3)
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with contributions from interparticle interactions and thermal forces satisfying fluctua-

tion dissipation theory. In Eq. 4.18, xi is the position of particle i, and ζ = 3πηdρ is the

drag coefficient. Polymers are modeled with identical properties using a Kremer-Grest

bead-spring model with semi-flexibility,[25] where the grafting site is allowed to undergo

diffusive translation along the surface (Fig. 2.1). To quantify the effective colloidal inter-

action mediated by brushes of mean height h0, polymerization M and surface density nρ,

we compute the force 〈F (h, t|H)〉 exerted by polymers on the colloids along their line of

centers, where F = −nρM∂HV and the brackets 〈...〉 = 1
2

∫
ρ...dh. Polymer parameters

and interactions with are chosen to match the experimental system (see SI).

2.3 Experimental Methods

In this section, we briefly summarize our experimental realization of surface-mobile

polymer-coated colloidal particles and our interparticle force measurement technique.

All force measurements were conducted using the optical tweezer (OT) setup described

in Fig. 2.2a.[26] Two polymer-grafted beads were held in two separate optical traps

focused more than 40µm from the bottom cover slip. A supported lipid bilayer (SLB)

containing dioleoyl-sn-glycero-3-phosphocholine (DOPC) was constructed on dc = 4µm

silica beads to enable mobility of surface species (Fig. 2.2b,d).[27] We chose filamentous

actin (F-actin) as the grafted polymer for its ability to polymerize to large lengths[28] and

well-known mechanical properties.[29, 30] F-actin is known to polymerize to large length

distributions,[28] and polymerization was quenched after reaching a length distribution

of 2 − 20µm by washing out unreacted materials. F-actin was end-grafted on the SLB

by 6x-histidine tagged gelsolin to an anchoring lipid, 1,2-dioleoyl-sn-glycero-3-[(N-(5-

amino-1- carboxypentyl)iminodiacetic acid)succinyl] (DGS-NTA(Ni)), which was doped

in the bilayer over a range of 0 − 10% to vary F-actin surface density between nactin ≈
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0 − 12, 000/µm2 (Fig. 2.2c, Supp. Video 4, see SI for F-actin density characterization).

The mean separation between grafting sites is 10 − 20nm, such that F-actin assumes

a brush configuration. 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DOPE) labeled

with Atto-488 was added at 1% for fluorescence.

To characterize pair interactions out of equilibrium, a pair of colloids is placed in

separate optical traps; one trap is stationary whereas the other trap translates at a fixed

speed (v = 0.5−10µm/s) to bring the colloids from a large separation (35µm) to a closest

distance of 400−500 nm before being fixed at this position for 20s (Fig. 2.2e, Supp. Video

5-6). We then measured the stationary colloid displacement about its trap center at every

time step, dx, following 〈F 〉 = Ftrap = κt · dx, with a trap stiffness κt = 0.5− 0.7pN/µm.

During the approach step, we did not observe convection-induced accumulation of F-actin

to the rear of the colloid (Supp. Video 6), indicating that hydrodynamic forces do not

macroscopically perturb the polymer distribution.

2.4 Results

2.4.1 Brush-mediated interactions relax over timescale of col-

loidal contact

In Fig. 2.3a, we plot the force exerted between the colloids as a function of the inter-

colloidal separation H for a family of contact times. The inset shows cross-sectional

monomer density solutions to Eq. 4.16 - 4.17 for short and long contact times. At a

given separation, we observe that the repulsive forces decay as a function of contact

time. At small times, t � d2
c/Dρ, we observe a repulsive force that strengthens when

brushes are fully overlapped, (H − dc) = h0, resulting from high osmotic pressure across

the contact interface.[1] When the contact times exceed the diffusive timescale for the
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grafting site to explore the colloidal surface, τR ∼ d2
c/Dρ, polymers chains and their

grafting sites have substantially depleted from the interfacial region, resulting in an order

of magnitude decrease in force. Unlike static pair potentials, this dynamic interaction is

unusual because the colloids’ instantaneous separations do not fully capture their force

and stress transmission. We also note that this dynamic interaction is governed by the

intrinsic, diffusive timescales of the polymers and is distinct from externally-imposed,

time-varying potentials.[31, 32, 33]

In the late stage, infinite time limit, taken to be tDρ/dc
2 = 20, compressed polymers

fully relax through diffusive redistribution of their grafting sites out of the contact inter-

face and spatial reorganization of the polymer chain. In Fig. 2.3b, we plot the colloidal

force as a function of contact time when colloids are in contact at the closest separation,

H = dc. We show that the force decays exponentially towards the equilibrium value,

suggesting a characteristic relaxation timescale associated with polymer reorganization

over the colloidal surface. This relaxed force is weaker than static repulsion between

polymer brushes whose grafting sites are not laterally mobile.[34, 1, 35, 36] We find good

agreement between theoretical predictions and our BD simulations despite the simplicity

of our polymer model.

2.4.2 Surface-mobile F-actin mediates dynamic colloidal inter-

actions

So far, we have demonstrated that a nonequilibrium interaction exists between col-

loids coated with surface-mobile polymer layers through a theoretical model and BD

simulations. Next, we present the experimental realization of this system. In Fig. 2.4, we

plot the interaction force against time for various approach velocities, where the translat-

ing trap stops motion at t = 0. We observed that the repulsive forces increase as the two
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Figure 2.4: F-actin grafted on lipid bilayer-coated silica colloids generates contact–
time dependent interactions between colloids. Plot shows force as a function of time on
beads with F-actin surface density nactin ≈ 12, 000/µm2 and a separate measurement
for bilayer-only control. Solid lines are time-average curves with approach speeds of
0.5 µm/s (blue), 2µm/s (red), and 10µm/s (black), averaged over five colloidal pairs.
Times t < 0 correspond to the approach step and t ≥ 0 represent times when the
colloids are at close contact (see SI Fig. 4).
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colloids approach for times t < 0 due to F-actin interactions with the opposing colloidal

surface, and is maximized at the closest separation, 〈F (t = 0)〉 = Fmax. At the fastest

approach velocity, 10µm/s (black curve), the repulsive force relaxes from Fmax to the

equilibrium force, Feq, on an observable timescale, τR ≈ 2.5s, consistent with literature

values for F-actin spatial reorganization over the colloidal size, τR ∼ 4µm2/Da ≈ 2.7s,

where Da = 1.5µm2/s is F-actin diffusivity in solution.[37] We therefore rationalize that

the in-plane fluidity of the membrane surface enables an exquisite control over the re-

organization of F-actin at the contact interface and the force transmission between the

colloids.

At slow approach velocities, 0.5µm/s, the repulsive force between the colloids im-

mediately equilibrates — their interactions are quasi-static because the polymers have

sufficient time to reorganize during every step of approach. This equilibrium force is

related to a potential of mean force, F0.5µm/s = −
∫
ρeq∂HV dh where ρeq = e−V/kBT is the

equilibrium monomer distribution, and is analogous to the infinite contact time limit of

Fig. 2.3a where interfacial polymers have fully relaxed.

As a control, we show that the forces between SLB-coated colloids without F-actin

remained approximately zero throughout, except for the small peak associated with a

lubrication force at the largest velocity. The small negative Feq ≈ 50fN indicates a weak,

van-der Waals-type attractions.

Figure 2.4 is an experimental realization of our simulations in Fig. 2.1 and 2.3, where

two colloids placed quickly into contact experienced a repulsive force that decays with

contact time. Using our membrane-coated colloids with different surface conditions, one

can create a range of designer pair potentials with tunable contact-time interactions, as

demonstrated theoretically in Fig. 2.3.
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Figure 2.5: Nonequilibrium process timescale modulates strength and relaxation
of dynamic colloidal interactions. (a) Effective colloidal force versus approach speed
at a center-center separation of 8µm, for large actin density (12, 000/µm2) (black),
moderate actin density (3, 000/µm2) (red), and SLB only (blue). (b) Relaxation time
from peak force versus approach speed. Dashed curves are solutions to Eq. 4.16-4.17,
filled circles are experiments, and crosses are BD simulations.

2.4.3 Nonequilibrium timescales compete with surface polymer

relaxation

The contact-time dependent interactions in Fig. 2.3 and 2.4 arise from the nonequilib-

rium distributions of interfacial polymers. Therefore, any process that moves the colloids

in and out of contact on a timescale that competes with polymer relaxation, such as

hydrodynamic fluid flows and other non-conservative body forces, can induce a dynamic

interaction. To understand the impact of these competing timescales, we systematically

varied the approach velocities of the colloids leading to their closest separation.

In Fig. 2.5a, we measured the effective force as a function of approach velocity at a

fixed colloidal separation (H = 8µm) for two actin surface densities, 12, 000/µm2 and

3, 000/µm2. We observe that the effective colloidal force increases for higher surface den-

sities, consistent with our hypothesis that the polymer-mediated repulsion is induced by

increased osmotic pressure (Fig. 2.3a, inset). Also, the forces generally increase for higher

18



Dynamic pair interactions mediated by surface-mobile polymers Chapter 2

approach speeds, which we attribute to the degree of F-actin compression at the contact

interface. During a “fast” approach (v > 2µm/s), F-actin of mean height h0 ∼ 5µm

is compressed at a timescale τprocess ∼ h0/v = 2.5s, which is comparable to the F-actin

reorganization on the colloid surface. Thus, polymers compress without having sufficient

time to explore favorable configurations. Higher approach speeds induce an increasingly

dense layer of interfacial F-actin, generating stronger forces. This repulsion begins to

plateau at the highest approach speed (10µm/s), possibly because polymers cannot in-

finitely accumulate. Note in Fig. 2.5a that the theoretical polymer configurations were

generated for the initial approach (see SI for polymer initialization).

Our results confirm that faster approach processes drive polymers further away from

their equilibrium distribution. Therefore, the approach timescale should not only in-

fluence the strength of polymer-mediated interactions but also control their relaxations

toward equilibrium. In Fig. 2.5b, we plot the characteristic relaxation time τR of the

effective force as a function of approach speed. In experiments, theory, and simulations,

τR is taken to be the time for the instantaneous force to relax 90% toward the equilibrium

value Feq from the peak value, Fmax. We observe that the relaxation time increases with

faster approach speeds, suggesting that polymers equilibrate more slowly when strongly

compressed.

Interestingly, the relaxation time is independent of the F-actin surface density, as

shown in Fig. 2.5b. From our flux expression (Eq. 4.17), we conclude that it is the

gradients in polymer concentration along the colloidal surfaces, ∇hρ, which drive relax-

ation towards equilibrium. This is reminiscent of Marangoni forces that drive surfactant

molecules from high to low concentrations.[38] Such a trend supports our theoretical

framework of modeling relaxation as a diffusion-mediated process, as opposed to other

mechanisms that depend on polymer concentration.
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2.4.4 Fluid-mediated effects on colloidal interactions

Lubrication approximation on bare particles

In Fig. 2.5, we have found that a free-draining model of the F-actin layer sufficiently

captures the key physics behind our experimental trends. In general, however, fluid-

mediated effects cannot be neglected. As a control, we now show that forces between SLB-

coated colloids without F-actin scale linearly with approach speed, which is consistent

with low-Reynolds number hydrodynamics (Fig. 2.5a, Supp. Video 7).[39]

As shown in Fig. 2.2e, the moving bead is brought to the stationary particle at a

fixed speed until they reach close contact. For bare, SLB-only colloids, the observed

maximum in the force Fmax primarily due to fluid-mediated hydrodynamic interactions.
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Figure 2.6: Maximum trapping forces on the stationary bead generally scale linearly
with the instantaneous velocity v1, upon closest approach with the moving particle.
The instantaneous bead velocities v1 were determined by time-differentiating the sta-
tionary bead displacements. Forces at v1 = 0 are the equilibrium interactions between
the particles, taken to be the “quasi-static” limit.
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During the approach process, the translating colloid diverts fluid from the interfacial gap

between it and stationary particle, generating viscous drag forces. When the interfacial

gap thickness is much smaller than the particle radius, the pressure difference between

the interface and the surrounding bulk medium increases significantly to expel fluid from

the thin film. Reynolds considered the asymptotic limit of a sphere approaching a planar

surface and determined that the hydrodynamic force scales sensitively with the aspect

ratio between the gap size ε and the particle diameter dc.[40] Equivalently, here we

consider the two particles asymptotically approaching the symmetry plane between them,

i.e. ε ≡ (H − dc)/dc � 1, such that, to leading order, the lubrication force due to the

squeezing motion is given by FH ∼ 3πηdcvε
−1 +O(ln(ε)).[41]

In Fig. 2.6 we compare the measurements of Fmax with the instantaneous velocities

of the stationary bead v1 along the direction of tweezer motion, computed from the

displacement time-trajectories. The slope of the force-velocity data provides the hydro-

dynamic resistance. Upon closest approach (H − dc ≈ 400nm), the stationary particle

moves away from the incoming bead due to the hydrodynamic force (see Supp. Video

7). When the moving particle stops translating, the stationary bead reverses its motion.

This momentary configuration of the beads is convenient to analyze, as the moving par-

ticle is now held in place (v2 = 0) while the stationary particle moves towards the laser

focus at an instantaneous velocity v1. In general, there are additional resistances due

to the coupling between the forces and rotations. For example, a torque-free particle

can simply rotate in response to local shearing by the fluid flow, effectively reducing the

translational resistance. However, in the thin-gap limit, the leading-order resistance due

to the force-rotation coupling scales as ln(ε).[42] Therefore, we expect the force response

on the stationary colloid to behave as

Fext
1 ∼ ζcε

−1v1 +O(ln(ε)), (2.4)
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ζc = 3πηdc is the colloidal drag coefficient. We calculated Fext
1 ≈ 0.39pN/µm/s and find

that experimentally, the bare particles is to within order of magnitude of the Reynolds

prediction. The overestimation of the theoretical result may be attributed to neglecting

the higher-order corrections to the hydrodynamic force between approaching spheres with

and without rotations. By balancing the lubrication force with the optical tweezer force,

we predict a short and constant relaxation time τSLB = 3πηd2
c/(2κt(H − dc)) ≈ 1s, in

agreement with our experimental observations (Fig. 2.5b).

Effect of end-grafted F-actin on hydrodynamic resistance

The addition of F-actin on the lipid bilayer surface increases the hydrodynamic resis-

tance to solvent flow during bead approach (Fig. 2.6). We rationalize this enhancement in

the observed resistance by considering the increased viscous dissipation inside the poly-

mer layer. Whereas the solvent flows unimpeded out of the interfacial volume for two

bare beads, introducing the polymer layers sets up a locally porous medium that inhibits

fluid flow. However, because increasing the surface density of F-actin corresponded to

a larger interparticle separation at closest approach, the peak force measurements were

not taken at small gap separations and straightforward application of lubrication theory

will not demonstrate agreement with the experimental data. Should the gap separation

be consistent with the compression of the end-grafted F-actin layers, we may refer to

existing theories for a prediction of the hydrodynamic force.

Viscous flows through porous media are typically modeled using the Brinkman equa-

tion which accounts for the medium permeability by introducing a source term to the

Stokes equations.[43] Fredrickson and Pincus applied a lubrication-type analysis of the

Brinkman equation to determine the hydrodynamic force between two grafted polymer

surfaces.[44] Modelling the local structure within the thin-gap as a semi-dilute polymer

solution, they determined the permeability in terms of the equilibrium mean separation
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between chains and its dependence on gap separation (i.e., ε). While this hydrodynamic

force scales as FH ∼ ε−
1
2 , a weaker dependence on the geometric aspect ratio than in the

Reynolds result, the magnitude of the lubrication force is enhanced through incorporation

of a polymer hydrodynamic screening length, ξH. This enhancement is consistent with the

intuition that the polymer layer impedes fluid flow and is qualitatively observed through

surface force measurements.[45, 36] Such an analysis would be valid on the nonequilib-

rium process timescales which are slower than that of F-actin reorganization, so that the

grafted layer behaves as a “static” mesh whose structure is unperturbed by fluid flow.

Otherwise, one would have to self-consistently solve the Stokes equations with a model

for the body force that couples to the polymer dynamics [46, 47], which we will leave to

future work.

2.5 Discussion

In this paper, we have demonstrated that functionalizing colloidal surfaces with

laterally-mobile, end-grafted polymers generates a dynamic pair force which relaxes as

a function of colloidal contact times. We observe that timescales of nonequilibrium pro-

cesses driving colloids into contact non-trivially compete with the timescale of polymer

brush reorganization away from the contact interface. Previous work has shown that

F-actin in concentrated systems becomes rotationally immobile due to entanglement and

hinderance by neighboring filaments.[48] At the surface concentrations probed in our

study, the average distance between grafting sites is 10-20nm, versus the actin lengths of

O(µm)). We do not expect surface-bound F-actin to pivot significantly about its anchor-

ing point and relax through rotating away from the contact interface. We believe that

slight deformations in the underlying lipid membrane by anchoring sites also cannot en-

able rotational mobility across the micrometer length scales of the contact interface.[49,
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Figure 2.7: Less-mobile surface-grafted F-actin spontaneously organizes into rigid
bundles, inducing steep and repulsive interactions which buckle when colloids are
brought together. (a) Fluorescence image of end-grafted F-actin bundles coating the
colloid whose SLB contains DPPC lipids and 10% DGS-NTA(Ni). All scale bars
are 5µm. (b) Schematic of bundled F-actin with a mean bundle length 2µm, whose
grafting sites are immobile, non-rotating, and phase-separated on the SLB surface. (c)
Effective force changing in colloidal separation H when actin-coated colloids approach
at 0.5µm/s. F-actin anchored to less-mobile DPPC SLB (red) mediates sharp force
increases and buckling near H = 10µm, in contrast to monotonic repulsion when
anchored to the more-mobile DOPC SLB (black).

50, 51] Additional effects that can influence the net interaction include frictional forces

between adsorbed polymer layers,[52, 53, 54, 55] underlying lipid-membrane deformations

due to anchoring proteins,[49, 51, 50] and fluid-mediated forces within polymer layers.[56,

44, 47] While a more accurate model that accounts for these interactions is left to future

work, we have obtained proficient agreement between our Smoluchowski theory with BD

simulations and OT experiments. We believe our simple framework captures the essential

nonequilibrium physics of polymer-mediated forces and relaxation at colloidal contacts.

We conclude this work by observing that surface chemistry and composition may be
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leveraged to engineer different types of contact-time dependent interactions. As a demon-

stration, we synthesize F-actin-coated colloids whose bilayers contain 1,2-dipalmitoyl-

sn-glycero-3-phosphocholine (DPPC), which forms more rigid membranes compared to

DOPC lipids.[57] Interestingly, the DPPC membrane organizes F-actin into rigid, pro-

truding bundles with immobile and non-rotating grafting sites (Fig. 2.7a,b, Supp. Video

8). We surmise that micro-phase separation on the bead surface [58] induces gelsolin to

form small patches, thereby organizing F-actin into bundles.

In Fig. 2.7c, we perform OT experiments to compare the effective colloidal force

between DOPC and DPPC membrane conditions as a function of colloidal separation at a

fixed approach speed (0.5µm/s). Unlike DOPC colloids, we observed sharp force increases

and buckling when F-actin bundles on DPPC colloids begin to overlap, H = 10µm

(Fig. 2.7c). Unlike the DOPC systems, the force profiles associated with F-actin on DPPC

colloids do not demonstrate significant relaxation at velocities between v = 0.5−10µm/s.

We hypothesize that the surface diffusion of F-actin on DPPC bilayers is significantly

impeded by stiff bundle formation. Mechanistic understanding of the force transmission

between bundle-forming F-actin layers is left for future work.

More generally, our conceptual framework of contact-time dependent interactions is

applicable to systems beyond pair interactions of lipid-coated particles. For example,

the interactions of a third colloid to a dimer would depend on surface rearrangement

of mobile species. By extending to N-particle interactions, we can engineer the kinetics

and morphology of multi-body assemblies. Our framework is also applicable to multi-

component interfaces with adhesive linkers and repulsive brushes, analogous to ligand-

receptor binding at crowded cell-cell junctions, and allows us to dynamic tune between

repulsive and attractive interactions. More recently, explicit considerations of surface-

mobile binding sites and their binding dynamics has been shown to influence colloidal

self-assembly.[59, 60] Understanding contact-time dependent pair interactions may assist
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the programmable design of higher-order structures in similar systems. The timescale

competition between hydrodynamic shear and dynamic pair interactions may also im-

pact particle suspension rheology.[61] Finally, our framework may help understand other

complex dynamic interfaces such as surfactant-laden emulsions,[62, 63] colloids coated

by polymers with adsorption and desorption rates,[64, 65] cell surfaces where proteins

undergo lateral rearrangement upon cell-cell contact,[17] and uptake of macromolecules

on membranes with characteristic wrapping times.[66]

2.6 Supplemental

2.6.1 Theoretical framework and simulations

In this section, we model nonequilibrium distribution of polymers with laterally-

mobile grafting sites on the surface of two colloids when they are brought into contact.

We consider their probability distribution through a Smoluchowski equation and model

the relaxation of interfacial polymers via monomer diffusion. Finally, we calculate the

instantaneous, polymer-mediated force exerted between the colloidal pair at close contact.

Smoluchowski Equation

We consider two colloids of size dc in a Newtonian fluid with viscosity η, where one

is located at the origin and the other at relative position r. The colloidal surfaces are

each coated by semi-rigid polymer brushes of polymerization M and surface density nρ

that are able to diffuse laterally across the surfaces. The conditional probability distri-

bution PN(h1, ...,hN , t; r) of finding N monomer particles at relative position h1, ...,hN

for a given colloidal separation r satisfies the time and space-dependent Smoluchowski
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equation:

∂PN
∂t

+
N∑
i=1

∇i · ji = 0 (2.5)

with the flux of α given by:

ji = −
N∑
j=1

DijPN · ∇j

(
lnPN +

Vtot

kBT

)
(2.6)

where Vtot(h1, ...,hN ; r) is the total potential energy, and Dij is the diffusivity. In the ab-

sence of hydrodynamic interactions, the monomer diffusivity follows the Stokes-Einstein-

Sutherland relation Dij = IijkBT/ζi.

Eq. 2.5 is integrated over N-1 monomer degrees of freedom to recover Eq.(1) - (2) in

the main text. In doing so, we have neglected higher order moments that, in general,

involve expanding the conditional probability by fixing more particles in place, similar

to a BBGKY hierarchy.[67] Such a closure is valid when the monomers are semidilute, is

which generally taken to be at volume fractions under 30%.[68] The governing equation

satisfies monomer mass conservation
∫
ρdh = 1 and no flux at colloid-monomer contact.

Note that the total potential energy is replaced with a mean-field potential V which

accounts for interactions between the monomer and the two colloids. We next discuss

the polymer brush model used to approximate V .

Particle Interactions

The equilibrium monomer number density at position z above the surface in a polymer

brush is approximated as a smooth, gaussian profile:

neq(z) ≈ nρe
−(z2−h20)/h20 (2.7)
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where h0 is the mean brush height. Beyond z = h0, the monomer is heavily penalized

by the entropic elasticity of the polymer chain. Note that h0 ∼ 9µm is set using the

simulations.

From the equilibrium monomer distribution, the mean field pair potential between

the monomer and the reference colloid can be defined as

Vsingle colloid(z) = −kBT ln(neq(z)/neq(0)). (2.8)

We now approximate the potential of the monomer around two colloidal particles by

summing the Boltzmann distributions of the monomers around each colloid at equilib-

rium:

V = −ln(neq(||h||) + neq(||h− r||)) (2.9)

Under this definition, we recover the equilibrium distributions of polymer density around

both colloids when in the limit of non-overlapping brushes, H � 2h0 + 2dc. We further

note that the intrinsic hard sphere collisions between colloids and monomers VHS =

Θ(||h||)+Θ(||h−r||) do not explicitly enter into the potential but is instead incorporated

as the no flux boundaries discussed previously.

Given the pair interaction potential V , the effective polymer mediated force on the

reference colloid directly follows as 〈F〉 = nρM
∫
ρ∇rV dh+nρM

∮
ρn1dS1, where the first

term is the elastic force and the second term represents the osmotic force resulting from

increased hard sphere collisions at contact. We define F = F · ex as the force magnitude

along the colloidal line of centers. At equilibrium, this polymer mediated force is weaker

than the potential derived by Dolan and Edwards for compressed polymer brushes whose

grafting sites are immobile [34] because (1) our model neglects forces resulting from chain

compression and (2) laterally-mobile polymers can exclude from the contact interface.
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Colloid Approach Speed

Up until now, we have defined an evolution equation for the monomer when colloidal

particles are fixed in space, governed by thermal diffusion and interparticle forces. In

order to consider the nonequilibrium dynamics as the colloidal system relaxes, we require

an appropriate nonequilibrium starting configuration of monomer density ρ. We hypoth-

esize the starting monomer configuration is modulated by the speed at which colloids are

brought into contact. The interfacial concentration of monomers on opposing colloidal

surfaces should increase proportionally to the speed at which colloids are compressed,

ρ ∼ Peρeq, where we have defined a Péclet number Pe = vσ/Dρ for the relative timescale

for colloids to compress the polymer brushes versus the diffusive motion of the monomers.

Note that ρ(h, t = 0|r) is normalized to satisfy mass conservation over all h.

Fluid-Mediated Effects between Colloidal Particles

To determine the hydrodynamic force in the friction-dominated limit, one must solve

the Stokes equations in the incompressible solvent

∇2u−∇p = f , (2.10)

∇ · u = 0, (2.11)

where the local velocity field u is driven by any combination of moving boundaries (e.g.,

the beads in motion), dynamic pressure gradients ∇p, or body forces f . As the Stokes

equations are linear in velocity, so, too, are the hydrodynamic forces. That is, FH ∼ ζcv,

where ζc is a drag coefficient. For an isolated, translating sphere, this relationship is

Stokes’ law, FH = −3πηdcv. However, the form of ζc becomes increasingly complicated

in the presence of nearby particles, as their rigid boundaries interfere with the long-

ranged flow disturbances induced by any one bead. Then, the total hydrodynamic force
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and torque on a bead is a linear combination of all fluid-mediated resistances to particle

translation and rotation.

2.6.2 Brownian Dynamics Simulations

Two colloids of size dc = 4σ in a solvent of viscosity η are coated by standard

Kremer-Grest bead-spring polymers [25]. The simulation length scale is σ = 1µm and

the dimensions of the periodic simulation box are Ly = Lz = 33σ, Lx = 65σ. We

coarse-grain polymer segments into beads of diameter dρ = 0.8µm with 17 beads per

chain. Results shown in Fig. 3 of the main text are obtained for a surface coverage

φ = nρ(d
2
ρ/4d

2
c) = 0.15. To accurately model F-actin and compare with experimental

results in Fig. 5, we choose surface coverages of φ = 0.15− 0.43 to match actin surface-

densities of φF-actin = π(dF-actin/2)2ρF-actin ≈ 0.11− 0.46 where the F-actin monomer size

is dF-actin = 7nm (see Supp. Video 3). For all simulations, we choose a time step size

∆t = (2 × 10−5)(σ2/Dρ) and sample the simulation every 103 time steps. We simulate

600-2000 coarse-grained polymer beads for 20-30 independent realizations to obtain rep-

resentative statistics of the nonequilibrium approach and relaxation processes. Due to

the coarse-graining of polymer segments as beads of diameter dρ, our simulation results

capture relaxation beyond the Brownian timescale of the bead t ∼ d2
ρ/Dρ and does not

account for fluctuations at smaller length and timescales. Simulations are performed

using HOOMD-Blue, a GPU-accelerated simulation package.

Recognizing that the momentum relaxation timescale is much faster than the diffu-

sive timescale in our system, the trajectory of each polymer bead in time t follows the

overdamped Langevin equation of motion:

∆xi
∆t

= ( FP
i︸︷︷︸

interactions

+ FR
i︸︷︷︸

Brownian

)/ζ (2.12)
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where xi is the position of particle i, and ζ = 3πηdρ is the drag coefficient. Note that the

Stokes-Einstein-Sutherland diffusivity of the polymer bead is defined as Dρ = kBT/ζ. In

accordance with fluctuation dissipation, the implicit solvent induces a stochastic force

satisfying 〈FB
i 〉 = 0 and 〈FB

i (0)FB
i (t)〉 = 2kBT (ζi)Iδ(t). Unlike the polymer beads which

undergo stochastic motion, the colloidal cores either move with deterministic motion

towards each other at some fixed speed (during the approach step) or are fixed in space

and cannot undergo any translation (during the relaxation step).

Particle interactions

All non-bonded particle pairs interact through a Weeks-Chandler-Anderson (WCA)

hard sphere-like potential with parameters ε = α = kBT . Adjacent polymer beads

in a chain to interact through a Finite-Extensible-Nonlinear-Elastic (FENE) potential

with equilibrium bond parameter r0 = 1.5σ and attraction strength kFENE = 30kBT .

Additionally, we employ a harmonic potential penalizing the angle θ between two adjacent

bonds, Vang = (1 − cos(θ − π))lρ/σ where the persistence length is lρ = 13σ. To graft

polymers onto the colloidal surface, we constrain the bead corresponding to the polymer

grafting site between two, concentric spherical walls, such that the grafting site may still

translate laterally but cannot detach from the surface.

Approach protocol

At the start of the simulation, polymer chains are first allowed to equilibrate at an

initial colloidal separation H = 30σ where the brushes are non-overlapping. During

the approach process, colloid and polymer bead positions are incrementally updated to

move closer by ∆Hincrem = 0.005σ − 0.08σ every ∆tincrem = 102 − 103 time steps to

bring colloids together to different separation distances 30σ < H < dc (see Supp. video

1). ∆H and tincrem are adjusted to fix the colloid approach velocity v (see Supp. video
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2). Finally, polymers are allowed to relax from their nonequilibrium configurations for

106− 107 time steps as colloids are held fixed at separation H. During the approach and

relaxation steps, the polymer-mediated force on the colloids 〈F 〉 =
∑

i F
P
i is computed

every 102 − 103 time steps.

2.6.3 Experimental methods

The main text already contains a description of our experimental methods; in this

section, we provide additional experimental detail on optical tweezer set-up and particle

fabrication.

Optical laser tweezers setup

Colloidal particles were manipulated using optical laser tweezers (Tweez 305, Aresis

Ltd, Slovenia) with a continuous infrared laser (wavelength: 1064nm, maximum power:

5W) equipped on an inverted fluorescence microscope (Ti2-Eclipse, Nikon) using oil im-

mersion Apo 100x objective lens (Numerical Aperture(NA) 1.45, Nikon). As an excitation

light source, Lumencor SpectraX Multi-Line LED Light Source (Lumencor, Inc) was used

at two different wavelengths (488nm and 647nm). A multi-wave emission filter (515/30,

680/42; Semrock, IDEX Health and Science) spectrally filtered the fluorescent lights.

Videos were acquired by CMOS camera, (Photometrics Prime 95, Teledyne Photomet-

rics) with 100 frames per second(fps) for force measurements, and 15 fps for other videos.

CMOS and microscope were operated using Micromanager 1.4 on ImageJ. Trap positions

were regulated by importing time-trajectory Matlab scripts to Tweez 305 software with

25mW/particle as a set value, not a measured power on the objective.
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Preparation of observation cell

The observation cell described in main text Fig. 2a was constructed on a 170±5µm

thickness high precision coverslip (Marienfeld) as a glass substrate, with a 5mm thick

Polydimethylsiloxane (PDMS, Sylgard 184, Dow), with a 6mm hole as a wall on the

glass substrate. To prevent colloids from sticking to the glass substrate, the observation

cell was coated with Poly(l-lysine)-graft-5k poly(ethylene glycol) (PLL-g-PEG, Nanosoft

BIotechnology LCC.)[turlier2016equilibrium]. The passivation coating on the glass

was treated by spreading 30µL of 0.1 mg/mL PLL-g-PEG aqueous solution to piranha-

cleaned glasses. After 30 min, the treatment solution was discarded from the cell. The

remaining unbound PLL-g-PEG was washed by pipetting fresh Milli-Q (MQ) water vig-

orously. This washing process was repeated more than 5 times using fresh MQ water for

every washing cycle.

Preparation of F-actin grafted colloid

Colloids coated with surface-mobile polymer were fabricated by grafting filamentous

actin (F-actin) on supported lipid bilayer (SLB) coated silica microbeads (Fig. 2b-d,

Fig. 7a-b). 4µm diameter silica microbeads, dc = 4µm, were purchased from Bangs

Laboratories and cleaned by piranha solution, a 3:2 mixture of sulfuric acid and hydrogen

peroxide, through bath sonicatation for 30 min. Then, the cleaned bead slurry was

washed with MQ water by re-dispersing and sedimenting using a centrifuge, 10,000 x g

for 3min. Chemicals used in this experiment were purchased from Sigma-Aldrich if there

are no notations.
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Lipids
Sample name DGS-NTA(Ni) [%] DOPC [%] DPPC [%] DOPE-Atto488 [%]
10% Ni-NTA 10 89 - 1
1% Ni-NTA 1 98 - 1
SLB only 0 99 - 1

DPPC 10 - 89 1

Table 2.1: Compositions of lipid for each SUV sample

Small unilamellar vesicle (SUV) synthesis

To modify the surface properties (i.e. actin density, and mobility), small unilamellar

vesicles (SUVs) were designed for each experiment. We perform tip-sonication to form

SUVs from the lipid solution [barakat2023enhanced]. Lipids 1,2-dioleoyl-sn-glycero-3-

phos-phocholine (DOPC), 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), and 1,2-

dioleoyl-sn-glycero-3-[(N-(5-amino-1- carboxypentyl)iminodiacetic acid)succinyl] (DGS-

NTA(Ni), Ni-NTA), were purchased from Avanti Polar Lipids. A fluorescence lipid,

Atto 488-1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DOPE-Atto488), was purchased

from ATTO-TEC GmbH. Lipid solutions were mixed at specific molecular ratios in a dis-

posable glass culture tube. All residual solvents were evaporated from the solution using

a vacuum chamber for 30min. After 30min, the dried lipid film was rehydrated in MQ

water to 0.2mg/mL for 10min. Before tip sonication, the rehydrated solution was vor-

texed and transferred to a 1.5mL tube. The solution was then sonicated for 3min (1s/2s,

on/off cycle) with a 20% of the maximum power of a tip-sonicator (Branson SFX250

Sonifier). Finally, 10x MOPS buffer was added to balance the osmotic pressure across

the SLB, with a final concentration of 50mM MOPS pH 7.4 and 100mM NaCl. The

compositions of SUVs for corresponding samples are described in Table 2.1.
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Formation of supported lipid bilayer (SLB) on silica beads

The SLB was formed on glass beads by incubating 10µL of silica particle solution and

an excess amount (50µL) of composition-controlled SUVs solution for 15 minutes at room

temperature. To fabricate DPPC-containing SLB, we melt DPPC lipids in a convection

oven at 40◦C in a convection oven for 2min. Free SUVs were washed with HEPES buffer

(50mM HEPES pH 7.4, 100mM NaCl) by gently removing the supernatant and adding

fresh HEPES buffer without disturbing the lipid-coated particle sediment. During the

last two washes, F-buffer was used instead of HEPES to exchange the buffer conditions

for the next step. The F-buffer composition is 50mM Tris pH 7.5, 2mM MgCl2, 0.2mM

CaCl2, 25mM KCl, 0.5mM adenosine 5’-triphosphate (ATP), and 1mM dithiothreitol

(DTT).

Grafting F-actin on SLB

We polymerized F-actin directly on the SLB-coated silica bead described in main

text (Fig. 2b, Fig. 7b). SLB-coated beads, 100nM 6x-histidine tagged gelsolin (6x-His-

Gel, HPG6, Cytoskeleton, Inc.), 20µM monomeric actin (G-actin, purified by following

the method with modification [spudich1971regulation]), 18µM phalloidin(Invitrogen),

and 2µM 647-dyed phalloidin(Alexa Fluor Plus 647 Phalloidin, Invitrogen) were added

to F-buffer in the following steps. We first mix 6x-His-Gel with SLB-coated particles and

then wait for 2 min for Histidine-Nickel binding to occur. The Histidine of 6x-His-Gel is

directly anchored to the Ni+-site of DGS-NTA(Ni) on the SLB, and Gelsolin grabs onto

the end of F-actin. After 45min, the polymerization reaction was quenched by diluting

the solution concentration 20 times using HEPES buffer. We gently pipetted to mix the

solution because F-actin is fragile to breaking. After waiting 15min for particle sedi-

mentation, unreacted reactants were washed without resuspending the particle sediment
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by discarding the supernatant through gentle pipetting. Fresh HEPES buffer was then

injected. The actin-grafted beads were used after repeating the washing process more

than 5 times.

Characterization of grafting actin density

To obtain the surface density of F-actin on the SLB at various DGS-NTA(Ni) con-

centrations, we compare against standard fluorescence beads (Quantum Alexa Fluor 647

MESF, Bangs Laboratories), which have precise sizes and known numbers of fluorescent

dyes on the surface. The dye densities on reference beads are calculated by dividing the

number of dyes by the surface area, ρdye, ref =
Ndye

4πR2 . To construct a calibration line, the

standard beads were dispersed in the 8-well chambered coverglass system (170±5µm,

Cellvis) and imaged with constant camera values, 16-bit depth, 500ms of exposure time,

and 10% of maximum power (wavelength centered at: 647nm).

From the images, the maximum brightness of the particles was plotted against surface

number density of the dye (Fig. S2.8). We perform a linear regression, I = α · ρdye + I0,

using 5 different standard beads, where I is an intensity of fluorescence signal, α is the

slope of the linear fit, ρdye is a number density of the dye [dyes/µm2], and I0 is the

background noise of the fluorescence image. Actin-grafted colloids were prepared with

a logarithmic scale of DGS-NTA(Ni) concentration in the SLB (0.01, 0.1, 1, and 10%).

The fluorescence intensity of F-actin grafting samples was measured from 647 nm existing

fluorescence images with the same conditions as standard beads. Number densities of

the dye were then converted to F-actin grafting densities by multiplying the molar ratio

of total phalloidin to dyed phalloidin, Ntotal/Ndyed = 10, since binding one G-actin to the

filament requires one phalloidin for stabilization[dancker1975interaction].

Surface grafting densities on reference beads were ρdye, ref; 0-3,441 dyes/µm2 (Fig. S2.8).

The linear regression parameters are, α = 4.6µm2, I0 = 135.5. The brightness of
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fabricated actin grafting beads was also measured with 5 different logarithmic scale

DGS-NTA(Ni) concentrations. From the measured intensities, the dye densities were

derived using the following equation, ρF-actin = Ntotal

Ndyed
ρdye = 10(I − I0)/α. So, the num-

ber densities of F-actin are ρF-actin, 10% = 12, 293 ± 1, 030 filaments/µm2, ρF-actin, 1% =

3, 211 ± 568 filaments/µm2. We hypothesize one reason why the actin surface density

does not increase linearly with DGS-NTA(Ni) concentration is because short F-actin fil-

aments tend to crowd the SLB surface at higher concentrations, preventing additional

anchoring.

Characterization of grafting actin length

The length of grafting F-actin on the 10% Ni-NTA membrane was measured from

high-contrast fluorescence images. Images and videos were acquired by 50ms of exposure

time, 10% of 647nm excitation laser powers. The range of F-actin length was roughly

2-20µm with a mean of 5µm. (Fig. S 2.9, and Supp. Video 4) We note that the dimness

of the long filaments is attributed to rapid photo-bleaching by the laser. The DPPC

membrane has a different length distribution of 2-5µm with a mean of 3µm. (Fig. 7a,

and Supp. Video 7)

Force measurement

As outlined in the main text, force measurements between two colloids were conducted

over an approach process followed by relaxation. (Fig. 2e, Supp. Video 5, 6) The two

traps are initialized at long separation, 35µm, where opposing F-actin filaments are

non-interacting. The left particle is held at a stationary trapping position to measure

forces while the right particle moves towards the stationary colloid with a constant speed

during the approach process (t < 0). At t = 0, the moving trap has held a position and

immediately started a relaxation process. Time-position data was imported from Matlab
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Figure 2.8: Brightness changing in the dye density of standard particles and sur-
face grafted actin. Inset images are corresponding pictures that have 0, 1, and 10%
DGS-NTA(Ni) lipids on SLB. Red and green colors in the inset images are represented
by F-actin and SLB respectively. Black squares are representing the fluorescence in-
tensity of reference beads. The red line is the linear regression fit of the standard
beads. The blue circles are measured data of the fabricated actin grafted colloids.

to Tweeze 305 software. We measured dynamic interactions for 5 different approach

speeds, 0.5, 1, 2, 5, and 10µm/s. Forces were calculated from the following equation,

F = κt·dx, where κt is a trap stiffness of the optical trap, and dx is a particle displacement

from the trapping focus. During force measurements, photo-bleaching was suppressed by

adding an oxygen scavenger into the medium. The oxygen-removing solution consists of

600nM of glucose oxidase from Aspergillus niger, 30nM of catalase from bovine liver, and
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f-actin

Figure 2.9: Fluorescence image of long actin filaments grafted on the 1%
DGS-NTA(Ni) SLB by increasing brightness and contrast. The scale bar is 5 µm.
See also Supp. Video 4.

10mM glucose.

Calibration of trap stiffness

To compute the trap stiffness κt, we note that F-actin surface concentration influ-

enced the thermal vibrations of the stationary trap. To account for this, we constract

a probability distribution from more than 4,000 positions of the trapped bead. The

radial displacement, dr, from the laser focus was then fit with Boltzmann distribution,

P (dr) = κt
2π

exp(−κtdr
2/2kBT ). From the probability distribution curve, we obtained a

range of trap stiffness, κt : 0.5− 0.7pN/µm.

Defining equilibrium state

To characterize the force relaxation as the system approaches equilibrium, we define a

relaxation time τR for the peak force to decay 90% toward the equilibrium value (Fig. 4).

In other words, F (t = τR) = Fmax − 0.9(Fmax − Feq), where Fmax is a maximum peak

force at t = 0, and Feq is the equilibrium force at long times, t � τR. The equilibrium

force is calculated by averaging over the range 15sec < t < 20sec when the force has
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Figure 2.10: Measured equilibrium forces, Feq, after finishing relaxation processes,
t > τR. 10% Ni-NTA, 1% Ni-NTA, and SLB only are corresponding to blue, red, and
black circles. The particle having the same grafting density makes similar equilibrium
forces, not depending on the approach process.

fully decayed. We observe that the equilibrium force is independent of approach speed

and increases for higher F-actin surface densities (Fig. S2.10). We note that SLB-only

colloids have negative forces because of van-der Waals type attractions.
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Figure 2.11: F-actin grafted on lipid bilayer-coated silica colloids generates contact–
time dependent interactions between colloids. Plot shows force as a function of time on
beads with F-actin surface density nactin ≈ 12, 000/µm2 (top curves) and a separate
measurement for bilayer-only control (bottom curves). Solid lines are time-average
curves with approach speeds of 0.5 µm/s (blue), 2µm/s (red), and 10µm/s (black),
averaged over five pairs. Dots are corresponding original data Times t < 0 correspond
to the approach step and t ≥ 0 represent times when the colloids are at close contact.

41



Bibliography

[1] W. B. Russel, D. A. Saville, and W. R. Schowalter. Colloidal Dispersions. Cam-

bridge University Press, Dec. 1989.

[2] A. Paul Alivisatos et al. “Organization of ’nanocrystal molecules’ using DNA”.

In: Nature 1996 382:6592 382.6592 (1996), pp. 609–611.

[3] P. J. Santos, T. C. Cheung, and R. J. Macfarlane. “Assembling Ordered Crystals

with Disperse Building Blocks.” In: Nano Lett. 19 (2019), pp. 5774–5780.

[4] Gang Chen et al. “Regioselective surface encoding of nanoparticles for programmable

self-assembly”. In: Nature Materials (2018).

[5] Chad A. Mirkin et al. “A DNA-based method for rationally assembling nanopar-

ticles into macroscopic materials”. In: Nature 1996 382:6592 382.6592 (1996),

pp. 607–609.

[6] Paul L. Biancaniello, Anthony J. Kim, and John C. Crocker. “Colloidal Interac-

tions and Self-Assembly Using DNA Hybridization”. In: Physical Review Letters

5 (Feb. 2005), p. 058302.

[7] Pinar Akcora et al. “Anisotropic self assembly of spherical polymer grafted nanopar-

ticles”. In: Nature Materials 8.4 (Mar. 2009), pp. 354–359.

42



BIBLIOGRAPHY

[8] Stefano Angioletti-Uberti, Bortolo M. Mognetti, and Daan Frenkel. “Theory and

simulation of DNA-coated colloids: a guide for rational design”. In: Physical Chem-

istry Chemical Physics 18.9 (Feb. 2016), pp. 6373–6393.

[9] Federica Loverso, Sergei A. Egorov, and Kurt Binder. “Interaction between poly-

mer brush-coated spherical nanoparticles: Effect of solvent quality”. In: Macro-

molecules 45.21 (Nov. 2012), pp. 8892–8902.

[10] S A Egorov. “Interactions between polymer brushes in solvents of variable quality:

A density functional theory study”. In: Journal of Chemical Physics 129.6 (2008),

p. 64901.

[11] J Vermant and M J Solomon. “Flow-induced structure in colloidal suspensions”.

In: Journal of Physics: Condensed Matter 17.4 (Feb. 2005), R187–R216.
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Chapter 3

Anisotropic self assembly and

multibody effects

1. This chapter includes content from our submitted manuscript:

[1] Y. Xu, P. Jandhyala, and S. C. Takatori. ”Dynamic surfactants for colloidal self

assembly.”

Y.X. participated in the conception of the project, conducted simulations, analyzed

the data, and participated in the writing of the manuscript.

3.1 Introduction

In colloidal self assembly, the shape of particle building blocks may be engineered

to achieve specific interparticle interactions and pack into well-defined, complex geome-

tries. Understanding the interplay between particle shape and structures is essential for

designing advanced colloidal materials with tailored properties. In general, spherical col-

loids with isotropic attractive interactions associate into a limited set of structures with

space-efficient unit cells, such as HCP and FCC, once the interaction strength exceeds
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the energy of thermal fluctuations.[1] For anisotropic colloids that interact directionally

along different axes, the phase diagram contains more open and diverse morphologies

that are inaccessible by spherical colloids with isotropic interactions.[2, 3] For example,

patchy DNA-coated colloids may assemble into strings and sheets by limiting the patch

coordination number or valency.[4, 5, 6, 7, 8, 9, 10] Elongated, rod-like colloids promote

multi-body alignment and stacking, favoring the formation of aligned liquid crystalline

phases and colloidal membranes.[11, 12] As another example, recent works have shown

that shape-complementary colloidal pairs with cavities and internal voids may be ex-

ploited for lock-and-key self assembly mechanisms.[4, 13]

While anisotropic colloids formed through irreversible chemical and physical modifi-

cations have been well studied, colloids that can reversibly reconfigure their isotropic-to-

anisotropic interactions offer new avenues for self assembly. Uniformly grafted nanopar-

ticles can form anisotropic assemblies such as sheets and strings, although the physi-

cal mechanisms for this behavior have not been identified.[14] Colloids with dynamic

shapes could exhibit adaptive behaviors such as structure reconfiguration or initiation

of specific assembly pathways on demand, thereby avoiding kinetic traps that lead to

uncontrolled aggregation and structural defects. To achieve such dynamic interactions,

we have demonstrated in a previous paper the capability to engineer colloidal particles

with surface-mobile, sterically-hindering polymer brushes.[15] Surface-mobile polymers

enable a dynamic, contact time-dependent pair interaction which may be regulated by

nonequilibrium forces. Other groups have shown that colloids coated by surface-mobile

binders such as DNA-linkers are able to reversibly form adhesive patches, enabling multi-

stage self assembly approaches. [16, 17, 9, 18] By harnessing the inherent responsiveness

of these dynamic particles, we aim to engineer colloids with surface-tunable properties

that are responsive to changes in their environment.

In this paper, we use Brownian Dynamics (BD) simulations and liquid state theory
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to study the self assembly of colloids coated with surface-mobile polymers that act as

“dynamic surfactants” (Fig. 5.1a-b). Multibody effects drive the reorganization of local

surface polymers such that intrinsically isotropic colloids may reversibly adopt anisotropic

patches upon assembly into higher order structures. By controlling density, attraction

strength, and polymer surface coverage, we observed a rich self assembly phase space

that is inaccessible by colloids with purely isotropic interactions, including vesicles, bi-

layers, and strings. We find that surface-mobile polymers are analogous to amphiphilic

surfactants, where a critical packing parameter relating the head and tail shapes predicts

the formation of micelles and bilayers.[19]

3.2 Methods

3.2.1 Simulation protocol

As shown in Fig. 5.1b, we perform Brownian Dynamics (BD) simulations of colloids

of radius Rc = σ coated by surface-mobile polymers and suspended in an implicit New-

tonian solvent of viscosity η. We briefly summarize the protocol for tethering polymer

chains onto colloidal surfaces, as documented previously.[15] Surface-mobile polymers

are modeled using a semi-flexible Kremer-Grest bead-spring model, where the bead di-

ameter is dp = 0.7σ. Each polymer chain comprises n polymer beads and each colloid

comprises m monomers.[20] In Fig. 5.1c, one end bead of the polymer is constrained on

the colloidal surface via a stiff harmonic bond such that it may freely diffuse tangentially

but cannot detach from the surface. All non-bonded particle pairs interact through a

Weeks-Chandler-Anderson (WCA) hard sphere-like potential. To study self assembly,

we introduce a short-range attraction between the colloidal cores via a Yukawa potential

with magnitude −a, screening length κ = 1, and truncation at rcut = 3Rc.
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Figure 3.1: Multi-body interactions between attractive colloids coated with “dynamic
surfactants” induce anisotropic assemblies. A) Cartoon showing progression of self
assembly from single colloids (gray) coated by surface-mobile polymers (blue). Poly-
mers exclude out of the contact interfaces to minimize steric interactions, resulting in
anisotropic growth of superstructures. B) Schematic of end-grafted polymers whose
grafting sites are free to diffuse laterally along the surfaces, with average brush height
h0 coating the colloid of radius Rc. C) Flow diagram of our theory that couples the
polymer conformations to colloidal phase behavior. D) Cross-sectional plot showing
the solution to Eqs. 3.2-3.3 for polymer distribution ρ for a pair of colloids separated
at distance r. E) Potential of mean force from Eq. 3.6 as a function of r with Brown-
ian dynamics (BD) simulation results (markers) and theoretical predictions (line) for
three different surface coverages. BD data is obtained through a Boltzmann inversion
of a semi-dilute suspension.
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Figure 3.2: Macroscopic colloidal self assembly is coupled to surface rearrangements
of the dynamic surfactants. The BD snapshots of polymer-coated colloids (top row)
and corresponding averaged polymer distributions viewed along one direction (bottom
row) are shown as a function of increasing simulation time (left to right). At short
times t/t∗ ≤ 500, colloids associate to form an intermediate string phase and do not
exhibit global structure. The corresponding average polymer distribution remains
uniformly distributed in a corona around the colloids. At longer times, the colloidal
assemblies rearrange to form a lamellar phase consisting of bilayer sheets that stack
together. Polymers visibly segregate to above or below the colloidal sheet to minimize
the steric overlap at colloid-colloid contact sites. Colloidal packing fraction is φ = 0.25,
surface coverage is f = 0.05, chain length is m = 2, and reduced temperature is
kBTRc/a = 0.24. The characteristic Brownian timescale of the colloid is t∗ = 4R2

c/Dc.
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All particles in the simulation follow the overdamped Langevin equations of motion:

ζ
∆xi
∆t

= FP
i︸︷︷︸

interaction

+ FR
i︸︷︷︸

thermal

(3.1)

with contributions from interparticle interactions and thermal forces that satisfy fluc-

tuation dissipation. In Eq. 4.18, ζ is the drag coefficient following the Stokes-Einstein-

Sutherland relation. For all simulations, we choose a time step ∆t = (2×10−4)R2
c/Dc and

sample the simulation every 105 time steps. The characteristic timescale t∗ = 4R2
c/Dc

describes the Brownian timescale of the colloid to diffuse the distance of its diameter.

To obtain representative statistics, we simulate Nc = 1000 − 1200 colloidal particles for

8 × 108 time steps. Due to the coarse-graining of polymer segments, our simulation re-

sults capture relaxation beyond the Brownian timescale of the polymer bead t ∼ d2
p/Dp

and do not account for fluctuations at smaller length and timescales. Simulations are

performed in a 3-dimensional box of volume L3, where L is varied between 20σ and 60σ

to produce the desired packing fraction, using HOOMD-Blue, a GPU-accelerated Python

package.[21]

3.2.2 Theoretical model

To complement our BD simulations, we develop a theoretical framework to understand

how interactions facilitated by surface-mobile polymers influence macroscopic colloidal

phase behavior. As outlined in Fig. 5.1c, we use a field-based Smoluchowski theory to

model polymers and extract a potential of mean force experienced by pairs of colloids.

We then compute the correlation functions in the bulk fluid using a standard liquid state

approach.[22] Finally, we apply dynamic density functional theory (DDFT) to predict

the phase behavior and stability of the system.

The analytical theory to capture the effective colloidal interaction mediated by surface-
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bound polymers has been documented [15]. Assuming that the surface polymers relax

quickly relative to the timescale at which colloids self-assemble, the probability density

ρ(h, t) of finding a polymer bead at position h satisfies the steady state Smoluchowski

equation:

0 = −∇ · j(h) (3.2)

where the nondimensional polymer flux contains thermal, entropic elasticity, and ex-

cluded volume contributions:

j(h) = −∇ρ(h)− ρ(h)∇Uel(h)

kBT
− ρ(h)∇Uexcl(h)

kBT
. (3.3)

In Eq. 3.2 - 3.3, we have nondimensionalized time by t∗ and all distances by dp.

The excluded volume contribution is given by a nonlinear term:

Uexcl(h)

kBT
= B2

∫
ρ(h)ρ(h− h′)dh′ (3.4)

where B2 is the excluded volume parameter. Using well-established polymer brush theory,

we assume that the entropic elasticity of the polymer brush around a single colloid can be

described by a harmonic potential of the form Uel ∼
r2−(Rc+

dp
2

)2

n2d2p
which penalizes polymer

beads from being strongly stretched [23, 24]. We approximate the external potential for

polymer beads around two colloids by inverting the sum of two Boltzmann distributions

about each colloid:

Uel(h)

kBT
= −log

[
e
− r21−(Rc+

dp
2 )2

n2d2p + e
− r22−(Rc+

dp
2 )2

n2d2p

]
. (3.5)

where r1(h), r2(h) are the distances from each of the colloid centers. Furthermore, the

system obeys mass conservation
∫
ρdr3 = nm and satisfies no flux boundary conditions
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on the colloidal contact interfaces S1, S2 as well as zero density at r → ∞. Equations

3.2-3.3 are numerically evaluated using the finite element software package FreeFEM++

for an arbitrarily-large 3-dimensional volume which includes both colloidal particles and

the two polymer brush domains [25]. In Fig. 5.1d, we show the solution ρ for a given

colloidal separation of r/Rc = 1.5. The higher density of polymers at the interface results

in a repulsive force that pushes the colloids apart.

From the polymer distribution ρ, we may compute a potential of mean force V (r) for

two colloids, separated at r, to overcome the osmotic force exerted by polymers along the

colloidal pair’s line of centers [26]. Since we only account for hard-sphere interactions,

this potential reduces to a simple form:

V (r)

kBT
=

∫ r

∞

∮
∂S

ρ(r′)dSdr′ (3.6)

where S is the contact surface between the polymers and the colloid.

In Fig. 5.1e, we present V (r) as a function of the separation r for three different

surface coverages f . The BD simulations are obtained through Boltzmann inversion of

the pair distribution function in a dilute system without attraction. This calculation is

analogous to integrating the force experienced by a single colloid at equilibrium when

separated from another colloid at distance r. In Fig. 5.1e, we observe that the theoretical

prediction agrees well with BD results for all surface coverages, but slightly overestimates

the near-field repulsion at 1 ≤ r/Rc ≤ 1.5. This overestimate is attributed to the

inaccuracy of the brush potential in describing the polymers at such dilute densities,

where it is expected that the surface-tethered polymers behave in a mushroom regime

as opposed to brush regime. Due to the mass conservation constraint, the potential of

mean force is proportional to the number of polymer chains m and consequentially the

surface coverage f .
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3.2.3 Dynamic Density Functional Theory

In order to predict the phase behavior of our colloids with dynamic surfactants, we

turn towards spinodal decomposition theory.[27, 28] First, we use liquid state theory to

extract equilibrium correlation functions for our inhomogenous system. The equilibrium

structural correlations are well described by the Ornstein-Zernike equation,

h(r) = c0(r) + ψ0

∫
c0(r − r′)h(r′)dr′ (3.7)

where ψ0 is the average number density, h(r) = g(r)− 1 is the total correlation function,

and c0(r) is the direct correlation function between polymer-coated colloids without at-

traction. To solve Eq. 3.7 for the two unknown functions h and c0, we require a closure

relation. For simplicity, we choose the hypernetted chain (HNC) closure:

h(r) = e−βV (r)+h(r)−c0(r) − 1. (3.8)

To evaluate Eq. 3.7, we use fast Fourier transforms (FFT) and choose 1024 grid points

with a domain size of L = 20π. We use a standard Picard iteration scheme to evaluate

the equations, [29, 30] and converge solutions until we reach a tolerance of 10−14. Note

that the potential of mean force V (r) does not contain the attractive component and is

purely the polymer-mediated repulsion.

We next invoke the random phase approximation and assume that the direct correla-

tion function c(r) of the corresponding equilibrium fluid with attraction is well described

by:

c(r) = c0(r;ψ0) + βvYukawa(r). (3.9)

With the full c(r), we are now in a position to write down the dynamic density
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functional theory (DDFT) equation for colloidal particles: [31, 32]

∂ψ(r, t)

∂t
= ∇

[
ψ(r, t)∇δF [ψ(r, t)]

δψ(r, t)

]
(3.10)

where the Helmholtz free energy functional F [ψ(r, t)] is given by:

F [ψ(r, t)] = Fid[ψ(r, t)] + Fex[ψ(r, t)]. (3.11)

In Eq. 3.11 the first term represents the ideal gas entropic contribution and the sec-

ond term is the excess free energy that models interactions with other colloids in the

fluid. The DDFT approach relies on the adiabatic approximation which assumes that

the nonequilibrium system evolves based on equilibrium density correlations, [22] such

that the excess free energy may be expressed in terms of the direct correlation function:

β
δFex[ψ(r)]

δψ(r)
= −c(r). (3.12)

3.3 Results

3.3.1 “Dynamic surfactant” rearrangements

We first consider the temporal evolution of the colloidal structure and local polymer

configurations. Simulations of colloids with isotropic attractive interactions and repul-

sive surface-mobile polymers were performed at packing fraction φ = Ncπ4R3
c

3L3 = 0.25,

fractional surface coverage f = Ap/Ac = 0.05 where Ac = πR2
c is the colloid surface area,

Ap = mπR2
g is the estimated colloidal surface area covered by polymers, and Rg = nd2

p/6

is the radius of gyration of the linear chain.[33] In Fig. 5.2, we present both the simulation

snapshot and heat maps of the corresponding polymer distribution around individual col-
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Table 3.1: Colloids with dynamic surfactants assemble into anisotropic structures.
Second column is the snapshot from BD simulations, third column is the local av-
erage polymer distribution from simulations, and fourth column is a cartoon of the
packing shape of the colloidal building block, with the attractive core in red and the
sterically-hindering polymer layer in blue. Last column indicates the packing param-
eter which is a ratio of the excluded volume by the polymer beads vrep = nmπd3

p/6
and the volume of the attractive core vatt = π4R3

c/3. The reduced temperature is
kBTRc/a = 0.2 for all structures.
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loids, averaged over the entire suspension and viewed along one direction. The suspension

begins from a homogeneous, dispersed state at t/t∗ = 0 where polymer chains appear

spatially uniform and evenly distributed around the colloids, resulting in isotropic inter-

actions. At intermediate times, the colloids spontaneously self assemble into string-like

aggregates that are 2-3 particles wide to minimize their free energy while maximizing

polymer entropic degrees of freedom.

At late stages of the assembly process, t/t∗ ≥ 1000, we observe a transition from

string-like structures to a lamellar phase, consisting of bilayer colloidal sheets stacked

together. Correspondingly, surface polymers segregate into two distinct poles and ex-

pose the colloid-colloid contact areas, consistent with the multi-step assembly pathway

hypothesized in Fig. 5.1a. The resulting anisotropy is an entropic effect unique to our dy-

namic surfactants in contrast to traditional polymer-coated particles where the grafting

sites are fixed in place. The bilayer structure resembles prior work on patchy particles,

despite the fact that the surface-mobile polymers assume isotropic distributions on an

isolated colloid.[34, 35] The polymer densities at the poles experience up to a 4x increase,

which acts to swell the polymer brushes and limit colloidal assembly along the perpen-

dicular direction to the bilayer. Additionally, the presence of the polymer brush exerts

a lateral osmotic pressure which stabilizes the bilayer against collapse, similar to how

incorporation of polymer-grafted lipids increases the bending rigidity and elastic mod-

ulus of lipid bilayers.[36] Note that while in simulations the polymers exclude to either

above or below the bilayer, Fig. 5.2 shows polymer density at both hemispheres due to

averaging.
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3.3.2 Critical polymer packing determines structure

We have shown in the previous section that macroscopic colloidal assembly is dy-

namically coupled to microscopic polymer conformations. To quantitatively understand

this relationship, we investigate the steady state structures achievable through tuning

the polymer surface coverage. Here, the steric hindrance imposed by the polymers may

be quantified by a critical packing parameter, which is a ratio of the polymer excluded

volume vrep = nmπd3
p/6 and the volume of the attractive core vatt = 4πR3

c/3. By varying

vrep/vatt, a quantity which is intrinsic to the polymer properties, we hypothesize that the

morphology of the steady state structure may be precisely tuned.

We present resulting superstructures as a function of the critical packing parameter

in an organized chart in Table 3.1. When no polymers are present, i.e. vrep/vatt = 0, the

colloids form equilibrium HCP crystals at lower packing fractions or kinetically arrest

into gel-like aggregates at higher concentrations.[37, 38] When surface-mobile polymers

are present, different structures arise due to changes in the polymer distribution. For

vrep/vatt < 0.1, we observe formation of vesicle-like structures, where two leaflets of col-

loids form a spherical shell and polymers are excluded to either the inner or outer surfaces.

We hypothesize that the vesicle state is possible at low vrep/vatt because the small amount

of polymers present on the surface enforces an anisotropic packing shape and prevents

collapse into a tighter structure. Provided that the reduced temperature is sufficiently

high, the vesicle is formed from an initial, fluctuating bilayer that spontaneously acquires

sufficient membrane curvature. Note that sufficiently large simulation boxes are required

to observe vesicles as opposed to the system-spanning, lamellar structures.[39]

At higher 0.1 < vrep/vatt < 0.5, the steric polymer interactions increase the bending

energy of the bilayer, such that the lamellar phase becomes preferred over vesicle-type

structures.[36] By controlling the strength of the cohesive attraction, the lamellar phase
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either undergoes spatial fluctuations at higher reduced temperatures or remains rigid

as a crystalline layer at lower reduced temperatures. The orientational ordering and

bilayer fluctuations in these simulations qualitatively resemble that of lipid membranes

[40, 41, 42, 39] but do not require angle-dependent simulation potentials or hydropho-

bic and hydrophilic interactions. We note that to form these structures, the polymers

must be able to cylindrically pack onto one hemisphere of the colloidal core, as indi-

cated by the polymer distribution. At packing parameters vrep/vatt approaching unity,

the bilayers undergo a 2D to 1D phase transition to form coiled, string-like phases that

span the simulation box. We hypothesize that this transition occurs because the polymer

entropic contributions exceeds that of the cohesive enthaplic forces which stabilize the

bilayer. Finally, when vrep exceeds vatt, the steric repulsion is strong enough to over-

come the underlying attractive forces at a pairwise level, resulting in uniform shielding of

the underlying attractive interactions and recovery of the dispersed state. The packing

parameter-based argument has similarities with the geometric packing theory for aggre-

gation of amphiphilic surfactants, where a dimensionless packing parameter relating the

head and tail group shapes predicts formation of micelles and bilayers.[19]

3.3.3 Self assembly phase diagram

To gain further insight on how parameters such as temperature and polymer coverage

regulate self assembly, we develop a simple theoretical model using a mean-field DDFT

theory, which has been successfully used to model spinodal decomposition of simple

colloidal fluids.[31] DDFT has also been applied to colloids interacting via long-ranged

interactions to form repulsive crystals.[43] Under the DDFT framework, one obtains the

following linear stability result for the growth rate of instabilities perturbed about a
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Figure 3.3: Phase diagram of sticky colloids coated with surface-mobile polymers
acting as dynamic surfactants. A) Three-dimensional spinodal curve demonstrating
phase behavior with varying temperature, effective colloid packing fraction, and sur-
face polymer coverage. Color gradient varies with reduced temperature as a guide for
the eye. Cross-sectional plots for bare colloids (B) f = 0 (black) and fixed surface
coverage of (C) f = 0.025 (red), (D) f = 0.1 (purple). Solutions to our theory Eq. 3.7
are shown in solid lines and BD simulation state points are shown in markers.
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uniform suspension of density, ψ0 :

ω = −Dck
2

(
1− ψ0

ĉ(k)

kBT

)
, (3.13)

where ĉ(k) is the Fourier transform of the direct correlation function c(r), which is related

to the excess free energy in Eq. 3.11.[31] When the real part of the growth rate ω is

negative for all wavenumbers k, the system is linearly stable against fluctuations. In

contrast, if the real part of ω is positive, phase separation via spinodal decomposition is

predicted to occur at a wavenumber dominated by a critical value kmax.

In Fig. 5.3a, we present the spinodal curve as a function of the reduced temper-

ature, effective packing fraction, and surface polymer coverage. Because the presence

of polymers slightly increases the 3D crowding, we report the effective packing fraction

φeff = φ+Ncmn
πd3p
6L3 which corrects for the volume of the polymer beads. Above the spin-

odal, the system is linearly stable against small fluctuations and exists as a homogenous

suspension. When quenched to a low reduced temperature below the spinodal, the system

undergoes spontaneous phase separation. We chose to vary the number of polymers on

the colloidal surface m to sweep different surface coverages f in the simulations and keep

the chain length n constant. Cross-sections at constant surface coverages f are presented

in Fig. 5.3 b-d for better visualization, where we validate our theoretical results with BD

data. The dispersed phase corresponds to only a single peak in the radial distribution

function g(r), while all other phases are classified based on their morphologies which has

been tabulated in Table 3.1.

When no polymers are present (f = 0), we recover exactly the Archer and Evans

result for the phase diagram, as shown in Fig. 5.3b.[31] The BD simulations exhibit

either dispersed suspensions or tight, crystalline structures, and quantitatively agree

with our theoretical result. As f increases, the polymers more effectively screen the
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attraction, and the spinodal becomes suppressed. At surface coverages of f = 0.025, we

observe formation of vesicles in larger simulation boxes (φeff ≤ 0.1) and lamellar phases

in smaller boxes (φeff > 0.1). At the highest surface coverages f = 0.1, we observed only

the dispersed state and the string-like phase. While morphologies observed previously in

Table 3.1 exactly correspond to regions in the spinodal, our theory is designed to predict

the initial instability and onset of self assembly, not the late-time evolution into higher-

order morphologies. We attribute this limitation to the linear stability analysis, which

only considers small disturbances to the homogeneous fluid. Additionally, by inputing

only the dilute, two-body interactions V (r) which are isotropic, we are unable to capture

the anisotropic interactions that generate the higher order assemblies, as shown in Fig. 5.2

and Table 3.1.

In conclusion, we have demonstrated that sticky colloids coated with surface-mobile

polymers exhibit rich self assembled morphologies due to coupling between macroscopic

structure and microscopic polymer rearrangements. We observed that surface-mobile

polymers behave as “dynamic surfactants” that reorganize and promote anisotropic as-

sembly of vesicle, lamellar, and string phases. A critical geometric packing parameter

describing the polymer free volume precisely governs structure formation, much like the

theory for self assembly of amphiphilic surfactants. Furthermore, our analytical theory

describes the coupling between the reduced temperature and surface coverage required

to observe self assembly via a phase-separation mechanism. In contrast to traditional

polymer-grafted particles whose polymer grafting sites are chemically fixed, surface mo-

bility enables isotropic colloids to acquire different shapes during the assembly progress,

which is particularly important in nonequilibrium settings. Further work in this area

could leverage nonequilibrium effects such as fluid flow to control the rate at which self

assembly occurs, which may enable dynamic structural reconfiguration. Hydrodynamic

interactions also influence colloidal pair distributions as well as phase separation of col-
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loidal gels.[44] Surface mobile groups on emulsions and droplets have been shown to

display interesting folding mechanisms during self assembly, which could be leveraged as

well. [45, 18]
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Chapter 4

Nonequilibrium depletion

interactions in microrheology

1. This chapter includes content from our previously published article:

[1] Y. Xu and S. C. Takatori. “Nonequilibrium interactions between multi-scale

colloids regulate the suspension microstructure and rheology”. Soft Matter 2023,

19, 8531-8541 doi: 10.1039/D3SM00947E.

Y.X. participated in the conception of the project, conducted simulations, analyzed

the data, and participated in the writing of the manuscript.

4.1 Introduction

When a colloidal suspension is driven out of equilibrium by body forces or hydro-

dynamic flows, interactions between the individual particles can couple with convective

forces to induce microstructural reorganizations and relaxations across large time and

length scales.[1, 2] As a result of these structural changes, colloidal suspensions can ex-

hibit non-Newtonian behaviors such as shear thinning,[3, 4] shear thickening,[5, 6, 7, 8,
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9, 10, 11] and viscoelasticity.[12, 13] As such, developing a relationship between interpar-

ticle interactions and suspension-level transport is a crucial goal for understanding many

natural systems and soft materials.

Particle interactions in colloidal systems typically result from the local distribution

of small molecules, polymers, or ions near the surfaces of the colloids. Particularly,

adding non-adsorbing polymer coils to a colloidal suspension induces an entropic deple-

tion force, responsible for a rich variety of phase phenomena including flocculation,[14]

liquid-liquid phase separation,[15] and nucleation and crystallization.[16] Established by

Asakura, Oosawa (AO), and Vrij, [17, 18] depletion forces at equilibrium result from

depletants preferentially excluding from the vicinity of the larger colloids to induce an

entropic attraction between colloidal pairs that scales with the thermal energy kBT and

the depletant concentration, nb. Equilibrium-based models of the depletion potential

have also been broadly applied to suspensions driven out of thermodynamic equilibrium

as an approximation of the interparticle interactions. In biology, AO-type depletion po-

tentials have been proposed as a model for reversible aggregation of red blood cells.[19,

20, 21] In synthetic systems, equilibrium depletion potentials are used to predict the

rheology of colloid-polymer mixtures[22] and in simulating depletant-induced gelation

processes.[23] [24, 25, 26, 27] The key underlying assumption is that there exists a sep-

aration of timescales between the slow rearrangement of large colloidal particles and

the rapid equilibration of the small polymeric depletant bath, τc � τb, such that the

depletant distributions behave quasi-statically under any nonequilibrium process which

disturbs the colloidal-scale microstructure.

However, when the flow velocity is comparable to the thermal Brownian velocity of

the depletants, the depletants no longer assume an equilibrium Boltzmann distribution

around the colloids and the classic AO depletion potential is no longer an accurate model

for colloidal interactions. For example, Dzubiella and coworkers have shown theoretically
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that two fixed colloids in a drifting depletant bath exhibit anisotropic, flow-dependent

depletion forces,[28] which have also been confirmed by Sriram and Furst through optical

trapping experiments.[29] As a separate example, Xu and Choi et al. recently demon-

strated that polymer-coated colloids exhibit dynamic pairwise forces which slowly relax

over time when colloids are driven towards each other at speeds comparable to poly-

mer surface diffusion.[30] While such nonequilibrium effects are important in dictating

the macroscopic behavior of driven suspensions, developing models for out-of-equilibrium

particle interactions remains a challenge. Previous work has primarily focused on bath

particle organization around fixed colloids, while colloids in a free suspension are able to

undergo motion under various forces such as Brownian diffusion and advection.[31, 32] It

is still unclear how the local polymer distributions and timescales couple to suspension-

level processes. We hypothesize that a competition between the depletant timescales

τb and colloidal process timescales τc in nonequilibrium systems ultimately controls the

suspension microstructure and rheology.

In this work, we use Smoluchowski theory and Brownian dynamics (BD) simula-

tions to develop a multiscale framework for studying nonequilibrium interactions among

colloids driven out of equilibrium. As a specific case study, we focus on the nonlinear

microrheology of a bidisperse suspension of colloids and depletants. We show that the

nonequilibrium colloidal microstructure and viscosity cannot generally be predicted by

a naive application of an AO-type depletion potential. To the best of our knowledge,

this work is the first full micro-mechanical consideration of a nonequilibium, multi-phase

suspension that does not rely on any standard, equilibrium-based approximations.

The remainder of this work is organised as follows. In Section 2 we describe the model

suspension and use the Smoluchowski framework to derive governing equations for the

colloidal microstructure and viscosity. In Section 3 we present our results and analysis.

Finally, we discuss the implications of our work in Section 4.
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4.2 Methods

4.2.1 Model Preliminaries

Our theoretical framework is general to any imposed hydrodynamic flow, but we chose

to focus here on a nonlinear microrheology problem to make comparisons with existing

work. As depicted in Fig. 4.1, we consider a 2-dimensional system of two interacting

colloidal particles suspended in a bath of smaller, ideal depletant particles in a Newtonian

solvent with viscosity η and temperature T . Assuming the polymeric depletant behaves

as a random walk chain that can be mapped onto a hard sphere, we choose the particle

radii of the colloids and depletants as dc = 5σ and db = 1σ, respectively. We assume

that the depletants are ideal and mutually uncorrelated but can interact with the larger

colloidal particles. In constant-velocity nonlinear microrheology, we consider the behavior

when one colloid particle (the “probe”) is driven in the positive-x direction through

the suspension at a probe velocity, U1 = Ucex, while all other particles move through

Brownian motion and are quiescent. As the probe is pulled through the suspension,

it experiences viscous drag forces from the Newtonian solvent and also from random

collisions with suspended particles. Under these effects, the imposed velocity is related

to an average force felt by the probe 〈Uc〉 = µpF1 where µp is the mobility of the probe.

This is contrasted with passive microrheology, where the probe itself undergoes Brownian

fluctuations, and with constant-force nonlinear microrheology, where the probe is pulled

at a fixed force and moves under a velocity that has been averaged over collisions with

all remaining particles.

Neglecting hydrodynamic interactions, the viscous drag experienced by the deple-

tants, ζb, and by the quiescent colloid, ζc, is related through a drag parameter, α = ζc/ζb.

Under the Stokes-Einstein-Sutherland (SES) relation for particle diffusion coefficients,

Dc,b = kBT/ζc,b, the relative drag parameter reduces to a ratio between the particle sizes,
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α = dc/db = 5.[2] To thoroughly explore the relationship between diffusive timescales

and microstructure, we consider the general case where the frictional drag coefficients

may deviate from the SES relation. For example, if particles are embedded in a more

complex environment, such as a hydrogel network, α may additionally depend on pa-

rameters such as mesh size and mesh stiffness.[33, 34, 35, 36] To reduce the number

of parameters, we define a Péclet number Pec = Ucdb/Dc relating the driving velocity

to the speed at which the colloid diffuses in space. In general, the Péclet number Pe

indicates the relative importance of external forcing to the thermal, restorative forces of

the material. Since there are two particle species in the system, a second Pećlet number,

Peb = Ucdb/Db relates the driving velocity to the speed at which the polymeric depletant

diffuses. We note that these two nondimensional quantities are exactly related through

the drag parameter, Peb = Pec/α.

We now explain the micro-mechanical framework for this bidisperse suspension below.

4.2.2 Smoluchowski Framework

In colloidal suspensions, the microstructural response to nonequilibrium perturbation

determines the rheological response of the material. The time-dependent distribution of

particles in a suspension obeys the Smoluchowski equation, which balances fluxes of

advection, interparticle forces, and Brownian diffusion. [37, 38, 3, 13, 39, 1] We have

labeled all quantities with respect to the probe with the subscript i = 1, the quiescent

colloid with i = 2, and the bath depletant with i = 3, respectively. The three-particle

distribution P3 of the probe, the quiescent colloid, and a depletant particle is given by:

∂P3

∂t
+∇ · 〈j2 − j1〉3 +∇h · 〈j3 − j1〉3 = 0. (4.1)
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Figure 4.1: Schematic of a bidisperse model system depicting one probe colloid (red)
and one quiescent colloid (gray) with size dc suspended in a dilute bath of smaller
bath particles (blue) with size db. The probe is driven at constant velocity Uc in the
positive x-direction. The coordinates (h, r) denote the positions of a depletant and
the quiescent colloid relative to the probe, respectively.
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In Eq. 4.1, j1 is the probe flux, which is deterministic when driven at constant velocity,

j2 is the flux of the quiescent colloid, and j3 is the flux of the bath depletant. The

brackets 〈...〉3 represent a statistical average over the degrees of freedom of N−1 depletant

particles. The relative flux of the quiescent colloid 〈j2 − j1〉 is:

〈j2 − j1〉3 = −α−1 [PecP3ex + P3∇(V21 + V32)/(kBT ) +∇P3] , (4.2)

and the relative flux of the depletant 〈j3 − j1〉 is:

〈j3 − j1〉3 = −α−1PecP3ex − P3∇h(V31 + V32)/(kBT )−∇hP3. (4.3)

The terms on the right hand side of Eq. 4.2and Eq. 4.3 represent contributions from

advection due to probe motion, interparticle forces derived from probe-colloid (V12),

probe-depletant (V13), and colloid-depletant (V23) pair potentials, and thermal motion,

respectively. We have rescaled all distances by the depletant size db, energies by the

thermal energy kBT , and time by the Brownian timescale of the depletant particle,

τBrownian
c = d2

b/Db. In general, the Smoluchowski equation for P3 depends on higher

order moments that involve the conditional distributions of the remaining N − 1 par-

ticles. To render the equation tractable, in writing down Eq. 4.1-4.3, we have opted

for a closure relation which neglects those higher order contributions. A more detailed

derivation of these equations from a general Smoluchowski equation is provided in the

Supplementary. All derivatives and gradients with respect to the colloidal position are

defined as ∇ ≡ ∇r for notation simplicity.

The three particle probability may be defined in terms of conditional probabilities,

P3 = P1P1|1(r, t)P1|2(h, t|r). Here, P1|1(r, t) is the probability of finding the quiescent

colloid at position r and P1|2(h, t|r) is the probability of finding a depletant particle at
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h given that the quiescent colloid is at r. These conditional probabilities are related

to physical quantities by P1|1(r, t) = ncg(r, t) and P1|2(h, t|r) = nbρ(h, t|r) where g is

the colloidal pair distribution function and ρ is the local depletant structure about the

colloidal pair in a particular configuration. We observe that the colloid pair distribution

satisfies mass conservation, nc
∫
g(r, t)dr = 1. Additionally, because hard particles can-

not overlap, Eq.4.1 satisfies no-flux boundary conditions at hard-disk contact distances,

nh · 〈j3 − j1〉3 = 0 at h = dcb = (dc + db)/2 and nr · 〈j2 − j1〉3 = 0 at r = dc. At infinitely

large separations, the depletants and colloid are uniformly distributed and uncorrelated,

g, ρ→ 1 for r, h→∞.

The integration of Eq. 4.1 over the last depletant degree of freedom results in a

two-body Smoluchowski equation:

∂g(r, t)

∂t
+∇ · 〈j2 − j1〉2 = 0 (4.4)

where the average colloidal flux is:

〈j2 − j1〉2 = −Pecα
−1exg − α−1[

∇g + g∇V12/(kBT ) + gnb

∫
ρ∇V23/(kBT )dh

]
.

(4.5)

The contributions on the RHS of the average colloidal flux are advection, Brownian,

colloid-probe interactions, and an average bath-mediated colloid-probe interaction. We

observe that Eq. 4.4- 4.5 are standard, pair-level equations which have been used ex-

tensively and successfully to model distributions of mono-disperse colloidal suspensions.

The main focus of our present work is the last term in Eq. 4.5. In most prior works, ρ is

not explicitly solved for and the last term in Eq. 4.5 is instead approximated by an equi-

librium pair potential such as DLVO theory or Asakura-Oosawa depletion interactions
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even while the system is driven out of equilibrium, as we will briefly describe in the next

section.

4.2.3 Asakura-Oosawa (AO) Model

The Smoluchowski equation we have previously laid out constitutes a framework in

which the bath flux is explicitly considered when deriving the suspension microstructure.

The microstructural deformation becomes a function of both the nonequilibrium driving

strength and the relative rate of diffusive transport between the colloid and the bath,

g(r, t; Pec, α). To validate our framework and demonstrate its advantages in nonequilib-

rium settings, we will compare our approach to a conventional treatment which uses an

equilibrium depletion potential. In this treatment, rather than considering the nonequi-

librated local bath distribution ρ, we impose a quasi-static, attractive pair potential

between the colloid and the probe, such that their relative motion is governed by a

two-body Smoluchowski equation:

∂g(r, t)

∂t
+∇ · 〈j2 − j1〉2 = 0 (4.6)

where the relative translational flux is given by:

〈j2 − j1〉 = −Pecgex − g∇VAO/(kBT )−∇g. (4.7)

Observe that Eq. 4.7 is identical to Eq. 4.5 if the pairwise forces obtained from the

equilibrium approximations satisfy ∇VAO = ∇V12/(kBT ) + nb

∫
ρ∇V23/(kBT )dh. Physi-

cally, this means that the AO potential is equivalent to a local bath distribution which

instantaneously equilibrates about the two larger colloids.

At equilibrium, the structure of a homogeneous mixture gives the effective depletion
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potential, which in two dimensions is given by:[40, 41]

VAO/(kBT ) =− nbd
2
b

(1 + a)2

2cos−1

(
r

(1 + a)db

)
−
(

1

1 + a

r

db

)√
1−

(
1

1 + a

r

db

)2
 (4.8)

where a = dc/db. Similar to Eq. 4.1, Eq.4.6 satisfies no-flux boundary conditions n · 〈j2−

j1〉3 = 0 at contact r = dc and uniform distributions far away, g → 1 for r →∞. Under

Eq. 4.6- 4.7, the microstructural deformations do not depend on depletant transport and

are purely functions of the probe driving strength, g(r, t; Pec). This simple theory serves

as a check of our framework at equilibrium, and we will now consider its utility out of

equilibrium.

4.2.4 Regular Perturbation

In general, Eqs. 4.1- 4.3 are difficult to evaluate numerically because the equation

depends on both the bath and colloidal degrees of freedom. However, if the depletant

diffuses much faster than the colloid in the suspension, then the drag parameter α is

much greater than 1. In this limit, we can solve Eq. 4.1 using a regular perturbation

expansion ρ ≈ ρ0 + α−1ρ1 + O(α−2) and g ≈ g0 + α−1g1 + O(α−2) (see Supplemental).

This is analogous to a multiple-timescale approach, where the effective depletion force

at equilibrium may be obtained by expanding the time variable in terms of the “fast”

timescale of the depletants.[42, 43, 44] Physically, the regular perturbation implies that

the probe is driven at strengths comparable to thermal fluctuations of the depletant (i.e.

the linear response limit). Note that the driving strength is not necessarily weak relative

to colloidal diffusion, which allows us to measure the nonlinear microrheology of the

colloidal suspension.
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Using regular perturbation, we evaluate Eq. 4.1- 4.3 at steady state and find that

the leading order depletant distribution is a Boltzmann distribution ρ0 ∼ e−(V23+V13)/kBT ,

consistent with our assumption that the fastest timescale in the system is depletant

diffusion. The leading order colloidal distribution obeys:

∇ ·
[
Pecg0ex +∇g0 + g0∇V12/(kBT )− g0nb

∫
ρ0∇V23/(kBT )dh

]
= 0. (4.9)

The first three terms on the left-hand side of Eq. 4.9 are identical to Squires and Brady

for a monodisperse bath,[39] while the last term is a potential of mean force between

the probe and colloid due to the presence of depletants. We have further derived the

governing equations for the O(α−1) contribution in the Supplementary. All equations

are numerically evaluated for an arbitrarily large 2-dimensional area using FreeFEM++,

an open-source finite element package.[45]

4.2.5 Viscosity Calculation

When driven at a constant velocity Uc through the suspension, the probe experiences

both a Newtonian drag due to the solvent and an additional, effective drag due to inter-

actions with other particles. For arbitrary pairwise interactions, it may be shown that

the average force felt by the probe is given by:

〈F1〉 = 3πηdcU1 + nc

∫
g∇V12dr + ncnb

∫
g

∫
ρ∇hV13dhdr. (4.10)

The additional viscosity due to particle interactions may be related to Stokesian-type

drag, 〈F1〉 = 3πηeffdcUc. One may compute the effective viscosity increment ∆ηeff =
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Figure 4.2: Local depletant density transmits an effective nonequilibrium force be-
tween the quiescent colloid and the driven probe. Perturbation solutions of Eq. 4.1
for the steady-state conditional depletant density ρ(h|r) are shown given that the
quiescent colloid (gray) is spatially fixed at a position (a) behind, (b) alongside, (c) in
front of, and (d) far from the probe (red). The quiescent colloid disrupts the depletant
dipole organization when in vicinity of the probe. White arrows indicate the the lo-
cal, nonequilibrium force field on the quiescent colloid, weighted by the local polymer
density, ρ∇hV

tot. The drag parameter is α = ζc/ζd = 5 and driving force is Pec = 10.
For contrast, equilibrium distributions ρeq are shown when the quiescent colloid is (e)
close to and (f) far from the probe, where excluded area overlap results in a classic
2D depletion force. Comparison of panels (e)-(f) with panels (c)-(d) show dramatic
differences in the distribution of the depletants around the colloids, demonstrating
the inaccuracies of applying the equilibrium AO depletion potential in nonequilibrium
processes.

ηeff − η, which is given by:

∆ηeff

η
=

nc

3πηdcU1

∫
g∇V12dr +

ncnb

3πηdcU1

∫
g

∫
ρ∇hV13dhdr. (4.11)

The first term on the right-hand side of Eq. 4.11 exactly matches the result arrived at

by Squires and Brady for a monodisperse suspension, except that, in this case, the pair
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distribution g is modified by depletant motion.[39] The second term contributes an O(nb)

effect and accounts for contributions arising from hard-disk collisions with the depletant

particles. One may rationalize this depletant concentration dependence by considering

that the AO interaction potential also scales with nb. We note that our multi-scale

model naturally redices to the AO pair interaction in the limit of rapidly-equilibrating

depletants.

In the next section, we detail our simulation protocol and our choice of particle pair

interactions.

4.2.6 Brownian Dynamics Simulations

To validate our Smoluchowski theory, we perform 2-dimensional BD simulations of

the aforementioned viscous suspension of two colloidal particles suspended in a bath

of smaller depletants. In the simulation, one probe colloid moves deterministically with

constant velocity Ucex such that in the reference frame of the probe, the quiescent colloid

and depletants follow the overdamped Langevin equation of motion:

∆ri
∆t

= ζ∗c,b( ∇iV
tot︸ ︷︷ ︸

interactions

+ FB
i︸︷︷︸

Brownian

)− Pebex︸ ︷︷ ︸
advection

(4.12)

where γ∗c,b = ζc,b/ζc is the non-dimensional drag of the corresponding depletant or colloid.

Here, we have nondimensionalized time by the diffusive timescale of the depletants d2
b/Db,

positions by the depletant size db, and all forces by kBT/db. The implicit solvent induces

a stochastic force FB
i satisfying zero mean and variance consistent with the fluctuation-

dissipation theorem. In all simulations, we have chosen a time step, ∆t = 10−4.
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All interparticle forces are derived from a global potential:

V tot =
∑

i

∑
j

Vij(rij) (4.13)

where Vij is the pairwise potential between particles i and j at separation rij. As men-

tioned earlier, we neglect any depletant-depletant interactions and assume that they are

ideal. To model the short-ranged repulsion between particles, we impose the Weeks-

Chandler-Anderson (WCA) potential between all remaining particles pairs:[46]

Vij(rij) =


4ε
[(

d
r

)12 −
(
d
r

)6
]

+ ε (r ≤ 2
1
6d)

0 (r > 2
1
6d)

(4.14)

where d is the hard-disk contact distance, either dc for probe-colloid pair interactions V12

or dcb for colloid-depletant and probe-depletant interactions (V12, V2j 6=1,2), and ε is set as

the thermal energy scale.

From the simulations, we compute the average drag force on the probe due to collisions

with the quiescent colloid (i = 2) and with the depletants (i = 3, ..., N + 2),

〈F1〉 = −1

2

N+2∑
i=2

∇i

(
V tot(r1i)

kBT

)
. (4.15)

which is related to the effective viscosity, as shown earlier.

All simulations are performed in a periodic box with dimensions Lx × Ly. For weak

driving (Pec ≤ 1), we choose Lx = 22σ and Ly = 18σ. Under moderate driving (Pec > 1),

a trailing wake begins to form behind the microrheological probe. Therefore, we have

increased the x-dimension in those simulations to Lx = 180σ to ensure that results

are not biased by finite size effects. Based on box dimensions, we have chosen the

number of bath particles to maintain a high bulk density of ideal depletants, nb =
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0.63d−2
b . To obtain sufficient statistics, we simulate 30-100 independent realizations and

sample statistics for up to 10, 000 depletant Brownian timescales and 200−2000 colloidal

Brownian timescales to ensure steady state spatial distributions. All simulations are

performed using HOOMD-blue, a GPU-accelerated simulation package.[47]

4.3 Results

4.3.1 Nonequilibrium Depletant Microstructure

To understand how the depletant bath modifies colloidal interactions out of equilib-

rium, we first consider the micro-scale depletant structure around the colloidal pair. For

an ideal, monodisperse suspension, it is well known that bath particles at steady state

adopt a symmetric diffusive dipole, ρ(h, θ) = 1 + Pebcos(θ)/(2h2), where bath particles

accumulate in front of the probe and deplete from the back.[39] In Fig. 4.2, we solve

Eq. 4.1 using the regular perturbation approach and present contour plots of the local

depletant distribution ρ at a moderate driving strength Pec = 1 and α = dc/db = 5, corre-

sponding to the SES limit. In the presence of the second quiescent colloid, the depletant

structure exhibit significant deviations from the monodisperse limit when the colloid is

in the viscinity of the probe. When the quiescent colloid is upstream of the probe (where

it spends a nontrivial amount of time), the depletants accumulate about the quiescent

colloid (Fig. 4.2c). On the other hand, when the quiescent colloid is located downstream,

depletants exclude behind the quiescent colloid (Fig. 4.2a). In both cases, the quiescent

colloid effectively “shields” the probe, mitigating the retardation felt by the probe from

collisions with the bath. When colloids are separated far apart (Fig. 4.2d), the dipole is

recovered and the depletant density around the colloid is generally undisturbed. These

near-field deviations have not been previously predicted by equilibrium-based assump-
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tions such as dynamic superpositioning approximation (DSA), which do not preserve the

internal force transmissions between the particles [48].
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Figure 4.3: Competition between depletant and colloidal timescales governs the
steady-state colloidal microstructure out of equilibrium. Contour plots for the colloidal
pair distribution g(r), obtained from numerically solving the steady-state solution to
Eq. 4.1, are shown for a range of depletant diffusivities α and probe velocities Pec.
The colloidal distribution at low-Pec is uniformly isotropic while a boundary layer and
trailing wake develops at higher Pec. An upstream ring of depleted density develops
at higher Pec and low α due to nonequilibrium depletant interactions.

In Fig. 4.2e-f, we verify our theory at equilibrium by showing that the depletant

microstructure follows a Boltzmann-like distribution, where the depletant density is unity

except inside the excluded volume shells around each colloid. While the net depletion

force at equilibrium points along the centers-of-mass axis between the probe and the

colloid, the nonequilibrium depletion force is generally anisotropic and acts along the

direction of probe motion (Fig. 4.2a-d). Given their strength and anisotropy, we expect

that these nonequilibrium forces will significantly impact the colloidal microstructure.
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Figure 4.4: Depletant diffusivity modulates a short-range attraction and longer-range
repulsion between colloidal pairs out of equilibrium. (a) The steady colloidal pair dis-
tribution function g(r) upstream of the microrheological probe is plotted as a function
of the center-center separation between the colloids. Filled markers are BD simulations
for the equilibrium suspension (blue) and the nonequilibrium suspension (Pec = 1)
in a less diffusive (red) and more diffusive (black) depletant bath. Solid curves are
solutions to Eq. 4.1. The Asakura-Oosawa approximation is also plotted for Pec = 0
(purple) and Pec = 1 (green). Numerical solutions are truncated at Eq. 4.1 r/dc where
we have imposed a no flux condition. (b) Proposed mechanism of how depletant dif-
fusivity modulates colloidal microstructure. Given their spatial diffusivity, depletants
either quickly relax and move away to allow colloids to come into contact (top) or
form a boundary layer that shields the probe (bottom).
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Our results demonstrate that the distribution of depletants is no longer Boltzmann in

the presence of forcing, and that the nonequilibrium distributions of the depletants play

a key role in dictating the effective forces on the colloids. As we discuss in further detail

below, the equilibrium AO potential cannot be used in general to accurately predict the

colloidal distributions driven out of equilibrium.

4.3.2 Colloidal Microstructure

Given the local, flow-dependent organization of depletant particles, we now consider

how the colloidal scale microstructure is modified by these nonequilibrium depletion in-

teractions. In Fig. 4.3, we show contour plots for the steady colloidal pair distribution

function g(r) for a range of depletant diffusivities α and probe driving strengths Pec. Sur-

prisingly, we find that the moderate to high Pe behavior is sensitive to the diffusivity of

the bath. In a monodisperse suspension under strong shear, one expects microstructural

deformations to collapse to a convection-diffusion boundary layer of width dcPe−1
c at suf-

ficiently high Pec. For a bidisperse suspension, while the boundary layer is recovered in

the limit of very diffusive depletants, an upstream ring of essentially no colloidal density

with width db appears for lower values of α. This is indicative of repulsive interactions

between the colloid and probe beyond their hard sphere-like interaction. In a previous

study, this repulsion has been attributed to the interactions facilitated by depletants, but

the mechanism by how this occurred was not clear.[48] When the probe velocity is com-

parable to the depletant timescale, the depletant-mediated nonequilibrium force tends

to push the colloid away from the leading probe front and towards the back. (Supple-

mentary Fig. 1) Due to the local dipolar distribution of depletants, this nonequilibrium

depletion force tends to be stronger and longer-ranged than the equilibrium force, which

disappears once |r| > dc + db.
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Additionally, we observe that the low-Pec behavior is isotropically enriched, indicative

of an isotropic attractive depletion potential.

To quantitatively consider the colloidal microstructure at moderate Pec, we perform

BD simulations and average over a representative cross-section of g(r) along the upstream

direction. In Fig. 4.4a, we show both the equilibrium distribution and a nonequilibrium

distribution at a driving velocity Pec = 1 for low (α = 5) and high (α = 50) depletant

diffusivities. We plot our BD simulations, theoretical solutions to Eq. 4.1-Eq. 4.3, and

results using the equilibrium approximation with an AO depletion potential (Eq. 4.6-

Eq. 4.8). Overall, BD simulations show good agreement with the theoretical solutions.

The equilibrium g(r) enriches at contact r/dc = 1 due to AO-type depletion interactions

and is independent of α. This is consistent with the intuition that the equilibrium

distribution is only dependent on the potential energy landscape and is insensitive to

transport properties such as diffusivity. We note that the hard sphere contact distance

limits our multi-scale solutions to r/dc ≥ 1.

Interestingly, two distinct characteristics arise when the probe is driven. First, when

depletants diffuse much faster than the colloid (α = 50), the peak in g(r) at r/dc = 1

increases by roughly 60% due to advection-driven accumulation along the upstream di-

rection. On the other hand, when the depletants are diffusing at similar speeds as the

colloidal particle (α = 5), the enrichment at contact is significantly dampened. The

AO theory accurately predicts the former but has no way of accounting for the latter.

We rationalize that because the AO model assumes a quasi-equilibrium distribution of

bath particles, it therefore relies on having a large separation of timescales, or large α.

Secondly, while one would expect uniform attraction (i.e. g(r) ≥ 1 for all r) for depletion

interactions, we find that the suspension shows a slight decrease near r/dc ∼ 1.2 when

the bath is less diffusive. This decrease corresponds to the repulsive ring that was qual-

itatively observed in Fig. 4.3. AO-theory fails to predict the repulsive behavior, which
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must be purely a nonequilibrium effect. We verified that deviations of the theoretical

results from simulations at r ≥ 1.2 are attributed to indirect correlations between the

ideal depletants, which exist at high number densities in our simulations. We note that

this depletant-mediated repulsion is distinct from the pairwise repulsion in colloidal sys-

tems coated with interacting, end-tethered polymer brush layers [14]. While the polymer

brush system results in a entropic repulsion at equilibrium, the depletant-mediated pair

interaction is purely attractive at equilibrium and the repulsion is a nonequilibrium effect

associated with the intrinsic depletant timescale.

In Fig. 4.4b, we propose one mechanism by which the competition of diffusive timescales

helps to facilitate this short-range attraction and longer-range repulsion. When the probe

is driven at moderate strengths, the particles in suspension accumulate (i.e. spend a non-

negligible amount of time) at the upstream surface of the probe. When the colloid is

separated from the probe by a layer of smaller bath particles, a more diffusive bath is

less perturbed by flow and allows the colloid to make contact with the probe by diffusing

away from the interstitial region. As such, an AO-type depletion attraction is maintained

because depletants are able to reach local equilibrium. However, when the bath deple-

tants diffuse comparably as fast as the colloid, the depletants accumulate more strongly

upstream and therefore requires more work for the colloid to penetrate. In this case, the

quiescent colloid effectively “sees” a larger probe of diameter dc + db.

Finally, using our theoretical framework, we have derived a nonequilibrium potential

of mean force between colloidal particles which may be more practical for many-body

systems under assumptions of weak driving forces (see Supplemental for detailed deriva-

tion). Unlike the equilibrium pairwise interaction Veq which is equivalent to AO and

is purely isotropic, the nonequilibrium pair interaction Vneq depends specifically on the

nonequilibrium protocol and may also depend on the relative angle of separation. In

Fig. 4.5, we show the nonequilibrium and equilibrium pair interactions along the lead-
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ing front of the probe for α = 10 and colloid Péclet Number Pec = 0.1. In agreement

with Fig. 4.4, Vneq contributes a repulsive barrier peaked at r/dc = 1.2 = 1 + db/dc,

corresponding exactly to the hard-sphere contact distance between two colloids plus the

diameter of the depletant particle. This further supports our mechanism that depletants

help to shield the probe from the quiescent colloid along the leading front. Additionally,

this repulsive potential decays slowly due to the long-ranged, dipolar perturbation to the

local depletant structure. Finally, because the equilibrium depletion interaction is purely

attractive but limited to r/dc < 1.2, the net pair interaction demonstrates short-ranged

attraction for r/dc < 1.2 and long-ranged repulsion at r/dc > 1.2.

4.3.3 Microviscosity

Microstructural deformations about the probe are of central importance to the rhe-

ology of the suspension. In this section, we will study how the microviscosity responds

to the competition between various relaxation timescales in our system. We first con-

sider the depletant contribution to the microviscosity by isolating the second term on

the right-hand side of Eq. 4.11, ∆ηb/η = kBT (3ncnbπηdcUc)
−1
∫
g
∫
∇hV31dhdr which

accounts for the direct interactions between the probe and the depletant. Notice that

this term has been normalized by nc and nb since it depends on the depletant distribution

in the presence of the two colloids. When considering depletant viscosity contributions,

the depletant Péclet number, Peb, is the relevant nondimensional quantity that measures

the driving force relative to depletant Brownian relaxation.

In Fig. 4.6, we plot ∆ηb/η as a function of Peb for three different depletant ratios.

Interestingly, we observe that the depletant microviscosity contribution increases at weak

driving and is sensitive to α. When the depletants relax much faster than the colloids

(α = 50), the probe experiences a lower drag at low shear rates (Peb � 1), approaching
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loidal particles. The nonequilibrium pair potential Vneq(red), Asakura-Oosawa poten-
tial Veq (black), and the net pair interaction (blue) are plotted for large diffusivity
ratio α = 10 and small colloid Péclet Number Pec = 0.1.
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a linear-response plateau at Peb → 0. As probe velocity increases, the viscosity rises to a

maximum before monotonically shear-thinning at moderate to high Peb. This is markedly

different from the typical shear-thinning behavior of hard sphere suspensions. We offer

one explanation for this mild shear thickening effect. When α is large, perturbations to

the colloidal structure relax much slower and g(r) adopts a boundary layer of O(Pec)

with a width of O(Pec).[39] The accumulation of the colloid upstream of the probe

prohibits depletants from contacting the probe, as demonstrated earlier in Fig. 4.2c,

and reduces ∆ηb/η at low Peb. As Peb increases, the colloid is decreasingly able to

screen out the depletants, thereby leading to an increase in the depletant contribution

to the microviscosity. On the other hand, when α = 5, Peb is comparable to Pec, the

viscosity remains relatively flat because both colloids and depletants relax on similar

timescales. At moderate to high shear, all cases shear thin. Predicting this limit requires

solving the coupled set of Eq. 4.1- 4.3 without using regular perturbation, which can only

predict a diffusive dipole. Numerical evaluation of those equations are challenging as they

require accounting for both colloidal and depletant degrees of freedom simultaneously.

Although we do not have a theoretical prediction in this limit, we speculate that the

shear thinning behavior is likely similar to that of a monodisperse suspension. At high

Pec, we observe a prolonged shear decay towards zero in the simulations, which has

been previously observed. This shear thinning has been attributed to the inaccuracy

of the continuous WCA pair potential in approximating hard spheres in the limit of

high probe velocity.[48]. For hard sphere suspensions, it has been previously found that

the high shear viscosity flattens toward a finite value as particles accumulate within a

convection-diffusion boundary layer of width Pe−1
c , within which the accumulation grows

as O(Pec).[39].

Finally, we consider the colloidal contribution to the microviscosity by defining ∆ηc/η =

kBT (3ncπηdcUc)
−1
∫
g∇V21dr from Eq. 4.11. In Fig. 4.7, we plot ∆ηc/η as a function of
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the the colloidal Péclet number, Pec for three different drag ratios. Here, we observe a

shear thinning behavior throughout and a small increase in the linear response viscosity

for decreasing depletant diffusivity. This is consistent with the intuition that reducing

bath diffusivity also increases the relaxation time of the colloid and therefore increases

the work required to distort the colloidal microstructure. At higher driving strengths,

both theory and simulations indicate a shear thinning behavior, which is commonly ob-

served in monodisperse hard-sphere suspensions without hydrodynamic interactions or

contact friction. BD simulations at weak driving suffer strongly from thermal noise and

are omitted for clarity.

When both contributions are combined, the overall viscosity of the suspension re-

mains shear thinning despite the mild shear-thickening effect of the bath. However,

caution should be taken when directly comparing Fig. 4.6- 4.7 for two reasons. First,

the x-axis of Fig. 4.7 is offset from Fig. 4.6 by a factor of α due to the definition of the

Péclet numbers, Pec = αPeb. Second, ∆ηb/η is normalized by the bath density while

∆ηc/η, which also contains contributions from the depletants, is not. Therefore, while

the viscosity is seemingly dominated by the colloid, in reality the depletants indirectly

influence g(r), and ∆ηc/η become a weaker contribution once nb has been scaled out. Fi-

nally, for a fixed depletant area fraction φb = nbπ(db/2)2, we observed similar qualitative

features and note that the microviscosity contributions generally decrease as depletant

size increases. (Supplementary Fig. 2) Because the depletant number density nb must

decrease to maintain a constant area fraction, both the equilibrium and nonequilibrium

depletant interactions will weaken. Therefore, we hypothesize our analysis holds in the

limit of small depletants which are present in high concentration.
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Figure 4.6: Viscosity contribution from depletant bath mildly shear thickens at lower
shear and shear thins at higher shear. The depletant bath viscosity is plotted as a
function of the depletant Péclet number Peb for a varying drag ratios of α = 5 (red),
α = 12 (blue), and α = 50 (black). Theory predictions from Eqs. 4.1-4.3 are only
shown for Peb ≤ 0.2, when the regular perturbation expansion is valid.

4.4 Discussion

Understanding the material properties of multicomponent suspensions is important

for many applications. In this work, we have developed a framework that accurately

predicts the structure and microrheology of a bidisperse suspension of colloids and de-

pletants. We found that the colloidal microstructure is generally sensitive to the bath

diffusion timescale and that equilibrium-based approximations toward a depletion pair

potential is only reliable in certain limits. While we focus our case study on a dilute sus-

pension with at most pairwise interactions, in denser systems one may opte to apply a
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mean-field treatment. For a hard sphere suspension, one may incorporate the mean field

external potential, which is derived based on the free energy of the system and depends

on higher order virial coefficients, into Eq. 4.1 to account for density effects. [40].

We also qualify our results by observing that beyond a certain flow strength, the poly-

mer may undergo a coil to stretch transition, resulting in stresses that grow nonlinearly

with the flow rate.[49] When the deformation time exceeds that of the internal relaxation

time of the depletant polymer chain, polymers no longer adopt a random-walk chain and

can become elastically stretched. In such cases, the polymeric bath may be better treated

as a continuous, viscoelastic fluid instead of hard sphere particles. Previous works have

used well-established models such as Giselkus or Oldroyd-B to describe the fluid suspen-

sion.[50, 51, 52] In such cases, the fluid disturbances due to the particles alone may give

rise to shear thickening effects, in the absence of hydrodynamic interactions or frictional

effects.[52] In Brownian Dynamics simulations, one could explicitly model internal chain

dynamics by representing the polymer as a Kremer-Grest bead spring model.[53] We

leave the detailed analysis of such systems to future work.

Although we have not accounted for hydrodynamic interactions, fluid effects play

an important role in modifying the rheology and microstructure of colloidal suspen-

sions.[4, 3] Our theory may accommodate near-field hydrodynamic functions as a first

step towards including fluid-mediated interactions. Additionally, effects such as rough-

ness and friction between particle surfaces may contribute to shear thickening at higher

flow strengths.[8, 9, 10, 11] We note that our simulations, which measures correlated

motion between the probe and anther colloid in a depletant bath, bear similarities with

multiparticle microrheology techniques, where the relative motion of multiple probes al-

lows the measurement of collective drift or characterization of material heterogeneities.

[54, 55]

We conclude with a discussion of the potential applications of our model. Although
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we have provided the simplest case of depletion interactions facilitated by repulsive, hard

disks, future work may look into other types of small particles such as ahesive colloids

coated by single-stranded DNA[56, 57, 58] or particles stabilized by electrostatic inter-

actions.[14] Furthermore, AO or DLVO potentials are commonly used to model colloidal

systems that undergo kinetic arrest and gelation.[24, 26, 27, 59, 60, 61, 62] The micro-

mechanism we have identified in this work may shed light on the limited applicability

of static pair interactions in these nonequilibrium systems. Our framework may also be

used to predict other material properties. For example, one may measure viscoelasticity

by performing oscillatory shear rheology,[63, 64, 65] for which a microscopic theory that

accurately predicts the unsteady microstructure and the material moduli of multicom-

ponent suspensions is still lacking. Finally, understanding the interplay between various

relaxation timescales in systems of colloidal scale is broadly relevant for a variety of

biological systems, including deformable particles[66] and biological cell surfaces where

proteins laterally rearrange cell-cell contact.[67]

4.5 Supplemental

4.5.1 Smoluchowski Equation derivation

We begin with a general Smoluchowski equation governing the total probability den-

sity PN+2(x1, ...,xN+2, t):

∂PN+2

∂t
+

N+2∑
i=1

∇i · ji = 0. (4.16)

Here, i = 1 refers to the probe, i = 2 is the quiescent colloid, and i = 3, ..., N + 2 are

the N depletant particles. We will refer to all particle positions relative to the probe

particle, ri = xi − x1. Using chain rule, all derivatives are taken with respect to the

relative coordinate ri, and the absolute position of the probe does not matter. The
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Figure 4.7: Viscosity contribution from quiescent colloid shear thins. The viscosity
due to interactions with the quiescent colloid is plotted as a function of the colloidal
Péclet number Pec for three drag ratios: α = 5 (red), α = 12 (blue), and α = 50
(black). Theory predictions from Eqs. 4.1- 4.3 are only shown for Pec ≤ α, when the
regular perturbation expansion is valid.
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relative particle translational flux is given by ji = (ji − j1) = UiPN where Ui is the

particle velocity.

In a suspension, particles move under the action of external forces Fext, interparticle

forces FP, and entropic or thermal forces kBT∇ln PN+2, such that the particle velocity

may be expressed as:

Ui =
N+2∑
j=1

[Mij · (Fext
j + FP

j )−Dij · ∇jln PN ] (4.17)

The hydrodynamic mobility tensor, Mij = (kBT )−1Dij, couples a force exerted on particle

j to the velocity of particle i, where Dij is the diffusion coefficient. Neglecting hydrody-

namic interactions, the diffusivity is isotropic and constant, such that Mij = δijζ
−1
ij . The

drag coefficients for colloids and depletants are given by ζc and ζb, respectively.

We observe that the many-body probability density PN+2 can be re-expressed as a

product of conditional probabilities or distributions, P1P1|1P1|2...P1|N+1. By definition,

P1|n is the conditional probability of finding the n + 1-th particle given the positions of

the previous n particles.

Assuming the depletant particles are statistically homogeneous and indistinguishable,

we integrate Eq. 4.16- 4.17 over the N − 1 depletant particles:

∂(P1—1P1—2)

∂t
+∇ · 〈j2 − j1〉3 +∇h · 〈j3 − j1〉3 = 0 (4.18)

where the averaged colloidal and depletant fluxes are given by:

〈j2 − j1〉3 = −U1P1|1P1|2 +

∫ [
M22PN+1—1 · FP

2 −D22 · ∇PN+1—1

]
dr4...drN+2 (4.19)
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and:

〈j3−j1〉3 = −U1P1—1P1—2+

∫ [
M33PN+1—1 · FP

3 −D33 · ∇hPN+1—1

]
dr4...drN+2. (4.20)

Note that P1|1(r, t) is the probability of finding the quiescent colloid at position r and

P1|2(h, t|r) is the probability of finding a depletant particle at h given that the quiescent

colloid is at r. To be consistent with the main text, we have re-defined the quiescent

colloid position as r = r2 and the depletant degree of freedom as h = r3 for clarity.

Furthermore, indices on gradients with respect to r have been omitted. Note that PN+2 =

PN+1—1P1 and that the absolute position of the probe, P1, does not matter.

We will now consider the relative colloidal flux. Replacing the interparticle forces

with derivatives of the log of the equilibrium Boltzmann distribution, FP
i = −∇iV

TOT ∼

kBT∇ilnP
eq
N+1—1, we obtain:

〈j2 − j1〉3 = −U1P1—1P1—2 +

∫ [
D22 · PN+1—1∇ln

P eq
N+1—1

PN+1—1

]
dr4...drN+2 (4.21)

Substitution of this expansion into Eq. 4.16 results in the BBGKY hierarchy of

equations, which quickly becomes analytically intractable for many particles. A clo-

sure is sought by diluteness of the bath particles, replacing (P eq
N+1—1)/(PN+1—1) with

(P eq
1|1P

eq
1|2)/(P1|1P1|2) as all neglected terms are O(nb). From this, we obtain:

〈j2 − j1〉3 = −U1P1—1P1—2 + D22 · P1—1P1—2∇ln

[
P eq

1—1P
eq
1—2

P1—1P1—2

]
. (4.22)

Analogously, the depletant flux becomes:

〈j3 − j1〉3 = −U1P1—1P1—2 + D33 · P1—1P1—2∇hln

[
P eq

1—1P
eq
1—2

P1—1P1—2

]
. (4.23)
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We apply the Boltzmann relation, P eq
1|1 ∼ e−V21/kBT and P eq

1|2 ∼ e−(V31+V32)/kBT where

the two-body potentials are defined V21 = V21(r), V31 = V31(h), and V32 = V32(h − r).

The fluxes reduce to:

〈j2 − j1〉3 =

−U1P1—1P1—2 −D22 · [(∇P1—1P1—2) + P1—1P1—2∇V21/(kBT ) + P1—1P1—2∇V32/(kBT )]

(4.24)

〈j3 − j1〉3 = −U1P1—1P1—2

−D33 · [(∇hP1—1P1—2) + P1—1P1—2∇hV31/(kBT ) + P1—1P1—2∇hV32/(kBT )]

(4.25)

we can relate these conditional probabilities physical quantities by P1|1 = ncg and P1|2 =

nbρ where g is simply the colloidal pair distribution function and ρ may be thought of

as the local depletant structure about the colloidal pair.

The particle velocity is given by U1 = Ucex. We chose to nondimensionalize all

distances by the depletant size db, energy by kBT , and time by the Brownian timescale

of the depletant particle, τ bc = d2
b/Db. We recover a final nondimensional Smoluchowski

equation, averaged over N − 1 depletants:

∂(gρ)

∂t
+∇ · 〈j2 − j1〉3 +∇h · 〈j3 − j1〉3 = 0 (4.26)

where

〈j2 − j1〉3 = −Pecα
−1exgρ− α−1 [∇(gρ) + gρ∇V21/(kBT ) + gρ∇V32/(kBT )] (4.27)
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〈j3 − j1〉3 = −Pecα
−1exgρ− [∇h(gρ) + gρ∇hV31/(kBT ) + gρ∇hV32/(kBT )] . (4.28)

We have defined the relative drag ratio α = Db/Dc and two Péclet Numbers, Pec =

Ucdb/Dc and Peb = Pec/α = Ucdb/Db as documented in the main text.

Finally, we may proceed to integrate Eq. 4.26 over the last depletant particle to obtain

the governing equation for the quiescent colloid distribution about the probe:

∂g

∂t
+∇ · 〈j2 − j1〉2 = 0 (4.29)

where the effective colloidal flux is:

〈j2 − j1〉2 = −Pecα
−1exg − α−1

[
∇g + g∇V21/(kBT ) + gnb

∫
ρ∇V32/(kBT )dh

]
. (4.30)

Eq. 4.26-4.28 and Eq. 4.29-4.30 are our main results in this section. In particular, this

Smoluchowski framework is general to any three-particle system and may be used for a

number of different species and particle interactions. In the next section, we proceed to

solve these equations using a perturbation expansion approach.

4.5.2 Regular Perturbation Expansion

In the limit where the Brownian timescale of the colloid is very small relative to the

Brownian timescale of the smaller depletants (α � 1), we may perform the following

regular perturbation expansion for both the colloidal and depletant structures about the

probe.

We expand g ≈ g0 + α−1g1 + α−2g2 +O(α−3) and ρ ≈ ρ0 + α−1ρ1 + α−2ρ2 +O(α−3).
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Observe that, by mass conservation, we have nc

∫
ρ0dh = 1,

∫
ρi 6=0dh = 0 and similarly

for g.

At steady state, the leading order terms of Eq. 4.26-4.28 become:

∇h · [∇hρ0 + ρ0∇h(V31/(kBT ) + V32/(kBT ))] = 0 (4.31)

Which is simply diffusion under an external field. From this, it is clear that the diffusion

of depletants, under our assumption that α � 1, is the fastest process in the system.

Solved with no flux boundary conditions at contact and unity at h → ∞, the solution

takes on a simple Boltzmann form, ρ0 ∼ e(−V32−V31)/(kBT ).

At O(α−1), the g0 governing equation may be obtained from expanding Eq. 4.29- 4.30

as:

∇ ·
[
Pecg0ex +∇g0 + g0∇V21/(kBT )− g0nc

∫
ρ0∇V32/(kBT )dh

]
= 0. (4.32)

The first three terms on the RHS exactly match active microrheology of a probe navi-

gating through a monodisperse bath whereas the last term is the potential-of-mean-force

contribution from depletants. Because ρ0 follows a Boltzmann distribution, we find that∫
nc

∫
ρ0∇V32/(kBT )dh is analogous to an Asakura-Oosawa type depletion potential.

Additionally, at O(α−1), it may be shown through that Eq. 4.26- 4.28 becomes:

∇ρ0 · 〈j2 − j1〉03 +∇h · [Pecexg0ρ0 − g0ρ1∇h(V31 + V32)− g0∇hρ1] = 0 (4.33)

where the 〈j2 − j1〉03 is equal to the terms in the bracket of Eq. 4.32. We observe that

the leading order colloidal flux and colloidal microstructure now contribute to the ρ1

solution, effectively coupling the local depletant motion to the slower colloidal motion.

Finally, once ρ1 is known, it is then possible to obtain g1 through theO(α−2) expansion
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of Eq. 4.29- 4.30:

∇ ·
[
Pecg1ex +∇g1 + g1∇V21/(kBT )− g1nc

∫
ρ1∇V32/(kBT )dh

]
= 0. (4.34)

4.5.3 Microviscosity Calculation

We follow the approach of Squires and Brady, beginning with the total drag force

experienced by the probe colloid due to external driving, thermal forces, and interactions

with the particles in suspension:

F1 = M−1
11 · U1ex +

N+2∑
j=1

M−1
11 · (D1j −D11) · ∇jln(PN+2/P

eq
N+2) (4.35)

Neglecting hydrodynamic interactions as we have done before, we have:

F1 = kBTD
−1
11 U1ex −

N+2∑
j=2

kBT∇jln(PN+2/P
eq
N+2). (4.36)

Similar to the previous section, we use a diluteness closure to replace PN+2/P
eq
N+2 with

(P1|1P1|2)/(P eq
1|1P

eq
1|2). We now perform an average over N − 1 depletant particles,

〈F1〉3 =

∫
F1PN−1|3dr4...drN+2 (4.37)

which recovers:

〈F1〉3 = kBTD
−1
11 U1exP1|1P1|2−kBTP1|1P1|2∇ln

[
P1|1P1|2

P eq
1|1P

eq
1|2

]
−kBTP1|1P1|2∇hln

[
P1|1P1|2

P eq
1|1P

eq
1|2

]
.

(4.38)

106



Nonequilibrium depletion interactions in microrheology Chapter 4

Substituting the Boltzmann relations, P eq
1|1 ∼ e−V21/kBT and P eq

1|2 ∼ e−(V31+V32)/kBT , we

obtain:

〈F1〉3 =kBTD
−1
11 U1exP1|1P1|2 − kBT∇(P1|1P1|2)+

kBTP1|1P1|2∇(V21 + V32)− kBT∇h(P1|1P1|2) + kBTP1|1P1|2∇h(V31 + V32)

(4.39)

Integrating over the last depletant and the colloidal degrees of freedom(
∫
...dhdr) and

noting that nb

∫
ρdh = 1, we obtain:

〈F1〉1 =kBTD
−1
11 U1ex + kBTnc

∫
g∇V21dr + kBTncnρ

∫
g

∫
ρ∇V32dhdr

+ kBTncnρ

∫
g

∫
ρ∇hV32dhdr + kBTncnρ

∫
g

∫
ρ∇hV31dhdr

(4.40)

Note that the third and fourth terms on the RHS cancel since∇V32(r−h) = ∇hV32(r−h).

Nondimensionalizing forces by kBT/db and distances by db, we obtain the final form of

the force velocity relation for the probe particle:

〈F1〉1 = kBTD
−1
11 dbU1ex + nckBT

∫
g∇V21dr + ncnρkBT

∫
g

∫
ρ∇hV31dhdr (4.41)

Eq. 4.41 is the main result of this section and highlights the O(nb) contribution to the

drag force of the probe. Using this expression, the effective viscosity η due to particles

in suspension may be expressed through a Stokes relation, 〈F1〉1 = 3πηeffdcUc. We find

that the effective viscosity of the suspension is given by:

ηeff = η +
nckBT

3πdcUc

∫
g∇V21dr +

ncnbkBT

3πdcUc

∫
g

∫
ρ∇hV31dhdr. (4.42)

From this, the relative microviscosity increment, ∆ηeff/η = (ηeff−η)/η is exactly as given

in the main text.
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To further elucidate this interaction, we subsitute our perturbation expansion of ρ

and group terms in order of their contributions:

ηeff = η +
nckBT

3πdcUc

∫
g∇V21dr+

ncnbkBT

3πdcUc

∫
g

∫
ρ0∇hV31dhdr+

α−1ncnbkBT

3πdcUc

∫
g

∫
ρ1∇hV31dhdr.

(4.43)

Note that the second and third terms on the RHS of this equation both contain isotropic

forces and are leading order contributions to the microviscosity.

4.5.4 Nonequiilbrium pair potential

We will now show how the Smoluchowski framework enables the calculation of an

effective, out-of-equilibrium pair potential between the colloidal particles which may be

used in many-body systems. We will consider colloids and depletants as perfect hard-

spheres that experience no pairwise interactions (V31, V32 = 0) except a no-flux condition

at contact. To make analytical progress, we assume that the driving force is much

weaker relative to the diffusion of the depletant particle, allowing a second perturbation

expansion in orders of Pec:

ρ0 = ρ0,0 + ρ0,1Pec +O
(
Pe2

c

)
g0 = g0,0 + g0,1Pec +O

(
Pe2

c

)
.

(4.44)

Following the regular perturbation approach, ρ0,0 is given by a Laplace equation with

no-flux boundary conditions, which has the trivial solution that ρ0,0(h|r) = 1 for all

|r-h| ≥ (1 + dc/db)/2 and |h| ≥ (1 + dc/db)/2.

Because advection is weak, the leading order equation for g0,0 contains just the diffu-
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sive and interparticle contributions:

∇ ·
[
∇g0,0 − g0,0nc

∫
ρ0,0er-hδ

(
|r-h| − (1 + dc/db)

2

)
dh

]
= 0. (4.45)

The Dirac delta function originates from the hard sphere potential at contact. From a

simple geometric argument, the integral range reduces to integration along the major

arc length around two overlapping circles centered at the origin and r, each with radius

1 + dc
db

. The solution to Eq. 4.45 is an isotropic, Boltzmann form g0,0 ∼ e−Veq(r)/kBT where

Veq is equivalent to the Asakura-Oosawa potential.

The governing equation for ρ0,1 contains advective and diffusive contributions:

∇h · [Pecρ0,0ex +∇hρ0,1] = 0 (4.46)

and satisfying no-flux boundary conditions as before. The solution is a simple dipolar

distribution that is similar to active microrheology through a monodisperse bath, ρ0,1 =

1 + Pechx/(2h
3) for all |r-h| ≥ (1 + dc/db)/2 and |h| ≥ (1 + dc/db)/2. From this, we can

compute the effective force exerted by the depletants and obtain a potential of mean force

by integrating the force to a position r from infinitely-far separation distances. Along the

leading front of the probe, we obtain the following simplified form of the nonequilibrium

potential between colloidal particles due to interactions with depletant:

Vneq(r;Pe, α) =

∫ r

∞

∫ θ2

θ1

(1 + dc
db

)
[(

1 + dc
db

)
cosθ′ −H

]
[(

(1 + dc
db

)cosθ′ −H
)2

+
(

(1 + dc
db

)sinθ′
)2
]3/2

dθ′dH (4.47)

where the angles θ1 and θ2 are the angles of intersection between the two overlapping

circles described earlier. The nonequilibrium potential along the leading front is plotted

in Fig. 5 of the main text.
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Figure 4.8: Vector plot showing theoretical calculations for the effective force field
on the quiescent colloid in units of kBT/db for two different probe driving strengths:
Pec = 0.1 (left), and Pec = 5 (right). The diffusivity ratio is α = 5 and the shaded
area |r| < dc represents the excluded volume due to the hard-sphere colloid-colloid
interaction.
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Figure 4.9: Microviscosity increments decrease for increasing depletant sizes. The
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Chapter 5

Spatial heterogeneities on biological

cell membranes

1. This chapter includes content from our previously published article:

1 Arnold, D. P., Xu, Y., and Takatori, S. C. ”Antibody binding reports spatial hetero-

geneities in cell membrane organization.” Nature Communications 2023, 14, 2884.

doi: 10.1038/s41467-023-38525-2.

Y.X. conducted the simulations, analyzed the data, and participated in the writing

of the manuscript.

5.1 Introduction

Physical crowding of the cell surface glycocalyx has been shown recently to alter the

biophysical properties of membranes in a manner that significantly impacts cell function.

These alterations include membrane bending, stretching, and fission on reconstituted

lipid bilayers [1, 2, 3, 4, 5], as well as tubulation and fission in the plasma membranes of

cultured cells [6, 7]. In addition to inducing membrane deformation, cell surface crowding
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also modulates the physical accessibility of surface receptors to large soluble ligands and

macromolecules [8]. Experiments on reconstituted membranes with grafted synthetic

polymers or purified proteins further confirm a decrease in protein binding affinity with

increasing grafting density [9, 10, 11, 12]. Most clinical monoclonal antibody drugs

that rely on direct effector-cell activity are known to target antigen receptors that are

buried deep inside the glycocalyx, often within 10 nm from the membrane surface [13,

14], suggesting that their effectiveness may be highly dependent upon crowding near the

receptor. However, there are currently no methods to characterize the piconewton-scale

forces generated by the crowding of ∼10 nm cell surface proteins [15].

In addition to surface-orthogonal variations, the mammalian plasma membrane com-

position is also laterally-heterogeneous, with nanometer-scale protein and lipid clusters

forming and dissipating on sub-second timescales [16, 15]. In giant plasma membrane

vesicles (GPMVs) isolated from cells, Gurdap et al. showed that liquid-ordered mem-

brane microdomains exclude proteins with bulky, heavily glycosylated extracellular do-

mains [17]. Given the lateral and membrane-orthogonal heterogeneity of the glycocalyx,

a complete picture of the crowding profile requires three-dimensional (3D) characteriza-

tion.

While techniques like electron microscopy enable nanometer-scale characterization of

the plasma membrane, the preparation process is destructive [18], leaving a need for

appropriate molecular probes to study these complex, dynamic systems in-vivo [15]. Re-

cently, Houser et al. [19] quantified the surface pressures on reconstituted crowded mem-

branes by measuring the separation distance between FRET fluorophores that stretch due

to steric interactions within the brush. The stretching distance in polymer brushes de-

pends weakly on surface density, as height scales with chain density according to h ∼ n1/3

in the brush regime [20, 21] and follows even weaker scaling in the mushroom regime [22].

Therefore, the technique may lose accuracy at the crowding densities observed in physi-
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ological surface densities on live cells.

In this work, we develop synthetic antigen sensors with precise spatial localization

and measure the binding affinity of complimentary immunoglobulin G (IgG) monoclonal

antibodies in these local crowding environments. We leverage a technique developed re-

cently by Takatori and Son et al. [23], in which a macromolecular probe is introduced to

the extracellular side of a plasma membrane to quantify the local osmotic pressure posed

by the crowded cell surface via a reduction in effective binding affinity. We advance this

technique by enabling spatial localization of the binding site to measure the membrane-

orthogonal crowding heterogeneity on both reconstituted membranes and red blood cell

(RBC) surfaces. We then reconstruct these systems in-silico, combining proteomics with

molecular dynamics (MD) simulations and experiments to map RBC glycocalyx crowd-

ing with nanometer-scale spatial precision. Using targeted antigen probes, we expand

our spatial resolution laterally, in the plane of the membrane, measuring differences in

crowding between plasma membrane domains on live tumor cells. Our findings support

the hypothesis that raft-like domains of native membranes exclude proteins with bulky

extracellular domains, consistent with the findings of Gurdap et al. on GPMVs [17].

Our simple IgG binding assay to probe spatial heterogeneities on native cell membranes

suggests an important role of structural complexities on glycocalyx organization.

5.2 Results

5.2.1 Synthetic antigen sensors report crowding heterogeneities

with nanometer height resolution

The glycocalyx is heterogeneous in both composition and density, which vary as a

function of distance from the membrane surface (henceforth “height”). Height hetero-
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geneities in crowding can arise from variations in protein sizes [24, 25, 26, 27] and also

from polymer brush dynamics of disordered glycoproteins like mucins in the glycocalyx

[28, 29, 30, 6, 8]. To characterize the cell surface height heterogeneity, we developed a non-

invasive synthetic antigen sensor that inserts into the lipid membrane using a cholesterol

tag conjugated to a polyethylene glycol (PEG) linker and a fluorescein isothiocyanate

(FITC) fluorophore (Fig. 5.1A). We developed a family of cholesterol-PEG-FITC sensors

with varying PEG linker lengths to adjust the height of the FITC antigen presented

above the membrane. After presenting the antigen sensors on the cell surface, we obtain

the effective binding avidity of anti-FITC ( FITC) IgG antibody as a function of antigen

height.

The PEG linker enables the FITC antigen to sample a distribution of heights above

the membrane, while the mean height, 〈h〉, increases with the molecular weight of PEG.

We used cell surface optical profilometry (CSOP) [31] to measure 〈h〉 of the FITC antigen

for sensor linker lengths of 0.5 kDa PEG (PEG0.5k), 2k, 5k, and 10k using silica beads

coated with a 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) supported lipid bilayer

(SLB). We recovered the predicted increase in 〈h〉 with molecular weight (Fig. 5.1B),

suggesting that the antigen is probing different crowding microenvironments as a function

of linker length.

To validate that our different sensors are probing the height heterogeneities of a

crowded membrane surface, we measured FITC IgG binding to our antigen sensors on

a reconstituted glycocalyx-mimetic PEG brush. Our reconstituted SLB on 4 µm silica

beads included 3% 1,2 dioleoyl-sn-glycero 3 phosphoethanolamine N methoxy (polyethy-

lene glycol) 2000] (DOPE-PEG2k) to act as a repulsive brush, with synthetic antigen

sensors of a single type inserted into the outer membrane leaflet (see Materials and

Methods). Beads were incubated in varying concentrations of fluorescently-labeled FITC

antibodies and allowed to reach equilibrium before fluorescence intensities of beads were
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collected via fluorescence microscopy. Intensities were fit to a Hill binding isotherm to

calculate the dissociation constant KD (see Supplementary Information). The ratio of

KD on the PEG-crowded SLB to that on a bare SLB with no PEG crowders, KD/KD,0,

decreases toward unity as the average FITC height increases (Fig. 5.1C). The FITC anti-

gen on our 10k antigen sensor samples the majority of its height distribution above the

DOPE-PEG2k steric brush and has a FITC binding avidity that is essentially unchanged

from the bare membrane value. In contrast, the 0.5k antigen sensor is buried deep inside

the PEG brush and the accessibility of the FITC antigen is hindered by a factor of six

(Fig. 5.1C). Our results are consistent with classical polymer brush theory, which predicts

a monotonic decrease in brush monomer density with height [28] and a reduction in the

effective adsorption energy of a globular protein onto a brush-coated surface [33].

Based on our results for synthetic sensors on a PEG brush surface, we hypothesized

that the height-dependent avidity of IgG would also apply to protein antigens buried

within a crowded surface of other membrane proteins. To investigate, we reconstituted an

SLB containing 5% 1,2-dioleoyl-sn-glycero-3-[(N-(5-amino-1- carboxypentyl)iminodiacetic

acid)succinyl] (DGS-NTA) and created a crowded surface of poly-histidine tagged gly-

coprotein, Glycophorin A (GYPA). Instead of synthetic antigen sensors, we tethered a

dilute surface density of tyrosine phosphatase CD45 on the SLB among the crowded ex-

cess of GYPA. As a readout of GYPA crowding, we used CD45 antibodies that target

two different epitope sites: pan-CD45 I3 epitope on the first FN3 domain (〈h〉 = 2.5 nm),

and RB isoform epitope C363 on the upper mucin-like domain (〈h〉 = 15 nm).

Using CSOP [31], we measured the height of an GYPA monoclonal antibody (clone

HIR2) that binds to the N-terminus of GYPA, and found that the average GYPA height is

≈ 12 nm tall. Thus we expected the C363 epitope on CD45 to explore uncrowded regions

above the GYPA brush, while the I3 epitope to remain buried within the brush. Indeed,

the relative avidities of C363 and I3 agree with this hypothesis, as KD/KD,0 is ≈ 1 for
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C363 while it is ≈ 1.5 for I3 (Fig. 5.1C). The consistent correlation between increasing

antigen height, 〈h〉, and decreasing dissociation constant, KD/KD,0, on both PEG and

protein brushes confirms that antibody avidity is a robust metric of local crowding.

5.2.2 Macromolecular binding is a direct reporter of steric en-

ergies on crowded surfaces

In this section, we aim to obtain a direct relation between the antibody binding avidity

and the local steric free energy penalty of a crowded surface. We combine polymer brush

theories with coarse-grained MD simulations to obtain a mechanistic understanding of

our synthetic antigen sensors and their applicability on crowded membrane surfaces.

To characterize the energy profile on the membrane, we separately simulated free

antibody insertion into a surface-tethered PEG2k brush and antibody binding to surface-

tethered sensors to obtain the repulsive penalty associated with crowding, ∆U , (Fig. 5.2A),

and the attractive binding free energy, U0, respectively (see Materials and Methods). We

invoke the theory of Halperin [33] and hypothesize that the effective antibody binding

free energy on a crowded interface, Unet, is a superposition of U0 and ∆U . The bare

membrane binding avidity reports the attractive enthalpic term U0 = kBT lnKD,0, so

that the repulsive entropic energy penalty posed by the brush is given by

∆U = Unet − U0 = kBT ln

(
KD

KD,0

)
. (5.1)

Antibody insertion into the brush reduces the volume available to the polymer and is

entropically disfavored. This repulsive energy barrier, ∆U , is proportional to the osmotic

pressure, Π, which scales with monomer volume fraction φ as Π ∼ φ9/4 [33, 22]. The

Milner, Witten, and Cates [28] self-consistent field description of a polymer brush pre-
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dicts a parabolic monomer distribution, so the crowding penalty ∆U follows a stretched

parabolic profile (Fig. 5.2B, see Supporting Information for analytical form). Kenwor-

thy et al. showed experimentally that the pressure between apposite membrane-tethered

PEG brushes under compression varies with distance according to a profile derived from

Milner theory [34]. We therefore invoke this theory to describe the form of our PEG2k

crowding penalty, which we verify using MD simulations (see Materials and Methods,

Supplementary Movie S2).

The flexibility of the PEG linker in our synthetic antigen sensors causes the antibody

to bind across a distribution of FITC heights for any given sensor. Thus, we define

our experimentally-measured crowding free energy for a given sensor as a mean energy

penalty 〈∆U〉, which can be predicted by weighting the FITC 1-D probability density

PFITC by the crowding penalty ∆U and integrating across all space:

〈∆U〉 =

∫ ∞
0

PFITC (z; 〈h〉) ∆U (z) dz. (5.2)

To describe PFITC, we invoke the continuous Gaussian chain model of a surface-tethered

polymer of mean height 〈h〉 in an ideal solvent, calculating the chain-end distribution

(see Supporting Information for calculations) [32]. We verified PFITC with coarse-grained

MD simulations of dilute surface-tethered PEG polymers, finding that the end-monomer

distribution closely agrees with theory (Fig. 5.2B, Supplementary Movie S1). Numerically

evaluating the integral in Eq. 5.2 for a set of PEG-FITC sensors with mean heights 〈h〉

yields matching theoretical and computational predictions for the observed crowding

profile as a function of mean sensor height (Fig. 5.2C).

Recasting the data from Fig. 5.1C in the form given by Eq. 5.1 and plotting as a

function of the mean sensor heights reported in Fig. 5.1B, shows quantitative agreement

with the theoretical and MD profiles developed in Eq. 5.2 (Fig. 5.2C). Our experimental
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and simulation data support a mechanism by which the brush sterically excludes the

antibody, suggesting that our synthetic antigen sensors act as direct reporters of crowding

heterogeneities with nanometer resolution.

5.2.3 Synthetic sensors validate crowding predictions based on

red blood cell proteomics

After validating our experimental antigen sensors on reconstituted membranes with

analytical theory and coarse-grained simulations, we sought to use theorertical and com-

putational methods synergystically with experiments to map the extracellular crowd-

ing landscape of the human red blood cell (RBC). Since the RBC surface proteome is

fully-characterized [35, 36], we identified the most abundant extracellular proteins, and

estimated extracellular domain sizes (Fig. 5.3A). In particular, we identified two abun-

dant proteins with bulky extracellular domains: anion transporter Band 3 and mucin-like

sialoglycoprotein GYPA [36, 35, 37].

Using both analytical theory and coarse-grained MD simulations, we modeled the

RBC glycocalyx as a bidisperse polymer brush whose extracellular crowding profile op-

poses the adsorption of colloids like IgG (Fig. 5.3B, Supplementary Movie S3). We

acknowledge that not all cell surface biopolymers can be represented as brushes; certain

glycoproteins form gel-like meshes that can restrict colloidal transport [42, 43]. How-

ever, while surface proteins may crosslink, to our knowledge the extracellular domains of

GYPA and Band 3 have not been reported to do so. We used the lengths of extracellular

peptides and glycans to estimate both the statistical monomer size and chain height of

GYPA and Band 3 (see Supporting Information). We coarse-grained the biopolymers as

simple bead-spring polymers that interact by excluded volume interactions and a bend-

ing penalty to account for additional effects like electrostatic repulsion that may alter
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the polymer persistence length. Our goal in the simulations is to develop a minimal

model to capture the key qualitative trends of height-dependent crowding on a crowded

cell surface, but additional effects like electrostatic interactions and crosslinking of sur-

face biopolymers may be included to improve model accuracy. We input predicted chain

height and known chain grafting densities into a model that superimposed two parabolic

polymer brush density profiles [28], and applied the scaling ∆U ∼ φ9/4 to model the

repulsive energy penalty [22, 33]. Note that this simplification treats the two brushes

independently, with no interactions between the two species. Thus the curve (plotted in

Fig. 5.3B) has a discontinuous slope at the point at which the monomer density in the

shorter brush (Band 3) is predicted to reach zero. We also developed an in-silico model of

a bidisperse brush, with each protein modeled as a bead-spring polymer (see Supporting

Information for coarse-graining details). Fig. 5.3B shows close agreement between the

analytical and MD descriptions of the glycocalyx, with the MD crowding energy likely

decaying faster because it relaxes the assumption of a strongly-stretched brush inherent

to the theory of Milner, Witten, and Cates [28].

To verify our predicted z-direction crowding profile, we incubated human RBCs in

our synthetic antigen sensors so that the sensors incorporated to roughly equal surface

concentrations (supplemental Fig. S8). Unincorporated sensors were thoroughly washed

from the bulk to prevent quenching of unbound antibody, with approximately 80% of

sensors remaining bound over the course of the experiment (∼1 hour). We measured

the dissociation constant of anti-FITC binding to PEG0.5k, 2k, 5k, and 10k sensors,

normalizing by the uncrowded KD,0 on beads to find 〈∆U〉 (Eq. 5.1). Antibody binding

increased ≈ 5x from the most surface-proximal (PEG0.5k) to the most membrane-distal

probe (PEG10k), corresponding to the crowding free energy penalty doubling from z =

6.5nm to z = 0 (Fig. 5.3C). The experimental crowding landscape closely tracks the

theoretical and simulated free energies, weighted by the FITC distributions in Fig. 5.2B.

127



Spatial heterogeneities on biological cell membranes Chapter 5

As a control, we also treated RBCs with neuraminidase (NA), which cleaves negatively-

charged sialic acid from glycans exposed on the cell surface, confirming cleavage via a

≈ 60% reduction in wheat germ agglutinin binding on the cell surface (see supporting

figure S9). We found a ≈ 30% reduction in crowding at the surface on NA-treated cells

when compared to WT, as well as a flatter crowding profile for larger, more membrane-

distal sensors (Fig. 5.3C). Given that GYPA contains ∼75% of RBC sialic acid, and that

between one-third to one-half of sugars on its 15 O-glycosylations are sialic acid [36], this

result suggests that GYPA plays a major role in mediating RBC crowding heterogeneity.

This reduction in crowding is consistent with prior work by Takatori and Son et al. which

showed similar reductions in crowding at the RBC surface (h = 0) using dextran-based

sensors upon sialic acid cleavage, with NA treatment shortening the RBC glycocalyx

mean height by about 30% [23]. These authors also showed simulations suggesting that

the removal of charge may also play a role in de-swelling of the glycocalyx [23]. Given

an approximate Debye length of 0.7 nm in phosphate buffered saline, we expect that

adjacent glycan-glycan charge interactions may play a role in de-swelling the polymer

brush, but expect the charges to be largely screened at the length scales of glycan-IgG

interactions.

These data demonstrate that for the relatively simple RBC plasma membrane, de-

tailed proteomics data including copy number, structure, and glycosylation of surface

proteins provide a robust approximation of membrane-orthogonal crowding heterogene-

ity. Computational techniques like machine learning are rapidly accelerating the identi-

fication of surface proteins and glycosylation sites [44, 44, 45], and with more detailed

characterization of glycan sequences and surface protein densities on the horizon, we

expect that the in-silico reconstruction of more complex mammalian cells will become

feasible. Mapping crowding heterogeneities on these nanometer length scales with sim-

ulations and molecular probes may reveal the accessibility of receptors based on height,
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improving our understanding of signaling and optimizing drug delivery target selection.

5.2.4 Development of phase-partitioning antigen sensors to mea-

sure lateral heterogeneities in surface crowding

Lateral heterogeneities in composition of lipids, cholesterol, and proteins on plasma

membranes, including lipid rafts and protein clusters, have been hypothesized to govern

various physiological processes, like signal transduction, endocytosis, and membrane re-

organization [46, 47, 48, 49, 50, 51, 52, 53, 54, 55]. Levental et al. showed that ordered

domains on giant plasma membrane vesicles (GPMVs) isolated from cells are depleted

of transmembrane proteins [56, 57, 58] while Gurdap et al. further showed glycosylation

and extracellular protein size to be inversely correlated with ordered domain partitioning

in GPMVs [17], suggesting that crowding is likely reduced in more ordered domains like

lipid rafts, compared to the bulk of the cell. However, while plasma membrane vesicles

undergo mesoscopic phase separation, lipids and proteins on live cells are known to form

transient 10-200 nm domains and clusters, which often exist on sub-second timescales[59,

60, 50, 61, 62]. As a result, the optical characterization of small, transient protein and

lipid clusters on live cells is challenging [63, 64, 65]. To probe the lateral crowding

heterogeneities that one might expect to arise from the lateral segregation of membrane

constituents mammalian cells, we used different antigen sensors that either distribute ap-

proximately uniformly on the cell surface, or self-associate to form clusters with unique

local protein and lipid compositions. By measuring IgG binding to these different anti-

gens on both reconstituted and live plasma membranes, we then show that cell surface

crowding can vary laterally on nanometer length scales.

In this section, we present crowding measurements on phase-separated reconstituted

giant unilamellar vesicles (GUVs) where spatially heterogenous crowding is engineered to
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be easily visualized. We produced GUVs containing the ternary lipid mixture 2:2:1 1,2-

dipalmitoyl-sn-glycero-3-phosphocholine (DPPC):DOPC:cholesterol, which phase sepa-

rates into micron-scale liquid-ordered (Lo) and liquid-disordered (Ld) domains [66]. We

preferentially crowded the Ld phase with 2% DOPE-PEG2k (Fig. 5.4A) and added

DOPE-biotin and 1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine-N-(biotinyl) (DPPE-

biotin) to present the biotin antigens in each phase. We measured the crowding energy

for Biotin IgG binding to each domain (Fig. 5.4A). Consistent with the experiments in

Figs. 5.1-5.2, the PEG brush inhibited antibody binding on the crowded Ld domain and

increased the normalized effective KD by 60% compared to the bare surface (Fig. 5.4B).

In contrast, biotin binding in the less crowded Lo domain did not change relative to a

bare membrane.

Although macroscopic phase domains on GUVs enable a simple measurement of lat-

eral crowding heterogeneity, this approach is often impossible on live cell surfaces where

hetergeneities can occur on diffraction-limited length scales. To address this challenge,

we performed crowding measurements on SLB-coated beads with the same ternary lipid

mixture, where the underlying substrate friction arrests phase domains into ≈ 90 nm

nanoscopic features, similar to the size of lipid rafts and self-assembled protein clusters

[67, 50, 62]. Since the individual phase domains cannot be identified, we measured the

crowding on each phase by quantifying biotin IgG binding on beads containing only one

type of antigen: either DPPE-biotin or DOPE-biotin.

As shown in Fig. 5.4B, we found that the Ld antigen (DOPE-biotin) reported a crowd-

ing penalty 7x higher than the Lo antigen (DPPE-biotin). While the absolute magnitudes

of observed ∆U were higher on beads than GUVs, we attribute this difference to lower

incorporation of DOPE-PEG2k through the GUV electroformation process. Given the

strong qualitative difference in crowding reported by antibody binding to antigens par-

titioning into Lo or Ld domains, we conclude that laterally-segregating antigen probes
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suitably report diffraction-limited lateral crowding heterogeneities.

5.2.5 Antibody binding to surface-clustering antigens reports

lateral crowding heterogeneities

Motivated by our ability to measure crowding heterogeneities on nanoscopic phase

domains on reconstituted membranes, we used cluster-forming proteins as antigen probes

to measure in-plane crowding heterogeneities on live mammalian cells. It has been shown

in-vitro that when cholera toxin B (CTB) binds to the ganglioside GM1, it can trigger the

condensation of liquid-ordered lipid domains, enriched in CTB and GM1, from previously

homogeneous lipid mixtures [68]. Not only are these 2D condensates enriched in CTB

and GM1, but Hammond et al. showed that they can also exclude certain transmembrane

proteins in-vitro [68]. Other in-vitro experiments have revealed that ganglioside-binding

toxins can alter liquid-ordered domain composition and form self-associating clusters

within phase domains [69]. We hypothesized that by leveraging the ability of CTB to

form unique protein/lipid condensates on the surface, we could use anti-CTB antibody

binding to probe crowding in a unique extracellular microenvironment, and thus gain

insight into lateral crowding heterogeneities on live cells.

We bound Alexa Fluor 488-labeled CTB to HeLa human cervical cancer cells and

T47D human breast cancer cells and measured crowding by comparing KD of CTB IgG

to that the intrinsic binding affinity on CTB on beads. CTB bound strongly to both

cell lines, with approximately 40% greater binding on HeLa than on T47D (Fig. 5.4C,

supplemental Fig. S10). We compared the KD of CTB IgG to that of FITC binding

to cholesterol-PEG0.5k-FITC sensors to differentiate CTB cluster-specific crowding from

that of the bulk cell membrane (Fig. 5.4C). GM1 protrudes only 1-2 nm above the bilayer

surface [70] and CTB is only about 2-3 nm in size [71], so we assume that crowding at
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the CTB epitope is similar to that at the bilayer surface. While cholesterol-PEG-FITC

has been observed to show a slight preference for ordered domains in GPMVs (26%

greater enrichment in ordered domains) [72], we observed nearly uniform partitioning of

cholesterol-PEG0.5k-FITC sensors between Lo and Ld phases on GUVs (supplemental

Fig. S10), which is consistent with other work showing that functionalized cholesterol

tends to favor the disordered phase due to its reduced packing efficiency [73, 53]. In

addition, Windschiegl et al. showed that ganglioside-binding toxins can exclude Lo-

favoring fluorescent dyes into the Ld phase on reconstituted bilayers [69]. Given these

findings, we expect that any cholesterol-PEG-FITC enrichment in CTB/GM1 clusters is

modest compared to that of CTB, and thus consider crowding reported by cholesterol-

PEG0.5k-FITC to be approximately representative of the mean cell surface crowding.

We measured spatial crowding heterogeneities on human cervical cancer HeLa and

human breast cancer T47D cells, both of which have surface proteomes rich in bulky

proteins [74, 6]. Shurer et al. showed that wild type cells of both types form membrane

tubules in response to high surface crowding [6]. The crowded surfaceomes of HeLa

and T47D cells make these cells rich models for studying lateral heterogeneities. Bulk

crowding for both cell lines as measured by our cholesterol-PEG0.5k-FITC sensors was

on the order of 1-1.5 kBT , consistent with the brush exclusion energy on the surface of

RBCs (Fig 5.4D).

On both cell lines, CTB antigens reported significantly less crowding than the choles-

terol PEG FITC antigens, suggesting that the extracellular space around CTB is not

heavily crowded with proteins and sugars (Fig. 5.4D). Moreover, less CTB bound to the

surface of T47D than HeLa, but more CTB IgG bound to T47D (supplemental Fig. S10),

offering further evidence that any reduction in IgG binding is due to local environmental

factors, such as crowding. Between the two cell lines, the ratio of bulk to raft crowding

free energy is also 18x greater in T47D than in HeLa, suggesting that the composition of
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GM1-enriched domains is cell-specific, and that the lateral distribution of bulky extra-

cellular proteins may vary considerably amongst different cell lines. Our unique ability

to probe native cell membranes will advance further mechanistic insight into the roles of

the actin cytoskeleton and other structural complexities on glycocalyx organization.

The reduction in crowding induced by CTB/GM1 clusters is qualitatively consistent

with the results of Levental et al. [56, 57, 58] and Gurdap et al. [17] and supports the

hypothesis that more ordered lipid domains of native membranes exclude proteins that

contribute to extracellular crowding. This is a significant result because GPMVs exclude

membrane proteins that are bound to the actin cytoskeleton, and it has long been unclear

whether actin, myosin, and other structural features affect surface crowding. Our results

reflect the first measurement to our knowledge of nanometer-scale crowding heterogeneity

on an live plasma membrane, with intact cytoskeletal dynamics.

However, due to the fact that CTB both forms clusters and influences the local lipid

composition, we cannot directly extrapolate our reduced CTB crowding to be represen-

tative of lipid rafts in general. CTB is known to drive GM1 association with caveolar in-

vaginations in the membrane, and its lateral diffusion is restricted in an ATP-dependent

manner that is not the norm for the GPI-anchored proteins that normally associate

with rafts [48, 75]. Therefore, we conducted an additional control experiment to de-

termine whether protein clustering alone is sufficient to alter the crowding landscape of

the cell. We incubated HeLa in FITC-conjugated annexin V, a protein that binds to

phosphatidylserine (PS) and forms a 2D lattice of repeating hexameric clusters on the

membrane [62, 76]. PS is typically restricted to the intracellular leaflet of the plasma

membrane on healthy cells, and thus our measurements were largely confined to blebbed

regions of the membrane, in which PS was expressed the extracellular leaflet (see supple-

mental Fig. S12) [64]. Here, we found similarly reduced crowding to CTB (supplemental

Fig. S12), suggesting that simply clustering antigen proteins together may be sufficient to

133



Spatial heterogeneities on biological cell membranes Chapter 5

exclude other bulky extracellular proteins locally, leading to lateral variations in crowd-

ing.

5.3 Discussion

In this work, we developed a simple experimental technique to study the spatial het-

erogeneities of surface crowding on live cell membranes with exquisite spatial resolution.

Alternative approaches like detergent resistant membranes (DRMs) and GPMVs [54] are

invasive techniques that do not provide a description of surface organization in the na-

tive cell membrane environment. Prior to this work, existing techniques were capable of

measuring spatial organization on cell surfaces with a very thick glycocalyx (0.2-1 µm),

such as endothelial cells in the vasculature [77, 78, 79, 80]. However, studying the spatial

organization of live cell surfaces with glycocalyx thicknesses of ∼ 10 nm was a challenge

because standard optical microscopy cannot resolve nanometer variations.

While not reporting spatial heterogeneity, recent measurements with membrane-

binding macromolecular probes reported osmotic pressures of 1-4 kPa at the surface

of mammalian cells [23]. These surface pressures are comparable to and in some cases

larger than the stiffness of the cell cortex (≈ 1 kPa), providing new insight on the physical

role of protein and glycan crowding on cell membranes. In this work, we demonstrated

that these pressures are highly dependent on proximity to the membrane surface and

that glycocalyx crowding decays rapidly away from the membrane. Our probes are phys-

iologically relevant because many protein-protein interactions occur at a finite distance

away from the membrane, like kinetic segregation in T-cell receptor triggering (≈ 10-15

nm) [81, 82].

We present our antigen sensors on live cell surfaces with nanometer precision and use

antibody binding equilibria to directly report spatial variations in surface crowding. Our
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sensors achieve this nanometer spatial sensitivity by leveraging the exponential amplifi-

cation of our readout (KD) as a function of the crowding energy, KD ∼ exp (∆U/(kBT ))

(Eq. 5.1). This exponential amplification distinguishes our approach from previous tech-

niques that rely on polymer brush height as the readout of crowding, which scales weakly

with surface density, h ∼ n1/3 [19, 33, 22]. Taking the energy barrier to be proportional to

the osmotic pressure, and in turn surface density, ∆U ∼ Π ∼ n9/4 [33, 22], we obtain the

scaling h ∼ (∆U/(kBT ))4/27, which is significantly weaker than KD ∼ exp (∆U/(kBT )).

The ≈ 1kBT change in crowding we observe within 6 nm of the RBC surface confirms

this spatial sensitivity, and demonstrates the power of our technique in characterizing

the highly heterogeneous membrane-proximal surfaceome, in which surface signaling and

viral entry occur [30, 31].

Monoclonal antibody (mAb) drug candidates are currently screened using surface-

plasmon resonance (SPR), in which binding affinity and avidity are measured on a bare

hydrogel chip without regard to multi-body interactions [83]. With mAbs like the breast

cancer treatment trastuzumab targeting a 4 nm tall epitope on human epidermal growth

factor receptor 2 (HER2), probing local crowding variations may inform target selection

and improve potency [31]. Indeed, Chung et al. found that trastuzumab and pertuzumab

attenuate tubule structures enriched in HER2, suggesting that biophysical interactions

like crowding may influence the potency of mAb therapies [84]. Our crowding measure-

ments may also help inform the biophysical mechanisms governing antibody-dependent

phagocytosis, which have been recently shown to have a strong dependence on the rela-

tive heights of the macrophage Fcγ receptor and the target cell surface proteins [13, 85].

In conclusion, our sensors may be used to inform important physiological processes, like

antibody binding to buried surface receptors, membrane organization of lipid raft-like

domains, and cellular phagocytosis.

When characterizing the RBC surface, we also demonstrated the potential to augment
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experimental crowding measurements with an in-silico cell surface reconstruction based

upon proteomics data. As recent advances in surface proteomics continue to better

characterize glycocalyx components for a broad host of cell lines [44, 44, 45], we expect

that accurate in-silico models will become possible on more complex mammalian cell

surfaceomes. A technology to describe the extracellular crowding landscape for any

cell a priori, using only proteomics data, may advance our basic understanding of cell

membrane biology.

Using laterally-segregating antigen probes that exist in distinct crowding microenvi-

ronments on the plasma membrane, we demonstrated reduced crowding in GM1/CTB-

enriched clusters on T47D and HeLa cells. These findings are consistent with the known

reduction in transmembrane protein density on ordered domains in GPMVs [56, 57, 58],

but our non-invasive measurements on live cells provide further insight into the dynamic

cell surface ecosystem, including the interplay between the actin cytoskeleton and the

membrane. Indeed, there has been considerable interest in the connection between the

cytoskeleton and transmembrane protein organization over the past few decades [86, 87,

88], as actin is known to redistribute lipids and proteins on the cell surface [89, 65, 64, 90].

By bridging this gap and characterizing CTB-enriched clusters on live cells, we speculate

that on length scales of order 10-100 nm, the cytoskeleton may not dramatically change

bulky protein composition beyond that of equilibrium domains, supporting the use of

actin-free systems like GPMVs to measure the lateral distribution of crowders [56, 17].

Viral particles like simian virus (SV) 40 and other polyomaviruses [91, 92], and toxins

like Shiga and cholera toxin [93, 94], bind to gangliosides like GM1. SV40 virus is ≈ 45nm

in size [95], about three times larger than an IgG. Since the mechanical work required

to insert a particle into a crowded space scales approximately as the particle volume

(see Supporting Information), a viral particle would be posed with an energy barrier

of ∆Uvirus ∼ ∆UIgG(Rvirus/RIgG)3 ≈ 20 − 30kBT if it tried to penetrate the glycocalyx

136



Spatial heterogeneities on biological cell membranes Chapter 5

above the bulk membrane of T47D cells. In contrast, in ganglioside-enriched domains

like those we study in this work, the binding penalty is merely ∆Uvirus ≈ 0.5− 1kBT on

T47D cells, suggesting that viral particles may experience a thirty-fold larger effective

affinity towards the less-crowded, ganglioside-rich domains.

However, the discrepancy between relative raft-to-bulk crowding on HeLa and T47D

cells indicates that the effect of GM1/CTB-enriched domains in reorganizing the gly-

cocalyx varies considerably from cell to cell. Future direct comparisons between lateral

heterogeneity on both live cells and their secreted membrane vesicles will provide a more

thorough description of the fraction of extracellular bulk that remains anchored to the

cytoskeleton in both disordered and raft-like membrane domains.

5.4 Methods

5.4.1 Antigen probe synthesis

Cholesterol-PEGx-NH2, where x represents PEG0.5k, 2k, 5k, or 10k, was reacted

with a 10x excess of N-hydroxy-succinimidyl ester (NHS)-FITC, overnight at 50°C in

dimethylsulfoxide (DMSO). Unreacted FITC was removed via a 7K MWCO Zeba spin

desalting column. SLB-coated beads were incubated with 100 nM FITC antigen sensors

for 15 minutes at room temperature.

5.4.2 Microscope for all imaging experiments

All imaging was carried out on an inverted Nikon Ti2-Eclipse microscope (Nikon

Instruments) using an oil-immersion objective (Apo 60x, numerical aperture (NA) 1.4, oil;

Apo 100x, NA 1.45, oil). Lumencor SpectraX Multi-Line LED Light Source was used for

excitation (Lumencor, Inc). Fluorescent light was spectrally filtered with emission filters
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(432/36, 515/30, 595/31, and 680/42; Semrock, IDEX Health and Science) and imaged on

a Photometrics Prime 95 CMOS Camera (Teledyne Photometrics). Microscope images

were collected using MicroManager 1.4 software [96].

5.4.3 Sensor height measurement

Small unilamellar vesicles (SUVs) were formed using an established sonication method

[13]. A lipid film containing 1,2-dioleoyl-sn-glycero-3-phos-phocholine (DOPC), 3% 1,2

dioleoyl sn glycero 3 phosphoethanolamine N [methoxy (polyethylene glycol) 2000] (DOPE-

PEG2k), and DOPE-rhodamine was dried under nitrogen and then vacuum for 30 min-

utes. The film was rehydrated in Milli-Q (MQ) water to 0.2 mg/mL lipids, sonicated at

low power using a tip sonicator (Branson SFX250 Sonifier) at 20% of maximum, 1s/2s

on/off, for three minutes. We added MOPS buffer at a final concentration of 50 mM

MOPS pH 7.4, 100 mM NaCl to the resulting SUV mixture. Then, 10 µL of 4 µm sil-

ica bead slurry (10% solids) was cleaned with piranha solution (3:2 H2SO4:H2O2) and

washed three times with 1 mL MQ water before being suspended in 100 µL MQ water

(1% solids). 3 µL of bead slurry was mixed with 30µL SUVs and incubated for ten min-

utes at room temperature before washing five times with HEPES buffer (50 mM HEPES

pH 7.4, 100 mM NaCl).

FITC sensor heights were established using cell surface optical profilometry (CSOP)

[31]. SLB-coated beads were incubated in 200 nM cholesterol-PEGx-FITC at room tem-

perature for 15 minutes, where x represents PEG0.5k, 2k, 5k, and 10k. Unbound sensors

were washed from the bulk and CSOP measurement used to find the difference in appar-

ent bead radius on the 488 nm FITC channel and 555 nm rhodamine channel 〈hobserved〉.

To correct for chromatic aberration, a baseline difference in 488nm and 555 nm radii

〈hbaseline〉 was measured on SLB-coated beads containing DOPC with 0.05% DOPE-
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rhodamine, and 0.05% DOPE-Atto 488 lipids. The FITC antigen height was obtained

by subtracting this baseline from the observed height: 〈h〉 = 〈hobserved〉 − 〈hbaseline〉.

5.4.4 Dissociation constant measurement for reconstituted PEG

brushes

4 µm SLB-coated beads with PEG brushes were formed using a mixture of DOPC,

3% DSPE-PEG2k, and 0.05% DOPE-rhodamine. Bare beads for measuring KD,0 were

formed with only DOPC and 0.05% DOPE-rhodamine. Beads were incubated in 100nM

cholesterol-PEGx-FITC antigen sensors for 15 minutes at room temperature, then washed

with HEPES buffer.

Lysine residues of anti-FITC ( FITC) IgG antibodies were randomly labeled by re-

acting with 8x excess NHS-Alexa Fluor 647 for one hour at room temperature in 50 mM

sodium bicarbonate solution. Unreacted dye was separated via a 7MWCO spin desalting

column and the recovery and labeling ratio measured via Nanodrop UV-vis spectroscopy.

Coverslips were passivated with 1 mM bovine serum albumin (BSA) to prevent non-

specific antibody adsorption. Antigen-coated beads were added to coverslip wells con-

taining FITC-647 and allowed to sediment and equilibrate with IgG for 30 minutes at

room temperature. Bulk antibody concentrations ranged from 0.67 to 20 nM (see Source

Data). At least 50 beads were imaged for each bulk IgG concentration, with an approx-

imately equatorial focal plane. Images were subdivided into individual beads, and the

edges identified by the brightest 5% of pixels, on the 555 nm (DOPE-rhodamine) chan-

nel, for each sub-image. The background intensity was taken to be the 30th percentile of

FITC intensities for each bead subimage, and the bead intensity signal was calculated by

subtracting background from the FITC signal associated with the brightest rhodamine

pixels. The intensity signal for each bead was averaged to yield a mean bead signal, and
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the mean bead signals were then averaged for each FITC bulk concentration, and fit to

a Hill isotherm to find KD.

5.4.5 Dissociation constant measurement for CD45 antigens

A GYPA brush with dilute CD45 antigens was reconstituted by incubating beads

in 10:1 GYPA:CD45. SLB-coated beads containing DOPC, 8% 1,2-dioleoyl-sn-glycero-

3-[(N-(5-amino-1-carboxypentyl) iminodiacetic acid)succinyl] (DGS-Ni-NTA), and 0.2%

DOPE-Atto 390 were incubated with 10 nM His-tagged mouse CD45 and 100 nM His-

tagged glycophorin A (GYPA) for 15 minutes at 37°C. Unbound protein was washed five

times from the bulk with HEPES buffer. GYPA was labeled with NHS-Alexa Fluor 555

and CD45 was labeled with NHS-Alexa Fluor 488, and we thus confirmed a qualitative

excess of the GYPA blockers on the beads. Beads were incubated in either Alexa Fluor

647-labeled C363 or I3 on CD45 for 30 minutes, and the KD measured. Antibody bulk

concentrations ranged from 0.33 to 20nM for C363 and 0.67 to 33 nM for I3 (see Source

Data). Baseline KD,0 for was measured for both CD45 epitopes on beads with no GYPA.

GYPA height was measured via CSOP using fluorescently-labeled purified anti-human

glycophorin AB monoclonal antibody (clone HIR2), BioLegend (cat. no. 306602). Anti-

body was diluted to 10 nM.

5.4.6 Red blood cell (RBC) dissociation constant measurement

Single-donor human whole blood in K2-EDTA was purchased from Innovative Re-

search and used within three days of arrival. The researchers in this study had no

contact with human subjects and vendor samples were de-identified, precluding a need

for IRB clearance. Blood was centrifuged at 300g for five minutes to isolate RBCs. For

experiments with sialic-acid deficient red blood cells, red blood cells were treated with
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100 mU/mL neuraminidase at 37°C for two hours. Cells were centrifuged and washed

with PBS three times to remove bulk neuraminidase. RBCs were incubated with 100

nM cholesterol-PEGx-FITC (x represents PEG0.5k, 2k, 5k, and 10k) antigen sensors for

15 minutes at 37°C. RBCs were diluted 10x in PBS, centrifuged, and the supernatant

discarded to remove unbound cholesterol. RBCs were washed in this way four more

times, with a ∼100x dilution in fresh PBS each time. RBCs were added to FITC-647,

pipette mixed, and incubated for 30 minutes before imaging. Antibody bulk concentra-

tions ranged from 0.13 to 27 nM (see Source Data). RBC images were analyzed using

the same methods as beads, with at least 50 cells per IgG concentration, to calculate KD.

For ∆U calculations, KD was normalized against the bare-bead KD,0, for each antigen.

5.4.7 Lateral crowding heterogeneity on mesoscale membrane

domains

Antibody dissociation constants were measured on crowded and uncrowded coexisting

domains in liquid-liquid phase-separated giant unilamellar vesicles (GUVs). DOPC, 1,2-

dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), and cholesterol were combined in a

2:2:1 ratio, which phase separates at room temperature [66]. 0.3% DOPE biotin and

0.05% 1,2 dipalmitoyl sn glycero 3 phosphoethanolamine N (biotinyl) (DPPE biotin)

were added as liquid-disordered and liquid-ordered antigen probes, respectively. We set

the relative amounts of DOPE- and DPPE-biotin such that the antigen density in each

phase was approximately equivalent, as reported by Biotin binding. GUVs were formed

either with or without 2% DOPE-PEG2k, which formed a crowding brush in only the

liquid-disordered (Ld) phase. 0.05% each of DOPE-rhodamine and 1,2 distearoyl sn

glycero 3 phosphoethanolamine N [poly (ethylene glycol) 2000 N’ carboxyfluorescein]

(DSPE-PEG2k-FITC) were also added to label the Ld and liquid-ordered (Lo) phases,
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respectively.

GUVs were produced via a modified electroformation protocol [97, 98]. Lipids dis-

solved in chloroform were spread onto an indium tin oxide (ITO)-coated slide and the

resulting film dried under vacuum for greater than 30 minutes. The lipid film was re-

hydrated in a 300 mM sucrose solution, placed in contact with a second ITO-coated

slide, and an AC sinusoidal voltage applied across the two slides: 10 Hz/1.0 V for two

hours then 0.4V/2 Hz for 20 minutes. GUVs were electroformed at 50°C to ensure phase

mixing, then cooled below the melting point to room temperature once electroformation

was stopped.

Phase-separated GUVs were incubated in Alexa Fluor 647-labeled Biotin antibody

for at least 30 minutes. Antibody bulk concentrations ranged from 2 to 67 nM (see

Source Data). The GUV size distribution spanned tens of microns, requiring that each

vesicle be imaged individually to preserve a consistent equatorial focus. For each vesicle,

Lo and Ld domains were identified by selecting the brightest 2% of pixels on the 488

(DSPE-PEG2k-FITC) and 555 nm (DOPE-rhodamine) channels, respectively, for each

GUV image. The corresponding 647 nm intensities for these pixels were averaged and

subtracted from the bottom 30th percentile of 647 intensities across the entire image,

yielding a mean intensity for each phase. Lo and Ld intensities were averaged across

all GUVs for each bulk IgG concentration and fit to a Hill isotherm to find KD (with

DOPE-PEG2k) and KD,0 (without DOPE-PEG2k).

5.4.8 Lateral crowding heterogeneity on diffraction-limited do-

mains

Antibody dissociation constants were measured for Lo- and Ld-favoring antigens on

phase-separated SLBs, with kinetically-arrested nanoscopic domains. Beads were coated
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with SLBs containing 2:2:1 DOPC:DPPC:cholesterol, with 0.05% DOPE-rhodamine Ld

label and 1% DOPE-PEG2k Ld crowder. Only one of either DOPE-biotin or DPPE-

biotin was also included, localizing the antigens primarily on either the Ld or Lo domains,

respectively. Beads were incubated in Biotin-647, imaged, and KD fit for each antigen.

KD,0 was measured with SLBs containing no DOPE-PEG2k.

5.4.9 Lateral crowding heterogeneity measurements on human

cancer cells

Human cervical cancer HeLa and breast cancer T47D cells were obtained from ATCC.

HeLa cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) and T47D cells

were cultured in RPMI 1640 Medium, both supplemented with 10% fetal bovine serum

(FBS) and and 1% Pen-Strep. Cells were incubated at 37°C with 5% CO2.

Cells were plated approximately 24 hours before imaging. Immediately before imag-

ing, media was exchanged with PBS containing either 100 nM cholesterol-PEG0.5k-FITC

and cholesterol-PEG0.5k-Alexa Fluor 555; 20 nM annexin V-FITC; or 100 nM Alexa

Fluor 488-labeled cholera toxin B (CTB), and incubated for 20 minutes at 37°C. Un-

bound antigen was washed from the well five times with PBS.

Cells were incubated in either FITC-647 or CTB-647 for 30 minutes. Antibody con-

centrations ranged from 0.33 to 100 nM (see Source Data). At least 15 cells were analyzed

for each bulk concentration. Fluorescence images of individual cells were captured, focus-

ing on the equatorial plane, so that the plasma membrane outline was clearly visible. To

select pixels for analysis, we took the product of the antigen and antibody signal for each

pixel, identifying the top 7% for analysis. We took the mean IgG signal for these pixels,

for each cell, to obtain the peak signal for that cell. In HeLa and T47D cell measurements,

we observed some sensor internalization into the cell interior, but the antibody largely
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remained on the exterior of the cell. Taking the product of IgG and antigen ensured that

only plasma membrane signal was analyzed. For cells with cholesterol-PEG0.5k-FITC

antigens, we used the co-incubated Alexa Fluor 555 constructs to identify the pixels of

highest antigen density, because the FITC IgG quenches FITC. The background signal

was set to the bottom 30th percentile of pixels, and the mean of the differences between

peak and baseline for each cell taken to represent the surface-bound antibody. Bound an-

tibody fraction was plotted against bulk IgG concentration and fit using the Hill isotherm

(n=2) to find KD.

The bare dissociation constant KD,0 for CTB was measured on SLB-coated beads

containing DOPC and 0.05% ovine brain GM1. Beads were incubated with 100 nM CTB

for 15 min, washed, incubated in CTB for one hour, and then imaged. KD,0 was fit

to IgG intensity data according to the procedures in earlier bead experiments. For the

cholesterol-PEG0.5k-FITC antigen, the KD,0 value from earlier bead experiments was

used. We calculated the free energies associated with CTB-reported raft-like domain

crowding and FITC-reported bulk crowding using Eq. 5.1.

5.4.10 Molecular Dynamics Simulations

To validate theoretical predictions for the surface crowding profile, we performed

coarse-grained molecular dynamics simulations using a graphics processing unit (GPU)-

enabled HOOMD-Blue simulation package [99, 100]. We simulated membrane-bound

PEG-conjugated FITC sensors using the Kremer-Grest bead-spring model [101] for poly-

mers chains, with bead diameter σ = 0.33nm to represent the ethylene glycol monomer.

One polymer end was confined to the bottom of the simulation box using wall potentials

but was allowed to diffuse laterally [31]. We imposed periodic boundary conditions along

x and y while the z = ±Lz/2 boundaries were impenetrable. We used a system box
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size of V = L2Lz where Lz = 50 − 200σ and L was adjusted to achieve the specified

surface density and number of chains. All particle pair interactions and wall potentials

are modeled using the Weeks-Chandler-Anderson potential [102]. The bond potentials

were modeled using the finite extensive nonlinear elastic (FENE) potential with spring

constant k = kBT/σ
2. The semiflexibility of polymer chains was imposed through a har-

monic angle potential UB = εB(1− cos(θijk − θ0)), where θijk is the bond angle between

adjacent particles (i, j, k), θ0 is the resting angle, and εB = kBTLP/LB is the bend-

ing energy, defined with persistence length LP = 0.97σ and bond length LB = σ. We

first simulated the experimental surface density of ∼1000 chains/µm2 and averaged over

∼2000 polymers to verify that chains were dilute and non-interacting. We then simulated

single chains and varied the degrees of polymerization to span PEG0.5k to PEG10k. Us-

ing simulation snapshots, we binned the spatial distribution of the FITC sensor normal

to the surface, PFITC. Single-chain dynamics were averaged over 15 simulations of 1000

snapshots each.

To characterize surface crowding, we separately simulated spherical antibody particles

in the presence of surface-confined polymers. PEG2k crowders on reconstituted beads

were modeled as a monodisperse polymer brush with degree of polymerization N =

45 and surface density of 30,000/µm2 and averaged over ∼1000 chains. In separate

simulations, we also modeled RBC cell surface proteins using a bidisperse polymer brush

with the same coarse-graining as PEG. GYPA was coarse-grained into a 7-bead chain

with a bead diameter of 4 nm, corresponding to the size of the sugar side chains along the

backbone. Band 3 was coarse-grained into a 10-bead chain with 2 nm beads, representing

the two large branches of the N-glycan. We chose surface coverages of 1300 and 6700

chains/µm2 to match reported copy numbers of GYPA and Band 3. The Fab region of

IgG was coarse-grained into a single spherical bead of size 4 nm in simulations of the

reconstituted PEG2k brush, while the full IgG antibody was coarse-grained into an 11
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nm bead in simulations of the RBC surface. The 2-3 nm PEG2k brush is smaller than

a ∼ 10 nm IgG, so we assume only the Fab domain penetrates the reconstituted brush,

while the full IgG penetrates the thicker RBC glycocalyx [103, 104].

We calculated the probability distribution of antibodies on the cell surface in the

presence of crowding polymers or proteins, and used the Boltzmann relation to compute

the repulsive energy penalty Ubrush(z) = − ln (PIgG (z) /Pbulk) of the brush at equilibrium.

We numerically integrated Eq. 5.2 to compute the mean crowding energy 〈∆U〉 given

height fluctuations in the FITC sensor (Figs. 5.2C, 5.3B).

5.5 Supplemental

MD Simulation Details

Coarse-grained model

The prepared systems are described using the overdamped Langevin equations of

motion, also known as Brownian dynamics, where the velocity ẋi = Fi/γi of particle i is

numerically integrated forward in time and Fi is the sum of all forces on particle i. All

simulations were performed using the GPU-enabled HOOMD-blue simulation package

[100].

We coarse-grain (CG) PEG molecules as Kremer-Grest bead-spring polymer chains

according to [105], where each CG bead represents the C-O-C monomer unit with length

σ = 0.33 nm. Although our coarse-graining is at an atomic scale, we will still assume an

implicit solvent in this simplified model and neglect any polymer interactions with the

surrounding solvent molecules.

Non-bonded interactions between monomer pairs are modeled via a purely repulsive
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Weeks-Chandler-Anderson (WCA) potential

VWCA (r) =


0 if |r| ≥ 21/6σ

4ε

((
σ
|r|

)12

−
(
σ
|r|

)6
)

if |r| < 21/6σ

(5.3)

where we set ε = kBT .

Bonded monomers along the polymer chain interact through the “finite extensible

nonlinear elastic” (FENE) potential:

VFENE(r) =
1

2
kr2

0 ln

(
1−

(
r

r0

)2
)

+ VWCA (r) . (5.4)

Additionally, the flexibility of polymer chains is represented using a harmonic bending

potential:

Vharm (θ) =
lp
2lb

(θ − θ0)2 (5.5)

where θ is the angle between three monomers along a chain. We choose the persistence

length lp = σ and equilibrium bond length as lb = σ.

All surface polymers are tethered using two wall-potentials Vwall which constrains the

vertical position of the first monomer, similar to MD methods in [31].

Antibodies interact through a similar WCA potential with PEG monomers:

VWCA (r) =


0 if |r| ≥ 21/6ra

4ε

((
ra
|r|

)12

−
(
ra
|r|

)6
)

if |r| < 21/6ra

(5.6)

where the equilibrium distance is ra = (σ + da) /2 where da is the coarse-grained antibody

diameter.
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Average sensor height

We simulated sensor polymers at a surface density of 1000/µm2, in agreement with

the experimental coverage of PEG-FITC conjugates on silica beads.

The degree of polymerization was varied from N = 10 to N = 200 to span the

range of polymer contour lengths between PEG0.5k and PEG10k. After an initial equi-

libration period, we track the vertical height z of the end monomer above the surface,

which corresponds to the location of the FITC sensor. The monomer hard sphere ra-

dius rHS = 21/6 (σ/2) was subtracted from z since the hard sphere bead never overlaps

with the underlying surface. The spatial data were binned and averaged to compute the

probability distribution P (z) of sensor positions for various polymer linker lengths. The

relationship between N and 〈h〉 is observed to follow 〈h〉 ∼ N3/5, in agreement with Flory

theory of a mushroom brush (Fig. 5.5). This result is expected given the diluteness of

the polymer sensors on the surface.

Antibody insertion into PEG brush

We simulate free antibody with PEG2k polymers with N = 45 tethered to the cell

surface at a surface density of 30000/µm2. After equilibration, the center of mass position

of the antibody was binned as a function of height above the surface, and the hard sphere

radius of the antibody was again subtracted such that z = 0 indicates antibodies that

are flush with the cell surface. The size of an IgG antibody is ≈ 10 nm [103, 104], which

is larger than the PEG2k brush size of ≈ 2− 3 nm. We assume that only the Fab region

sticks into the PEG2k brush. Therefore, we modeled only the Fab region of the IgG with

4 nm spherical particles, which also recovered he experimentally observed brush potential

of ∆U = 1kBT at the surface. To obtain the effective brush crowding potential 〈∆U〉,

numerical integration of Eq. ?? was performed and normalized by the effective potential
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of the PEG0.5k sensor.

Coarse graining RBC proteins

Based on proteomics literature, we model the RBC cell surface as a bidisperse polymer

brush consisting of the two most abundant proteins based on extracellular size and surface

density, GYPA and Band 3 (Fig. 5.6). We choose the coarse-grained bead diameter of

GYPA to be 4 nm, representing the 4-sugar side chain, and use N = 7 beads to maintain

the contour length of GYPA to be roughly 28 nm. For Band 3, we coarse-grain the

branched N-glycan on the extracellular domain into a single chain with 2 nm beads

while choosing N = 10 to maintain the ≈ 20 nm contour length. In doing so, we have

neglected the entropic penalty of confining these side branches, which may lead to slight

underestimation of the crowding penalty. Since the RBC surface proteins are taller than

the size of an IgG, we assume that the whole IgG interacts with the glycocalyx. Therefore,

we modeled the IgG with 11 nm spherical particles, which recovered a repulsive penalty

of ∆U = 2kBT at the surface, which is reasonable since the RBC brush is taller than

the PEG brush and the bulk size of the antibody will dictate the repulsive potential.

The effective brush potential 〈∆U〉 was then obtained similarly as in the PEG brush

simulations.

Although we have coarse-grained the IgG into a spherical bead, in reality it has a Y-

shaped structure consisting of two Fab and one Fc regions. Thus, one potential drawback

to simulating the IgG as a spherical particle is the overestimation of the free energy

penalty when inserted into the brush. Furthermore, only the Fab regions target and bind

to the antigen, so our measured IgG affinity could deviate from experiments. However,

our main simulation result is the brush crowding potential U, and we do not expect the

IgG coarse-graining to have significant consequences other than a small overestimation

of the osmotic penalties associated with insertion.
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Figure 5.1: Synthetic antigen sensors enable precise localization and measurement
of IgG binding avidity on crowded membrane surfaces. (A) Cholesterol-PEG-FITC
sensors insert into the membrane and present the FITC antigen at varying heights
above the membrane, depending on the PEG linker length. Sensors are exogenously
inserted into reconstituted or live plasma membranes, and FITC IgG avidity is a
direct reporter of local crowding. (B) (Left) Mean height 〈h〉 of synthetic antigen
sensors increases as a function of PEG linker molecular weight, as measured by CSOP
[31]. (Right) Epitope heights of two different CD45 antibodies, I3 and C363 on the
transmembrane tyrosine phosphatase CD45, as reported by Son et al. [31]. (C) (Left)
Dissociation constants of FITC to the synthetic antigen sensors on a supported lipid
bilayer, containing 3% DOPE-PEG2k as a surface crowder. Dissociation constants
are normalized by the bare membrane value, KD,0. (Right) Two CD45 antibodies
with distinct epitope heights experience a significant difference in normalized avidity
on a reconstituted membrane crowded with a mucin-like glycoprotein, Glycophorin A
(GYPA).
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molecular dynamics (MD) simulations of the IgG free energy versus height above the
surface. The observed IgG avidity (Unet, green) is a superposition of an attractive
enthalpic binding energy (U0, blue) and a crowding-induced penalty due to crowd-
ing polymers (∆U , black). Therefore, the normalized dissociation constants from
Fig. 5.1C report the local energy penalty of the crowded surface. (B) (Top left)
MD simulations of crowding penalty are re-plotted from Fig. 5.2A, with solid line
indicating classical polymer brush theory [28]. (Top right) Simulation snapshot of
antibody (red) on polymer (gray) coated surface. Weighting the crowding penalty by
the FITC distribution yields a mean crowding penalty 〈∆U〉 for a sensor of given 〈h〉.
(Bottom left) FITC position probability distributions for different polymer contour
lengths based on continuous Gaussian chain model [32] (curve) and MD simulations
(crosses). (Bottom right) MD snapshots of sensors of different linker lengths and il-
lustration of average height 〈h〉 of a fluctuating FITC antigen. (C) Antibody avidity
data from Fig. 5.1c are re-plotted to report steric crowding energy as a function of
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by the smallest antigen sensor size, ∆U0.5k = 0.9kBT . Theoretical prediction based
on polymer brush theory (curve) agrees with experimental data and MD simulations
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Figure 5.3: Red blood cell (RBC) membrane proteomics is integrated into an in-
-silico model to predict surface crowding heterogeneity validated by theory and ex-
periments. (A) Relevant data from RBC proteomics for predicting surface crowding
variation with extracellular height. Four of the most abundant RBC proteins with
extracellular domains [35] are characterized according to copy number and extracel-
lular domain size: Band 3, glycophorin A (GYPA), aquaporin 1 (AQP1), and CD47
[35, 36, 37, 38, 39, 40, 41]. Simplified schematics of transmembrane and extracellular
domains are sketched in a lipid bilayer, with black peptide sequences, blue N-glycans,
and magenta O-glycans. GYPA and Band 3 are the only proteins of sufficient ex-
tracellular size and density to be considered in our model. (B) MD simulations and
analytical theory describe steric repulsion between an IgG antibody and a model RBC
glycocalyx. (Left) Repulsive energy penalty ∆U from both analytical theory and MD
simulation is plotted as a function of height. (Right) Snapshot of MD simulations with
spherical IgG adsorbing to a bidisperse polymer brush of course-grained Band 3 and
GYPA. (C) Molecular probes verify in-silico crowding heterogeneity predictions. (Up-
per left) Fluorescence micrographs demonstrate strong cholesterol-PEG-FITC sensor
and anti-FITC IgG binding. Scale bar is 5 µm. (Lower left) Schematic of IgG binding
to synthetic antigen sensors on an RBC surface, with GYPA and Band 3 dominat-
ing crowding. (Right) Mean crowding energy due to crowding ∆U , normalized by
the surface value on wild type human red blood cells ∆UWT

0.5k is plotted against mean
sensor cholesterol-PEG-FITC sensor height 〈h〉. Analytical theory (black curve) and
MD simulation (black crosses) predict weaker free energy penalties of crowding with
increasing antigen sensor height on WT cells. Experimental measurements on WT
red blood cells (blue circles) agree with theory and simulation, as crowding decreases
similarly with height. Red blood cells treated with neuraminidase (NA) show reduced
crowding overall (light blue triangles), with less height variation far from the surface.
Dashed lines connecting experimental data are guides to the eye.
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branes with coexisting domains. (A) Reconstituted ternary lipid mixtures of
DOPC/DPPC/Cholesterol containing 2% DOPE-PEG2k produce preferential surface
crowding in the liquid-disordered (Ld) phase compared to the liquid-ordered (Lo)
phase. DOPE- or DPPE-conjugated biotin antigens were added to enable IgG anti-
body binding in the two phases. (B) Direct measurement of lateral crowding hetero-
geneity on macroscopic phase-separated domains in giant unilamellar vesicles (GUVs)
yields similar trends to indirect crowding measurement of diffraction-limited domains
on lipid-coated beads. (Left) The free energy due to crowding of a polyethylene gly-
col (PEG) brush is plotted for each domain on GUVs and for each antigen probe on
kinetically-arrested SLBs on beads. (Lower right inset) We observed strong biotin
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analog of local crowding in their respective phases. Scale bar is 2 µm. (C) Antigen
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toxin B (CTB) antigens bind to ganglioside GM1, clustering and forming domains
with a distinct protein/lipid composition, while cholesterol-PEG0.5k-FITC slightly
favors the disordered bulk membrane. (Lower) HeLa and T47D cell membranes la-
beled with CTB. Scale bars are 10 µm. (D) Crowding free energy reported by CTB
and FITC sensors on human cervical cancer HeLa and human breast cancer T47D
cells.
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Figure 5.6: Coarse-graining of Glycophorin A (GYPA) and Band 3 on RBC gly-
cocalyx. (A) In the molecular dynamics (MD) simulations, the extracellular domain
of GYPA is modeled as two seven-bead polymer chains with bead diameter of 4 nm
corresponding to the length of the sugar side chains. (B) Band 3 is modeled as three
ten-bead polymer chains with bead diameter of 2 nm corresponding to a pair of sugars
across the two side branches [36].
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