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Abstract

Development of Electrochemical Techniques for Nanoparticle

Characterization and Biosensor Devices

by

Brian Roehrich

Electrochemistry is the study of the interface between chemical species and electrified

surfaces. These interfaces, which use electrical current to drive chemical transformations

or derive electrical energy from chemical reactions, are critically important in the con-

text of climate change. Using electrochemistry, renewably-generated electricity can be

stored in the form of chemical potential in the chemical bonds of a fuel (such as hydro-

gen) or in the energy of electrons in a battery. These reactions are often catalyzed by

nanoparticles of various materials, chosen due to their high surface areas and ostensibly

tunable proparties. However, a significant gap in our understanding of these nanopar-

ticles remains: as nanoparticles are not atomically precise, each individual particle has

different properties (e.g., size, shape, or catalytic performance). However, conventional

analysis methods study ensembles of many particles and cannot deconvolute each indi-

vidual’s contribution. This means that the best-performing particles (compared to those

which contributed little to the reaction) cannot be readily identified, and future syntheses

cannot be tailored to target these particles.

ix



The first three chapters of this dissertation describe my work to develop new methods

and tools to study individual particles at the nanoscale, one particle at a time. First,

I describe our efforts to understand the reactivity of platinum nanoparticles which cat-

alyze the hydrogen evolution and oxygen reduction reactions. The broad distribution of

catalytic activities we measured could not be explained simply by particle size, and our

insights let us identify a possible mechanism degraded the particles’ activity. In order to

glean more information from each particle, I next developed a method to measure the elec-

trochemical impedance of single nanoparticles. Electrochemical impedance spectroscopy

has the ability to resolve different interfacial processes based on their timescales and was

used to detect individual, insulating microparticles as they collided with an electrode; the

time-resolved impedance spectra enabled accurate measurement of the particle-electrode

contact areas. Finally, the single-particle impedance technique was applied to individ-

ual Prussian blue nanocubes, which reversibly intercalate sodium ions. In this case,

spatially-resolved impedance spectra allowed us to measure the ionic and electronic con-

ductivities of the particles as they stored sodium ions and electrons and revealed that

these conductivities varied by up to an order of magnitude particle-to-particle.

The final chapter of this work extends the time-resolved impedance techniques devel-

oped for single particle analysis to the field of electrochemical biosensing. Biosensors aim

to measure the presence or concentration of a particular species, and electrochemistry

provides a natural way to translate between a chemical species and an electrical signal.

Specifically, I describe the interrogation of a class of devices known as electrochemical

x



aptamer-based sensors using electrochemical impedance spectroscopy. This technique

enabled us to measure the state of the sensors more precisely and more rapidly than

comparable methods, allowing real-time measurements of an antibiotic and an amino

acid, even in the blood stream of living animals.
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Chapter 1

Introduction

1.1 Why Electrochemistry?

The annals of electrochemistry date back to the 1780, when Luigi Galvani discovered

”animal electricity” by coercing frogs’ legs to twitch using two metal wires.[1] In fact,

he had created a one of the first artificial electrochemical cells – the two different metals

he used formed a circuit that spontaneously discharged across the frogs’ legs (which

moved as a side effect).[1] The physics explaining this experiment (amongst others) were

finally established by Rudolph Marcus in 1956, who was later awarded the Nobel Prize in

Chemistry for his eponymous theory of electron transfer reactions.[2] In the decades since,

electrochemists have – to varying degrees of success – studied, applied and exploited the

phenomena of electrochemistry in attempts to solve great societal challenges.

Fundamentally, electrochemistry deals with the interactions between electricity and

chemical species. Electricity can be used to drive chemical reactions: – two conductive

pieces of metal (”electrodes”) can reduce and oxidize water to form hydrogen and oxygen,

1



Chapter 1. Introduction

respectively, if an appropriate voltage is applied between them. Conversely, chemical re-

actions can be used to generate electricity – if hydrogen and oxygen are introduced to

a device which respectively oxidizes and reduces them, water and electrical power are

produced. For these reasons, electrochemistry forms the heart of many of the technolo-

gies which enable the transition to renewable energy. Electrical energy, generated from

wind or solar power, can be stored as chemical potential during peak power generation

hours and reclaimed when needed later. Batteries, supercapacitors, and electrolyzers are

just three examples of devices which rely on electrochemistry to store power.[3] Electro-

chemistry can be used to drive synthetic reactions, replacing toxic or fossil fuel-derived

reagents with renewably-generated electrons.[4] Finally, the direct link electrochemistry

provides between chemical species and electrical signal can be used to construct sensors

which readily or quantify specific molecules - these devices will be discussed in further

detail later in this chapter.[5]

The principles of electrochemistry are well described by many textbooks and will not

be covered here, the interested reader is invited to consult Compton and Banks[6] or

Bard and Faulkner,[7] amongst others. To introduce the topics discussed in this thesis,

however, consider the electrolysis of water:

2H2O −→ 2H2 +O2

This reaction is thermodynamically unfavorable (∆G = 237kJ/mol). Yet, it can

be driven electrochemically by reducing water to form hydrogen at one electrode (the

2
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cathode) and oxidizing water (or hydroxide) to form oxygen at a second electrode (the

anode):

4H2O + 4e− −→ 2H2 + 4OH−

4OH− −→ O2 + 2H2O + 4e−

The potential needed to drive an electrochemical reaction is determined by its ther-

modynamics (E◦ = −∆G
nF

where E◦ is the potential under standard conditions, n is the

number of electrons transferred in the reaction, and F = 96485 C mol−1 is Faraday’s

constant. For the above reaction, E◦ = 1.23 V ).[7] In practice, additional driving force

(overpotential) is needed for the reaction to proceed at a desirable rate. Indeed, the

current which flows through an electrochemical cell strongly depends on the potential

applied across the cell. Fundamentally, this is because the activation energy barrier

(which dictates the kinetics) of electron-transfer reactions scales with the difference in

free energy between the reactant and product states.[2] This relationship, which is unique

to electron-transfer reactions, means that the rate of an electrochemical reaction can be

increased by making the reaction more thermodynamically favorable – conveniently, this

can be achieved by simply applying a larger potential across the electrochemical cell.

However the scaling between reaction thermodynamics and kinetics is not always

straightforward. While some simple electron-transfer reactions are agnostic towards the

electrode which catalyzes them (outer sphere reactions), most energy-relevant reactions

involve multiple electron-transfer and chemical reaction steps and feature intermediates

bound to the electrode surface – electrodes made of certain materials are much more
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effective catalysts of these reactions than a generic conductive metal would be.[7] Char-

acterizing the performance of such materials is even more complicated because many

electrocatalysts are comprised of nanoparticles1 to maximize their specific surface area.[8]

Critically and unlike molecules, these species are not atomically precise: two nanoparti-

cles with the same elemental composition may adopt different morphologies, and thus,

have different physical properties.[9] Ensemble measurements of a bulk electrode mask

these particle-to-particle differences, and so features which give rise to the best electrode

performance2 may be hidden if they only occur in a small fraction of particles.

Single-entity electrochemistry seeks to unmask these differences by measuring the

properties of individual nanoparticles, one at a time. Ultimately, this approach aims

to quantify the differences between individual particles and identify the best-performing

particles so that syntheses can be tuned to produce them, improving the efficiency of the

entire ensemble. The bulk of this dissertation is devoted towards developing methods to

measure the properties of individual nanoparticles.

1Solids which have at least one dimension with a length in the scale of nanometers.
2For example, activity, selectivity, or durability
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1.2 Electrochemical Characterization of Single

Nanoparticles

1.2.1 Introduction

Nanoparticles are ubiquitous in electrochemistry because they have extremely high

specific surface areas and electrochemical reactions occur at the solid-liquid interface. The

easiest way to increase the amount of product produced by an electrochemical reaction is

to simply increase the surface area of the electrode.3 However, the heterogenous nature of

nanoparticles makes it difficult to analyze their properties based solely on bulk, ensemble

measurements. In the following sections, I will briefly review existing electrochemical

methods to detect and characterize individual nanoparticles.

1.2.2 Electrochemical Characterization of Individual Particles

in Suspensions

The first prominent example of the electrochemical detection of single particles is the

Coulter counter.[10] Invented in 1953, this device measures the ionic current between

two reservoirs separated by a narrow channel. When a single particle passes through the

channel, a discrete decrease in the current can be measured and used to estimate the size

of the particle. While the Coulter counter still finds widespread use in cell counting (for

3Provided that the concentration of reactants in solution and their mass transport rates to the
electrode are high enough that the reaction is not limited by diffusion.
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Figure 1.1: Three methods which enable electrochemical measurements of single
nanoparticles. (a) The nano-impact method relies on a particle in solution stochasti-
cally colliding with a microelectrode. When in contact with the electrode, the particle
catalyzes and electrochemical reaction and the resulting change in current informs on the
catalytic properties of that particular nanoparticle. (b) Using scanning electrochemical
microscopy, a microelectrode collects (oxidizes or reduces) the product of the electro-
chemical reaction occuring on an isolated, surface-bound particle. (c) The droplet used
in scanning electrochemical cell microscopy can be used to isolate a single nanoparticle on
the surface, forming a microscopic electrochemical cell which can be interrogated using
conventional electrochemical techniques.

example, for blood counting in hospitals) and related particle sizing methods continue to

attract research interest,[11, 12] insights beyond simply measuring the size of the particle

require other electrochemical methods. One such method is the ”nano-impact” technique,

which examines the response of an electrode when individual particles stochastically col-

lide with it. Early observations of current transients associated with particle collisions

were reported by Micka[13] as well as Jones and Kaye[14]; recent interest in using such

transients for single-particle analysis was driven by the 2007 report by Xiao and Bard

who suggested that each transient would inform on the electrocatalytic properties of the

individual nanoparticles.[15] In nano-impact measurements (Figure 1.1a), an ultramicro-

electrode4 which is a poor catalyst of the reaction of interest is immersed in a solution

4Typically a disk electrode with a radius between 1 and 10 µm.
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that contains a low concentration of catalytic particles. A potential is applied to the elec-

trode, chosen such that no reaction occurs on the bare electrode. As a particle diffuses

through solution, it may randomly collide with the electrode and form an ohmic contact

with the surface, adopting the electrode’s potential. If this potential is sufficient to drive

the electrochemical reaction on the particle, a discrete increase in current through the

electrode is measured and can be correlated to that single particle.[16] Using this mea-

surement technique, individual particles can be detected and their catalytic properties

(relating to the size, shape, and duration of the current transient) can be examined.

The nano-impact technique has applied to a wide range of electrocatalytic nano-

materials in the past 15 years, as has been reviewed elsewhere.[17–19] However, the

technique has several limitations which lower its potential. Most glaringly, despite mea-

suring the response of a single particle, the stochastic nature of the technique makes it

extremely difficult to identify which specific particle produced a particular electrochemi-

cal response. Nano-impact experiments typically collect many particles on the electrode

surface, recording many current transients.5 This makes it extremely difficult to link a

particular particle to a particular current transient, which would be necessary to identify

features of desirable particles. The depth of electrochemical characterization possible on

a single particle is also limited – the vast majority of studies rely on chronoamperome-

try [20] (applying a constant potential and measuring current) which does not yield the

thermodynamic or kinetic information offered by voltametry or impedance spectroscopy.6

5Additionally, in some cases, particles may desorb from the surface and return to solution.
6Several authors have reported measurements of single particles using, for example, fast-scan cyclic

voltammetry[21] or impedance spectroscopy.[22]
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Finally, rather than solely informing on the electrochemical reaction, the observed cur-

rent transients are often convoluted by a variable particle-electrode contact[23] or even

the electronics used to measure them.[24]

1.2.3 Electrochemical Characterization of Individual, Surface-

Immobilized Particles

In contrast to the transient, stochastic nature of nano-impact experiments, single-

particle studies can also be carried out by fabricating an electrode whose electroactive

surface consists of a single particle. At the nanoscale, this has been accomplished by

using a molecular linker to bind a single gold nanoparticle to the surface of a platinum

nanoelectrode.[25] Because the size of the particle (15 nm) was commiserate with that

of the electrode (10 nm) and the electrode had been passivated with a silane layer,

the voltammetric response of the electrode was dictated by the properties of the single

nanoparticle rather than the supporting electrode. However, the extreme difficulty of

fabricating nanometer-scale electrodes and isolating single nanoparticles on them makes

this method unfeasible for larger-scale studies.

Scanning probe techniques such as scanning electrochemical microscopy (SECM) can

also be used to elucidate the electrochemical response of individual, electroactive nanopar-

ticles. Single particle measurements are be performed in an SECM by immobilizing the

particles on a conductive substrate which serves as a working electrode. A potential is

applied so the particles catalyze an electrochemical reaction, a micro- or nanoelectrode
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probe is positioned near the surface using piezoelectric positioners, and the probe is

moved across the surface to scan a particular region. The probe can identify a particle

on the surface by detecting the product of the reaction catalyzed on the particle’s sur-

face (Figure 1.1b). This approach offers unparalleled spatial resolution into the catalytic

performance of a nanoparticle.[26] Collecting the reaction product on the SECM probe

also enables selectivity in the measurement, as the probe potential can be tuned to only

react with certain species.[27]

Scanning electrochemical cell microscopy (SECCM) is perhaps the most elegant

method to accomplish single-particle measurements. While named similarly to the

aforementioned SECM, SECCM operates by a very different modality: the probe in an

SECCM experiment is an electrolyte-filled micro- or nanopipette which is equipped with

a counter electrode and positioned near a conductive surface (the working electrode). A

potential is applied across the two electrodes and the pipette is slowly lowered towards

the substrate until its electrolyte wets the surface and current flows across the interface.

This forms a microscopic droplet of solvent between the pipette and the substrate, and

any electrochemical response measured is entirely attributable to that miniscule region

of the substrate (Figure 1.1c).[28] For single particle studies, the SECCM pipette can

be used to isolate individual nanoparticles (which were deposited onto the substrate

prior to the experiment) within the droplet in order to probe their properties. The

SECCM experiment is simple to set up, can interrogate many individual particles

in a single experiment,[9] and the probe fabrication and experimental conditions are
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highly adaptable with even measurements in inert atmospheres possible.[29] After the

experiment, the exact same particles can be visualized by microscopy or analyzed

by other co-localized techniques (vide infra).[30] Recent work has even introduced

the chemical selectivity of SECM measurements by using dual-barrel pipettes.[31]

Taken together, these capabilities make SECCM a natural and effective technique for

single-entity electrochemistry.

1.2.4 Indirect Methods for Characterizing Individual, Elec-

troactive Nanoparticles

Rather than directly measuring an electrochemical response, the presence and charac-

teristics of single particles can be elucidated indirectly by optical methods. One approach

leverages electrochemiluminescence, in which the product of an electrochemical reaction

reacts with a sacrificial reagent to generate light. Modern cameras can be sensitive enough

to detect single photons, giving this approach an ultrasensitive limit of detection. It has

been coupled with nano-impact electrochemistry to detect individual particles,[32] and

applied to surface-bound nanoparticles to study plasmonic effects.[33] A major limita-

tion, however, is that the electrochemical reaction must generate a luminescent species.

A more generally applicable approach is to monitor the change in optical properties of

single particles in response to a changes in potential.[34] For example, the transmittance

of many ion-intercalating materials changes significantly with the extent of intercala-
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tion. Optical microscopy can track these changes at the single-particle level, yielding

information on charging rates and capabilities with implications for ion batteries.[35]

1.2.5 Correlative Methods

Lastly, a growing push in single-particle electrochemistry is to correlate electrochemi-

cal and non-electrochemical measurements performed on the same particle, with the goal

of uncovering structure-property relationships. This trend has largely been driven by two

rapidly developing techniques: scanning electrochemical cell microscopy (SECCM) and

liquid-phase transmission electron microscopy (TEM).

As discussed above, SECCM studies use the instrument’s scanning droplet to isolate

a small region of a surface. The droplet leaves behind a small residue of electrolyte

at each location it contacts the surface, which, after the experiment, can be located

by microscopy. For single-particle studies, the exact particle which produced a certain

electrochemical response can be located. The particle morphology can be characterized by

scanning or transmission electron microscopy (SEM or TEM) or atomic force microscopy

(AFM), and further insights on the composition and structure of the particle can be

gleaned from in-microscope techniques such as energy dispersive X-ray spectroscopy or

electron diffraction.[36] Correlative methods in SECCM is an active area of research,

with new methods using mass spectrometry and on TEM grids promising unprecedented

insights at the single-particle level.[37, 38]
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Finally, emerging techniques may allow for the in-situ measurement of the electro-

chemical and physical properties of a single nanoparticle. Using liquid cell transmis-

sion electron microscopy, particles of interest can be imaged by an electron beam while

immersed in a liquid environment and undergoing concurrent electrochemical measure-

ments. Such an approach allows observation of the dynamics of a material during an

electrochemical reaction, for example, characterizing the structural changes a catalyst

undergoes during electrolysis.[39] While major technical limitations remain to be over-

come,[40] these measurements represent the ultimate frontier in single-entity electrochem-

istry.
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1.3 Electrochemical Impedance Spectroscopy

1.3.1 Introduction

While most single-entity electrochemistry experiments rely on voltammetry, Chap-

ters 3 and 4 of this thesis focus on developing single-entity methods based on electro-

chemical impedance spectroscopy. Electrochemical impedance spectroscopy (EIS) is a

powerful electroanalytical technique which measures frequency-dependent response of

an electrochemical cell. This frequency-dependent response can be used to unravel the

(normally convoluted) interfacial processes which occur in the electrochemical cell – for

example, the rapid charging of the electrochemical double layer (which occurs at short

timescales and thus, high frequencies) can be studied independently of more sluggish

mass transport (which can be probed at low frequencies). Impedance spectroscopy has

widespread application in electrochemistry, including the elucidation of electrochemical

reaction mechanisms and the characterization of batteries and electrolyzers.[41]

1.3.2 Principles of EIS

Impedance is the frequency-dependent analogue of resistance. It is defined by Equa-

tion 1.1, where Z(ω), V (ω), and I(ω) are the impedance, voltage, and current at a

particular frequency ω. Perturbation of an electrochemical cell with a sinusoidal voltage

given by Equation 1.2 will give rise to an oscillating current with a current magnitude
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Figure 1.2: The current produced by a linear electrochemical cell in response to a
sinusoidal voltage perturbation is a phase-shifted sine wave.

given by |I| = |Z|
|V | and a phase shift ϕ (which quantifies the ”delay” between the two sine

waves) as shown in Figure 1.2.

Z(ω) =
V (ω)

I(ω)
(1.1)

V = V0 sin (ωt) (1.2)

I = I0 sin (ωt+ ϕ) (1.3)

Using Euler’s formula,

Z(ω) =
V0 sin (ωt)

I0 sin (ωt+ ϕ)
=

V0e
iωt

I0ei(ωt+ϕ)
(1.4)

Z(ω) = |Z|e−iϕ = |Z|(cosϕ+ isinϕ) (1.5)
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Figure 1.3: Impedance spectra can be represented on the complex plane as Nyquist
plots (left) or plotted against frequency to form Bode plots (right).

Impedance spectra are commonly represented on the complex plane as Nyquist plots,

where the magnitude (|Z|) and phase (ϕ) of the impedance at a certain frequency describe

the vector from the origin. The frequency of each data point is not explicit in a Nyquist

plot, however, for electrochemical cells, the high-frequency impedance is nearly always

smaller than the low-frequency impedance. Alternatively, the magnitude and phase of the

impedance can be plotted against frequency to form a Bode plot. Both representations

of the impedance are shown in Figure 1.3 and will be used interchangeably throughout

this dissertation.

The frequency-dependent response of an electrochemical impedance spectrum can be

analyzed in terms of an electronic circuit model.7 For example, the electrochemical dou-

7Critically, all electronic circuit elements must have a clear physical meaning in terms of the electro-
chemical phenomena at play for this approach to have any validity. Fitting can always be performed to
large, arbitrary, but ultimately meaningless models.
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ble layer forms when a charged electrode contacts an electrolyte solution.8 Ions of the

opposite charge are attracted to the electrode and, to a first approximation, this asso-

ciation of opposite charges is analogous to a parallel-plate capacitor. Remarkably, the

electrochemical double layer behaves as a nearly ideal capacitor in many cases.[7] Like-

wise, the energetic barrier which must be overcome to drive an electron-transfer reaction

is analogous to a resistor, with the kinetics of the electrochemical reaction dictating the

magnitude of the resistance.[7] Because capacitance depends on frequency (Equation 1.6)

while resistance does not (Equation 1.7), the frequency-dependent response of the cell

can be used to deconvolute these two electrochemical phenomenon from one another.[7]

Equivalent circuit elements can be added in series and in parallel to one another in order

to build increasingly complex models of realistic electrified interfaces – several models

for common electrochemical cells, and the impedance spectra they describe, are shown

in Figure 1.4.

ZC =
1

iωC
(1.6)

ZR = R (1.7)

Some electrochemical phenomena do not have direct analogues to electronic circuit

elements. For example, the constant phase element (CPE) is commonly used as an

8The charges surface attracts a strongly adsorbed layer of ions, known as the Helmholtz layer. This
high concentration of a single (i.e., positive) charge very close to the electrode surface necessitates a
balancing layer of the opposite (negative) charge, which attracts a layer of the original (positive) charge,
and so on. Layers of charges become increasingly diffuse as the distance to the electrode grows, and are
described by theories such as the Gouy-Chapman-Stern model.[7]
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Figure 1.4: Characteristic impedance spectra produced by the equivalent circuits used
to represent (a) a simple charge-transfer reaction and double layer capacitance, (b) a
charge-transfer reaction with semi-infinite linear diffusion (as to a macroscopic disc elec-
trode), (c) a charge-transfer reaction in the presence of hemispherical diffusion (as to a
disc ultramicroelectrode), and (d) a charge-transfer reaction to a surface-bound redox
species. In these schematics, ”W” indicates the Warburg diffusion impedance.[42]
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empirical model of non-ideal capacitance. While its origins remain a continuous source

of debate,[43] it is used to account for the distribution of capacitances and associated

energy losses at electrochemical interfaces. Mathematically, it is described as,[43]

ZCPE =
1

(iω)αQ
(1.8)

where α represents the phase of the CPE (ϕCPE = 90◦ × α) and Q is its magnitude.

Similarly, diffusion has no clear electrical circuit analogue yet plays a critical role

in electrochemistry and must be accounted for in impedance models. In the case of a

macroscopic disc electrode, the diffusion layer grows grows continuously with time9 and

the Faradaic current decays towards zero at long experimental times – the volume near

the electrode surface becomes increasingly depleted of analyte.[7] Zero current at t = ∞

implies that |Z| −→ ∞ as ω −→ 0. Indeed, the impedance of a macroscopic electrode

catalyzing a simple electrochemical reaction trends towards large |Z| and a 45◦ phase

at low frequencies as shown in Figure 1.4b. This behavior can be derived directly from

Fick’s laws as originally shown by Warburg and Randles,[42, 44] for whom the respective

diffusion model and net equivalent circuit are named. In some cases, simple, approximate

models can be preferred over the analytical solution in order to simplify the interpretation

of impedance data. For example, the analytical solution for the diffusional impedance of

an ultramicroelectrode is known but .[45] An approximation consisting of the Warburg

impedance in parallel with a resistor, while imprecise, captures the same features of

9More precisely, the flux of redox species to the electrode is proportional to 1/
√
t.
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the impedance spectrum and can enable the interpretation of the ultramicroelectrode

impedance.10[46]

1.3.3 Experimental Considerations for Impedance Measure-

ments

All impedance data must satisfy several criteria:[41, 47]

(i) Linearity. The input (voltage) and output (current) must be linearly proportional

to one another. This is not generally true for electrochemical systems, however,

electrochemical interfaces are approximately linear across small voltage ranges.

Because of this, EIS is typically measured by applying small (tens of millivolts)

AC voltage perturbations. Within the linear regime, the measured impedance is

independent of the applied AC voltage.

(ii) Causality. The output (current) is entirely caused by the input (voltage). This

condition may not be met if, for example, a temperature increase causes a change

in current which was not caused by the voltage perturbation.

(iii) Stability. The state of the system must not vary over time independently of the

applied perturbation. Repeated measurements of a stable system will yield identical

impedance spectra.

10At an ultramicroelectrode, I −→ iss as t −→ ∞. Thus, in the associated impedance spectrum,
|Z| −→ Z0 as ω −→ 0, where Z0 is a constant (real) value proportional to 1/iss.
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Impedance spectra are typically measured using a frequency response analyzer

(FRA).11 A sinusoidal voltage of a set frequency is applied to the electrochemical

cell, and the current response is recorded. To build a complete impedance spectrum,

the responses at many different frequencies (often spanning mHz to tens or hundreds

of kHz) are recorded sequentially. With this approach, filters, sampling rates, and

signal integration strategies can be optimized for each individual frequency in order

to maximize signal and minimize noise. However, long measurement durations and

susceptibility to system instability are two key disadvantages of FRA measurements.

A multi-frequency perturbation can surpass these limitations. This approach, known

as Fourier-transform EIS (FT-EIS), was introduced by Popkirov and Schindler with the

goal of significantly shortening the measurement time of a single impedance spectrum and

enabling time-resolved impedance spectroscopy.[48] In FT-EIS, the perturbation voltage

is a summation of sine waves at the N different frequencies to be interrogated, such that,

v(t) =
N∑
j

vj sin (ωjt+ Φj) (1.9)

where the phase Φj of each sine wave is either optimized to minimize constructive in-

terference between different frequencies, or simply randomized.[49] If the electrochemical

cell responds linearly to each frequency, the current response is given by,

i(t) =
N∑
j

ij sin (ωjt+ ϕj) (1.10)

11Modern potentiostats calculate the impedance digitally by Fourier transforming the recorded voltage
and current rather than incorporating a lock-in amplifier.
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The impedance is then calculated by Fourier transforming the recorded voltage and

current. As both the voltage and current contain all of the frequencies of interest, the

full impedance spectrum is obtained in a single measurement. Using this technique, a

spectrum can be measured in the time needed to measure its lowest frequency (tspectrum =

1/fmin).

While FT-EIS can significantly shorten the time required for an impedance measure-

ment, the technique comes with several drawbacks and necessary considerations before

a measurement can be made. For example, the widest frequency range feasible in a FT-

EIS measurement is limited compared to an FRA measurement. This is because a single

bandwidth and amplifier gain must be used to measure the whole frequency spectrum

in the FT measurement – choice of appropriate measurement conditions which capture

both very large currents at high frequencies and very low currents at low frequencies

can be unfeasible. This limitation can be partially mitigated via optimization of the

perturbation voltage. If a relatively higher voltage is applied at low frequencies (which

produce a small current response) than at high frequencies, the output current is simi-

lar at each measured frequency.[49] As in FRA measurements, nonlinear current-voltage

characteristics must be avoided in FT-EIS. This is made more difficult, however, due to

the possibility of constructive interference between sine waves of different frequencies. To

minimize the chance of a nonlinear response, the phase of each sine wave in the FT-EIS

voltage perturbation are chosen to minimize constructive interference, 2nd harmonics of

each frequency are avoided, and the waveform is scaled to have a small peak-to-peak
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Figure 1.5: Example of a typical waveform used as a voltage perturbation in FT-EIS
in the (a) frequency and (b) time domains.

amplitude in the time domain.[49] An example of an appropriate waveform for FT-EIS

measurements is shown in Figure 1.5
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1.4 Electrochemical Biosensing

1.4.1 Introduction

Biosensors are devices which detect or quantify specific molecular species in complex

media. They do this by linking a biological recognition element (for example, an en-

zyme) with a signal transduction element which produces a quantifiable output signal.

Electrochemistry is an excellent signal transducer in this context due to the direct link

it provides between chemical species and electrical currents.[5]

To date, the most prevalent and successful example of an electrochemical biosensor is

the glucose sensor.[50] These devices typically rely on the enzyme glucose oxidase, which

catalyzes the oxidation of glucose in the presence of an electron acceptor (oxygen or an

oxidized redox mediator such as the ferrocinium cation). The reduced product of this

reaction (hydrogen peroxide or ferrocene, respectively) is quantified electrochemically and

used to determine the concentration of glucose in the sample. Based on this technology,

continuous, real-time glucose monitors have been commercially available since 2000 and

have revolutionized our understanding and treatment of diabetes.[51]

Electrochemical biosensors can similarly enable therapeutic drug monitoring for non-

glucose targets. Real-time monitoring is highly desirable for drugs such as antibiotics

and chemotherapeutics which have a narrow therapeutic range, highly individual phar-

macokinetics, or known adverse effects as it can enable patient-specific dosing regimes.[52]

However, the reaction scheme which underlies electrochemical glucose sensors is not gen-

23



Chapter 1. Introduction

eralizable to many target molecules. This is because it relies on glucose oxidase, which

serves two critical functions: (i) selective recognition of the target molecule and (ii) rapid

conversion of the target molecule into an electrochemically-detectable product. This

combination is extremely rare and similar enzymes for arbitrary target molecules do not

usually exist.

Alternate approaches to this problem seek to decouple the recognition and detection

elements of the sensor. In particular, electrochemical aptamer-based (EAB) sensors link

target-specific oligonucleotides (aptamers) to redox-active labels. The electrochemical

reactivity of the label is independent of the target and of the specific aptamer, making

detection of a wide range of target molecules possible by simply replacing the aptamer.[53]

1.4.2 Electrochemical Aptamer-Based Sensors

Aptamers are oligomers of nucleic acids (most commonly, DNA) which are designed

to bind to a specific target molecule through an in-vitro selection process.[55] Upon target

binding, aptamers undergo a conformational change which can be leveraged to construct

a sensor. In an EAB sensor, the aptamer is adsorbed to the surface of an electrode

(typically using gold-thiol bonds to form a low-density, self-assembled monolayer) and

functionalized with an electrochemically-active reporter such as methylene blue. In solu-

tion, the redox reporter resides some distance away from the electrode surface. However,

upon target binding, the aptamer changes conformation in such a way that the redox
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Figure 1.6: Operating principles of an EAB sensor. (a) Aptamers undergo confor-
mational change upon target binding. In an EAB sensor, this is exploited to move a
redox-active species closer to the electrode surface upon target binding, generating an
electrochemically-measurable response. (b) The electrochemical signal output of an EAB
sensor is proportional to target concentration. The response typically follows a Langmuir-
Hill isotherm centered around the aptamer-target dissociation constant, KD. Adapted
with permission from [54].

reporter is brought closer to the electrode surface (Figure 1.6a).12[53] This decrease in

distance makes the electron transfer kinetics between the electrode and the redox reporter

faster – a change that can be measured electrochemically.[7] Moreover, the electrochem-

ical signal can quantify the concentration of the target molecule. At concentrations far

below the aptamer-target dissociation constant (KD), the signal is characteristic of the

unbound conformation of the aptamer; while at concentrations far above KD the signal

is characteristic of the bound conformation. Near KD, the signal is a linear combina-

tion of the bound and unbound fractions of the aptamers on the surface and depends

strongly on target concentration (Figure 1.6b). Aptamers can be designed with disso-

12Sensors can also be designed such that the redox reporter moves farther from the surface upon target
binding.
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Figure 1.7: (a) Square wave voltammetry is performed by applying an increasing, pulsed
voltage (top) and sampling the current response (bottom) at the end of each pulse.
This method aims to eliminate non-Faradaic contributions by sampling at a low enough
frequency (as determined by the pulse width 1/f) that the capacitive contribution has
nearly vanished. (b) Square wave voltammetry applied to an EAB sensor. The peak
associated with the redox probe increases in magnitude after the sensor is exposed to
its target molecule, because the redox probe is now closer to the electrode surface and
electron transfer kinetics are faster.

ciation constants in the clinically-relevant concentration range of their target molecule,

yielding biosensors suitable for therapeutic monitoring.[56]

Indeed, EAB sensors have been developed for more than a dozen targets, including

both small molecules and proteins.[53] They can accurately measure target molecular

concentrations in-vivo, monitoring concentrations of their targets,[54] measuring indi-

vidual metabolic rates,[57] and even enabling feedback-controlled dosing to maintain

constant plasma concentrations in living rats.[58] While the modularity of these sensors

(i.e. the ease of adapting a sensor to a new target) is given by aptamers, their rapid and

reliable operation depends on the electrochemical interrogation method. The most com-

mon method to date relies on square wave voltammetry (SWV) as shown in Figure 1.7.
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The success of SWV is largely due to its ability to negate background capacitance and

return Faradaic currents with high signal-to-noise ratios (Figure 1.7). Furthermore, mea-

suring sequential square wave voltammograms at two different frequencies has enabled

drift correction and long-duration in-vivo measurements.[59] However, the technique has

several drawbacks. First, the its time resolution is limited to the order of ten seconds

due to the need to acquire two sequential voltammograms for a measurement – higher

time resolution would be beneficial for monitoring rapid physiological processes such as

neurotransmitter release.[60] Second, the peak current measured in SWV is affected by

both the electron transfer rate constant (which depends on the target concentration) and

the number of redox-active species on the surface (which varies sensor-to-sensor based

on surface area and aptamer packing density) requiring calibration of each individual

sensor before its deployment.[59] For these reasons, a variety of other electrochemical

methods including cyclic voltammetry,[61] AC voltammetry,[62] amperometry,[63] and

single-frequency impedance measurements[64] have been employed to interrogate EAB

sensors. Chapter 5 of this thesis introduces a multi-frequency impedance measurement

which enables rapid, calibration-free interrogation of EAB sensors.

1.5 Thesis Summary

Chapters 2, 3, and 4 are devoted to single-entity electrochemistry. In Chapter 2,

the reactivity of single platinum nanoparticles is examined as they collide with inert,

partially active, or fully electrochemically active microelectrodes.
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Chapter 3 details the development of collisional single-particle impedance spec-

troscopy. The impedance spectrum of a microelectrode is continuously recorded and

particle impacts are observed via discrete changes in the impedance.

Chapter 4 extends single-particle impedance spectroscopy to the scanning electro-

chemical cell microscope (SECCM) configuration. Impedance spectra are recorded of

individual, sodium-intercalating nanoparticles and their respective electron- and ion-

transfer rates are extracted, revealing suprisingly large particle-to-particle differences in

these fundamental material properties.

Chapter 5 uses the fast impedance spectroscopy method detailed in Chapter 3 as an

interrogation method for electrochemical aptamer-based (EAB) biosensors. This method

gives better precision and time resolution than the previous standard, and is demon-

strated to operate both in vitro and in vivo.
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Chapter 2. Single Particle Characterization at Active and Partially Active Electrodes

2.1 Introduction

Nanomaterials have become increasingly prevalent in catalysis. Unlike molecular cat-

alysts, these materials are not atomically precise and thus have non-homogenous sizes,

morphologies, and catalytic activities. Typical analytical techniques measure macro-

scopic, ensemble properties and lose the nuances of individual entities. A better under-

standing of the properties of individual nanocatalysts will allow for better design and

control of macroscopic systems. New methods are therefore needed to analyze these ma-

terials. The electrochemical nanoimpact technique has recently emerged as a means of

measuring the properties of individual entities rather than ensembles.[1–7] This method

has recently been used to study particle size,[8–10] porosity,[11, 12] and heterogenous

catalytic rates on a single-particle basis;[13–15] these parameters are critically important

to the performance of an electrocatalyst. While a wide variety of systems have been

analyzed through particle–electrode impacts,[5, 6, 16, 17] several typical schemes have

emerged. In the simplest case, the particle is directly reduced or oxidized upon elec-

trode impact, as in the oxidation of Ag nanoparticles.[9, 18] Alternatively, electroactive

particles impacting an inert electrode allow a current to pass in an electrocatalytic am-

plification (ECA)[19, 20] scheme, or an insulating particle may block a redox event at an

active electrode and cause a corresponding, discrete decrease in current.[21, 22]

The requirement for an active particle–inactive electrode in ECA schemes (or vice

versa in blocking schemes) limits both the scope of particle–electrode impact detection

and the depth of mechanistic insight such impacts can reveal. ECA schemes have typ-
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ically required the addition of an inner-sphere redox probe, such as hydrogen peroxide

or hydrazine,[5, 19, 20] or used protons or oxygen already present in solution.[8, 12, 19,

23–26] Regardless of the redox species, the measurements require that the particle be

more active toward the redox reaction than the electrode. This allows one to choose a

potential window such that the particle is active toward the reaction of choice while the

electrode remains inert—guaranteeing measurable (above noise) currents upon particle

impact but severely confining parameters of study. The ability to measure nanoimpacts

at active electrodes would increase the versatility of the technique, by increasing the

possible potential windows and permutations of electrode and particle materials, and by

allowing simultaneous measurement of the properties of both materials.

We posed an initial question: Can catalytic particles be detected at an active elec-

trode? Here we present a series of model cases of electroactive particle–active electrode

impact events, showing that individual particle detection is possible at partially active

electrodes and can be used to glean mechanistic insight. The electrode must have a larger

overpotential toward the redox event than the particle so that impacting particles pro-

duce a measurable increase in current, however we show that the product of an electrode

reaction can be consumed by the catalytic particle and yield detectable collision events.

Furthermore, our results shed new light on the deactivation mechanism of platinum cat-

alysts during the hydrogen evolution reaction. This establishes an additional tool in

nanoimpact studies, broadening the material scope of analyte, particle, and electrode to

enhance our understanding of electrochemical processes occurring at the nanoscale.
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2.2 Hydrogen Evolution Reaction on Individual

Platinum Nanoparticles

We chose the hydrogen evolution reaction (HER) as a first model system to study

particle impacts at an active electrode. Several groups have used the HER in collisional

studies due to its inner-sphere nature.[12, 20, 23, 27] As seen in the voltammograms

in Figure 2.1A, the overpotential of the HER is approximately 200 mV larger on Au

compared to Pt (the high scan rate was chosen to minimize deactivation of the Pt elec-

trode, as discussed later). Therefore, one can apply a potential to an Au electrode such

that it does not catalyze the HER, while a Pt particle does catalyze the HER and thus

produces a discrete current transient upon contact with the electrode. Using sufficiently

dilute particle suspensions (6 pM), individual impacts can be detected and resolved. We

measured current–time traces as Pt nanoparticles (30 nm diameter, 2.7) collided stochas-

tically with an Au microelectrode in an acidic (pH 5, 20 mM citrate), nitrogen-purged

solution. Dynamic light scattering measurements show that the particles are stable over

the experimental time scale (2.8). Each observed current transient arises from the colli-

sion of a single Pt nanoparticle with the electrode. Chronoamperomograms obtained at

an inactive electrode are well explained by the HER mechanism on Pt. Pt nanoparticle

impacts produce transient current spikes at -300 mV vs SCE (Figure 2.1B). This potential

is sufficient to drive the Volmer step (Equation 1) but not the Heyrovsky step (Equation

2).[23, 28, 29] Diffusing particles that collide with the electrode adsorb a monolayer of
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hydrogen via a 1-electron process (Equation 2.1) without catalyzing further reactions.

This produces a spike-like current transient for each individual particle that impacts the

electrode, the reaction is complete within 5 ms (2.9). At -660 mV, the Heyrovsky step

can occur on Pt while the Au electrode remains inert (Figure 2.1A). Impacting Pt parti-

cles produce a noticeable “step” after the Volmer spike, due to this additional catalytic

reduction process (Figure 1C). These observations agree with recent work by the Zhang

group.[23]

H+ + e− −→ Hads (2.1)

Hads +H+ + e− −→ H2 (2.2)

Figure 2.1D shows the current response produced by Pt nanoparticles colliding with

a partially active Au electrode (-750 mV). As before, the step response is due to the

Heyrovsky step of the HER. However, the spikes preceding the steady-state current,

indicative of the rapid Volmer step, are conspicuously absent. As an explanation for

this phenomenon, we propose that Au electrode-produced hydrogen gas saturates the

nanoparticles before they reach the electrode surface. Hydrogen adsorption is known

to be facile on Pt in acidic conditions,[30] so particles that approach the electrode will

rapidly adsorb a monolayer of hydrogen concentrated in the vicinity of the active elec-

trode. Consequently, the hydrogen-saturated particles that impact the electrode begin

producing H2 directly via Equation 2.2 (the Heyrovsky step is the likely H2 formation

step on Pt nanoparticles).[15, 23] This is in line with previous reports of a more step-
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like response of Pt nanoparticle impacts in H2-saturated solution compared to N2- or

He-saturated solutions.[12, 27] These results show that the use of an active electrode can

provide valuable mechanistic insight into the reactions occurring at impacting particles

by generating reactive species in-situ. We note that the frequency of events is lower at

a fully active electrode (-850 or -1000 mV, 2.10), likely due to the extremely low proton

concentration near the electrode. Collisions recorded in alkaline solution (pH 8, 2.11)

follow a similar trend, with Volmer spikes persisting to more negative potentials due to

the slower Volmer kinetics in alkaline media.[31]

Table 2.7.2 shows the impact frequencies measured for the HER at the three poten-

tials used in this study. In all cases the experimental frequency are similar, but lower

than the theoretical frequency by a factor of 3-4,[32] this lower frequency is similar to

previous nanoimpact studies and the cause is not well understood.[20, 33, 34] The fre-

quency remains unchanged in weaker electrolyte (5 mM citrate, Table 2.7.2), showing

that electrochemical migration does not play a significant role in the low experimental

frequency. The frequency also does not appear to be affected by the nature of the elec-

trochemical reaction at the particle, or by the partial activation of the electrode towards

the HER.

The data shown in Figure 2.1 can be used to evaluate the heterogeneity of the nanopar-

ticles. After collecting statistically significant numbers of spike and step events, the

charges and steady state currents could be represented in a meaningful histogram as

shown in Figure 2.2. Using the data shown in Figure 2.2A, we can calculate the elec-
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Figure 2.1: (A) Linear sweep voltammograms recorded at 250 mV/s of Au and Pt
microelectrodes in nitrogen-saturated, pH 5, 20 mM citrate solution. (B–D) Represen-
tative chronoamperomograms of 30 nm diameter Pt nanoparticles (6 pM) impacting an
Au electrode under the same conditions as (A) with applied biases of -300, -660 and -750
mV vs SCE, respectively.
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troactive surface area (EASA) of the particles. Assuming a charge density of 210 µCcm−2

for a hydrogen monolayer on polycrystalline Pt and a surface coverage of 77%,[35] the

average spike charge of 45 fC corresponds to an EASA of 2.7× 104nm2 per particle. We

note that the surface coverage of 77% is reported at the onset of hydrogen evolution; the

surface coverage should be less at -300 mV, well before the onset of the HER, so our

calculated EASA is an underestimation. This value is still an order of magnitude larger

than geometrically expected for a 15 nm radius sphere due to surface roughness and

porosity (2.7). Previous reports on particles from the same manufacturer have measured

comparably large surface areas, attributed to particles’ porosity.[11, 23, 36]

To validate the active electrode–active particle scheme, we also measured steady-state

currents at -750 mV. As previously described, these currents are due to the full hydrogen

evolution reaction occurring on colliding nanoparticles. The current after each impact

event remains constant until the next impact, the potential is sufficiently negative to

suggest a mass transport limit (steps recorded at -850 mV in 2.10 are not significantly

larger and are on the order of 10-15 pA). We calculated the steady-state currents for

these particles based on either hydronium, diprotic citric acid, or hydrogen gas diffusion

(Supporting Information).[37] The currents in Figure 2.2B are not well explained by

the diffusion of any of these species. Rather, the hydrogen evolution reaction likely

proceeds via a coupled chemical–electrochemical mechanism in the citric acid buffer.

The modelling of this process is complex, and previous reports have observed smaller

currents than predicted.[38] Based on the citric acid concentration used here, the steady
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Figure 2.2: (A) Distribution of integrated current transients recorded at -300 mV vs
SCE. Assuming a log-normal distribution, the fitted mode corresponds to 45 fC with a
standard deviation of 8 fC (N = 134). (B) Distribution of steady-state currents recorded
at -750 mV vs SCE; the mode is 9.8 pA with a standard deviation of 1.4 pA (N = 204).
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state current should be less than 20% of the steady state current expected from a simpler

electrochemical reaction.[38] Despite this, the distribution of steady-state currents shown

in Figure 2.2B is qualitatively similar to the distribution of charge obtained at the inactive

electrode (Figure 2.2A): both parameters follow log-normal distributions and the relative

standard deviations (RSD) in Figures 2.2A and 2.2B are 0.18 and 0.14, respectively. The

distributions suggest both the active and inactive electrode measurements are probing

the size of the particles: the charge in Figure 2.2A is proportional to the total EASA

while the currents in Figure 2.2B scale with the particle radius. The RSD in Figure 2.2B

is smaller because the particles are fairly monodisperse in radius (2.7), but likely have

highly variable internal structures due to their porosity. This result shows that active

particle–active electrode schemes can also yield physically meaningful measurements.

2.3 Deactivation of Pt During HER

We noted that particle collisions measured at -660 mV vs SCE did not produce true

steady-state responses, yet at -750 mV they did. We attributed the decay in current at -

660 mV to deactivation of the Pt particles, which has been reported previously (especially

in other nano-impact studies).[8, 19, 20, 27, 39] Because we also observed deactivation of a

Pt microelectrode toward the HER (2.12), we questioned whether Pt particle impacts at a

partially-active Pt electrode could help explain the deactivation mechanism. Specifically,

evidence for size dependency on the activity of nanoparticles catalysis has been shown

before.[13] Partial or total deactivation of the Pt electrode could allow for Pt particle
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detection, letting us decouple the size effect from other physical parameters and delineate

the origin of deactivation.

Figure 2.3 shows chronoamperomograms measured for this permutation. At -300 mV

the Volmer step (Equation 2.1) can occur on Pt. The Pt electrode adsorbs a monolayer

of hydrogen without catalyzing further reactions. Pt particles stochastically collide with

the electrode, adopt its potential, and adsorb hydrogen, producing a spike response in

Figure 2.3A analogous to the current transients observed in Figure 2.1B. Integration of

the spikes in Figure 2.3A yields charges on the order of 50 fC, as was observed with Pt

particles colliding with an Au electrode.

Chronoamperomograms measured at more reducing potentials show electrode deac-

tivation. Based on the linear sweep voltammogram shown in Figure 2.1A and on the

cyclic voltammogram shown in 2.12, we expect currents on the order of several nA when

the Pt electrode is active toward the HER (<-550 mV vs SCE). Instead, the background

current in Figure 2.3B is an order of magnitude smaller (Iss < 300 pA) compared to the

theoretical value. In a similar way, Pt nanoparticles impact the electrode, catalyze the

full HER, and become deactivated on a time scale of approximately 1 second. The Pt NP

deactivation time scale is significantly longer than the instrument-limited response that is

dictated by the experimental sampling rate (100 Hz), hence reflecting a true deactivation

process.

At -750 mV (Figure 2.3C), the electrode produces H2. As before, particles adsorb

electrode-produced H2; collisions produce a step response due to the Heyrovsky step
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Figure 2.3: Representative chronoamperomograms of 30 nm diameter Pt nanoparticles
(6 pM) impacting a Pt ultramicroelectrode biased at -300 (A), -660 (B), -750 (C), or
-1000 (D) mV vs SCE in nitrogen-saturated, pH 5, 20 mM citrate solution. Insets: linear
baseline subtractions of the chronoamperomograms. (E) Proposed mechanisms for the
current transients observed in (B) and (C).
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(Equation 2.2). However, our recordings of the nanoparticles’ stochastic collisions clearly

indicate that the Pt nanoparticles remain active toward HER (Figure 2.3C inset). No

events are observed at -1000 mV (Figure 2.3D) due to the low proton concentration near

the fully active electrode. We note that the steadily decreasing current, rather than a

steady state, in Figure 2.3D indicates significant deactivation of the Pt microelectrode.

Previous reports typically attribute Pt deactivation during the HER to hydrogen

absorption into the crystal lattice of Pt: while hydrogen adsorption to the surface of the

catalyst is necessary for the reaction to occur, hydrogen incorporation into the lattice

may reduce the catalytic activity.[19, 20, 27, 40] Our results support this hypothesis; a

schematic to describe this mechanism is shown in Figure 2.3E. Hydrogen absorption into

the lattice first requires hydrogen adsorption to the surface of Pt. At mild potentials the

HER kinetics are slower, causing adsorbed hydrogen to spend more time on the surface

because the Heyrovsky step is rate-limiting on Pt. At more negative potentials the

residence time of H atoms on the Pt surface is shorter, they are quickly consumed by the

Heyrovsky step and less likely to diffuse into the lattice; hence the slower deactivation.

This explanation seems contradictory to the fact that Pt particle impacts are de-

tectable in hydrogen-saturated solutions, whether the electrode-produced hydrogen in

this report or externally added hydrogen as previously reported.[27] However, hydrogen

permeation through Pt is kinetically slow without an electrochemical driving force.[41]

Hydrogen adsorbed by Pt particles pre-impact does not cause deactivation because

the electrochemical potential is approximately equal across the freely diffusing parti-
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cle–solution interface. Once the particle collides with the electrode, a sufficient potential

difference can be built across the interface and permeation can occur. When the HER

is kinetically limited, hydrogen diffusion into the Pt lattice dominates and deactivation

occurs. Under a mass transport-limited regime, the Heyrovsky step dominates and fewer

hydrogen atoms diffuse into the lattice. The differing responses of the µm-scale elec-

trode and nm-scale particles at -750 mV, under mass transport control, support this

hypothesis. Proton flux to the particles is significantly larger due to their smaller size,

minimizing deactivation. The proton flux to the microelectrode is smaller compared to

the Pt nanoparticle, and the background current seen in Figure 2.3C steadily decreases

due to deactivation via hydrogen diffusion into the electrode. While preliminary x-ray

diffraction results using a macroscopic Pt electrode do not show significant structural

changes during the HER (Figure 2.13), higher resolution diffraction data is needed to

thoroughly assess this hypothesis. The competing rates of proton reduction on Pt and

hydrogen incorporation into Pt control the deactivation of the catalyst. The active elec-

trode–active particle impact scheme allows direct, simultaneous comparison of the same

material in different size regimes, revealing mass transport as a factor in catalyst stability.

This analysis yields new insight into the puzzle of Pt deactivation during the HER.

2.4 Local Environmental Effects during ORR

Based on these results, we sought to understand what further mechanistic information

could be gleaned through the use of an active electrode. Oxygen reduction was chosen

46



Chapter 2. Single Particle Characterization at Active and Partially Active Electrodes

as a second model inner-sphere system. The oxygen reduction reaction (ORR) can yield

either hydrogen peroxide or water, dependent on solution conditions, electrode material,

and applied potential. On Pt, 4-electron reduction to water (Equation 2.3) is preferred

while on carbon 2-electron reduction to hydrogen peroxide dominates at mild potentials

(Equation 2.4).[42–44] Hydrogen peroxide formed on a carbon electrode could be further

reduced to water by impacting Pt nanoparticles (Equation 2.5).[19]

O2 + 4H+ + 4e− −→ 2H2O (2.3)

O2 + 2H+ + 2e− −→ H2O2 (2.4)

H2O2 + 2H+ + 2e− −→ 2H2O (2.5)

Figure 2.4A shows a chronoamperomogram obtained using a carbon fiber microelec-

trode biased at -400 mV vs SCE. The solution contained 6 pM Pt nanoparticles in

phosphate buffer (pH 8, 20 mM) and atmospheric oxygen, corresponding to an O2 con-

centration of 260 µM.[45] As seen in the inset linear sweep voltammograms, this potential

is sufficient for O2 reduction on Pt via Equation 2.3, while no reaction occurs on the car-

bon microelectrode. As a control experiment, no impacts are visible if the electrode is

biased at 0 V vs SCE (Figure 2.14). The discrete events observed in Figure 2.4A are

attributed to 4-electron reduction of O2 on individual Pt nanoparticles. Here, a carbon

electrode was chosen due to its lower activity toward the competing HER;[46] proton

reduction does not occur until almost -2 V under these conditions (inset, Figure 2.4).

In Figure 2.4B, events are again attributed to individual particle impacts. At this

potential (-800 mV vs SCE), the carbon electrode is active toward H2O2 production as in
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Equation 2.4. Pt particles that collide with the electrode further reduce the H2O2 prod-

uct to H2O via the additional 2-electron process shown in Equation 2.5. This produces

discrete steps in the chronoamperomogram even though the electrode is active toward

O2 reduction. Particle impacts were only detectable due to their further reduction of

electrode-produced H2O2. We also allowed Pt nanoparticles to collide with a Pt micro-

electrode biased at -400 mV in the presence of oxygen, analogous to the data shown in

Figure 2.3. No current transients were observed (Figure 2.15). The electrode reduces

oxygen to water without deactivating, so the concentration of oxygen near the electrode

surface is too small to observe a single-particle impact event.

We measured the discrete steady-state currents observed at the active (-800 mV)

and inactive (-400 mV) C microelectrode. Based on Equations 2.3 and 2.5, particles

that reduce O2 directly to H2O (at the inactive electrode) should produce steady-state

currents twice as large as those that reduce H2O2 to H2O (at the active electrode).

As shown in Figure 2.4C, this is indeed the case. Steady-state currents measured at

the inactive electrode (blue, 8.5 ± 2.5 pA) were approximately twice as large as those

measured at the active electrode (red, 5.0 ± 1.5 pA). We assume the measured 8.5 pA

steps correspond to 4-electron reduction; however, the physical process likely has an n of

less than 4. This is because hydrogen peroxide formed as an ORR intermediate on Pt

may diffuse away from the particle before it is further reduced, preventing full 4-electron

transfer.[25, 47] Thus, the deviation from the expected two-to-one ratio in steady- state
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Figure 2.4: Representative chronoamperomograms of 30 nm diameter Pt nanoparti-
cles (6 pM) impacting a carbon electrode biased at (A) -400 mV and (B) -800 mV in
air-saturated 20 mM pH 8.2 phosphate buffer. Insets: linear sweep voltammograms (20
mV/s) of C and Pt microelectrodes under the same conditions, in the absence of Pt par-
ticles; baseline-subtracted chronoamperomograms. (C) Log-normal fitted distributions
of step sizes measured using a carbon electrode biased at either -400 (N = 181) or -800
mV (N = 150), schematics show the proposed mechanistic steps.
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currents is predominantly due to the high mass transport nature of the hydrogen peroxide

intermediate.[47, 48]

As in the HER, the particle impact frequency during the ORR is lower than predicted

by diffusion (Table 2.7.2). The frequency is also similar at the inert (-400 mV) and H2O2-

producing (-800 mV) electrode. The Compton group recently noted a 3-4 times smaller

impact frequency in the presence of oxygen compared to the absence of oxygen, and

tentatively attributed it to the Faradaic electrode reaction altering the mass transport

of the particles.[34] However, as we observe a similar frequency regardless of a Faradaic

reaction at the electrode, and qualitatively similar (3-4 times smaller than theory) fre-

quencies in both the HER and ORR. While the electrochemical reaction occurring on

the particle does not seem to affect the impact frequency, the underlying reason for small

experimental frequencies remains unclear.

We used these results as a second way of calculating the EASA of the particles.

Assuming the average 8.5 pA steady-state currents are due to the 4-electron reduction

of oxygen to form water (as noted above, this is likely not strictly true), we calculated

an EASA of 3.1 × 102 nm2 per particle. This value is two orders of magnitude smaller

than that previously calculated using the Volmer step, and an order of magnitude smaller

than the geometric surface area. This is expected since the process is catalytic by nature

and thus reflects events occurring only at the surface of the nanoparticles rather than

in the interior of the nanoparticle, as in the case of hydrogen adsorption. Theoretically,

under mass transfer limited reaction, an individual Pt NP with a radius of 15 nm should
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produce currents of 12.5 pA and 25 pA via ORR for 2 e- and 4 e- processes, respectively

(see Supporting Information). Further examination of the mean steady-state currents

seen in Figure 2.4C indicates two-fold attenuation of the experimentally observed steady-

state current compared with the theoretical prediction. The 50% “loss” of current can be

attributed to either a negative kinetic effect,[34, 49, 50] i.e., decreased catalytic activity,

or a partial particle dissolution/poisoning induced by the reaction intermediates.

Deactivation of Pt surfaces during the ORR is a well-known problem.[51, 52] Estab-

lished explanations in the catalysis literature include poisoning by reactive intermediates,

Pt dissolution, Ostwald ripening, and nanoparticle migration-aggregation.[52–56] Here,

we measure current transients from individual particles, so we exclude Ostwald ripening

and aggregation as deactivation mechanisms. Scanning transmission electron microscopy

(STEM)[57] imaging of the particles before and after the ORR reveals no decrease in

particle diameter after the ORR (Figure 2.16). While Pt deactivation has previously

been attributed to poisoning by C- or O- containing species,[53, 58] energy dispersive

x-ray spectroscopy (EDS) does not reveal significant build-up of these elements over the

course of the ORR (Figure 2.17).

The nanoimpact results exhibit instantaneous steady-state currents (Figure 2.4A,

B insets) and the steady-state current from the Pt microelectrode (Figure 2.4A inset)

agrees with the predicted diffusional current (Supporting Information), suggesting that

the smaller current is intrinsically due to the particles rather than a continual deactivation
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process. We note that both O2 and H2O2 reduction are similarly affected due to the

similar attenuation in their currents.

2.5 Particle Detection on an Active Electrode

Reactions described thus far have been exclusively inner sphere. Outer-sphere re-

actions are not sensitive to the nature of the particle or the electrode, eliminating the

constraints of material mismatch. We chose to use ruthenium (III) hexamine reduction

as a model outer-sphere reaction. The formal potential of this reaction is the same on Au

and Pt, as shown in Figure 2.18. As described above, the additional EASA added by a

nanoparticle should cause an increase in current. No discernible steps could be resolved in

the obtained chronoamperomograms (Figure 2.18). This is because the additional EASA

is added within the electrode’s diffusion layer, where there is already a low concentration

of analyte. With a partially active electrode in the HER, the low proton concentration

in the diffusion layer is not a problem because the Heyrovsky step can proceed via direct

H2O reduction, identical to the HER mechanism in basic solutions. A fully active elec-

trode depletes the analyte concentration to the point that impact events do not cause

detectable changes in current; this also holds when there is no kinetic difference between

an inner-sphere reaction at a particle and at the electrode, as seen in Figures 2.10 and

2.15. Measurements using TEMPO as an outer-sphere anodic redox probe similarly did

not reveal any stochastic collision events (Figure 2.19).
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Figure 2.5: (A) Diffusion profile formed at a 5 µm radius electrode, 100 ms after
electrode activation. (B) Perturbation of the diffusion profile by a catalytic particle
(black diamond) 100 ms after the electrode is activated. The particle has radius 0.5 µm
such that rNP/re = 0.1.

We turned to numerical methods to determine the limits of detection in the outer-

sphere case, at a fully active electrode. Simulations were performed using COMSOL

Multiphysics (full details of the simulations can be found in the supporting information).

An overview of the simulation space is shown in Figure 2.20. Briefly, a 5 µm radius

electrode was defined as a region in a larger quarter-hemisphere simulation space. This

configuration has previously been used to allow for 3-D simulations without requiring ex-

cessive computational power.[10, 59, 60] Simulated concentration gradients in the absence

and presence of a catalytic particle are shown in Figure 2.5A and 2.5B, respectively. The

particle was placed on the electrode midway between the “walls” of the simulation space,

its radial distance from the electrode center is used as the particle coordinate (see inset,

Figure 2.6A). As seen in Figure 2.5, a large (rNP/relec = 0.1) catalytic particle sitting at

the edge of the electrode causes a significant perturbation in the concentration gradient

shortly after the reaction begins. The perturbation is far less significant over longer time

scales and with smaller particles (Figure 2.21).
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Figure 2.6: (A) Simulated steady-state current as a function of particle location using
a 15 nm particle (rNP = 15 nm) on a 5 µm radius electrode. The contribution of the
catalytic particle to the total current (INP) is plotted in blue and the change in total
current (∆I) compared to the absence of the particle is plotted in red. (B) Simulated
steady-state current as a function of particle radius. The particle is located rNP away
from the edge of a 5 µm radius electrode, such that r = 5 - rNP. For readability, these
data are recorded in Tables 2.7.7 and 2.7.7.
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The limitations of active particle–active electrode collision detections were tested

with a series of simulations, shown in Figure 2.6. Using a 15 nm radius particle to match

experimental conditions, the change in current due to the particle (compared to the

current in the absence of a particle) is nonzero only if the particle is placed 15 nm from

the edge of the electrode (Figure 2.6A). In that case, the change in current is calculated

to be 10 fA. This value is below our instrumental limit of detection, and we emphasize

that experimental ∆I values would be four times smaller than this due to the simulation

only accounting for one-quarter of the electrode surface.

It seems intuitively apparent that a catalytic particle with a radius on the order of the

electrode radius would significantly increase the total current, as previously described by

the Bard group,[61] so this result begged the question of the smallest particle detectable

using an outer-sphere redox probe. Varying the particle radius (Figure 2.6B) while fixing

its location at the electrode edge shows that a 250 nm particle is likely detectable on a

typical 5 µm ultramicroelectrode (rNP/re = 0.05). The simulated ∆I of 4 pA should yield

an experimental response on the order of 1 pA, which is within our experimental limits.

However, particles landing toward the center of the electrode would produce a lesser

response due to the lower analyte flux to the electrode center. As well as being excep-

tionally difficult to resolve experimentally, this spatial effect would need to be decoupled

from the effect of non-homogenous particle size in order to extract useful analytical infor-

mation. Considering the limit of the minimal detectable particle size, the applicability of

outer-sphere ECA detection schemes is severely limited. Despite this, particle impacts at
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partially activated electrodes enable the investigation of a wider range of electrocatalysts

by mitigating the limitation of material choice for relevant inner sphere reactions.

2.6 Conclusions

In summary, we have shown that active particle-–active electrode schemes can give

deeper mechanistic insights than typical ECA-type measurements. In the hydrogen evo-

lution reaction, the transition from current spikes to current steps at increasingly reducing

potentials implies that electrode-generated hydrogen adsorbs to the Pt particle surface

prior to impact. Deactivation of the Pt catalyst is attributed to hydrogen diffusion into

the lattice; this effect is minimized when surface-bound hydrogen quickly reacts with

species in solution. We demonstrate that competing electrochemical reactions, such as

oxygen and hydrogen peroxide reduction, can be distinguished by the nature of particle

collision transients; furthermore, the small ORR currents imply rapid activity degra-

dation on the nanoscale. Experimental and computational results suggest that ECA

schemes are still limited to inner-sphere reactions. This study demonstrates the poten-

tial of active or partially active electrodes in nanoimpact techniques as a tool to further

probe the electrocatalytic properties of nanomaterials.
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2.7 Supporting Information

2.7.1 Experimental

Citric acid (Sigma-Aldrich ≥99.5%), sodium citrate tribasic dehydrate (Sigma-

Aldrich, ≥99.0%), sodium hydroxide (NaOH, Sigma-Aldrich, ≥98%), sodium phosphate

monobasic (NaH2PO4, Sigma-Aldrich, ≥99.0%) , sodium phosphate dibasic (Na2HPO4,

Sigma-Aldrich, ≥99.0%), potassium chloride (KCl, Sigma-Aldrich, ≥99.0%), ruthenium

(III) hexamine chloride (Ru(NH3)6Cl3, Sigma-Aldrich, 98%), TEMPO (Oakwood

Chemical) , and citrate-capped 30 nm platinum nanoparticles (0.5 mg mL−1 in 2

mM citrate, Nanocomposix) were used as received. All solutions were prepared using

deionized water purified to 18.2 MΩ cm−1 using a WaterPro BT purification system

(Labconco). Gold, platinum, and carbon fiber ultramicroelectrodes were purchased

from BASi. Electrodes were polished on 0.3 µm alumina pads for two minutes prior to

each measurement. Electrode radii were measured electrochemically using ruthenium

(III) hexamine reduction (Figure 2.18). The size distribution of the as-purchased

Pt nanoparticles was confirmed using a FEI Tecnai G2 Sphera transmission electron

micro-scope (Figure 2.8). The stability of the particles in water and the buffer solutions

used in impact experiments was assessed using dynamic light scattering (Malvern

Zetasizer Nano ZS, Figure 2.9). All electrochemical measurements were performed using

a Biologic SP-300 potentiostat. A 50 kHz filter was applied, the sampling rate was 100

Hz. The electrochemical cell was placed in a well-grounded Faraday cage. A saturated
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calomel electrode (SCE) was used as the reference and a platinum wire as the counter

electrode. Cyclic voltammograms were recorded at a scan rate of 20 mV s−1 unless

otherwise noted. For particle impact studies, 100 µL of Pt nanoparticle suspension (0.05

mg mL−1) was added to 5 mL of buffer solution to yield a 6 pM particle suspension

immediately before measurement. All measurements were carried out within 5 minutes

of particle introduction to the solution in order to minimize aggregation effects.

As-purchased Pt nanoparticles were imaged using an FEI Technai G2 Sphera TEM

operating at 200 kV in order to confirm the particle size and morphology. A sample was

drop-cast onto a clean carbon-coated copper grid (Ted Pella Inc.) and allowed to air dry

before being loaded on a single-tilt TEM holder. Bright-field TEM was performed with

2.84 µA filament (LaB6) current, images were captured at 97kX magnification using a

Gatan Ultrascan CCD camera. Particle sizing and chemical analysis pre- and post-ORR

was performed using a Thermo-Fisher Talos G2 F200X operating at 200 kV in scanning

transmission electron microscopy (STEM) mode. The sample preparation is described

below. High angle annular dark field STEM (HAADF-STEM) was used for the analysis

due to the high contrast between the Pt nanoparticles and the carbon support film. X-ray

diffraction was collected on a Pt working electrode using a Rigaku Smartlab equipped

with a HyPix detector in the Bragg-Brentano (θ/2θ) optics configuration. The x-ray

source was Cu Kα, the size of the beam was set using a 2.5° soller slit, a 1/8-degree

incident slit, and a 2 mm length limiting slit. The electrode sample was mounted using

a homemade sample holder. The receiving optics were a Kβ filter followed by a 20 mm
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receiving slit and a 2.5° soller slit. The detector was operated in 1D scanning mode.

Diffraction data was collected from 35-50° with a 0.02° step size and a scan speed of

1◦ min−1.

59



Chapter 2. Single Particle Characterization at Active and Partially Active Electrodes

Figure 2.7: Pt nanoparticle morphology and size distribution (29.4 ± 2.4 nm) obtained
by TEM (N = 157).

Figure 2.8: Pt nanoparticle size distribution obtained using dynamic light scattering as
a function of time in solution. 100 µL of Pt nanoparticle suspension (0.5 mg min−1) was
added to 1 mL of water or buffer solution immediately prior to measurement. Minimal
aggregation is seen in pH 8 phosphate buffer (right). Aggregation is more significant in
pH 5 citrate buffer (center). The particles are stable in neutral, 18.2 MΩ cm-1 water
(left).
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Figure 2.9: Raw data from a chronoamperomogram of a Pt nanoparticle impacting an
Au microelectrode (radius 5.84 µm) biased at -300 mV vs SCE in nitrogen-purged, 20
mM, pH 5 citrate. The data were sampled at 5 kHz, revealing that the pseudocapacitive
charging occurs within 5 ms.

Figure 2.10: Chronoamperomograms of Pt nanoparticles (30 nm diameter, 6 pM) im-
pacting an Au electrode (radius 5.84 µm) in nitrogen-purged, 20 mM, pH 5 citrate. The
electrode was biased at +200 mV vs SCE as a control; no events are observed because
this potential is in-sufficient to drive any reaction on impacting Pt particles (left). Infre-
quent steps are seen at -850 mV due to the Heyrovsky step of the HER, as discussed in
the text (center). No events are observed at -1000 mV because the electrode surface is
depleted of protons, impacting particles do not catalyze any additional electrochemical
reactions (right).
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Figure 2.11: Chronoamperomograms of Pt nanoparticles (30 nm diameter, 6 pM) im-
pacting an Au electrode (radius 5.84 µm) in 20 mM, pH 8.2 nitrogen purged phosphate
buffer. Spikes persist at much higher potentials in basic conditions compared to acidic
conditions, likely because hydrogen adsorption is the rate-limiting step of the HER in
alkaline solutions.[31]

In addition to measuring nanoimpacts via the HER in acidic (pH 5) conditions, we

performed the same measurements in alkaline condi-tions. 20 mM phosphate buffer (pH

8.2) was purged with N2 and used in the place of the citrate buffer. Electrode potentials

were such that each potential is approximately 180 mV negative of the potential used in

acidic solutions, due to the Nernstian shift with pH.

2.7.2 Particle Impact Frequency Calculation

The theoretical impact event frequency can be calculated by assuming purely Brow-

nian motion as outlined by Shoup and Szabo.[32] The nanoparticles’ diffusion coefficient
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Reaction Electrode Buffer Potential N
Impacts/min
(Theory)

Impacts/min
(Experiment)

HER Au Citrate, pH 5, 20 mM -300 mV 124 89 25 ± 8
HER Au Citrate, pH 5, 20 mM -660 mV 117 89 23 ± 9
HER Au Citrate, pH 5, 20 mM -750 mV 113 89 23 ± 10
HER Au Citrate, pH 5, 5 mM -660 mV 135 89 27 ± 7
ORR C Phosphate, pH 8, 20 mM -400 mV 100 62 20 ± 7
ORR C Phosphate, pH 8, 20 mM -800 mV 89 62 18 ± 3

Table 2.1: Calculated and observed particle impact frequencies. All frequencies were
measured using a 6 pM particle concentration. Experi-mental results are the average ±
standard deviation of five independent, 1-minute chronoamperomograms. After particle
injection, the suspensions were agitated by 10-15 s of either N2 bubbling (for the HER)
or sonication (for the ORR) in order to assure good dispersal in the buffer. For the HER,
the citrate buffer was bubbled with N2 for 20 minutes prior to particle injection.

is first calculated using the Stokes-Einstein equation,[62] taking the viscosity of water as

8.9× 10−4 Pa s at 25 ℃:

D =
kBT

6πηrNP

(2.6)

Application of 2.6 yields D = 1.63 × 10−11m2s−1. We then calculate the expected

particle impact frequency for the Au (re = 5.84 µm) and C (re = 4.21 µm) microelectrodes

used in this study. The theoretical results are included with the experimentally observed

frequencies in Table 2.7.2.

2.7.3 Electroactive Surface Area Calculations

Pt nanoparticle surface areas were calculated in two ways. From the spikes attributed

to the Volmer step, we assume a monolayer of hydrogen forms on impacting particles,
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with a surface coverage of 77%. An ideal monolayer of H has a surface charge of 210 µC

cm−2 on polycrystalline Pt.[35]

EASA =
45fC

0.77× 210µCcm−2
= 2.8× 104nm2 (2.7)

For comparison, the surface area of a smooth, 15 nm radius sphere is 2.8× 103 nm2.

2.7.4 Steady State Diffusional Current Calculations

The current response to particle impacts in Figure 2.7D appears to be limited by

mass transfer. We calculated the limiting currents to a 15 nm radius sphere on a planar

surface.[62] The current may be limited by the diffusion of either hydronium or diprotic

citric acid to the electrode, or by diffusion of hydrogen gas away from the electrode. In

Equation 2.8, n is the number of electrons transferred (2), F is Faraday’s constant, D is

the diffusion coefficient of the diffusion-limiting species, C is the concentration of that

species, and r is the radius of the electrode (15 nm).

I = 4π ln 2nFDCr (2.8)

pH = pKa + log
A−

HA
(2.9)

Proton diffusion: The concentration of protons (hydronium ions) in the pH 5 solution

is 10−5 M. The diffusion coefficient of protons is around 9.3× 10−9m2s−1.[63] Considering

Equation 2.8, IH+ = 2.3pA
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Citric acid diffusion: The proton source for the HER may be protonated citric acid.

We first calculate the concentration of diprotic citric acid considering the pH of 5, its pKa,2

value of 4.76,[64] and the total citrate concentration of 20 mM. Considering Equation

2.9, we find that [H2A
−] = 7.3mM . Considering the diffusion coefficient of diprotic

citric acid as 5.39× 10−10 m2s−1, IH2cit− = 99pA.

Hydrogen diffusion: The mass transfer limit may also be due to the diffusion of

the product, hydrogen, away from the electrode as previously reported for the oxygen

evolution reaction.[37] The diffusion coefficient of hydrogen in aqueous solutions is ap-

proximately 1.92× 10−9 m2 s−1,[65] its solubility is 17.4 µL H2 (at STP)/ mL H2O

(equivalently, 7.1 ×10−4 M).[66] This calculation represents a lower limit on the diffu-

sional H2 current, as supersaturation of the solution would effectively increase the mass

transport of H2. Evaluation of Equation 2.8 yields IH2 = 81 pA. We note that this as-

sumes no H2 gas bubble formation. Bubble formation is unlikely in this case, for reasons

similar to those outlined by Liang et al.[27] The effective proton concentration in this

study (at most 7.3 mM based on citric acid) is orders of magnitude lower than the 1 M

HClO4 used by Chen and Luo to generate H2 bubbles on planar electrodes or the 0.25

M H2SO4 used by Chen, Luo, and White at recessed electrodes.[15, 67] Examples of gas

bubble formation in the literature rely on high analyte concentrations in order to achieve

supersaturation,[68] the low analyte concentrations in this work make H2 supersaturation

(and thus, H2 bubble formation) highly improbable.
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Figure 2.12: Cyclic voltammograms of a Pt microelectrode (radius 4.59 µm) in nitrogen-
purged, 20 mM, pH 5 citrate buffer. Electrode deactivation is shown by the smaller cur-
rents recorded at 20 mV/s compared to 250 mV/s. (B) Successive cyclic voltammograms
recorded at 250 mV/s. Significant electrode deactivation is observed in the second and
third cycles; the fast scan rate minimizes deactivation in the first cycle. The cathodic
sweep of the first cycle was used as the linear sweep voltammogram of the Pt electrode
in Figure 2.7A.

2.7.5 Steady State Currents in ORR

The steady-state current for a 15 nm radius sphere, on a flat surface, catalyzing the

ORR was also calculated using Equation 2.8.[62] The diffusion coefficient of oxygen is

1.9× 10−9 m2 s−1,[69] the concentration of O2 in a solution under ambient atmosphere

(21% O2) is 260 µM.[45] For the 4-electron reduction from O2 to water, I = 25pA.

Idisk = 4nFDCr (2.10)

The steady-state current on the r = 4.59 µm Pt microelectrode is also calculated to

be 3.5 nA using Equation 2.10.

66



Chapter 2. Single Particle Characterization at Active and Partially Active Electrodes

Figure 2.13: X-ray diffraction patterns of a 2 mm diameter Pt working electrode before
(black) and after (red) it was used in the HER. After the initial diffraction pattern was
collected the electrode was submerged in nitrogen-purged, 20 mM, pH 5 citrate buffer
and biased at -660 mV vs SCE for 5 minutes; a second diffraction pattern was collected
immediately after the electrochemistry. Pt (111) remains at 39.75° and Pt (200) remains
at 46.22° after electrochemical treatment, no peak broadening is observed. The small peak
at 35.78° visible in the inset is due to the small fraction of unfiltered Cu Kβ radiation.

Figure 2.14: Chronoamperomogram of Pt nanoparticles (30 nm diameter, 6 pM) im-
pacting a C microelectrode (radius 4.21 µm) biased at 0 mV vs SCE in pH 8.2, air-
saturated phosphate solution. No impact events are visible at this potential.
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Figure 2.15: Chronoamperomogram of Pt nanoparticles (30 nm diameter, 6 pM) im-
pacting a Pt microelectrode (radius 4.59 µm) biased at -400 mV vs SCE in pH 8.2,
air-saturated 20 mM phosphate solution.

2.7.6 STEM Images of Pt NPs pre- and post-ORR

We quantified particle degradation during the ORR via ex-situ STEM imaging. A

carbon coated copper TEM grid was drop-cast with Pt NP suspension (0.05 mg min−1) to

serve as a control, without electrochemical treatment. For the electrochemically treated

particles, we adopted a technique described by Feliu and Abruña.[57] A copper wire

was poked through a carbon coated copper TEM grid to create a small hole. The wire

was removed and the grid was drop-cast with Pt nanoparticle suspension. After drying

overnight, the wire was inserted through the grid and connected to our potentiostat. The

grid was immersed in air-saturated, 20 mM, pH 8 phosphate buffer and biased at -400

mV vs SCE for 5 minutes to drive the ORR.

In the absence of electrochemical treatment, the average particle diameter was found

to be 32.4 ± 2.4 nm by STEM (N = 90). After the ORR, the average particle diameter was
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Figure 2.16: Distribution of the Pt NP diameters measured before (A) and after (B)
the oxygen reduction reaction. Both histograms have N = 90. The average diameter in
A is 32.4 ± 2.4 nm, the average diameter in B is 32.8 ± 2.0 nm.

32.8 ± 2.0 nm (N = 90). Furthermore, elemental mapping does not reveal any significant

difference in the concentrations of platinum, carbon, or oxygen in the particles before

and after the ORR (Figure 2.17).
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Figure 2.17: Energy-dispersive x-ray (EDX) line spectra of individual Pt NPs before
(A) and after (B) the ORR.

Figure 2.18: Chronoamperomograms of Pt nanoparticles (30 nm diameter, 6 pM)
impacting an Au electrode (radius 5.84 µm) in a nitrogen-purged solution of 5 mM
Ru(NH3)6Cl3 in 20 mM KCl. The current at the Au electrode is larger than at the Pt
electrode (bottom right) due to the larger radius of the Au electrode, as shown below.
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Figure 2.19: Left: CVs of Au and Pt UMEs in 1 mM TEMPO, 20 mM KCl. Right:
Chronoamperomogram of Pt nanoparticles (30 nm diameter, 6 pM) impacting an Au
electrode biased at 700 mV vs SCE in a 1 mM TEMPO solution, supported by 20 mM
KCl.

2.7.7 Finite Element Simulations

Numerical simulations were performed using the commercially available finite element

analysis package, COMSOL 5.5. Simulations were performed on a PC equipped with 16

GB of RAM and a 2.90 GHz Intel Core i7 CPU.

Simulations were performed using a quarter-hemispherical geometry in order to mini-

mize computation time for three-dimensional simulations. An overview of the simulation

geometry is shown in Figure 2.20. A quarter-circle with radius re is defined as the

electrode surface (region 1). Region 3 is a quarter hemisphere with radius 10re and is

used to define the simulation volume. Through 2D simulations in larger geometries, we

found that this distance was sufficient to avoid the diffusion layer reaching the simula-

tion border. A second quarter hemisphere (region 2, r = 11re) was used to define the

bulk concentration boundary condition using an infinite element domain. This approach

71



Chapter 2. Single Particle Characterization at Active and Partially Active Electrodes

mimics strategies employed in similar systems.[10, 70] A nanoparticle was simulated us-

ing a sphere with radius rNP. The sphere was placed on the electrode surface as shown in

Figure 2.20B, equidistant from the “walls” of the simulation and with its center located

rNP above the electrode surface (such that there is a point contact between the particle

and the electrode). When needed, the particle location was varied along the red line

shown in Figure 2.20B: the particle coordinate refers to the distance between the center

of the particle and the center of the electrode (the corner of the simulation space).

The COMSOL “electroanalysis” and “transport of dilute species” modules were used

to define boundary conditions. No-flux conditions were applied to region 3 and, if ap-

plicable, the particle surface. The Ru(NH3)
3+
6 concentration was set equal to its bulk

concentration (1 mM) in region 2, an infinite element domain. The initial concentration

of Ru(NH3)
3+
6 in the entire simulation space was set to 1 mM, the initial concentration

of Ru(NH3)
2+
6 was set to 0. Electrode surfaces were defined as region 1 (Figure 2.20A)

and, if applicable, the particle surface. The electrode potential was set 0.4 V negative of

the formal Ru(NH3)
3+
6 reduction potential in order to achieve a mass transport limited

current. Mass transport was solved for using Fick’s second law. Finite element simu-

lations are highly sensitive to the chosen mesh. We adopted a strategy established by

the Renault group in order to maintain a consistent mesh in the presence and in the

absence of a nanoparticle.[10] In both cases, the nanoparticle sphere is drawn in the

simulation space. Its surface is used to define a finer mesh in its vicinity, described in

more detail below. For simulations in the presence of a catalytic particle, we applied the
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“thin impermeable layer” and “electrode surface” boundary conditions to the surface of

the sphere. This applies a no-flux boundary condition to the particle and lets us define

an electrochemical reaction on the particle surface. These boundary conditions are not

applied in the absence of the particle, maintaining the same mesh while allowing flux

through the sphere.

The simulation space was meshed using the default tetrahedral mesh with “fine” ele-

ment sizing. This was chosen because simulations performed with the next-finer element

sizing (“finer”) yielded steady-state currents within 1% of the “fine” mesh. Two addi-

tional constraints were imposed in order to achieve a finer mesh near the electrode and

particle surfaces. At the particle surface, the maximum element size was restricted to

rNP/10. At the electrode surface, the maximum element size was restricted to re/100 and

the maximum element growth rate was set to 1.05. We found that this mesh gave con-

sistent, physically interpretable results while minimizing computation time. We solved

for stationary solutions, representing steady-state currents. Typical studies solved for

approximately 300,000 degrees of freedom. ∆I values shown here and in the main text

represent the change in steady-state current before and after the no-flux and electrode

surface boundary conditions are applied to the surface of the sphere. Because the sphere

and the electrode are defined by two separate “electrode surface” boundary conditions, we

can determine the current through each independently and thus determine the particle’s

contribution (INP) to the total current.
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Figure 2.20: (A) Overview of the simulation geometry. Region 1 is the electrode surface;
region 2 is an infinite element domain to which a bulk concentration boundary condition
is applied; region 3 forms the borders of the simulation space with a no-flux boundary
condition. (B) Top-down view. The nanoparticle is placed on the electrode surface,
equidistant from the “walls” of the simulation.

Figure 2.21: (Left) Diffusion profile simulated for a 100 nm nanoparticle after 100 ms.
The particle has a minimal effect on the shape and size of the diffusion layer. (Right)
Diffusion profile simulated for a 500 nm nanoparticle 1 second after electrode activation.
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Particle Coordinate/ µm Total Current/ pA INP/ pA ∆I/ pA
1 356.64 0.04330 0
2 356.5 0.04330 0
3 356.38 0.04629 0
4 356.32 0.05307 0
4.5 356.19 0.07080 0
4.6 356.14 0.09700 0
4.7 356.03 0.10773 0
4.8 356.36 0.12342 0
4.985 356.06 0.46548 0.01

Table 2.2: Simulated current as a function of particle location. The particle radius is
15 nm and the electrode radius is 5 µm.

Particle Size/ nm Total Current/ pA INP/ pA ∆I/ pA
15 356.07 0.46548 0.01
25 356.28 1.0088 0.04
50 356.26 2.8748 0.17
100 356.96 8.1930 0.68
250 360.76 32.628 4.31
500 373.55 92.013 17.38

Table 2.3: Simulated current as a function of particle size. The particle is located rNP

away from the edge of a 5 µm radius electrode, such that r = 5− rNP
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Figure 2.22: Ru(NH3)6Cl3 reduction at Au (black), Pt (red) and C (blue) ultramicro-
electrodes with 20 mM KCl supporting electrolyte. Electrode radii were calculated using
the measured steady-state current at -0.4 V vs SCE.

2.7.8 Electrode Size Measurements

Electrode radii were measured electrochemically using Ru(NH3)6Cl3 reduction. CVs

were recorded at 20 mV/s in a solution of 4.971 mM Ru(NH3)6Cl3 supported by 20 mM

KCl. Taking the diffusion coefficient for Ru(NH3)6Cl3 as 8.43× 10−10 m2 s−1,[71] the

electrode radii were calculated using Equation 2.10. The electrode radii were measured

for the Au (5.84 µm), Pt (4.59 µm), and C (4.21 µm) ultramicroelectodes used in this

work.

76



References

[1] T. J. Anderson, B. Zhang, Accounts of Chemical Research 2016, 49, 2625–2631.

[2] S. M. Oja, Y. Fan, C. M. Armstrong, P. Defnet, B. Zhang, Analytical Chemistry
2016, 88, 414–430.

[3] N. V. Rees, Electrochemistry Communications 2014, 43, 83–86.

[4] J. Clausmeyer, W. Schuhmann, TrAC - Trends in Analytical Chemistry 2016, 79,
46–59.

[5] L. A. Baker, Journal of the American Chemical Society 2018, 140, 15549–15559.

[6] S. Goines, J. E. Dick, Journal of The Electrochemical Society 2020, 167, 037505.

[7] Y. Fang, H. Wang, H. Yu, X. Liu, W. Wang, H. Y. Chen, N. J. Tao, Accounts of
Chemical Research 2016, 49, 2614–2624.

[8] P. Li, Q. He, H. X. Liu, Y. Liu, J. J. Su, N. Tian, D. Zhan, ChemElectroChem
2018, 5, 3068–3072.
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[56] J. M. Noël, Y. Yu, M. V. Mirkin, Langmuir 2013, 29, 1346–1350.

[57] R. M. Arán-Ais, Y. Yu, R. Hovden, J. Solla-Gullón, E. Herrero, J. M. Feliu, H. D.
Abruña, Journal of the American Chemical Society 2015, 137, 14992–14998.

[58] A. Kongkanand, J. M. Ziegelbauer, Journal of Physical Chemistry C 2012, 116,
3684–3693.

[59] C. Adam, F. Kanoufi, N. Sojic, M. Etienne, Electrochimica Acta 2015, 179, 45–56.

[60] S. E. Fosdick, M. J. Anderson, E. G. Nettleton, R. M. Crooks, Journal of the
American Chemical Society 2013, 135, 5994–5997.

[61] J. H. Park, S. N. Thorgaard, B. Zhang, A. J. Bard, Journal of the American Chem-
ical Society 2013, 135, 5258–5261.

[62] R. G. Compton, C. E. Banks, Understanding Voltammetry, 3rd, World Scientific,
2018.

[63] S. H. Lee, J. C. Rasaiah, Journal of Chemical Physics 2011, 135, 124505.

[64] R. G. Bates, G. D. Pinching, Journal of the American Chemical Society 1949, 71,
1274–1283.

[65] R. T. Ferrell, D. M. Himmelblau, AIChE Journal 1967, 13, 702–708.

[66] T. E. Crozier, S. Yamamoto, Journal of Chemical and Engineering Data 1974, 19,
242–244.

[67] Q. Chen, L. Luo, H. S. White, Langmuir 2015, 31, 4573–4581.

[68] X. Zhao, H. Ren, L. Luo, Langmuir 2019, 35, 5392–5408.

[69] L.-K. Ju, C. S. Ho, Biotechnology and bioengineering 1985, 27, 1495–1499.

[70] Z. Deng, R. Elattar, F. Maroun, C. Renault, Analytical Chemistry 2018, 90, 12923–
12929.

[71] Y. Wang, J. G. Limon-Petersen, R. G. Compton, Journal of Electroanalytical Chem-
istry 2011, 652, 13–17.

80



Chapter 3

Detection and Characterization of
Single Particles using Impedance
Spectroscopy

Adapted with permission from: Roehrich, B.; Liu, E. Z.; Silverstein, R.; Sepunaru,

L. Detection and Characterization of Single Particles by Electrochemical Impedance

Spectroscopy. The Journal of Physical Chemistry Letters 2021, 12 (40), 9748–9753.

https://doi.org/10.1021/acs.jpclett.1c02822. Copyright 2021 American Chemical Soci-

ety.

81



Chapter 3. Detection and Characterization of Single Particles using Impedance Spec-
troscopy

3.1 Introduction

Single-entity electrochemistry has recently emerged as a way to study the properties

of single nano- and micro-particles.[1–5] Individual particles are interrogated, one by

one, in order to build a bottom-up understanding that captures the heterogeneity among

particles in an ensemble.[6, 7] A common scheme is the “nano-impact” technique, in which

microelectrodes and low-noise equipment are used to detect single particles when they

stochastically collide with an electrode.[4, 8] The current response associated with the

impact event can be used, for example, to determine the size of an insulating particle.[9–

13] or to monitor the activity of an electrocatalyst.[8, 14–17]

However, it remains a challenge to study complex, pseudocapacitive materials on

a single-entity basis. These materials combine Faradaic (electron transfer) and non-

Faradaic (ion association) charging, and are critical components of ion batteries and

other emerging energy storage devices.[18–21] While careful experimental control and

data analysis have allowed detection of single particles and insight into ion intercalation

mechanisms.[22–27] quantitative information is difficult to obtain amperometrically. This

is due to the possibility of one or several steps (e.g. electron transfer, ion transfer to and

from the particle, and ion diffusion within the particle) dictating the current response,

which convolutes analysis.

For that reason, electrochemical impedance spectroscopy (EIS) is widely used to char-

acterize bulk pseudocapacitive materials.[28–32] In EIS, a small-magnitude AC voltage is

applied and the current response is recorded. By varying the frequency of the AC pertur-
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bation, the cell response can be studied across different time scales. Fast processes such

as double-layer charging and reversible electron transfer dominate the high-frequency

impedance; likewise, slow processes such as sluggish charge transfers, adsorption, and

diffusion dominate the low-frequency regime.[32, 33] Thus, a single measurement can

simultaneously yield information on the various Faradaic and non-Faradaic processes

occurring in the electrochemical system.

While EIS is a powerful technique in the characterization of electroactive materials,

it has not yet been applied on a single-entity basis due to the long measurement time

of typical EIS experiments.[34] We used fast Fourier-transform EIS (FFT-EIS)[34, 35]

in order to improve the time resolution to the point that single-particle impact events

could be unambiguously resolved. Using a model system in which individual insulating

microparticles block a redox reaction from occurring.[9] we show particle detection and

sizing via time-resolved FFT-EIS. The advantage of EIS is leveraged to separate kinetic

and diffusional contributions, enhancing precision in the particle size measurement and

establishing an advanced characterization technique on a single-particle basis.

3.2 Rapid Acquisition of Impedance Spectra using

FFT-EIS

A single impedance spectrum can take minutes to hours to measure when using a

typical, frequency-response analyzer (FRA) impedance spectrometer as the impedance
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at each frequency of interest must be measured individually. However, single-entity elec-

trochemistry requires fast time resolution in order to resolve individual particle-electrode

impact events: if multiple impact events occur between two consecutively sampled points,

they will be combined into an apparent single impact event. In our case, particles col-

lide with the electrode every 3.5 ± 1.0 seconds (average ± standard deviation), meaning

sub-second time resolution is a requirement for the technique. Fortunately, FFT-EIS

has been established as a means of rapidly acquiring impedance spectra.[35] FFT-EIS

is analogous to other Fourier-transform spectroscopies (e.g. FTIR, FT-NMR) in that a

perturbation voltage that is a superposition of many sinusoidal waves is applied to the

working electrode and the current response is recorded.[34, 36, 37] The time-domain cur-

rent and voltage are then Fourier transformed to yield the frequency-domain impedance

spectrum. FFT-EIS can produce impedance spectra with high signal-to-noise ratios in a

fraction of the time of the standard FRA technique. The minimum measurement time

is limited by the lowest applied frequency: a full period of fmin is required to calculate

the impedance at that frequency, so tmin = 1/fmin. For example, a spectrum from 50 kHz

to 1 Hz can be acquired in 1 s.[35] Limitations on this technique are discussed in the

Supporting Information and in previous reports.[38]

Our implementation of FFT-EIS is based on that described by Popkirov and

Schindler.[39] Briefly, we applied a time-domain perturbation that contained 17 superim-

posed sine waves, ranging in frequency from 17 kHz to 100 Hz and with phases selected

to avoid excessive constructive interference, which could lead to a non-linear impedance
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response (Table 3.6.1 shows applied frequencies and phases). The AC amplitude was

50 mV because it provided the highest S/N without introducing nonlinearities to our

impedance data (Figures 3.4 and 3.6, Table 3.6.1). This perturbation signal was added

to a DC bias, the formal potential of the redox reaction, and applied to the working

electrode of our three-electrode cell (a cyclic voltammogram is shown in Figure 3.6). The

applied voltage and the current response were recorded at a sampling rate of 100 kHz.

After the measurement, the time-domain signals were split into sequential time intervals

(100 ms) and the impedance spectrum was calculated for each time slice. This yielded

a series of sequential, rapidly time-resolved impedance spectra suitable for single-entity

detection.

3.3 Particle Impacts Observed by FFT-EIS

Carboxylate-functionalized polystyrene microparticles (rb = 0.92± 0.07 µm, see Fig-

ure 3.7) were chosen as a simple model system to demonstrate single particle detection by

FFT-EIS. Under the low-electrolyte conditions used here (0.5 mM KCl), the microbeads

are expected to migrate to the working electrode due to their negative surface charge

and the electric field generated by the anodic working electrode, as reported privously.[9]

We chose an initial particle concentration of 36 fM to observe around 10 impacts in each

45 s measurement. In doing so, we were able to eliminate occurrences of two or more

particles impacting within the same 100 ms spectral measurement time: the probability

of this occurring, considering our observed impact frequency of 0.3 s−1 and a Poisson
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Figure 3.1: Individual insulating polystyrene particles are detected using FFT-EIS
when they randomly collide with an ultramicroelectrode. (A) 45 sequential impedance
spectra, measured each second for 45 s. Only one spectrum is visible because all 45 coin-
cide with each other, demonstrating no noticeable drift during the experiments. (B) 45
seconds of sequential spectra, recorded in the presence of 36 fM polystyrene microbeads
(rb = 0.92± 0.07 µm). Inset: schematic of the “blocking” scheme. (C) The same data as
B, plotted as the total impedance versus time for four frequencies, which are indicated in
B). The impedance is normalized to the initial impedance for each frequency to highlight
the relative effects of the particles across the frequency spectrum. Here, a full impedance
spectrum was recorded every 100 ms. Impedance spectra were measured using a car-
bon fiber disk ultramicroelectrode (re = 2.76 µm) immersed in 2 mM ferrocenemethanol
(FcMeOH) and 0.5 mM KCl, biased at the FcMeOH formal potential (0.194 V vs satu-
rated calomel electrode, applied as 0.12 V vs Ag) with a ±50 mV AC perturbation.

process, is 0.04% (see Supporting Information). It is worth noting that the predicted

collision frequency based solely on Brownian motion would be around 10−5 s−1.[40, 41]

This extremely low frequency is far too low to be adequate for practical experimental

measurements and validates the use of low electrolyte concentration that induce the

electromigration process mentioned above.

Figure 3.1A shows impedance spectra collected using the FFT-EIS technique from

a carbon fiber disk ultramicroelectrode (UME) immersed in 2 mM ferrocenemethanol

(FcMeOH) and 0.5 mM KCl in the absence of polystyrene particles (the UME has a

86



Chapter 3. Detection and Characterization of Single Particles using Impedance Spec-
troscopy

radius of re=2.76 µm as shown in Figure 3.8). FcMeOH is a fully reversible outer-sphere

redox probe, chosen due to its stability. This beneficial stability is apparent from the

overlap of 45 s of impedance spectra in Figure 3.1A – the impedance is constant over

the measurement duration in the absence of particles, allowing facile particle impact

detection. Once the extremely dilute microparticles were injected into the solution the

spectra changed over time, tending towards higher impedances (Figure 3.1B). This is due

to the nature of the “blocking”-type scheme used, in which insulating particles discretely

adsorb to an electrode and hinder the oxidation of the redox probe (FcMeOH) at the

electrode and therefore increase the impedance.[9, 10, 42] When we plotted the total

impedance at select frequencies versus time, we observed staircase-like responses at each

frequency (Figure 3.1C). Each “step” on the staircase is caused by a single microbead

adsorbing to the electrode. Because the frequencies in Figure 3.1C were selected to span

the entire impedance spectrum, this result indicates that the beads affect both the fast

(high frequency) and slow (low frequency) electrode processes.

We next fit the impedance spectra to examine the effect of each bead on the capacitive,

resistive, and diffusional processes occurring at the ultramicroelectrode/single-particle in-

terface. We fit each time-resolved impedance spectrum to the equivalent circuit shown

in Figure 3.2A (inset) in order to extract time-resolved equivalent circuit parameters.

While many arbitrary equivalent circuits can fit a given set of impedance data, we chose

this modified Randles circuit due to its previous success in fitting impedance spectra

from microdisc electrodes and the physical interpretability of its parameters.[43–46] The
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Figure 3.2: Fitting EIS spectra to an appropriate equivalent circuit enables quantifica-
tion of individual particles’ effects on charge transfer and FcMeOH mass transport. A)
One representative impedance spectrum (points) with the best fit (curve) to the inset
equivalent circuit. B, C) Equivalent circuit elements Rct (charge transfer resistance, B)
and Rd (diffusional resistance, C) versus time. Both Rct and Rd remain constant in the
absence of beads (black curves); when 36 fM of microparticles (rb=1 µm) is added both
Rct and Rd discretely increase (green and blue curves, respectively). A step-preserving
algorithm was used to discretize the data into a staircase-type response (for a detailed
description of the step quantification process, see the Supporting Information).

circuit contains terms to account for the solution resistance Rs, the charge-transfer resis-

tance associated with FcMeOH oxidation Rct and the double layer capacitance Cdl. The

nonlinear diffusion to the microelectrode is modelled by a constant phase element Zd (a

Warburg-like element) in parallel with a diffusional resistance Rd (sometimes referred to

as Rnl).[43–45] This model provided an excellent fit to our experimental data as shown

in Figure 3.2A (typical parameters are given in Table 3.6.2 and an alternative equivalent

circuit that yielded a poor fit is shown in Figure 3.9).
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3.4 Quantifying Effects of Blocking Particles on

Charge Transfer and Diffusion at a Microelec-

trode

While all five parameters are observed to change over time after bead addition, here

we focus on Rct and Rd in order to probe the relative effects of the beads on the fast

charge-transfer process and slower FcMeOH diffusion, respectively. A full discussion of

the other parameters, including observed discrete changes in the double layer capacitance,

is given in the Supporting Information (Figure 3.10). Both Rct and Rd remain constant in

the absence of particles (Figure 3.2B, C controls) but discretely increase in the presence

of the microbeads. Each discrete increase in Rct is attributed to an individual bead

adsorbing to the electrode surface and blocking the contact area from exchanging charge

with the solution. The resulting decrease in the electrode’s surface area A corresponds

to an increase in Rct as shown by Equation 3.1,

Rct =
RT

nFAj0
(3.1)

where R is the gas constant, T the temperature, n the number of electrons transferred,

F Faraday’s constant, and j0 the exchange current density.[47] On the other hand, Rd

increases because each bead affects the mass transport of the redox probe, FcMeOH,

to and from the electrode surface. Rd is used to account for nonlinear diffusion to

microelectrodes, and has been reported as inversely proportional to the steady-state,
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diffusion limited current.[43] Insulating particles, such as the polystyrene beads used in

this model system, are known to block the flux of redox probe to the electrode.[9, 10,

48] Thus, the discrete increases in Rd are consistent with previous amperometric results.

Rct and Rd were then transformed into stairstep-like responses (solid lines, Figure 3.2B

and C) to extract the discrete effect of each bead (see Figure 3.11 for details on the step

quantification process).

We sought to quantify the size of each microbead to demonstrate the capability of

SE-EIS to measure meaningful physical parameters. Equation 3.1 can be manipulated

to show that the relative change in Rct is directly proportional to the relative change in

electrode area, i.e. ∆Rct/Rct = −∆A/A. As Rd is inversely proportional to the diffusion-

limited current il, a similar relationship holds between Rd and il. Both ∆A/A and

∆il/il are proportional to the size of the particle, so ∆Rct/Rct and ∆Rd/Rd give two

separate measures of the individual particles’ size – one which utilizes a “fast” process

(charge transfer) and one which is from a “slow” process (diffusion). We measured several

hundred particle-electrode impact events and quantified ∆Rct/Rct and ∆Rd/Rd for each

event. Distributions of these two parameters are shown in Figure 3.3A.

Despite the highly monodisperse microparticles used in this study (Figure 3.7), we

observed a relatively broad distribution of ∆Rd/Rd (Figure 3.3A). This is predominantly

caused by the heterogeneous distribution of flux to microelectrodes. The small size of

microelectrodes creates a radial diffusion layer (compared to the linear diffusion to a

planar macroscopic electrode) which causes a relatively higher flux of redox species to
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Figure 3.3: Quantitative impedance analysis of single-particle impact data. (A) His-
tograms of ∆Rd/Rd and ∆Rct/Rct, each containing data from N = 337 steps. Inset:
schematic depicting the different properties measured by Rd (FcMeOH diffusion) and
Rct (FcMeOH oxidation kinetics). (B) Direct measurement of single particles’ footprints
on the electrode. Histograms of ∆A for rb=1 µm beads measured on carbon ultramicro-
electrodes with re=2.76 µm (solid, N = 337) and 4.86 µm (dashed, N = 294). Despite
a shift in relative step sizes ∆Rct/Rct (Figure 3.14), the two histograms overlap signifi-
cantly. Inset: staircase response when plotting electrode area versus time, showing the
direct measurement of ∆A. (C) SEM micrograph showing a side view of a bead adsorbed
to the electrode surface. The contact diameter is around 0.6 µm.
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the electrode’s edge compared to its center.[12, 49, 50] This means that a bead that

lands near the edge of the electrode will block more redox probe flux than one that

lands near the center, creating position-based convolutions in the measured ∆Rd/Rd and

in amperometric ∆I/Iss (Figure 3.12). However, these artifacts are only present in the

diffusion-based Rd parameter. Rct is independent of diffusion effects and relates to the

electron-transfer kinetics, which should be uniform across the electrode surface. Thus, we

observe a much sharper distribution in ∆Rct/Rct: the relative decrease in electrocatalytic

surface area is independent of the bead’s location on the electrode. This result highlights

the main advantage of EIS, namely, its ability to isolate electrochemical processes that

occur on different timescales. In this model system, it allows for increased precision in

particle sizing by separately analyzing the particles’ effects on redox kinetics and FcMeOH

diffusion.

A further advantage of EIS in this system is that it allows for direct measurement

of the particle-electrode contact area. Typical amperometric particle sizing relies on

relative changes in current, i.e. ∆I/Iss. Accurate conversion to particle size requires

an empirical geometric factor to account for the flux heterogeneity described above.[12]

and is further convoluted because particles which arrive later will have smaller relative

effects (i.e. smaller ∆I/Iss) than the first particles.[51] Single-entity EIS lets us bypass

these factors by directly converting the measured Rct into the current electrode area A

via Equation 3.1, using the previously-measured exchange current density (Table 3.6.4).

From there, the electrode surface area can be measured as a function of time (Figure
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3.3B inset) and the change in surface area ∆A can be directly measured for each impact

event. Analysis of the same dataset used in Figure 3.3A yields the distribution in ∆A

shown in Figure 3.3B (solid histogram). The most probable ∆A is around 0.5 µm2. This

value represents the footprint of the bead on the electrode. Notably, the distribution in

∆A remains similar when measured using a larger working electrode (re=4.86 µm, Figure

3.3B dashed histogram) even though there is a significant difference in the relative step

sizes ∆Rct/Rct and ∆Rd/Rd (Figures 3.13, 3.14). Thus, ∆A is a physically meaningful

measure of each particle’s footprint on the electrode, which is independent of the electrode

size or the bead’s location at the electrode surface.

This electrochemically measured sub-micron contact area is further corroborated us-

ing scanning electron microscopy (SEM) imaging of a bead adsorbed to the electrode

surface (experimental conditions are discussed in the Supporting Information). As shown

by the cross-sectional micrograph in Figure 3.3C, the contact between the bead and the

electrode spans 0.6 µm. This yields a contact area of 0.3 µm2, in good agreement with

the particle footprints measured by EIS. Other imaged beads appeared deformed on the

electrode surface, deviating from the expected spherical geometry (Figure 3.15). These

deformations may increase or decrease the particle-electrode contact area, possibly ex-

plaining the width of the distribution seen in Figure 3.3C. In principle, the fact that the

bead’s contact area at the electrode surface is comparable between the two methods is

encouraging and further validates the applicability of using impedance spectroscopy at

the nanoscale.
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3.5 Conclusions

In conclusion, we have demonstrated single-particle detection using time-resolved elec-

trochemical impedance spectroscopy. The advantage of EIS is its ability to separate

electrochemical processes that occur on different timescales; here, this advantage was

leveraged to measure the footprint of individual polystyrene microparticles as they ad-

sorbed to an electrode surface. EIS enhanced precision in sizing by isolating problematic

diffusional “edge” effects to the Rd parameter, yielding a sharp distribution in the kinetic

Rct. Furthermore, real-time monitoring of the electrode surface area A directly yields

each particle’s contact area with the electrode; measured ∆A values agree well with SEM

imaging. This approach engenders deeper insights from single-entity data, even in a sim-

ple blocking-type model system. In the future, the frequency analysis afforded by EIS

will prove invaluable in studying single pseudocapacitive microparticles, electrocatalysts,

and other energy-relevant materials.
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3.6 Supporting Information

3.6.1 Experimental

Materials: Solutions of ferrocenemethanol (AK Scientific, 98%), Ru(NH3)6Cl3 (Acros

Organics, 98%), and potassium chloride (Sigma-Aldrich, ≥99.0%) were prepared using

MilliQ water (≥18.2 MΩċm). 1 µm radius polystyrene beads were purchased from Invit-

rogen (batch number 1348481).

Electrochemical measurements: All measurements were performed using an EPC10

Double Patch Clamp Amplifier (HEKA Electronik, Lambrecht, Germany) in the three

electrode configuration. A platinum wire was used as the counter electrode and a silver

wire as a pseudoreference electrode. The working electrodes used were carbon disks

with radii 2.76 and 4.86 µm (purchased from CH Instruments and BASi, respectively),

as measured electrochemically by Ru(NH3)
3+
6 reduction. The electrochemical cell was

placed inside well-grounded dual Faraday cages to reduce external electromagnetic noise.

The EPC10 “C-fast” function was used to measure and correct for stray capacitances

which would be detrimental to the impedance measurements. “C-fast” was measured with

all three electrodes inside the electrochemical cell, but before the addition of electrolyte

solution to the cell. This corrects for parasitic instrumental and cabling capacitances,

defects in the working electrode, etc; but does not affect the capacitance associated with

the electrode/electrolyte interface.
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All measurements were performed using 2 mM FcMeOH and 0.5 mM KCl. For mea-

surements using beads, 10 µL of stock solution (18.27 pM) was added to 5 mL of FcMeOH

solution to yield a final bead concentration of 36 fM. The beads were dispersed in the

solution by sonication. Before each 45 s impedance measurement, the working electrode

was polished on 1 µm, 0.3 µm, and 0.05 µm alumina slurry (Buehler) sequentially for

1 minute each. A silver wire was chosen as the pseudoreference electrode because elec-

trolyte leaks from conventional reference electrodes (i.e. saturated calomel, Ag/AgCl in

KCl, etc.)[52] can significantly change the ionic strength of the weakly-supported (0.5

mM KCl) analyte solution. Changes in ionic strength could affect both the particle im-

pact frequency, which is controlled by electromigration, as well as the charge-transfer

kinetics.

FFT-EIS: The FFT-EIS waveform was created using a simple Python script that

adds together multiple time-domain sine waves. Details of the nature of the waveform

are given in the next section. The script output the waveform in ASCII format, which was

imported into the potentiostat control software (PATCHMASTER) and used to create a

custom stimulus file. This file set the AC potential of the working electrode during EIS

measurements, the second channel of the potentiostat was used to add a constant DC

bias to the AC waveform. The AC waveform was filtered at 500 kHz before it was applied

to the working electrode. In measurements, the voltage and current were sampled at 100

kHz after the current was filtered using a 30 kHz Bessel filter.
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Later, the recorded time-domain voltage and current were split into predefined time

intervals (100 ms). They were Fourier transformed using a custom Python script, and

the impedance spectrum was calculated for each time segment. The 30 kHz Bessel filter

has a noticeable impact on the high-frequency impedance, so each impedance spectrum

was corrected for the filter’s transfer function by the following procedure: the impedance

spectrum of a 10 MΩ resistor was measured and saved. |Z| and phase (ϕ) correction

factors were determined at each frequency such that the corrected spectrum had |Z| =

10 MΩ and ϕ = 0 at all frequencies. These correction factors were then applied to every

measured impedance spectrum.

Finally, each impedance spectrum was fit to the equivalent circuit using MEISP soft-

ware (Kumho Petrochemical Co. Ltd.) to extract time-resolved equivalent circuit pa-

rameters.

Cross-sectional SEM imaging: The contact area between the beads and the electrode

was evaluated from SEM (Apreo C FEG from ThermoFisher). The electrode was first

immersed in the typical FcMeOH solution, and +100 mV (vs Ag wire) was applied until a

single particle impact event was observed in the current versus time trace. The electrode

was then dried in air overnight before SEM imaging. Images were acquired using a low

vacuum detector (LVD) operating in a low vacuum operation mode. The differential

pressure between the specimen chamber and the gun column is controlled using water

vapor which in this experiment was set to 50 Pa. This type of imaging mode has enabled
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us to mitigate charging of the uncoated sample while maintaining good image resolution

using an intermediate accelerating voltage of up to 10 kV.
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Index Frequency/ Hz Phase/ degree
1 100 0
2 110 143
3 170 4
4 250 136
5 370 250
6 520 129
7 750 12
8 1000 164
9 1300 -5
10 2100 46
11 3100 78
12 4400 -53
13 6400 134
14 9000 25
15 11000 59
16 13000 50
17 17000 154

Table 3.1: Frequencies (and phases) used to construct the multi-sine EIS waveform.

We adopted our EIS waveform from that reported by Popkirov and Schindler.[35] re-

moving every other frequency in order to increase S/N by concentrating the perturbation

power into fewer frequencies. The time-domain waveform was calculated by Equation

3.2,

v(t) =
17∑
j=1

aj sin 2πfjt+ ϕj (3.2)

Where aj is the amplitude, fj the frequency (from Table 3.6.1), and ϕj the phase

(from Table 3.6.1) of the jth sine wave. Typically, aj was the same for all frequencies

(an exception is discussed below, for the re=4.86 µm electrode). The summed waveform

v(t) was then normalized to the desired AC amplitude. For example, a ±50 mV AC
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amplitude means that the maximum of v(t) is 50 mV and the minimum -50 mV, giving

a 100 mV peak-to-peak.

The chosen frequency range was sufficient to resolve both the charge-transfer (high

frequency) and diffusional features of FcMeOH oxidation on the carbon ultramicroelec-

trodes used in this study. Spectral acquisition with a lowest frequency of 100 Hz can

in principle be accomplished in 10 ms, but we noticed unacceptable noise in measure-

ments in this configuration. Thus, we measured spectra every 100 ms, such that each

spectrum contains 10 periods of the lowest frequency (100 Hz) which significantly im-

proves S/N. Time resolution on the order of 1/fmin may not be feasible due to these S/N

considerations.
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Figure 3.4: Nyquist plots measured using (A) 10 mV, (B) 50 mV, (C) 80 mV, and (D)
100 mV AC amplitude. Each measurement was recorded using an re=2.76 µm carbon
UME in 2 mM FcMeOH and 0.5 mM KCl in the absence of beads. The DC bias was the
FcMeOH formal potential (+0.12 V vs Ag, equivalently +0.194 V vs saturated calomel
electrode). Each Nyquist plot contains 450 sequential spectra with 0.1 s measurement
time, representing 45 s of continuous data. Noise is visible in the low-frequency dispersion
in A), and distortions are visible in the low-frequency region of C and D due to either
nonlinearities or current amplifier saturation. The 50 mV AC amplitude in B allows for
good noise performance without causing distortions in the Nyquist plot. (E) Overlayed
Nyquist plots recorded with 10 mV (yellow) and 50 mV (red) AC perturbations. Each
has 10 spectra with 1 s measurement time, which was chosen to limit the noise in the
10 mV measurement (as is visible in A). The spectra overlap to the extent that the 10
mV spectrum is entirely eclipsed, showing that the 50 mV AC perturbation does not
introduce significant nonlinearities compared to the 10 mV perturbation.
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Figure 3.5: (A) Rct and (B) Rd measured vs time with 7 different AC amplitudes
(bottom to top: 10, 20, 30, 40, 50, 80, and 100 mV) with 100 ms sampling. Each
measurement is offset to allow visualization of the noise.

AC Amplitude/ mV Rct Noise/ MΩ Rd Noise/ MΩ
10 0.054 1.29
20 0.030 0.65
30 0.022 0.49
40 0.015 0.35
50 0.011 0.29

80 (distorted) 0.010 0.22
100 (distorted) 0.013 0.20

Table 3.2: Noise in Rct and Rd as a function of AC amplitude.
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Figure 3.6: Cyclic voltammogram of 2 mM FcMeOH in 0.5 mM KCl recorded at 10
mV/s on the re=2.76 µm carbon fiber ultramicroelectrode. The counter electrode was a
Pt wire and the pseudoreference electrode was an Ag wire. The formal potential, which
was applied as the DC bias in EIS measurements, is +120 mV vs Ag as indicated by the
dashed red line.
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Figure 3.7: (A) Scanning electron micrograph of the rb=1 µm beads adsorbed on a
glass slide. (B) Histogram of bead radii extracted from SEM micrographs using ImageJ
(N = 422).

3.6.2 Probability of Overlapping Events Calculation

We calculated the probability of two independent particles impacting within a 100

ms sampling interval. If this happened, data sampling would merge the two events into

a single apparent impact. This can be modelled as a Poisson process because the events

occur randomly, but with a known average frequency.[53]

P (n) =
e−λt(λt)n

n!
(3.3)

Here, λ=0.283 s−1 (average over N=337 impact events), t=0.1 s, and n=2 impacts gives

P(2) = 4× 10−4.

I = 4nFDCre (3.4)
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Figure 3.8: Cyclic voltammograms recorded using re=2.76 µm and re=4.86 µm carbon
fiber ultramicroelectrodes in 1 mM Ru(NH3)

3+
6 and 100 mM KCl with a scan rate of 10

mV/s. After baseline subtraction, the steady-state currents were determined to be 0.90
and 1.58 nA, respectively. Taking the diffusion coefficient of Ru(NH3)

3+
6 as 8.43× 10−10

m2 s−1,[54] the electrode radii were calculated using Equation 3.4 .[55] Ruthenium (III)
hexamine was used for electrode sizing because in the low electrolyte conditions used in
the FcMeOH measurements, steady-state currents can deviate significantly due to self-
induced convection at the electrode surface.[11]

Rs/ MΩ Rct/ MΩ Rd/ MΩ Cdl/ pF Zd/ Ω−1 sα αZd

0.38 9.22 40.8 3.70 3.89 0.74

Table 3.3: Typical EIS fit parameters.

Previous reports on microelectrode EIS have used aWarburg element to describe diffu-

sion, i.e. αZd
= 0.5. We consistently observed α around 0.75, possibly due to self-induced

105



Chapter 3. Detection and Characterization of Single Particles using Impedance Spec-
troscopy

convection (caused by the low supporting electrolyte conditions used here) influencing

the mass transport of the redox probe.[11]

Figure 3.9: Comparison between fits from an inadequate equivalent circuit (Randles
circuit, A) and the model used herein (B). The Randles circuit (A, inset) uses a Warburg
element (W) to model semi-infinite linear diffusion to a macroelectrode, rendering it
unsuitable for the hemispherical diffusion to a microelectrode.
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Figure 3.10: EIS equivalent circuit elements (A) Rs, (B) Rct, (C), Rd, (E) Cdl, and
(F) Zd versus time. Data were recorded using an re=2.76 µm carbon UME in 2 mM
FcMeOH and 0.5 mM KCl in the presence of 36 pM polystyrene microbeads (rb=1 µm).
In addition to the Rct and Rd data shown in the main text, Cdl was analyzed using the
same stair-stepping protocol. A histogram of ∆Cdl/Cdl is shown in D (N = 337 steps).
The majority of bead impacts caused a small decrease in Cdl, likely due to the adsorbed
region of the bead inhibiting double layer formation. Decreases are also seen in Zd due
to the hindered diffusion caused by the beads (F), while no discrete events are observed
in Rs.

3.6.3 Step detection and quantification

From the data shown in Figure 3.1C in the main text we determined that the

steps were most prominent at 100 Hz. We applied a simple stair-stepping algorithm

to the 100 Hz |Z| versus time data to determine time indices where bead impacts

occurred (Figure 3.11 A, red triangles). For the re=2.76 µm electrode steps were
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picked with ∆|Z|/|Z| > 1%, while for the re=4.86 µm electrode steps were picked with

∆|Z|/|Z| > 0.5% due to the smaller signals. Then, the time indices were applied to the

equivalent circuit parameters (for example, Rd versus time as shown in Figure 3.11

B). The median value of the parameter between two sequential bead impacts was used

to determine the step size. This approach let us extract usable data even from the

relatively noisy Rd data shown in Figure 3.11B.

Figure 3.11: (A) Step detection algorithm applied to the 100 Hz |Z| versus time. Steps
(red triangles) are picked from the data (blue points). (B) Rd versus time for the same
dataset. The step times from A were used to fit a staircase response. The horizontal
regions are the median value of Rd between each step.

3.6.4 Effective Exchange Current Density Calculation

The Rct parameter can be related to an effective exchange current density j0,eff as,[47]

Rct =
RT

nFAj0,eff
(3.5)
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Figure 3.12: Amperometric detection of polystyrene microbeads. (A) Typical
chronoamperomogram, recorded using a carbon ultramicroelectrode with re=2.76 µm
immersed in a solution of 2 mM FcMeOH, 0.5 mM KCl and 36 fM polystyrene beads
(rb=1 µm). The working electrode was biased at +400 mV vs Ag wire, which is in the
FcMeOH diffusion-limited regime. Each particle adsorption event discretely decreases
current, manifesting in the steps visible in the figure. (B) Distribution of relative changes
in current ∆I/Iss corresponding to bead adsorption events measured using the ampero-
metric technique (N = 419).

Where R is the gas constant (8.314 J mol−1 K−1, T is temperature (298 K), n is the

number of electrons transferred (1), F is Faraday’s constant (96458 C mol−1), and A is

the electrode surface area. j0,eff is not the true exchange current density j0 due to non-

equilibrium conditions in the bulk solution (the initial conditions have no FcMeOH+ in

the bulk). However, it is constant over the measurement duration as seen by the control

experiment in Figure 3.2B in the main text and allows relation of Rct to the electrode

area. Equation 3.5 was used to calculate the electrode area shown in Figure 3.3B in the

main text.
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Electrode radius/ µm Area/ µm2 Rct/ MΩ j0,eff / mA cm−2

2.76 23.9 9.22 11.7
4.86 55.7 6.37 7.2

Table 3.4: j0,eff calculated from Equation 3.5

3.6.5 Comparison between 2.76 and 4.86 µm electrodes

We also used single entity EIS to measure particle impacts on an re=4.86 µm elec-

trode. To avoid saturating our current amplifier, we optimized the voltage waveform

such that aj ∝ |Z|j as previously described by Popkirov and Schindler.[39] This allowed a

high-amplitude perturbation at low frequency (high impedance) to maximize S/N while

avoiding saturating the amplifier by passing a large current at high frequencies (low

impedance). The waveform used is shown in Figure 3.13.
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Figure 3.13: Frequency domain representation of the “optimized” waveform used with
the re=4.86 µm. In the time domain, the summed voltage was still normalized to have a
maximum of 50 mV.
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Figure 3.14: Comparisons in distributions of (A) ∆Rct/Rct, (B) ∆Rd/Rd, and (C) ∆A
obtained on the re=2.76 µm electrode (dashed, N = 337) and those obtained on the
re=4.86 µm electrode (solid, N = 294). The histograms shown in C are reproduced from
Figure 3.3B in the main text for comparison. Data were recorded in 2 mM FcMeOH
and 0.5 mM KCl in the presence of 36 pM polystyrene microbeads (rb=1 µm). Despite
shifts in ∆Rct/Rct and ∆Rd/Rd between the two electrode sizes, the distributions in ∆A
have significant overlap below 0.5 µm2. Relative step sizes in A and B are smaller on the
large (4.86 µm) electrode because each bead has a smaller relative effect on the electrode
compared to the small (2.76 µm) electrode.
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Figure 3.15: SEM micrograph of a polystyrene particle on the carbon fiber ultramicro-
electrode surface. The particle is visibly deformed from the typical spherical geometry,
which affects its contact area with the electrode.
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Chapter 4

Measurement of the Impedance
Spectra of Individual
Pseudocapacitive Nanoparticles

Adapted with permission from: Roehrich, B.; Sepunaru, L. Impedimetric Measurement

of Exchange Currents and Ionic Diffusion Coefficients in Individual Pseudocapacitive

Nanoparticles. ACS Measurement Science Au 2024, 10.1021/acsmeasuresciau.4c00017.

4.1 Introduction

Nanoparticles are ubiquitous in electrochemistry, but understanding their intrinsic

properties is difficult using conventional electroanalytical techniques. This is because

the properties of individual electrochemically active particles of the same material may

differ greatly from one another due to morphology, crystallinity, composition, or other

factor.[1, 2] Typical bulk characterization techniques mask these differences and provide

an ensemble-averaged response. Instead, single-entity electrochemistry studies particles

one by one – linking their individual properties to that of the ensemble in a bottom-up
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approach to further improve the material’s properties.[3–7] Motivated by this, several

groups have begun applying the scanning electrochemical cell microscope (SECCM) to-

wards the study of individual electroactive particles.[8–11] In SECCM measurements, a

nano- or micro-pipette is filled with electrolyte, equipped with a counter electrode, and

positioned above a conductive substrate which serves as the working electrode.[8, 12]

A bias is applied between the two electrodes and the pipette is slowly lowered towards

the substrate by a piezoelectric positioner until the electrolyte wets the substrate and

current flows across the interface. The droplet formed between the tip of the pipette

and the substrate comprises a microscopic electrochemical cell which, when interrogated

electrochemically using a low-noise amplifiers,[13, 14] yields a response which is unique

to that particular region of the substrate.[15] For single-particle studies, nanoparticles

are dispersed on the conductive substrate prior to the SECCM experiment. When the

droplet contains an electroactive nanoparticle, that individual particle’s thermodynamic

and kinetic properties can be measured. Because of this simple and elegant mode of

operation, SECCM has been applied to study a wide range of electroactive materials

including the activity of various electrocatalysts,[2, 16–18] charge storage in individual

pseudocapacitors,[19, 20] and the intercalation of ions in battery active materials.[21–

23] Its powerful compatibility with complementary microstructure imaging and charac-

terization techniques which measure topography, morphology, or composition can offer

unprecedented insight into structure-property relationships at the nanoscale.[17, 24–28]
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To date, the vast majority of SECCM experiments have relied on either amperometry

(measuring current at a constant potential) or voltammetry (measuring current as the

potential is swept) for their electrochemical analysis. In both techniques, however, the

measured current is inherently a convolution of several independent processes – including

electron transfer, double-layer capacitance, and mass transport, amongst others – and

separating their contributions is challenging. Electrochemical impedance spectroscopy

(EIS), in contrast, readily deconvolutes between these phenomena based on their relative

timescales.[29–31] The advantages of EIS are particularly pronounced in systems with a

strong coupling between electronic and ionic conductivity, such as those found in batteries

and supercapacitors, due to its ability to decouple the relative rates of electron and

ion transport.[32] In EIS, the electrochemical cell is perturbed by a small-amplitude,

sinusoidal (alternating current, AC) voltage. The impedance (Z) of the cell is intimately

related to the frequency of the AC sine wave – at high frequencies, Z is dictated by

“fast” processes such as double layer formation and rapid electron transfer reactions,

while at low frequencies Z is determined by the rates of sluggish mass transport or

pseudocapacitive intercalation.

Here, we demonstrate the measurement of impedance spectra of individual pseudo-

capacitive nanoparticles. We chose Prussian blue (PB) as a model system – while first

reported as a dye in the early 1700s,[33] Prussian blue (and its derivatives) has attracted

recent interest as a low-cost material for sodium- and potassium-ion battery cathodes due

to its coupling of FeII/III redox with alkali metal ion intercalation.[34–36] The kinetics of
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the redox reaction (i.e., the exchange current) and the rate which ions diffuse through

the PB lattice are both critically important to the energy-storage performance of the

material, yet are not well understood at the nanoscale. In particular, and despite exten-

sive work over the past two decades, significant debate remains in the literature over the

diffusion coefficient of sodium ions within the PB lattice – reported values range over a

staggering seven orders of magnitude.[37] To explore this, we measured the impedance

spectra of isolated Prussian blue nanocubes using a multi-sin, fast Fourier transform

(FFT) technique.[38] This technique enables rapid measurement (within seconds) of the

impedance spectra, mitigating potential thermodynamic and mechanical drifts which

could arise during the SECCM measurement process. We show that the impedance spec-

trum of a single Prussian blue nanoparticle deconvolutes its electron transfer reaction

and ion mobility kinetics. By recording spectra of over a dozen particles in the SECCM

configuration, we can evaluate the intrinsic heterogeneity in the exchange current and

ion diffusivity and show that these rates can vary by one to two orders of magnitude,

respectively, even amongst particles synthesized in the same batch.

4.2 Impedance Measurements in the Scanning Elec-

trochemical Cell Microscope

Prussian blue nanocubes were synthesized via the hydrothermal method[39] and drop-

cast on a glassy carbon (GC) substrate to form a highly diluted surface layer. The
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Figure 4.1: Steps required for single particle FFT-EIS measurements. The SECCM
probe is moved towards the surface until its electrolyte wets the surface. After contact,
a cyclic voltammogram is recorded and analyzed to determine if it contains a pair of
oxidation and reduction waves. If it does, E1/2 is determined as the midpoint between
the two peak potentials and applied as the DC bias for a subsequent EIS measurement.
After acquiring the impedance spectrum (or if no peaks were detected in the CV), the
probe is retracted and moved to the next location.

morphology of the particles and their dispersion on GC was characterized by SEM (Figure

4.10). We performed SECCM using borosilicate glass pipettes which were pulled to a

tip diameter of 3-5 µm (Figure 4.9), filled with 0.1 M NaCl, and fitted with an Ag/AgCl

quasi-reference counter electrode (the potential of the Ag/AgCl wires in 0.1 M NaCl were

typically +44 mV vs SCE). The general steps performed in each SECCM experiment

are shown in Figure 4.1. At a series of predefined locations above the substrate, the

micropipette was slowly lowered by a piezoelectric positioner until the droplet contacted

the surface.[40] Movement was immediately halted, then a cyclic voltammogram was

recorded and automatically analyzed by the controlling Python program. If the program

determined that a PB nanoparticle was present (based on the presence of reversible redox
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Figure 4.2: The impedance spectrum of a single Prussian blue nanoparticle is clearly
distinguishable from the background. (a) Cyclic voltammograms (1 V/s) recorded when
the SECCM probe was positioned over the bare glassy carbon substrate (“GC”, gray)
and when the droplet encompassed a Prussian blue nanoparticle (“PB”, blue). The
redox waves visible for the PB NP are attributed to the FeIIFeII/FeIIFeIII couple, i.e., the
transition between Prussian white and Prussian blue. (b) Impedance spectra recorded
using the FFT technique at the same locations. E1/2 (-20 mV vs the Ag/AgCl QRCE for
this particle) was applied as the DC bias for both EIS experiments, and the impedance
was measured at 18 frequencies between 1 Hz and 1 kHz with an AC amplitude of 50
mVpp (Figure 4.8). The impedance magnitudes recorded on the PB NP falls in the range
of GΩ, yet are still significantly smaller than those recorded on the bare substrate at the
same frequencies. Inset: an SEM image of the same PB NP. Salt deposits left behind by
nearby SECCM hopping points are indicated. The scale bar is 2 µm.
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waves, vide infra), an impedance spectrum was recorded before the pipette was retracted

and moved to the next location.

Cyclic voltammograms obtained when the SECCM probe was positioned over an

individual PB nanocube contained characteristic peaks associated with quasi-reversible,

surface-bound, redox activity. The SECCM held the substrate at -600 mV for 5 s after

contact was established. If the PB NP was present, this step reduced the particle into the

FeII − FeII (Prussian white) state. Then, the voltage was swept to +1 V vs Ag/AgCl and

back at a scan rate of 1 V/s (the high scan rate was chosen to minimize the total time

of the SECCM experiment). No redox features were observed if the micropipette was in

contact with the bare glassy carbon substrate (Figure 4.2a, gray), while a pair of quasi-

reversible waves is visible if the droplet contained a PB nanoparticle (Figure 4.2a, blue).

These peaks correspond to the one-electron oxidation of the particle to the FeII − FeIII

(Prussian blue) state. The half-wave potential of this reaction (for this particle, -20 mV

vs Ag/AgCl|0.1M NaCl or 30 mV vs SCE) is similar to that previously reported for

sodium-containing Prussian blue.[41] Furthermore, the symmetric shape of the waves is

as expected for quasi-reversible, surface-bound electrochemistry.[42, 43]

The impedance spectrum of the same nanoparticle contains features which deconvo-

lute the electronic and ionic components that underly the overall electrochemical reaction.

EIS was performed using a multi-sin waveform which contained 18 frequencies spanning 1

Hz to 1 kHz. We chose to use the multi-sin, fast Fourier transform technique to minimize

the acquisition time of each spectrum – a full spectrum, averaged over 5 cycles of the
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lowest frequency, was measured in 5 s.[38, 44, 45] The waveform (Figure 4.8) was normal-

ized to have an amplitude of 50 mVpp and applied with a DC bias set as E1/2 from the

NP’s cyclic voltammogram. The measured impedance spectrum, when represented as a

Nyquist plot, contains a semicircle in the high-frequency regime while trending towards

large imaginary impedance in the low-frequency limit (Figure 4.2b). These features are

characteristic of an ion-intercalating material and qualitatively match those observed in

bulk PB films.[46] Because the reduction/oxidation reactions occur at iron centers within

the Prussian blue crystal lattice, electron transfer must be accompanied by (sodium) ion

intercalation to maintain charge neutrality. At high frequencies, the current response

(and thus the measured impedance) is limited by electron transport to surface and near-

surface iron centers to which ion transport is facile. At lower frequencies, sodium ions

have more time to diffuse further into the crystal lattice and the impedance is dictated by

their transport. At all but the highest frequencies we examined (where solution resistance

dominates), the impedance measured in the presence of the PB NP (Figure 4.2b, blue)

is much lower than that measured in its absence (Figure 4.2b, gray). As current flows

through the path of least impedance, this means the contribution of the background to

the measured impedance spectrum is small.
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Figure 4.3: Impedance spectra measured from individual Prussian blue nanocubes are
described well by a simple equivalent circuit model. (a) The equivalent electronic circuit
used for fitting impedance spectra, with resistors accounting for the solution (Rs) and
charge-transfer (Rct) resistances, a constant phase element representing the double-layer
capacitance (Cdl), and a diffusion element modelling the transport of sodium ions within
the nanocube (Zdiff).[47] (b-d) EIS data (open circles) and equivalent circuit fits (dotted
curves) for three representative PB nanoparticles. Insets are SEM images of each particle
which produced the respective impedance spectrum (scale bars are 2 µm).

4.3 Comparison of Impedance Spectra Between Par-

ticles

We used equivalent circuit modelling to extract relevant physical parameters from

each individual Prussian blue nanoparticle. The simple, four-element equivalent circuit

(Figure 4.3a) accounts for the bulk solution resistance (Rs), the double-layer capacitance
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(Cdl), the charge-transfer resistance between the glassy carbon electrode and the PB NP

(Rct) and diffusion of sodium ions within the PB NP (Zdiff). The double-layer capacitance

was modelled as a constant phase element because it includes contributions from both the

nanoparticle and the glassy substrate support – their capacitances, while different, are

parallel and thus indistinguishable pathways for current to flow. The value of α, which

dictates the phase of the constant phase element, was typically 0.8 due to these bifurcated

capacitive pathways (an ideal capacitor has α = 1). Meanwhile, to approximate the

diffusion of ion intercalation in our cubic particles, we adopted a finite-space Warburg

element model for a spherical particle which accounted for the complementary effects of

ion diffusion and pseudocapacitive intercalation.[47, 48] The net equivalent circuit (Figure

4.3a) provided excellent fits (R2 > 0.99) to each impedance spectrum we measured from

16 individual PB (three representative particles are shown in Figure 4.3b-d, the full data

set is shown in Figures 4.11, 4.13, and Table 4.12).

Based on the charge-transfer resistance (Rct) and diffusional impedance (Zdiff) ob-

tained from each particle’s impedance spectrum, we were able to estimate the exchange

current density (j0) and ionic diffusion coefficient (DNa). The exchange current density,

j0 was calculated from the fitted value of Rct and the contact area (Acontact, estimated by

SEM) between the individual nanoparticle and the carbon substrate:

Rct =
RT

nFAcontactj0
(4.1)

Where R is the gas constant, T is temperature, n is the number of electrons (1), and

F is Faraday’s constant. We found that j0 fell in the range of 10-200 Am−2. As a

126



Chapter 4. Measurement of the Impedance Spectra of Individual Pseudocapacitive
Nanoparticles

Figure 4.4: Exchange current densities and sodium ion diffusivities vary by more than
an order of magnitude between particles but are not correlated to particle size. (a)
Exchange current density (j0, normalized to particle-substrate contact area, estimated
by SEM) and (b) diffusion coefficient (DNa) as a function of particle size. Here, particle
size refers to the average of the two side lengths estimated by SEM. Error bars represent
the uncertainty associated with the equivalent circuit fit.

point of comparison, these values are on the order of the highest reported exchange

current densities for lithium-ion cathode materials.[49] The high j0 measured for PB may

be due to its relatively higher conductivity and enhanced electrochemical reversibility.
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Likewise, the diffusional impedance was parameterized into an effective resistance Rd and

an intercalation capacitance Cd (which is strongly correlated with the charge passed in

the voltammogram as shown in Figure 4.14), yielding a time constant τ from which the

diffusion coefficient can be calculated:[50, 51]

τ = RdCd (4.2)

DNa =
l2

3τ
(4.3)

where l is the characteristic diffusion length. In this case, we set l=20 nm for all particles

regardless of particle size due to several recent reports showing that the diffusion length

in Prussian blue particles is likely on the order of tens of nanometers.[37, 52] We note

that choosing a different value of l would shift the distribution of diffusion coefficients

to higher or lower values without changing their dispersity, as shown by Equation 4.3.

Indeed, inconsistent choices of l are likely a major reason for the wide range of diffusion

coefficients reported in the literature. With this choice of l, the values of DNa we obtained

(∼ 10−13 − 10−15m2s−1) fall well within the broad range of previously reported values.[37]

By comparing the exchange current densities (Figure 4.4a) and solid-state diffusion

coefficients (Figure 4.4b) obtained from over a dozen individual nanocubes, we can begin

to assess the inherent heterogeneity in these parameters across the material. Surprisingly,

although all Prussian blue particles originated from the same synthetic batch, j0 and

DNa vary by factors of 20 and 100, respectively. This implies that in a hypothetical

battery cathode, one active PB particle can undergo reversible electrochemistry up to

twenty times faster than its neighbor, or may transport sodium ions one hundred times
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slower than a better-performing particle elsewhere in the electrode. Evidently, neither

j0 nor DNa trend with particle size (Figure 4.4), nor are they strongly correlated to

each other (Figure 4.15). This phenomenon mirrors a recent observation in individual

mesoporous NMC522 particles by Min et. al, who found no correlation between either

electron transfer or diffusion timescales with secondary particle size.[53] The authors

suggested the particle-to-particle variability observed was due to either different degrees

of electrolyte penetration within the secondary particle or inherent heterogeneity between

the primary particles.[53] As we are dealing with primary particles which presumably

have little electrolyte permeation, our results suggest such variability is inherent. While

further work is needed to understand the physical origin of these differences, significant

improvements can be made in the active material if particles with high exchange currents

and ionic diffusivities can be targeted synthetically.

We performed several experiments to verify the stability and linearity of our measure-

ments. We first tested the linearity of our spectra by measuring sequential impedance

spectra with AC amplitudes increasing from 10 – 200 mVpp on two individual parti-

cles (Figure 4.5). For both particles, the spectra overlap regardless of AC amplitude

and do not contain significant distortions at high amplitudes, verifying that the spec-

tra measured herein at 50 mVpp are due to a linear current-voltage relationship. To

verify the stability of our impedance spectra, we took sequential measurements at sin-

gle particles. So long as the particle was in stable electrical contact with the support,

the measured impedance spectra did not significantly drift over a one-minute time span
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Figure 4.5: The measured impedance spectra are not significantly affected by the choice
of AC amplitude in the range of 10 – 200 mVpp. We measured impedance spectra on
two particles with amplitudes of 10, 20, 50, 100, and 200 mVpp (a, d). All five spectra
overlap with one another (b, e) and do not display an obvious trend with AC amplitude
or noticeable distortions at high amplitudes, either of which would suggest a non-linear
response. The particles interrogated are shown in (c) and (f), scale bars are 2 µm.

Figure 4.6: We measured impedance spectra every 15 s for a total of 60 s for three
different particles. While the impedance of the first particle (a) drifted a small amount,
the other two (b, c) were stable over the one-minute measurement. The drift visible in (a)
is small compared to that observed in other particles (vide infra), which were excluded
from analysis.
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Figure 4.7: Cyclic voltammetry (a) and time-resolved impedance (b) of a PB nanopar-
ticle which evidently had poor electrical contact with the glassy carbon substrate. Noisy
spikes are visible in the voltammogram, while the impedance spectrum shifts sporadically
in time. This is also visible in the fitted values of (c) j0, which shift randomly across
a wide range, while values of (d) DNa remain relatively constant. Interestingly, the ap-
parent values of j0 for this small (l ≈ 240nm) nanoparticle are much higher than those
shown in Figure 4.4a, the range of which is represented in (c). This particle and several
others which showed similarly noisy voltammograms were excluded from our analysis.
Error bars in (c) and (d) reflect the uncertainty in the equivalent circuit fit.

(Figure 4.6). While collecting our data set, we measured several particles which did,

however, display significant drift - an example of a particle with poor electrical contact

and a non-stationary impedance is shown in Figure 4.7. The highly fluctuating values

of Rct observed in that case suggest that the measured resistance is influenced not only

by the electrochemical rate constant as discussed above, but also by a contact resistance

between the particle and the glassy carbon substrate. These resistances are in series and
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cannot be readily deconvoluted, meaning that differing particle-electrode contact quali-

ties may contribute to the heterogeneity observed in j0.[54] Still, the values of DNa were

constant within error, meaning that their heterogeneity seen in Figure 4.4B is not af-

fected by the contact resistance but is rather intrinsic to the particles themselves. While

the contact resistance remains an open question, these results taken together validate the

stationarity and linearity of our EIS data and support their physical interpretability.

4.4 Conclusions

In conclusion, we have demonstrated the rapid measurement of the impedance spec-

tra of individual, isolated, pseudocapacitive Prussian blue nanoparticles using SECCM.

Despite the impedance falling in the range of GΩ, the impedance spectrum of a single

particle is easily distinguishable from the background, and the spectra are stationary

and linear when measured using the multi-sin, FFT method. Single-particle spectra are

well-described by an equivalent circuit incorporating both electronic conductivity and ion

transport within the particle, yielding values for the exchange current density and ionic

diffusivity for each nanoparticle. We found that these parameters vary by more than an

order of magnitude, even amongst particles from the same synthetic batch.

We foresee EIS coupled to SECCM as a valuable tool for future single-particle stud-

ies. It should prove more generally applicable than related optical measurements of single

nanoparticle impedance,[52, 55, 56] which rely on the material’s optical properties chang-

ing with voltage – a material-specific phenomenon which may be small or nonexistent
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for some materials. Our method, which uses current as a direct measurement of the

impedance, is universal to any electroactive material. Meanwhile, the range of spatial

resolutions possible in SECCM will enable measurements on regions of particles, primary

particles, and small ensembles of particles to complement established secondary-particle

microscale measurements.[1, 53, 57, 58] When combined with the high-throughput nature

of SECCM (particularly if combined with “smart” probe positioning to target isolated

nanoparticles),[22, 59] these benefits will enable rapid screening of structure-property

relationships at the single-particle level for batteries, pseudocapacitors, and electrocata-

lysts.

4.5 Supporting Information

4.5.1 Experimental

Preparation of Prussian Blue Nanocubes: All materials were used as received without

further purification. Sodium ferrocyanide decahydrate (0.972g, Acros Organics) was

dissolved in 100 mL MilliQ water. 2 mL 37% HCl (Fisher) was added and the solution

was stirred at 60 ◦C for 4 hours.[39] The deep blue precipitate was recovered by filtration,

washed with water and ethanol for three times each, then dried in a vacuum oven at 60

◦C overnight.

To prepare samples for SECCM analysis, NPs were suspended at 0.1 mg/mL in water.

The suspension was dispersed using a high-power tip sonicator for 20 s, then diluted by
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a factor of 3 with isopropanol. 10 µL of this solution were dropped onto a clean glassy

carbon substrate (Ted Pella) and allowed to dry at 50 ◦C. Glassy carbon substrates were

prepared by polishing sequentially on 1, 0.3, and 0.05 µm alumina then on a clean, wet

polishing pad before sonication in isopropanol and water.

Pipette Fabrication: Pipettes were fabricated from filamented borosilicate capillaries

(BF120-94-15, Sutter Instruments) using a Sutter P-2000. The following parameters

were used to pull pipettes of approximately 3 µm tip diameter: HEAT 350 FIL 3 VEL

40 DEL 220 PULL 0. The radii of several representative pipettes were confirmed using

SEM (Figure 4.9).

Ag/AgCl wires were created by soldering a short length of silver wire (0.005”, 99.9%,

Thermo Scientific) to a gold connector pin. Wires were soaked overnight in household

bleach (Clorox, 3.5%) to form an AgCl coating, then rinsed with water. The wires’ po-

tentials were measured in 100 mM NaCl and found to be 43.76 ± 0.54 mV vs saturated

calomel electrode (SCE, error represents the standard deviation between four indepen-

dent wires). Immediately prior to each SECCM experiment, a pipette was filled with

electrolyte (100 mM NaCl) using a MicroFil needle. An Ag/AgCl wire was inserted

and secured in place using heat-shrink tubing, which also served to minimize electrolyte

evaporation from the back of the pipette.

Scanning Electrochemical Cell Microscope: SECCM was performed using a

home-built instrument which ran using a custom Python program (available at

https://github.com/SepLabUCSB/SECM). The substrate of interest was placed on an
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XYZ microscope stage which was equipped with coarse piezoelectric positioners on the

Z axis (for rough positioning of the stage while approaching the pipette) and on the Y

axis (for moving the probe to new locations on the substrate). The pipette was mounted

above the stage and connected to a closed-loop XYZ piezoelectric positioner (Newport

XYZ100SG) for fine control. During experiments, the substrate and pipette tip were

enclosed in a plastic container, fabricated from the conical end of a 50 mL centrifuge

tube. Humidified argon was flowed into an inlet in the container (and out through

the top) to maintain a humid environment near the pipette tip and minimize droplet

evaporation.[15]

All electrochemical measurements were performed using a HEKA EPC-10 USB. The

Ag/AgCl quasi-reference counter electrode within the pipette was grounded and the

(glassy carbon) substrate served as the working electrode. In an SECCM experiment, the

GC substrate was mounted to an SEM stub using copper tape and biased at -600 mV. The

EPC-10 “C-fast” function was run after the probe was mounted but prior to beginning the

approach towards the substrate. This function measures the stray capacitance in circuit

(arising from the cables, amplifier, pipette glass, etc.), afterwards, the potentiostat uses

a compensation circuit to eliminate this capacitance from measurements. We recorded

C-fast when the probe was not in contact with the surface to assure the compensation did

not eliminate the double layer or electrochemical capacitance of the surface. The probe

was moved towards the substrate in 10 nm steps (equivalently, 0.8 µm/s), the current was

recorded at each step, and probe movement was halted as soon as the current magnitude
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rose above a preset threshold (typically 8 pA) which indicated the droplet had wet the

surface. Then, cyclic voltammetry was performed at a scan rate of 1 V/s and analyzed

in real time by the controlling Python program. The program searched for oxidation and

reduction peaks with prominences greater than 5 pA. If both oxidation and reduction

peaks were detected (suggesting the presence of a PB particle), the half wave potential

of the peaks was calculated and applied as a DC bias, and an impedance spectrum

was recorded using the Fourier transform technique (vide infra). Then, the pipette was

retracted from the surface by 5 µm and moved above the next point. Typically, a 16 x 16

grid of points spanning 75 µm x 75 µm was acquired in a single experiment. The stage was

subsequently automatically moved using the coarse Y-axis piezoelectric motor to acquire

a new grid of datapoints in a new location. After a series of SECCM experiments, the

GC substrate was transferred to a scanning electron microscope (SEM, ThermoFisher

Apreo C) for imaging.

Fast Fourier Transform Impedance Spectroscopy: Impedance spectroscopy was per-

formed using the FFT technique, introduced by Popkirov and Schnidler.[38] Briefly, an

AC waveform containing 18 frequencies of interest (spanning 1 Hz to 1 kHz) was gener-

ated by summing together sine waves at each frequency,

v(t) =
∑
j

aj sin 2πfjt+ ϕj (4.4)

Where aj is the amplitude and ϕj is the phase at each frequency fj. While phases were

randomized, each sine wave’s amplitude was optimized to maximize signal-to-noise.[44]

The resulting waveform is shown in the Supporting Information (Figure 4.8). This wave-
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form was added to a DC bias (determined as the midpoint between the oxidation and

reduction peaks detected in a particle’s cyclic voltammogram and filtered at 100 kHz

by a 2-pole Bessel filter. The voltage and current (filtered by sequential 10 kHz and 5

kHz 6-pole Bessel filters) were recorded for 5 s and Fourier transformed to obtain an

impedance spectrum which averaged over 5 complete cycles of the lowest frequency, 1

Hz. The low-pass filters we applied caused a small phase shift at the highest measured

frequencies, which we corrected for by calibrating against the spectrum of a known 10

MΩ resistor as we previously described.[45] Impedance spectra were fit using MEISP

software (Kumho Petrochemical, Ltd.). We represent all impedance spectra as Nyquist

plots, where Z’ is the real component and Z” is the negative of the imaginary component

of the impedance.
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Figure 4.8: Representations of the waveform used for FFT-EIS measurements in the
(a) time and (b) frequency domains. The waveform was scaled to have a 50 mV peak-
to-peak amplitude in the time domain. The perturbation amplitude was a function of
frequency in order to maximize S/N, as the electrochemical cell has higher impedance at
low frequencies. Thus, a larger voltage at low frequency and a smaller voltage at high
frequency are necessary to make the current output similar at all frequencies.1 The phase
at each frequency was randomized.

4.5.2 Particle and Electrode Characterization

Figure 4.9: (a-c) Scanning electron micrograph of three representative micropipettes.
Scale bars represent 10 µm. The pipette was pulled from 1.2 mm O.D., 0.94 mm I.D.,
filamented borosilicate glass (BF120-94-15, Sutter) using a P-2000 pipette puller. The
pull parameters were HEAT 350 FIL 3 VEL 40 DEL 220 PULL 0.
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Figure 4.10: Energy-dispersive X-ray spectroscopy (EDS) distinguishes between Prus-
sian blue nanoparticles and the grid of NaCl deposits left behind by SECCM experiments.
Images were acquired using a ThermoFisher Apreo C scanning electron microscope op-
erating at 10 kV with a current of 3.2 nA. (a) Under these imaging conditions the PB
particle has high contrast compared to the (carbon) background and the NaCl deposits
in the secondary electron micrograph. (b) Spatially-resolved EDS confirms the presence
of sodium across the grid of locations probed in the SECCM experiment. A large sodium
signal is also seen at the particle’s location due to the sodium intercalated in its crystal
lattice. (c) Iron is only detected at the particle, distinguishing it from similarly-sized salt
deposits.

4.5.3 Data from 16 Prussian Blue Nanoparticles
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Figure 4.11: Impedance spectra (open circles), equivalent circuit fits (dashed curves),
and SEM images (insets) of the 16 individual nanoparticles studies herein. All SEM scale
bars are 2 µm.
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Figure 4.12: Fitted equivalent circuit parameters.
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Figure 4.13: Equivalent circuit parameters plotted as a function of particle size. If a
particle deviated from the cubic morphology, “particle size” refers to the average side
length measured by SEM. (a) solution resistance, (b) charge-transfer resistance, (c) mag-
nitude of double-layer capacitance constant phase element, and (d) CPE α parameter.
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Figure 4.14: Correlation coefficients between various parameters extracted from single
particle voltammograms, impedance spectra, and SEM. Oxidation charge: integrated
charge from oxidative peak in CV. Reduction charge: integrated charge from reductive
peak in CV. ∆Epp: peak-to-peak separation extracted from CV. Particle size: particle
side length measured by SEM. j0: exchange current density. DNa: sodium ion diffusion
coefficient. Rs: solution resistance fitted from EIS. Rct: charge transfer resistance fitted
from EIS. Qdl: magnitude of double layer capacitor element fitted from EIS. Cd: limiting
low-frequency intercalation capacitance extracted from EIS diffusion model.
Most of these parameters (including those combinations not shown here) are not corre-
lated to one another; here we discuss those that do show weak or strong correlations. The
oxidation and reduction charge integrated from cyclic voltammograms are strongly re-
lated (R2 = 0.951) to one another, as expected. Furthermore, they are strongly correlated
(R2 = 0.978) to the limiting, zero-frequency intercalation capacitance (Cd) extracted from
the EIS diffusion model because both parameters are measures of the total (accessible)
capacity of the particle. Interestingly, large Cd is also associated with larger peak-to-
peak separations (∆Epp) in CV (R2 = 0.398). This may be related to iR drop within
the particle, as larger currents (larger charges and larger capacities) will cause larger iR
drops and thus higher peak-to-peak separations.

Figure 4.15: Relationship between DNa and j0 for the 16 particles studied herein. The
two parameters are not correlated to one another.
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Chapter 5

Interrogation of Electrochemical
Aptamer Based Sensors using
Impedance Spectroscopy

Adapted with permission from: Roehrich, B.; Leung, K. K.; Gerson, J.; Kippin,

T. E.; Plaxco, K. W.; Sepunaru, L. Calibration-Free, Seconds-Resolved In Vivo

Molecular Measurements Using Fourier-Transform Impedance Spectroscopy Interro-

gation of Electrochemical Aptamer Sensors. ACS Sensors 2023, 8 (8), 3051–3059.
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5.1 Introduction

The availability of sensors able to measure the concentrations of specific molecules in

the body in real time would revolutionize the monitoring of health and the diagnosis and

treatment of disease. By providing a real-time window into plasma drug concentrations,

for example, such an advance would significantly improve the individualization of phar-

macological treatments.[1] Motivated by this promise, we and others have been develop-

ing electrochemical aptamer-based (EAB) sensors.[2–7] EAB sensors are comprised of a

gold electrode on which a sub-monolayer of target-recognizing, redox reporter-modified,

nucleic acid aptamers are deposited via thiol-on-gold self-assembled monolayer forma-

tion.[6] Introduction of the specific target molecule triggers a conformational change in

this aptamer, altering the distance between the redox reporter and the electrode surface,

changing, in turn, the rate of electron transfer (ket) from the attached redox reporter

(Figure 5.1). This change in ket, which, to date, has been monitored using a range of

electrochemical approaches, thus reports on the target concentration in real-time without

the addition of exogenous reagents. Of note, this signal transduction mechanism does not

rely on the chemical transformation of the target, rendering the approach general. Con-

sistent with this, EAB sensors have been shown to support the high-frequency, real-time

measurement of multiple drugs,[7–10] metabolites,[11, 12] and protein biomarkers,[3, 13,

14] both in vitro and in vivo.

A variety of electrochemical interrogation methods, including cyclic voltammetry

(CV),[15] chronoamperometry,[16] AC voltammetry,[3, 4, 17] square wave voltammetry
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(SWV)[7, 18] and intermittent pulse amperometry[19] have been employed in the interro-

gation of EAB sensors. While each of these has advantages and disadvantages,[20] SWV

has seen the most widespread use in vivo. This is because, measuring sequential square

wave voltammograms at two different frequencies enables drift correction in an approach

called kinetic differential measurements (KDM).[21] Using KDM, which employs the dif-

ference between SWV measurements taken at two frequencies to subtractively remove

drift, we have achieved multi-hour measurements of multiple target molecules in situ

in the veins of living animals.[7, 8, 22] The resulting need to collect two square wave

voltammograms per measurement point, however, reduces the time resolution of such

measurements to, typically, 6 to 22 s.[6, 7, 9, 11, 22] And because it relies on the moni-

toring of peak currents, SWV-based interrogation is also susceptible to sensor-to-sensor

fabrication variation arising from differences in the number of methylene blue modified

aptamers placed on each. Because of this, sensors employing SWV must be individually

calibrated before use.

Here we demonstrate electrochemical impedance spectroscopy (EIS) as an alternate

EAB sensor interrogation method, one that does not require calibration and achieves

superior time resolution. EIS is widely used in biosensing due to the depth of infor-

mation it provides on the electrode-electrolyte interface.[23–26] In this approach, the

impedance between the working electrode and the counter electrode is measured as a

function of frequency. At higher frequencies, this impedance informs on rapid processes,

such as the formation of the electrochemical double layer. Impedances measured at lower
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Figure 5.1: (left) EAB sensors rely on the target-induced conformational change of a
DNA aptamer to produce a change in electron transfer kinetics. Upon target binding,
the redox label is brought closer to the electrode, increasing the electron transfer rate
constant. (middle) The resulting change in electron transfer rate can be rapidly mea-
sured using fast Fourier transform electrochemical impedance spectroscopy (FFT-EIS).
In this, sinusoidal oscillations of several different frequencies are summed and the resul-
tant waveform is applied as an AC voltage perturbation to the working electrode of the
EAB sensor. (right) Fourier transform of the applied, multi-frequency, voltage and the
current response yields a full impedance spectrum rapidly enough to support real-time
sensor interrogation with time resolution limited (here to less than 2 s) by the lowest
frequency sinusoidal perturbation employed.

frequencies, in contrast, are typically associated with slower processes, such as electron

transfer, adsorption and intercalation events, as well as mass transport.[27–29] Despite

the broad insights EIS can provide, its adaptation to the interrogation of EAB sen-

sors has had relatively little investigation.[30, 31] For example, in the broadest study

to date, impedimetric phase shift at a single frequency (rather than the collection of

an entire impedance spectrum) was used to monitor changing target concentrations in

real-time.[31] But while such phase monitoring achieves exceptional, 300 ms, time reso-

lution, this single-frequency approach required the calibration of individual sensors and

was not demonstrated to work in vivo. Here we have taken a different approach to

employ EIS in the interrogation of EAB sensors. Specifically, we have used fast Fourier

transform electrochemical impedance spectroscopy (FFT-EIS) to simultaneously measure
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the impedance of in vivo EAB sensors at multiple frequencies, yielding both rapid time

resolution and the depth of information contained in a full impedance spectrum.[32–35]

With this, we can estimate ket – and from that, the target concentration – every few

seconds (here less than 2 s), providing a method of in-vivo sensor interrogation that is

both more-highly-time-resolved and calibration-free.

5.2 Impedimetric Characterization of EAB Sensors

In Vitro

In EIS, a sinusoidal oscillating voltage on top of a set DC bias is applied to the

working electrode and the (sinusoidal) current response is recorded.[29] The impedance,

Z, at a particular frequency ω is defined as the ratio between voltage and current at that

frequency (Equation 5.1),[24] with the “lag” between the voltage perturbation and the

current response quantified as the phase shift ϕ.

Z(ω) =
|V | sinωt

|I| sinωt+ ϕ
= |Z|eiϕ (5.1)

Here, |V| and |I| are the amplitudes of the voltage and current, respectively, ω is the

frequency, i is the square root of -1, and |Z| is the magnitude of the impedance. The

primary benefit of EIS (and its label of “spectroscopy”) arises from the measurement of

Z across a wide range of frequencies (e.g., millihertz to kilohertz). Specifically, frequency-

dependent impedance measurements can be used to characterize processes ranging from
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the rapid charging of the electric double layer at high frequencies to electron transfer

reactions and molecular diffusion occurring on much longer time scales.[27, 36]

In applications such as ours –the real-time measurement of specific molecules in the

living body– a limitation of EIS is that its time resolution is typically rather poor. Specif-

ically, with traditional, “frequency-sweep” EIS, each frequency, f, interrogated requires at

least 1/f measurement time. Given this, the measurement of spectra down to frequencies

of order 1 Hz requires total acquisition times of at least ten seconds. FFT-EIS, however,

retains the information contained in the entire frequency range while significantly de-

creasing this acquisition time. It does so by measuring the impedance at all frequencies

simultaneously.[32, 34, 35, 37] In our implementation of FFT-EIS, the applied voltage per-

turbation is a superposition of 18 sine waves spanning the desired frequency range. Due

to the (approximate) linearity of electrochemical systems over small voltage changes,[27]

the resulting current response is a superposition of the current response at each applied

frequency. A Fourier transform of the recorded voltage and current data thus yields an

impedance spectrum.[33, 35] Using this approach, we can collect a complete impedance

spectrum in the time scale defined by the slowest applied frequency (tspectrum≥1/fmin).

For example, an impedance spectrum spanning 18 frequencies from 1 Hz to 1 kHz, which

would require 23 s to collect on our potentiostat (Autolab PGStat128N) using traditional

EIS, can be measured in 1.8 s using our FFT-EIS implementation.

The impedimetric properties of EAB sensors, which are sensitive to target concentra-

tion, can be rapidly measured using FFT-EIS to enable highly time-resolved molecular
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Figure 5.2: When used to interrogate an EAB sensor, FFT-EIS is able to rapidly cor-
relate electrochemical impedance to the concentration of a target molecule. (A) Here,
a vancomycin-detecting EAB sensor was immersed in whole bovine blood at 37 ◦C and
exposed to increasing quantities of its target. This induced a conformational change
in the aptamer which caused a shift in the impedance spectrum, as resolved by FFT-
EIS. (B) To analyze such FFT-EIS data we employ equivalent circuit modelling, using
a circuit model comprised of resistors representing the bulk solution resistance (Rs) and
the Faradaic electron transfer between the electrode and the methylene blue moieties
(Rct), as well as capacitors representing the electrochemical double layer (Cdl) and the
pseudocapacitance between the electrode surface and the surface-bound methylene blue
(Cads).[38] We used the transfer function of this circuit to fit our experimentally mea-
sured data. The data presented here were collected from a vancomycin-detecting sensor
immersed in whole bovine blood at 37◦C in the absence of vancomycin. (C) Challenging
the EAB sensor with increasing concentrations of its vancomycin target reveals that in-
creasing target concentration predominantly impacts (here, decreases) Rct (in this figure,
the error bars represent standard deviations across four independently fabricated and in-
terrogated sensors). (D) The electron transfer rate ket can be approximated from Rct and
Cads using Equation 5.4. The resulting binding curve fits a Hill-Langmuir isotherm with
a dissociation constant KD = 144 ± 31 µM (the latter reflects estimated 95% confidence
intervals).

measurements.[8, 39, 40] To demonstrate this, we used a previously-reported aptamer

to fabricate an EAB sensor targeting the antibiotic vancomycin.[8] We then applied the

half-wave potential (E1/2) of the sensor’s methylene blue redox reporter as the DC bias

(prior to each experiment, we determine E1/2, which is typically around -0.285 V ver-

sus Ag/AgCl, using cyclic voltammetry; Figure 5.6). We then used FFT-EIS to record

impedance spectra as the sensor was immersed in whole bovine blood at 37 ◦C. When the

spectrum obtained in the absence of target molecule is displayed as a Bode plot (phase

versus frequency;[29] Figure 5.2A, black trace), a local maximum is observed around 10

Hz, reflecting the electron transfer rate between the methylene blue and the electrode

surface.[31] As expected (given that the rate of electron transfer between the methylene

blue and the electrode increases upon target binding),[31] this peak steadily shifts to
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higher frequencies when the sensor is exposed to increasing vancomycin concentrations.

To determine the origin of this concentration-dependent shift, we applied equivalent cir-

cuit modelling[23, 24] using a simple, four-element equivalent circuit that has previously

been used to represent the surface-tethered redox species seen in EAB sensors (Figure

5.2B).[31, 38, 41] This circuit consists of a resistor, modeling bulk solution resistance

(Rs), that is in series with the three other components: a capacitor, representing interfa-

cial double-layer capacitance (Cdl), in parallel with a resistor, representing the Faradaic

charge transfer resistance (Rct), and a capacitor (Cads), representing the surface-attached

methylene blues. To better account for the rough, non-ideal surface of the EAB sensor,

the latter is modeled as a constant phase element, rather than a true capacitor.[42] This

model fits our FFT-EIS data quite well (χ2 ≈ 0.015, Figure 5.2B), suggesting that this

four-component circuit is an adequate description of the physics of our sensors.

The components of the equivalent circuit behave as expected in response to increasing

vancomycin concentrations. Rs, Cdl, and Cads, for example, are effectively independent

of vancomycin concentration. Rct, in contrast, decreases with increasing vancomycin

concentration (Figure 5.2C). This presumably arises due to the increased rate of elec-

tron transfer between the electrode and the bound, folded aptamer, as Rct is inversely

proportional to ket:[38]

Rct =
2RT

F 2AΓket
(5.2)

Here, R is the gas constant, T is temperature, F is Faraday’s constant, A is the elec-

trochemical surface area of the working electrode, and Γ is the surface coverage of the
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redox-active molecule. Other than ket, all of these variables are constant during a given

experiment, and thus the decrease in Rct is entirely attributed to an increase in ket. Since,

in turn Cads is given by [38]

Cads =
F 2AΓ

4RT
(5.3)

ket can be calculated from the Rct and Cads as [38]

ket =
1

2RctCads

(5.4)

Given that the rate of electron transfer from the methylene blue depends on whether

the aptamer is target bound, ket should trace a Langmuir-Hill isotherm when plotted

versus vancomycin concentration. As expected, it does (Figure 5.2D). The resulting

monotonic relationship can be used to convert ket into estimates of vancomycin con-

centration in a manner that is calibration-free. Specifically, ket is independent of the

number of surface-bound methylene blue species. It thus is independent of important

sensor-to-sensor sources of fabrication variability, such as changes in the surface area

of the electrode (Figure 5.7), or the aptamer packing density, which would change the

number of methylene blues and thus the absolute Faradaic current. Because of this, a ket

versus vancomycin concentration calibration curve measured for a single sensor can be

applied to all other sensors utilizing the same aptamer, obviating the need to calibrate

each individual sensor.
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5.3 Quantification of Plasma Vancomycin in Living

Rats

FFT-EIS interrogation of EAB sensors supports the rapid measurement of specific

molecules in the living body. To demonstrate this, we bundled aptamer-modified gold

wire working electrodes with platinum counter and silver-silver chloride reference elec-

trodes in a 20-gauge catheter (Figure 5.3A), and surgically inserted the resulting three-

electrode sensor into the right jugular vein of an anesthetized rat.[43] We then measured

full impedance spectra (containing 18 frequencies between 1 Hz and 1 kHz; Figure 5.8)

every 1.8 s for 2.5 hr. Of note, the magnitude of the impedance increases over time in

vivo (Figure 5.3B). This contrasts with the relatively unchanging impedance we observed

in whole blood in vitro (Figure 5.9), suggesting that the mechanisms by which EAB sen-

sors degrade may differ between the two conditions. Fitting the time-resolved spectra

indicates that this change in impedance is associated with a steady increase in Rct and

a corresponding decrease in Cads (Figure 5.3C). This presumably occurs due to the non-

specific adsorption of proteins and cells to the electrode and/or aptamer loss (although

reductive stripping of aptamers should be minimized by the narrow potential window in

EIS),[44] which we expect will increase Rct and decrease Cads by reducing the number of

methylene blue reporters that can access the electrode surface. In contrast, ket does not

drift (Figure 5.3D), indicating that whatever causes impedance to drift does not affect

the electron transfer kinetics of the aptamers that remain electrochemically accessible.
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Figure 5.3: FFT-EIS supports high-frequency, real-time measurements in the living
body. (A) In vivo EAB sensors are comprised of an aptamer-functionalized gold work-
ing electrode, a platinum counter electrode, and an Ag/AgCl reference electrode, each
bound in heat-shrink tubing and inserted via a catheter into the right jugular vein of an
anesthetized rat. (B) Using FFT-EIS, we measured impedance spectra every 1.8 s by ap-
plying the formal potential of methylene blue as the DC bias and the necessary multi-sine
waveform as an AC perturbation. The magnitude of the impedance, |Z|, increased over
the duration of the experiment, particularly at low frequencies. Presumably, this is due
to fouling caused by nonspecific adsorption of proteins, cells, or small molecules to the
sensor surface. (C) Fitting the spectra reveals that this drift is correlated with an imme-
diate, steady increase in Rct and a corresponding decrease in Cads. Upon injection of 30
mg/kg vancomycin, however, only Rct is responsive. (D) Calculation of ket reveals that
this parameter is stable prior to drug infusion, indicating the intrinsic electron transfer
rate constant of the unbound state of the aptamer is unaffected by whatever is causing
Rct and Cads to drift. Upon drug infusion, however, ket rises suddenly, indicating a larger
population of the target-bound state of the aptamer. After the infusion is concluded, ket
falls as the drug is excreted by the kidneys and the unbound aptamer again dominates.
Here, the raw data (light blue points) are smoothed using a 13-s rolling average (dark
blue trace).

While this is perhaps surprising given the likelihood of electrode fouling occurring in

vivo, this drift resistance agrees with the exceptional baseline stability (for > 24 h in

37◦C whole blood) previously reported for phase-interrogated EAB sensors in vitro.[31]

Upon the infusion of 30 mg/kg vancomycin, however, ket rapidly rises as the aptamer

shifts to its target-bound conformation (Figure 5.3D). Following the end of the infusion,

ket returns to its baseline value as the drug is removed from the plasma via the kidneys.

This said, the signal-to-noise ratio does fall at later stages of the experiment, presumably

due to the loss of aptamers.

FFT-EIS interrogation of EAB sensors provides a highly-time-resolved window into

molecular physiology and pharmacokinetics (Figure 5.4A). To demonstrate this, we

placed sensors into the jugular veins of three rats. Prior to drug infusion, we measured
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Figure 5.4: Using FFT-EIS to interrogate EAB sensors yields rapidly time-resolved
molecular measurements in the living body. (A – C) Experiments in three separate ani-
mals confirm the absence of the drug pre-infusion, and show the expected concentration
spike. Here, the raw data (light points; 1.8 s resolution) are smoothed using a seven-point
(13 s) rolling average (darker trace). The antibiotic concentration decayed monoexpo-
nentially (fits shown as black traces) after each dosing, with time constants of (A) 33.1
± 0.5 min, (B) 37.3 ± 0.7 min, and (C) 47.4 ± 1.3 min (95% confidence intervals). Of
note, the initial ket values of 25.1 ± 0.5 s−1, 27.0 ± 0.5 s−1, and 23.3 ± 0.4 s−1 are similar
(errors reflect the standard deviation of the first one hundred data points) despite vari-
able aptamer loadings (calculated from Cads to be 1.08 ± 0.03 pmol, 0.61 ± 0.02 pmol,
and 0.74 ± 0.02 pmol). Thus, ket is relatively insensitive to small changes in aptamer
packing.

vancomycin concentrations fluctuating tightly around zero (mean ± one standard

deviation = 1.1 ± 1.7 µM). While this is a marginally higher noise than seen for the

same in vivo sensor when interrogated using square wave voltammetry (± 1 µM),[43]

the present EIS technique allows for seven-fold faster data acquisition – application

of a seven point rolling average reduces our noise to just ±0.8 µM. Following infusion

of the drug, its concentration is observed to rise to maxima of 70 to 250 µM before

decreasing exponentially with a time constant of 32 to 47 min. The decay rates observed

between three independent animals are similar to our previous observation and reflect
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each animal’s unique physiology,[8] highlighting the benefit of using EAB sensors to

individualize clinical dosing.

5.4 Real Time Quantification of Plasma Phenylala-

nine

To demonstrate the general applicability of FFT-EIS as an EAB sensor interrogation

technique, we next applied it to a sensor against the endogenous target phenylalanine

(Figure 5.5). Specifically, after calibrating a phenylalanine-detecting EAB sensor[11]

in vitro (details on the sensor calibration can be found in the Supporting Information,

Figure 5.11), we used FFT-EIS interrogation to measure the molecule’s concentration

in the jugular veins of anesthetized rats. Doing so, we observed baseline phenylalanine

concentrations of 41 ± 10 µM (the latter reflects one standard deviation) in a fasted

animal and 39 ± 6 µM in a non-fasted animal, values in line with previous reports.[11,

45] Upon two intravenous infusions of additional phenylalanine, we observed rapid rises

to peak concentrations of 300 to 400 µM followed by rapid decays back to baseline in

the fasted animal. Fitting the decay transients to the previously-reported biexponential

model of phenylalanine kinetics[11] yielded time constants of τ1 = 0.2 ± 0.1 min and τ2

= 3.8 ± 0.2 min for the first injection, and τ1 = 1.7 ± 0.1 min and τ2 = 20 ± 2 min for

the second (ranges are 95% confidence intervals), suggesting that the animal’s ability to

rapidly store additional phenylalanine may have been saturated after the first challenge.
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In a non-fasted animal, in contrast, we measured a higher peak concentration (around

600 µM) and a slower decay (τ1 = 3.3 ± 0.1 min and τ2 = 35 ± 7 min) to a higher,

slowly decaying baseline following phenylalanine challenge,[11] discrepancies that align

with previous, in vivo measurements of phenylalanine kinetics in fasted and non-fasted

rats.[11]

Figure 5.5: Using FFT-EIS to interrogate phenylalanine-detecting EAB sensors we have
monitored this metabolite in situ in the jugulars of live rats with 1.8 s resolution. (A) A
fasted animal was infused with two sequential doses of phenylalanine. In both cases, the
concentration of free phenylalanine in the blood quickly decayed back to the pre-infusion
baseline (41 ± 10 µM, 31 ± 9 µM, and 25 ± 10 µM before injection, after the first
injection, and after the final injection, respectively). (B) In contrast, the return to the
post-infusion baseline was slower in a non-fasted animal, which is consistent with previous
reports regarding phenylalanine homeostasis.[11] Here, the raw data (light points) are
smoothed using a 13-s rolling average (darker trace). Concentration decay transients
were fit to a two compartment (i.e., biexponential) model (black traces).
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5.5 Conclusions

Looking forward, we believe it may prove possible to improve EIS-interrogated

EAB sensors still further. For example, using a thinner monolayer,[46] a shorter DNA

strand,[47] or a more rapidly electron-transferring redox reporter would increase ket,

thus raising the lowest frequency that needs to be sampled and, with that, improving

time resolution. Likewise, further studies should focus on longer duration experiments

and experiments in awake animals which, while rendered difficult due to animal welfare

concerns,[7] are necessary for improving sensor longevity and translating EAB technology

to the clinic.

We have established FFT-EIS as a rapid, reliable, calibration-free method of interro-

gating EAB sensors, both in vitro and in vivo. Specifically, we have demonstrated the

ability of FFT-EIS to measure the electron transfer rate associated with EAB sensors

and used this to determine the concentration of their molecular targets with a time res-

olution of just 1.8 s. Because this approach uses ket as a means of monitoring target

concentration, rather than absolute current, it is independent of both sensor-to-sensor

fabrication variation and the drift arising due to fouling in biological fluids, rendering

the technique suitable for performing calibration-free in vivo measurements. In support

of this, we used vancomycin- and phenylalanine-detecting EAB sensors to successfully

monitor plasma concentrations of these targets in the veins of live animals, with time

resolution of better than 2 s and without requiring the calibration of each, individual sen-

sor.[11] When combined with the modularity of aptamers, the benefits associated with
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impedimetric interrogation of EAB sensors could improve our understanding of phar-

macokinetics and metabolism, and play an important role in the future of personalized

medicine.

5.6 Supporting Information

5.6.1 Experimental

Materials. In-vitro sensors were made using 0.2 mm diameter gold wire (99.99%,

Thermo Fisher) insulated with polyolefin heat-shrink tubing (0.05”,0.017”, 0.007”,

McMaster-Carr). For in-vitro tests, we used a commercial Ag/AgCl(s) reference elec-

trode (and a commercial platinum reference electrode CH Instruments Inc). Intravenous

sensors used for in-vivo measurements were made using 0.2 mm diameter gold wire,

0.005 in. diameter platinum wire (99.99% purity, A-M Systems) and 0.005 in. diameter

silver wire (99.99% purity, A-M Systems). The insulation used for these sensors was

polytetrafluoroethylene heat-shrink (HS Sub-Lite-Wall, 0.02, 0.005, 0.003±0.001 in,

black, Zeus Inc.) Sodium hydroxide, 6-mercapto-1-hexanol, Tris (2-carboxyethyl)

phosphine, sulfuric acid, phenylalanine, and the phenylalanine assay kit were obtained

from Sigma Aldrich. Phosphate buffered saline (PBS) was diluted from a 20x stock pur-

chased from Santa Cruz Biotechnologies. Vancomycin-HCl was purchased from VWR.

Methylene blue- and HO− C6S− S− C6−modified DNA sequences were purchased

from Integrated DNA Technologies (Coralville, Iowa); their sequences are listed in Table
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Name Sequence and modifications
Vancomycin HS− C6 − CGAGGGTACCGCAATAGTACTTATTGTTCGCCTATTGTGGGTCGG−MB
Phenylalanine HS− C6 − CGACCGCGTTTCCCAAGAAAGCAAGTATTGGTTGGTCG−MB

Table 5.1: The DNA sequences employed in this study.

5.6.1. We chose these sequences due to (a) their reliability in previous EAB studies, (b)

the fact that the KDs of these aptamers overlap with the physiologically relevant ranges

of their target molecules, and (c) that both yield stable, high signal gain EAB signals

when interrogated using SWV.[11, 39]

Sensor fabrication. In vitro sensors were made by shrink wrapping gold wire with

polyolefin and leaving 3 mm of the wire exposed. These sensors were made ahead of

time and required no additional steps prior to electrochemical cleaning. We constructed

our intravenous sensors as previously reported.[43] Briefly, they are made using gold,

platinum and silver wires. These wires were individually insulated with polytetrafluo-

roethylene heat-shrink and bundled together in a staggered manner with the gold wire

at the bottom, followed by the platinum and then the silver wire. The exposed lengths

of each wire were 3 mm, 6 mm, and 1 cm, respectively. Once bundled together, the in-

travenous, three-electrode sensors were immersed overnight in household bleach (Clorox,

sodium hypochlorite 7.5%) to chlorinate the silver electrode. The three electrodes were

subsequently rinsed with Millipore water prior to electrochemical cleaning.

Prior to aptamer deposition, we electrochemically cleaned the gold working electrode

in NaOH followed by roughening in H2SO4 using a CH1040C potentiostat. The cleaning
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involved cycling the potential between -1.0 V and -2 V at 2 V/s 1000 times while the

electrodes were immersed in 0.5 M NaOH.[48] This was followed by roughening in 0.5 M

H2SO4 with the application of 20 ms pulses at 0 V and 2.2 V 32000 times as previously

done to increase the electrode’s microscopic surface area.[49] The electrodes were subse-

quently analyzed by cyclic voltammetry in 0.5 M H2SO4 (between 1.5 and -0.35 V at 1

V/s) to determine their electroactive surface area.[50]. Intravenous sensors that were to

be used in vivo were inserted into a 20G catheter (Becton, Dickinson and Company) at

this point.

To functionalize the working electrode we first reduced the disulfide bond in the

stock alkanethiol-and-methylene-blue modified aptamer by combining 14 µL of 10 mM

tris (2-carboxyethyl) phosphine with 2 µL of 100 µM DNA for 1 h in the dark. We then

rinsed the electrochemically cleaned and roughened gold electrodes with Millipore water

and immersed them for 1 h in 500 nM reduced DNA in PBS. The electrodes were then

transferred to a 10 mM solution of 6-mercapto-1-hexanol in PBS and stored overnight

before use.

Electrochemical measurements. All electrochemical measurements were carried out

using a three-electrode setup. In our in vitro experiments, we employed a Ag/AgCl

(saturated KCl, CH Instruments Inc.) reference electrode and a platinum wire counter

electrode (CH Instruments Inc.). In vivo, we used a silver wire coated with silver chloride

(as described above) as our reference electrode and a platinum wire counter electrode.
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All electrochemical measurements were performed using an Autolab PGStat128N

(Metrohm). The potentiostat was configured in “high stability mode” with a current

range of ±1 µA, which affects the filter characteristics. For FFT-EIS measurements,

the multi-sin waveform was generated by a DG812 arbitrary waveform generator (Rigol

Technologies) and fed into the potentiostat’s external voltage input using a BNC connec-

tion. Our voltage waveform consisted of a superposition of 18 sine waves at logarithmi-

cally spaced frequencies ranging from 1 Hz to 1 kHz. The amplitude and phase of each

sinusoidal oscillation were optimized for maximum signal-to-noise as discussed in the

Supporting Information,[34, 37] and the summed waveform was scaled to have a peak-

to-peak amplitude of 25 mV. The potentiostat’s native software (NOVA) was used to set

the DC bias – the formal potential of methylene blue, as measured by cyclic voltammetry

– on top of the AC perturbation. Voltage and current were recorded at 70 kHz using

an SDS1202X-E oscilloscope (Siglent Technologies). After each oscilloscope frame (1.4 s)

was collected, the current and voltage data were transferred to the host computer, Fourier

transformed, saved, and displayed on a GUI for real-time monitoring. Data recording

and processing were controlled by a custom Python program. Further details on the

chosen waveform and artifact correction are described in Supporting Information (Table

5.6.2, Figure 5.8, Figure 5.10).

We fit impedance spectra to the equivalent circuit model using MEISP 3.0 (Kumho

Petrochemical Co. Ltd.) after each experiment. As discussed in the main text, the

adsorption pseudocapacitance Cads was modelled as a constant phase element, given by
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Equation 5.5 (i is the imaginary number, ω is frequency, and n is the constant phase

parameter). The parameter n was fixed at 0.84 for all fits to improve consistency in the

fitted Cads values.

ZCads
(ω) =

1

Cads(iω)n×90◦
(5.5)

In vivo measurements. All in vivo experiments were performed in male Sprague-

Dawley rats (4-5 months old, Charles River Laboratories of Santa Cruz, CA). The rats

weighed between 350-500 g and were pair-housed in a standard light cycle room (12:12

regular light cycle with lights on at 8AM). They were allowed ad libitum access to food

and water and the Institutional Animal Care and Use Committee (IACUC) of the Uni-

versity of California at Santa Barbara approved our experimental protocol which adhered

to the guidelines given by the NIH Guide for Care and Use of Laboratory Animals (8th

edition, National Academy Press, 2011).

Prior to the measurement, we anesthetized the rats using 4% isofluorane in a Plexiglas

anesthesia chamber. Anesthesia was then maintained via a nose cone for the entire dura-

tion of the experiment at a level of 2-2.5% isofluorane. The neck was shaved and bi-lateral

incisions were made in order to surgically isolate the left and right jugular veins. After

isolation, each vein was tied off using sterile 6-0 silk sutures (Fine Science Tools, Foster

City, CA) A small incision was then made in each vein using spring-loaded microscissors

that allowed us to insert the sensor-containing catheter into the right jugular vein and an

infusion line into the left jugular vein. Both the sensor and drug infusion catheter were

anchored in place using two sterile 6-0 silk sutures (Fine Science Tools, Foster City, CA).
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Prior to the measurement, the wires in the sensor were adjusted such that the counter and

working electrode were exposed outside of the 20G catheter into the vein as previously

described43, and we infused 30 units of heparin through the infusion line immediately

after insertion of the sensor and prior to any recordings. To intravenously dose the rats

at 30 mg/kg we injected a precalculated volume of 0.05 M vancomycin solution using a

syringe pump (KD Scientific) as previously described.[7]

5.6.2 Supplementary Figures

Frequency/ Hz Normalized Amplitude Phase/ ◦

1 1.00 4
3 0.64 -27
4 0.58 151
7 0.48 93
10 0.43 6
13 0.40 180
21 0.34 187
31 0.29 182
44 0.26 26
64 0.22 175
90 0.19 54
110 0.17 143
170 0.14 4
250 0.12 136
370 0.10 250
520 0.08 129
750 0.07 12
1000 0.06 164

Table 5.2: Frequencies, amplitudes, and phases used to construct the multi-frequency
perturbation waveform.
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Figure 5.6: (A) Cyclic voltammogram recorded from a vancomycin-detecting EAB
sensor in 1X PBS plus 2 mM MgCl2. The voltammogram was recorded at 25◦C with a
scan rate of 100 mV/s. The half wave potential (the mean voltage between the reductive
and oxidative peak potentials), E1/2, was determined to be -285 mV versus Ag/AgCl.
We recorded cyclic voltammograms prior to all EIS experiments in order to determine
E1/2, which was applied as the DC bias during EIS. (B) In vivo, E1/2 (black dashed line)
is -324 mV; this difference arises from the use of an anodized silver wire as the reference
electrode rather than the fritted, single junction reference electrode used in vitro. (C)
Shown is a cyclic voltammogram recorded in vivo at the end of a vancomycin dosing
experiment. While the peak area is reduced (presumably due to monolayer loss),[44]
E1/2 remains at -324 mV.
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Figure 5.7: Electron transfer rate constants (ket) recorded for vancomycin-sensing elec-
trodes immersed in phosphate-buffered saline at 25 ◦C. The electrodes were fabricated
with variable lengths of exposed gold wire (1, 3, and 6 mm) before they were subjected to
the roughening and aptamer deposition procedures outlined in the experimental section.
Both in the absence of vancomycin and when challenged with 10 µM of vancomycin, the
recorded ket values are tightly clustered and there is no systematic trend with electrode
size, verifying the theoretical prediction that ket is independent of electrode surface area.
We note that these ket values are lower than those presented in Figure 5.2D because this
experiment was performed at 25 ◦C.[39]
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We based our multi-sine waveform on the optimizations reported by Popkirov and

Schindler,[37] and on our previous report.[35] A set of 18 logarithmically-spaced fre-

quencies were chosen which were integer multiples of the fundamental frequency (1 Hz),

avoiding any second harmonics. Phases were chosen in order to minimize constructive

interference as previously described.[37] Amplitudes were set to create a similar current

output at every frequency (i.e., V(ω) ∝ |Z|(ω)). This strategy significantly increases

signal-to-noise by applying higher voltage amplitudes at low frequencies, where (in an

electrochemical cell) current is typically lower than at high frequencies. Using the fre-

quencies f , amplitudes a, and phases ϕ listed (Table 5.6.2), the waveform was digitally

synthesized as:

v(t) =
∑
j

aj sin 2πfjt+ ϕj (5.6)

The optimized waveform used in this study is shown in the frequency domain in Figure

5.6A and in the time domain in Figure 5.6B. In the time domain, the peak-to-peak

amplitude of the summed waveform was set to be 25 mV. The digital waveform was

saved to a Rigol DG812 arbitrary waveform generator, which output the waveform at

100 kHz into the voltage input of the Autolab PGStat128N.
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The low-pass current filter applied by the potentiostat may affect the measured

impedance spectra, and should be corrected for. To do this, we measured the impedance

spectrum of a 10 kΩ resistor (Figure 5.10A). While we expect a constant impedance of

10 kΩ and a constant phase of 0◦ for this resistor, we measure a phase shift that reaches

7◦ at 1 kHz. This is caused by the tail of the low-pass filter, which cannot be directly

controlled on the potentiostat used in this study but which is affected by the choice

of current range. Subsequently, impedance spectra were corrected using this reference

spectrum as shown in Equations 5.7 and 5.8:

|Z| = |Z|measured(ω)

|Z|ref (ω)
(5.7)

ϕ(ω) = ϕmeasured(ω)− ϕref (ω) (5.8)

Re-recording the impedance spectrum of the same 10 kΩ resistor and applying this cor-

rection procedure yielded the expected 10 kΩ |Z|, 0◦ phase across the entire spectrum

(Figure 5.10B).

ket = ket,0 + (ket,max − ket,0)
[Phe]n

Kn
D + [Phe]n

(5.9)
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Figure 5.8: (A) Frequency- and (B) time-domain representations of the multi-sine EIS
waveform we employed.

Figure 5.9: Bode |Z| plots collected from a vancomycin-detecting EAB immersed in
whole bovine blood at 37◦C and challenged with increasing concentrations of vancomycin
(the same 18 concentrations as Figure 5.1D and 5.2B in the main text; here, all curves
overlap). The modulus of the impedance does not change significantly at any frequency
as a function of target concentration, despite the observed phase shifts (Figure 5.2A).
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Figure 5.10: Phase (blue) and modulus (green) Bode plots of a 10 kΩ resistor. (A) The
spectrum without filter corrections. |Z| is the expected 10 kΩ from 1 Hz to 1 kHz, but
the phase is nonzero at high frequencies. (B) After correction, phase is zero across the
frequency spectrum.
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Figure 5.11: The binding curve of a phenylalanine-detecting EAB sensor interrogated
using EIS can be used to determine phenylalanine concentration from ket. To record
this curve, we immersed the sensor in whole, freshly-collected rat’s blood at 37◦C. The
endogenous concentration of phenylalanine in the blood (52 µM) was determined using a
fluorescent assay kit. Aliquots of phenylalanine dissolved in PBS-BSA were then added to
the blood to increase the phenylalanine concentration. Values of ket (black points, error
bars represent the standard deviation across four independently fabricated and tested
sensors) fall on a Langmuir isotherm (Equation 5.9) where ket,0 is the value of ket in the
absence of phenylalanine, ket,max is the value of ket at saturating phenylalanine, KD is
the dissociation constant, and n is the Hill coefficient.[39] Fitting to this equation yielded
ket,0 = 62.9 s−1, ket,max = 225.8 s−1, KD = 6.89 mM, and n = 0.38.
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A. M. Andrews, S. Emaminejad, Science Advances 2022, 8, 1–16.

[13] C. Parolo, A. Idili, G. Ortega, A. Csordas, A. Hsu, N. Arroyo-Currás, Q. Yang,
B. S. Ferguson, J. Wang, K. W. Plaxco, ACS Sensors 2020, 5, 1877–1881.

[14] A. Idili, C. Parolo, R. Alvarez-Diduk, A. Merkoçi, ACS Sensors 2021, 6, 3093–
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