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Abstract
Domain-wall oscillation in a pinnig potential is described analytically in a one dimensional model for

the f eld-driven case. For a proper description the pinning potential has to be extended by nonharmonic

contributions. Oscillations of a domain wall are observed on its genuine time scale by magnetic X-ray

microscopy. It is shown that the nonharmonic terms are present in real samples with a strong restoring

potential. In the framework of our model we gain deep insight into the domain-wall motion by looking at

different phase spaces. The corrections of the harmonic potential can change the motion of the domain wall

signif cantly. The damping parameter of permalloy is determined via the direct imaging technique.
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∗Electronic address: lbocklag@physnet.uni-hamburg.de
†Electronic address: bkrueger@physnet.uni-hamburg.de

1



I. INTRODUCTION

Fast magnetization dynamics on the micro- and nanometer scale are an intersting f eld of re-

search because magnetization patterns with single elementary magnetic structures, like vortices

or domain walls, form on these fundamental magnetic lengthscales. Their dynamics occur on

the nano- and picosecond time scale. Both size and speed of these patterns are of great interest in

todays research for prospective non-volatile data storage devices [1–3]. Although these magnetiza-

tion structures are coupled locally via the exchange interaction and globally via the magnetic stray

f eld an analytical description of their dynamics is possible [4, 5]. The motion of the magnetization

can be excited by f eld or current and both and can be included in the analytical description [6, 7].

If the motion of a domain wall along a nanowire is caused by current or by f eld is unambiguously

determinable [8–10]. However, the distinction of these effects is not simple [11–13], as the current

is always accompanied by its magnetic Oersted f eld. In the case of vortices or domain walls in

conf ning potentials the identif cation of the driving force is even more complicated. Spatially and

temporally resolved experimental methods are needed. One possible tool is magnetic transmission

X-ray microscopy (MTXM), which provides a spatial resolution down to 15 nm [14] and a tem-

poral resolution below 100 ps [15]. This method matches the requirements to study magnetization

dynamics on fundamental scales.

In this work we study the dynamics of a conf ned magnetic domain wall. It is organized as

follows. After the introduction we focus in the second part on the analytical description of f eld-

induced oscillations of a single domain wall. An analytical solution of the Landau-Lifshitz-Gilbert

equation is deduced. In the third section the experimental setup used to image domain-wall oscil-

lations is described. In the fourth part we present results of time resolved X-ray microscopy and

its analytical description. We show that a simple harmonic oscillator model can not describe the

dynamics of the wall. Higher-order terms are required to describe the conf ning potential of the

domain wall in the experiments. The damping parameter of permalloy has been intensively studied

with ferromagnetic resonance or with Kerr microscopy [16–21]. Here we determine the damping

parameter with a direct imaging technique capable to observe the motion of the magnetization on

its genuine time- and lengthscale. Section f ve ends with a conclusion.
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II. MICROMAGNETIC MODEL

The Landau-Lifshitz-Gilbert (LLG) equation

d ~M

dt
= −γ ~M × ~Heff +

α

MS

~M ×
d ~M

dt
. (1)

describes the dynamics of the magnetization ~M . ~Heff, γ, α, and MS are the effective magnetic

f eld, the gyromagnetic ratio, the Gilbert damping parameter, and the saturation magnetization,

respectively. The domain-wall dynamics are implicated by the LLG-equation and can be described

analytically with the assumption of a rigid domain wall [22]. The equations of motion have been

derived in Ref. [6]. We neglect the current-induced terms of the dynamics and obtain the equations

of motion for the center of the wall Y and the angle of the rotation of the wall out-of-plane φ

Ẏ = −
2λγ′K⊥

µ0MS
φ − λγ′αH(Y ) (2)

and

φ̇ = γ′H(Y ) −
2γ′αK⊥

µ0MS
φ , (3)

with γ′ = γ/(1 + α2) and the domain wall width λ =
√

A/K. A is the exchange constant and

K is the anisotropy constant for the magnetization pointing in the y-direction, while K + K⊥ is

the anisotropy for the magnetization pointing out-of-plane. The magnetic f eld H consists of the

external f eld Hext, which points perpendicular to the current, and the pinning f eld Hpin. In the

time derivative of Eq. (2) φ̇ is replaced by the right-hand side of Eq. (3) which yields

Ÿ = −
2λγ′2K⊥

µ0MS

(

H(Y ) −
2αK⊥

µ0MS

φ

)

− λγ′αḢ(Y ) . (4)

Solving Eq. (2) for the angle

φ = −
µ0MS

2K⊥

(

1

γ′λ
Ẏ + αH(Y )

)

(5)

and inserting this expression in Eq. (4), yields the following relation for the position of the DW

Ÿ = −
λγH(Y ) + αẎ

ατd
− λγ′αḢ(Y ) . (6)

The damping time τd is given by

τd =
µ0MS

2γ′αK⊥

. (7)
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To derive the pinning f eld we solve the energy functional

E =

∫

[

2K

cosh2
(

y−Y
λ

) +
A

cosh2
(

y−Y
λ

)

(

∂φ

∂y

)2
]

dV

+

∫

[

K⊥φ2

cosh2
(

y−Y
λ

) − µ0MsH(Y ) tanh

(

y − Y

λ

)

]

dV

(8)

given in Ref. [6]. The corresponding coordinate system is shown in Fig. 1. We neglect all constant

contributions. The energy of the domain wall is then given by

E = 2SλK⊥φ2 + 2Sµ0MsY H(Y ) (9)

with the cross section S of the structure. As the f eld is H(Y ) = Hext(Y ) + Hpin(Y ) one can

seperate these parts. The pinning f eld is given by

Hpin =
1

2Sµ0Ms

dEpin

dY
, (10)

For the reaction of the domain wall on the pinning f eld we get

Ÿpin =
λγ′2K⊥(1 + α2)

Sµ2
0M

2
s

dEpin

dY
= −

1 + α2

m

dEpin

dY
. (11)

The domain-wall mass m is def ned in Ref. [6]

m =
Sµ2

0M
2
s

λγ′2K⊥

=
2αSµ0Msτd

λγ′
. (12)

With this def nition of the mass the kinetic energy of the wall 1
2
mẎ can be calculated for a sta-

tionary motion without magnetic f elds. Interestingly the mass of the domain wall differs by a

factor of (1 + α2)−1 to satisfy the equations of motion. Consequently a different mass m′ = m
1+α2

determines the reaction of the wall on magnetic f elds. As the damping parameter in permalloy

is small the difference is negligible. However, in strongly damped systems this effect should be

more pronounced. Eq. (6) becomes

Ÿ = −
λγHext + αẎ

ατd
− λγ′αḢext −

1

m′

dEpin

dY
. (13)

The time derivative of the pinning f eld is small and can be neglected. In addition to the exciting

f eld, the material parameters and the shape of the sample the dynamics of the domain wall also

depend linearly on the width of the wall itself. The energy of the domain wall is given by

E = 2SλK⊥φ2 + 2Sµ0MsY Hext + Epin . (14)
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Oscillations of a single domain wall are characterized by the conf ning potential Epin. In a f rst

approximation a harmonic potential

Epin =
1

2
m′ω2

r Y
2 (15)

with the resonance frequency ωr is used to describe these oscillations. However, deviations from

the harmonic potential can occur in a real sample depending on its size and shape [12, 23]. In this

case nonharmonic terms have to be added to the potential which can be evolved into the power

series

Epin =

∞
∑

n=1

1

2n
m′knY 2n. (16)

Here k1 = ω2
r and all constants of the higher order terms should be small compared to k1. That

these deviations occur and at least the f rst correction terms to the harmonic potential can be

signif cant in real samples is shown by time-resolved imaging of the oscillations of a single domain

wall described in Sec. IV.

In the following part of this section we show how the damping parameter can be calculated from

the damping time and the domain-wall width. The anisotropy in y direction can be calculated from

the domain-wall width as

K =
A

λ2
. (17)

The sum of all three magnetic anisotropy constants is given by

Kx + Ky + Kz = 2K + K⊥ =
1

2
µ0M

2
s . (18)

Insertion of Eq. (17) in Eq. (18) yields the value of the perpendicular anisotropy

K⊥ =
1

2
µ0M

2
s − 2

A

λ2
. (19)

Inserting this result in Eq. (7) allows the determination of the damping parameter

α = x −
√

x − 1

with x = γτd(µ0M2
s−4A/λ2)

2µ0Ms

(20)

Apart from the known values of the saturation magnetization, the gyromagnetic ratio, and the

exchange constant the damping time and the domain-wall width must be determined. Both are

directly determined from the experimental data.
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FIG. 1: (a) X-ray image of the investigated sample showing the permalloy structure and the gold contacts.

(b) Static differential image obtained from an image at remanence and an image at saturation. It shows

the altered magnetization in the upper part of the structure at remanence (black) in contrast to the saturated

state. Therefore the magnetization of the black part has reversed and a 180◦ domain wall has formed at the

intersection in the center.

III. EXPERIMENTAL SETUP

Time resolved X-ray microscopy is performed at beamline 6.1.2 at the Advanced Light Source

in Berkeley, CA. This full-f eld soft X-ray transmission microscope provides magnetic contrast by

the X-ray magnetic circular dichroism (XMCD) [24]. In the present measurements a spatial reso-

lution of 25 nm is achieved by Fresnel zone plates. A stroboscopic pump-and-probe measurement

scheme provides a temporal resolution below 100 ps [12]. Due to the transmission design of the

microscope the microstructures have to be prepared on 100 nm thick Si3N4 membranes. Electron-

beam lithography, thermal evaporation, and lift-off processing techniques are used to prepare the

20 nm thick permalloy (Ni80Fe20) structure shown in Fig. 1(a). The structure is contacted by wave

guides fabricated by electron-beam lithography, DC-magnetron sputtering of 2 nm Al and 20 nm

Au, and lift-off processing.

To identify the magnetic contrast X-ray images are illuminated at a saturated state and at re-

manence. The images are then divided and one obtains a grayscale image where the changed

magnetization to the saturated state is indicated by white or black contrast (see Fig. 1(b)). The

time resolved images are normalized to an image without excitation, i.e. without dynamics, which

is typically the f rst image in a time scan (t = 0). Hereby the change of the magnetization at

times t > 0 is detected by a changing contrast. We used steps of 200 ps to scan 6 ns time delay

alltogether.
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IV. RESULTS

Fig. 1(a) shows the investigated ”inf nity” shaped structure. The structure is saturated along

the x-direction in a f eld of ∼50 mT. Afterwards the f eld is set to zero. Its magnetic contrast is

shown in Fig. 1(b). The upper and lower part are magnetized inverse and a 180◦ domain wall is

located at the intersection. The tip-shaped holes of the structure are pinning sites for the domain

wall by minimizing the domain-wall length and energy. Therefore the domain wall is conf ned in

a restoring potential.

The domain wall is excited by current pulses through the ferromagnetic structure. The current

density is 5·1011 A/m2. The current f ows directly through the structure in contrast to experiments

where an Oersted f eld of a strip line is used as a source for radio frequency f eld excitation.

Nonetheless, in the present experiments the main source of excitation is not spin-torque but the

current’s Oersted f eld. The exciting force is discussed in detail in Ref. [12]. The important point

for the present study is that a short magnetic f eld pulse in x-direction excites the domain-wall

oscillation. The f eld pulse has the same time structure as the current pulse.

Dynamic differential images are shown in Fig. 2(a) for different time steps. The f eld pulse

length was 1.1 ns. The white and black contrast indicates a motion of the domain wall. Fig. 2(b)

shows the progress of the maximal vertical def ection of the domain wall in y-direction for different

pulse lengths. The domain wall is def ected as long as the current pulse is applied and oscillates

around the def ected position. Afterwards the domain wall performs a free damped oscillation. To

extract the potential of the domain wall the free oscillation is f tted to

y(t) = Ae−Γ(t−t0) cos ω(t − t0) (21)

for the current pulses of 1.1 ns duration. The f t is shown in Fig. 2 as dashed green line. The

following parameters are obtained from the f t: the amplitude A = 125 nm, the damping constant

Γ = 554 MHz, the start time of the free oscillation t0 = 1.85 ns, and the free angular frequency

ω = 3.6 GHz. The free frequency f is 573 MHz and the damping time τd = (2Γ)−1 is 0.9 ns.

The resonance frequency is given by ωr =
√

ω2 + Γ2. This simple model is adequate as long as

the def ection of the domain wall is small and the restoring force is determined by a harmonic

potential. We will see that the harmonic part of the total potential is well described with these

parameters.

With Eq. (13) the entire time evolution of the domain-wall position can be f tted. The domain-

wall position is calculated by a time integration of Eq. (13) using the explicit Euler method [25].
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FIG. 2: (Color online) (a) Dynamic differential images for the inner section of the structure for different time

steps indicated by the lower left number in units of nanoseconds. The pulse length is 1.1 ns. (b) Progress

of the maximal vertical def ection of the domain wall (diamonds) for pulse lengths of 1.1 ns, 2.2 ns, and

3.3 ns. The curve offset for 2.2 ns (3.3 ns) is 150 nm (300 nm) for clarity. The black lines are guides to the

eye. The grey lines depict the time structure of the current pulses. The dashed green curve is a f t to the free

damped oscillation using Eq. (21) for a pulse width of 1.1 ns . The dotted blue and solid red lines are f ts to

the integration of Eq. 13 with a harmonic and a nonharmonic potential, respectively.
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FIG. 3: (Color online) Contrast along the y-direction of the section shown in the inset. The value is averaged

over 5 pixel along the x-direction. The red line is the wall angle θ f tted with Eq. (22).

Figure 2 shows f ts for a harmonic potential and for a nonharmonic potential with fourth-order

correction. One can see that the pure harmonic model can not describe the dynamics for increas-

ing pulse lengths. This is due to the change in frequency for higher def ections by a stronger

restoring force. The f t with the f rst nonharmonic correction is in good agreement with the ex-

perimental data. The f t parameter for the harmonic potential is µ0Hextλ = −6.0 · 10−11 Tm

an the f t parameters for the nonharmonic potential are µ0Hextλ = −7.5 · 10−11 Tm and

k2 = 4.5 · 10−4 (ns)−2(nm)−2. With this magnitude of the nonharmonic term the harmonic po-

tential holds well for def ections up to 70 nm. Therefore the frequency and the damping from the

harmonic f t hold true.

The domain-wall width λ = 23 nm, the domain-wall mass m = 7.6 · 10−23 kg, and the ex-

citing Oersted f eld µ0Hext = −3.3 mT are determined in Ref. [12]. The domain wall width was

determined by using the f eld dependent def ection of the domain wall. This determination used

the potential where we assumed α = 0.01. To avoid this assumption in the determination of the

damping parameter with Eq. (20) we use the direct imaging of the domain wall to get the wall

width. Figure 3 shows the change in contrast depending on the y-direction averaged over f ve

pixels in x-direction. The inset shows the analyzed area enclosed by yellow lines. The Néel wall

angle

θ = π − 2 arctan(e(y−Y )/λ) (22)

is f tted to the change in contrast. We obtain a wall width of λ = 22.1 nm. This value is in the

order of the resolution of the zone plates used in the experiments. By inserting the result for the

domain-wall width λ in Eq. (20) we obtain a value of α = 0.0066. For long domain walls, like the
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FIG. 4: (Color online) Trajectories in the phase space of position Y and out-of-plain angle φ of the domain

wall for a step like f eld (a) and f eld pulses of 1.1 ns (b), 2.2 ns (c), and 3.3 ns (d). Trajectories for the

harmonic and the nonharmonic potential are the dotted and the solid lines, respectively. The color scale

indicates the time after the pulse start. The black and blue circles depict the time when the magnetic f eld

has decreased to half of the amplitudefor the harmonic and nonharmonic potential, respectively. The insets

depict the pulse prof le for the f rst 10 ns.

one observed in the experiment, the width is not necessarily constant. Therefore the width does not

necessarily ref ect the width which has to be used to calculate the anisotropy. However the con-

tribution of 4A/λ2 in Eq. (20) is small compared the the factor µ0M
2
s . In addition we performed

ferromagnetic resonance measurements on permalloy f lms using a broadband ferromagnetic res-

onance setup [26] and obtain a damping parameter of α = 0.0064 in excellent agreement with

the above value determined independently via direct imaging of the domain-wall oscillation. The

values of the damping parameter α are also in good agreement with previous results [16–21].

A deeper insight in the domain-wall oscillation can be gained by visualizing the motion of the

domain wall in various phase spaces. With Eq. (5) we calculate the angle φ for our three pulse

lengths and for a step like function with the same slope as the f eld pulses in the experiment for

both the harmonic and the non-harmonic potential derived from the f t. The trajectory in the phase

space of the position y and the angle φ is plotted in Fig. 4. The time zero is set to the point where

the pulse starts. In the case of the step function (Fig. 4(a)) the domain wall oscillates to its new
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FIG. 5: (Color online) (a) Trajectory in phase space of angle φ and velocity v. (b)-(d) Trajectory in phase

space of position Y and velocity v. The trajectories in (a) and (b) are for the step like f eld (see Fig. 4(a)).

(c) and (d) also show the trajectories observed in the experiment for 1.1 ns and 3.3 ns long pulses. The lines

between the dots are guides to the eye. Trajectories for the harmonic and the nonharmonic potential are the

dotted and the solid lines, respectivley. Color scale is the same as in Fig. 4.

equilibrium position where the angle φ is zero again. For pulses the domain wall f rst oscillates

towards the new equilibrium position and then oscillates back to the old equilibrium position as

soon as the pulse is completed. This instantaneous reaction shows that the domain-wall mass is

not directly linked to the inertial mass of a classical particle. As the equations of motion for the

domain wall are differential equations of f rst order the initial velocity of the domain wall does

not determine the motion of the domain wall. After integration of these equations only the initial

position of the domain wall determines the temporal evolution.

One can see that the trajectory signif cantly differs due to the nonharmonic terms. Not only

the position of the domain wall changes but also the out-of-plane component, i.e. the angle φ, can

strongly differ as shown in Fig. 4(b). For a better understanding of this drastic change in φ it is

convenient to study different phase spaces depicted in Fig. 5 for the step-like f eld. Interestingly the

angle depends almost perfectly linear on the velocity with negative slope (see Fig. 5(a)) because
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FIG. 6: (Color online) Trajectories in phase space of position and energy for the step like f eld (a,b) and for
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(b,d) are plotted with (dotted line) and without (solid line) applied f eld. The circles depict the time when

the f eld has decreased to half of the amplitude. Color scale is the same as in Fig. 4. The insets depict the

pulse prof le for the f rst 10 ns.

the second term in Eq. (2) is orders of magnitude smaller than the f rst term. Then Eq. (2) simplif es

to ẏ = − λ
ατd

φ. Consequently the trajectory in the phase space of position and velocity is inverted

along the ordinate in comparison to the one in the phase space of position and angle (compare

Fig. 4(a) and Fig. 5(b)). For comparison Fig. 5(c) and (d) show the trajectories observed in the

experiment and calculated from the model for a 1.1 ns and a 3.3 ns f eld pulse.

Trajectories in phase space of position and energy are shown in Fig. 6. One can see that the

domain-wall energy oscillates with its characteristic damping to the equilibrium position of the

new potential well with lower potential energy due to the Zeeman contribution. For a pulse length

of 1.1 ns the situation differs as the external f eld disappears and the energy of the domain wall

returns to the original potential well. In the harmonic potential shown in Fig. 6(a) and (c) the

domain-wall energy raises to a high potential energy leading to a high kinetic energy in the follow-

ing. In the nonharmonic potential the domain wall is constrained sooner to the shifted equilibrium

position due to the stronger restoring force. Here the domain-wall energy is much smaller after the

pulse. Hence, the domain-wall velocity is smaller and consequently due to the linear dependencey
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its out-of-plane component.

V. CONCLUSION

We presented an analytical model which precisely describes oscillations of a magnetic domain

wall in a restoring potential. Nonharmonic terms are introduced to the pinning potential to take

deviations from the pure harmonic oscillator model into account. Time resolved X-ray microscopy

with high spatial resolution reveals that these nonharmonic terms are necessary to describe the

oscillations of a domain wall. Phase space diagrams illustrate the dynamics of the domain wall

and show that the behaviour of the domain wall is strongly affected by the nonharmonic pinning

potential. The damping parameter of permalloy has been determined by a direct imaging method

using the domain-wall oscillation and is in excellent agreement with ferromagnetic resonance

results determined for f lms.
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