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Abstract 

 

Optimizing Transport Phenomena in Electrolytic Cells   

 

by 
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Dr. Adam Z. Weber, Co-Chair 

Professor Alexis T. Bell, Co-Chair  

 

 

Electrolytic devices are energy-conversion technologies that can assist in decarbonizing essential 

industries that are hard to decarbonize. These systems use electricity to drive chemical 

transformations and generate valuable products, such as hydrogen gas. One promising device is a 

water electrolyzer that splits water into hydrogen and oxygen gases. These systems use membrane-

electrode assemblies (MEAs) that are comprised of an ion-conducting membrane as the solid 

electrolyte and catalyst layers (CLs) where the electrochemical reaction proceeds. Each of these 

MEA layers has its own set of design parameters and can influence the device’s performance. 

Specifically, the catalytic activity of the anode or oxygen-generating electrode of the MEA 

depends not only on the electrocatalyst, but also the reactant and product mass transport to/from 

the reaction sites. While one could increase performance via increasing catalyst loading, this is not 

cost-effective since in acid systems costly iridium oxide is the most common catalyst. Thus, to 

increase performance, we examine optimizing catalyst utilization via understanding multiphase 

and multiscale transport in the CL. Studying the multiscale transport helps determine how the 

reaction conditions in an MEA can dictate the performance of the catalyst and its surrounding 

microenvironment.  

This dissertation focuses on exploring and elucidating the transport phenomena in electrolytic cells 

to diagnose their inherent issues and develop pathways to ameliorate them. This dissertation starts 

by investigating liquid-fed systems in the first two chapters and the rest of the chapters explore 

vapor-phase conditions. Chapter 2 investigates the transport within the anode CL of a proton-

exchange-membrane water electrolyzer (PEMWE). The local transport within the anode CL 

depends strongly on its structure and how the species (i.e. water and oxygen) are transported 

throughout it. The structure of the CL depends on the catalyst ink from which it is formed. 

Correlating the ink properties, such as solvent ratio and aggregate size of the catalyst particles and 

ionomer, to the structure of the CL can help guide others in fabricating new CLs and elucidate how 

the physical structure changes the transport phenomena in porous electrodes. In Chapter 2, the 

large aggregates found in the alcohol-rich ink result in a denser CL (porosity = 20%, compared to 

a baseline porosity = 40%) and hence high mass-transport overpotentials, which govern cell 

performance. The best performing CL had double the porosity (40%), small aggregates (210 nm), 

and anisotropic tortuosity, in which the through-plane tortuosity was higher than in-plane. The 

structure plays a significant role in minimizing overpotentials.  
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In addition to the PEMWE device, other electrolyzer motifs are being explored to allow for a wider 

selection of catalysts and different operating strategies. Investigating different conditions, such as 

pH, can identify the differences in the kinetic mechanism of the oxygen evolution reaction and 

how species are transported throughout the cell. Chapter 3 uses a microkinetic model and 

experimental data to explore the kinetics of the oxygen-evolution reaction near the surface of the 

catalyst for three different pHs: 1, 9, and 13.  Chapter 3 introduces liquid electrolytes to achieve 

the desired conditions and investigates the performance of the system both in a rotating disk 

electrode (RDE) and in an MEA. From the RDE experiments, the kinetic data can be inputted into 

the model and can identify how the ion species are influenced by different current densities and 

pH values, and provide the behavior at the catalyst surface. The local transport results in very 

different pH conditions at the catalyst surface compared to the bulk, which greatly impacts the 

reactivity at near-neutral pHs.   MEA performance links these kinetic findings to relevant systems 

at high operating current densities (> 100 mA cm-2) and reveals even more challenges for these 

systems when investigating ion transport, particularly large concentration gradients must be 

overcome.  

Since the MEA systems are complex, balancing multiple species and phases, we can focus on a 

simpler system, where a single-phase water electrolysis can be examined. Chapter 4 explores 

vapor-fed PEMWEs through coupled experiments and mathematical modeling.  While the 

literature showed low activity for water-vapor PEMWEs, Chapter 4 shows the best performing 

vapor-fed system to date within the literature, achieving >100 mA cm-2 performance at < 1.7 V. 

However, this system exhibited major limitations due to membrane dehydration. Thus, the 

decreased membrane water content at higher current densities is exacerbated by lower local 

relative humidity, resulting in poor CL utilization. Water is not only essential for the oxygen-

evolution reaction, but also for ensuring good ion conductivity in the polymer electrolyte. 

Finally, the last two chapters of this dissertation connect the findings of Chapter 4 to specific 

applications. Chapter 5 explores water-vapor-fed PEM unitized regenerative fuel cells 

(PEMURFCs). Vapor-phase operation simplifies the physics of the system, as shown in Chapter 

4, and Chapter 5 explores the impact of different PEMs, feed gases, and relative humidity on URFC 

performance and durability. By tailoring operating conditions and membrane chemistry, the vapor-

URFC achieves a roundtrip efficiency of 42% and a lifetime of 50,000 accelerated-stress-test 

cycles for fully humidified feeds. Chapter 6 builds on the simple vapor-fed PEMWE in Chapter 4 

and introduces another reaction: methane partial oxidation. Using an electrolytic device for 

electrochemical synthesis directly can revolutionize and decarbonize the way chemical products 

are synthesized. However, there are significant challenges to overcome, including an 

electrocatalyst with high conversion and selectivity, high efficiency, and sufficient transport of the 

multiple reactants and products. This chapter explores the literature, the current status of the field, 

and recommendations for designing these systems for methane partial oxidation. Unfortunately, 

using the vapor-fed MEA and the promising catalysts, no methanol was found in the system and 

more work needs to be done within the electrocatalysis space.  

In summary, electrolytic devices can be engineered better by modulating the transport of the 

reactants, products, and ion species to and from the reaction site. This dissertation uses experiments 

and simulations to explore species transport within various electrolytic devices at different length 

scales. The results provide guidelines and identify open questions to improve these devices and 

determine how to start using them for other electrochemical-conversion systems.  



i 

 

To my parents – for supporting me in all of my crazy adventures and being my best cheerleaders. 

Thank you for all of your support. 

  



ii 

 

Contents 

List of Figures ................................................................................................................................. v 

List of Tables .................................................................................................................................. x 

Acknowledgements ........................................................................................................................ xi 

1. Introduction ............................................................................................................................. 1 

1.1 Motivation for Energy Conversion Devices .................................................................... 1 

1.2 Summary of Electrochemical Hydrogen Production Devices.......................................... 2 

1.3 Literature on Membrane Electrode Assemblies ............................................................... 5 

1.4 Scope of Dissertation ....................................................................................................... 6 

2. Linking Catalyst-Layer Structure – From Inks to Performance for Water-Electrolysis ......... 8 

2.1 Abstract ............................................................................................................................ 8 

2.2 Introduction ...................................................................................................................... 9 

2.3 Methods .......................................................................................................................... 11 

2.3.1 Catalyst-Ink Preparation and Characterization ....................................................... 11 

2.3.2 Catalyst-Coated-Membrane Fabrication ................................................................. 12 

2.3.3 Cell Assembly and Testing ..................................................................................... 13 

2.3.4 Applied-Voltage Breakdown .................................................................................. 13 

2.3.5 Catalyst-Layer Characterization ............................................................................. 14 

2.4 Results & Discussion ..................................................................................................... 15 

2.4.1 Catalyst-Ink Behavior ............................................................................................. 15 

2.4.2 Catalyst-Layer Performance ................................................................................... 16 

2.4.3 Linking Structure to Performance ........................................................................... 19 

2.5 Conclusions .................................................................................................................... 23 

2.6 Supplemental Information .............................................................................................. 24 

3. The Impact of Species Transport in Near-Neutral and Hydroxide Exchange Water 

Electrolysis† .......................................................................................................................... 25 

3.1 Abstract .......................................................................................................................... 25 

3.2 Introduction .................................................................................................................... 26 

Theoretical ................................................................................................................................ 29 

3.2.1 Microkinetics .......................................................................................................... 29 

3.2.2 Transport Model...................................................................................................... 31 



iii 

 

3.3 Experimental .................................................................................................................. 32 

3.3.1 Cell Materials and Electrolyte Solutions ................................................................ 32 

3.3.2 Cell Preparation ...................................................................................................... 33 

3.3.3 Cell Testing ............................................................................................................. 33 

3.4 Results and Discussion ................................................................................................... 34 

3.4.1 OER at various pHs ................................................................................................ 34 

3.4.2 Microkinetic Analysis of the OER .......................................................................... 37 

3.4.3 Full-Cell Operation at Near-Neutral to Alkaline Conditions .................................. 39 

3.5 Summary ........................................................................................................................ 44 

Supplemental Information ........................................................................................................ 45 

4. The Role of Water in Vapor-fed Proton-Exchange-Membrane Electrolysis†....................... 50 

4.1 Abstract .......................................................................................................................... 50 

4.2 Introduction .................................................................................................................... 51 

4.3 Experimental .................................................................................................................. 52 

4.3.1 Membrane-Electrode-Assembly Fabrication .......................................................... 52 

4.3.2 Test Protocol ........................................................................................................... 53 

4.4 Mathematical Model ...................................................................................................... 54 

4.5 Theory: Role of Water.................................................................................................... 55 

4.6 Results and Discussion ................................................................................................... 57 

4.6.1 Vapor-Fed Electrolyzer Performance ..................................................................... 57 

4.6.2 Effects of difference in the RH of the anode and cathode feeds ............................. 61 

4.7 Summary ........................................................................................................................ 66 

4.8 Supplemental Information .............................................................................................. 67 

4.8.1 Model Development................................................................................................ 67 

4.8.2 Characteristic Properties within Each Domain ....................................................... 71 

4.8.3 Applied-Voltage Breakdowns ................................................................................. 74 

5. Performance and Durability of Proton-Exchange Membrane Vapor-Fed Unitized 

Regenerative Fuel Cells† ....................................................................................................... 76 

5.1 Abstract .......................................................................................................................... 76 

5.2 Introduction .................................................................................................................... 77 

5.3 Methods .......................................................................................................................... 79 

5.3.1 Catalyst-Coated-Membrane Fabrication ................................................................. 79 

5.3.2 Cell Assembly ......................................................................................................... 80 



iv 

 

5.3.3 Cell Testing ............................................................................................................. 81 

5.4 Results and Discussion ................................................................................................... 82 

5.4.1 Liquid-Water vs. Water-Vapor Performance .......................................................... 82 

5.4.2 Membrane comparison (1100 vs. 980 vs. 870) ....................................................... 83 

5.4.3 Relative-Humidity Experiments ............................................................................. 84 

5.4.4 Durability ................................................................................................................ 86 

5.4.5 Impact of oxygen carrier gas ................................................................................... 87 

5.5 Summary ........................................................................................................................ 88 

5.6 Supplemental Information .............................................................................................. 89 

5.6.1 Round-Trip-Efficiency (RTE) Calculation ............................................................. 89 

5.6.2 Relative-Humidity Calculation ............................................................................... 90 

6. Electrochemical Oxidation of Methane to Methanol in Membrane Electrode Assemblies† 92 

6.1 Abstract .......................................................................................................................... 92 

6.2 Introduction .................................................................................................................... 93 

6.3 Evaluation of Cell Performance ..................................................................................... 97 

6.4 Literature on Electrochemical Methane-to-Methanol Conversion Devices. ................ 101 

6.5 Current Status and Recommendations on Electrocatalysts .......................................... 104 

6.6 Experimental Efforts in a PEM MEA .......................................................................... 107 

6.6.1 Catalyst Screening and Membrane-Electrode-Assembly Testing ........................ 107 

6.6.2 Methanol Crossover through the Membrane ........................................................ 110 

6.7 Summary and Conclusions ........................................................................................... 112 

7. Summary & Outlook ........................................................................................................... 113 

7.1 Future Directions .......................................................................................................... 114 

8. Nomenclature ...................................................................................................................... 117 

9. References ........................................................................................................................... 121 

 



v 

 

List of Figures 

Figure 1.1: A schematic showing Hydrogen at scale (H2@Scale) showing the various sectors 

hydrogen is used in. Figure modified from Pivovar et al 2018 Electrochem. Soc. Interface 

27 47,14 ................................................................................................................................ 2 

Figure 1.2: Schematics of the three main types of low-temperature electrolyzers, liquid alkaline 

electrolysis, proton exchange membrane electrolysis, and hydroxide exchange membrane 

electrolysis and the corresponding reactions. ..................................................................... 3 

Figure 1.3:Membrane electrode assembly of a PEMWE, with each corresponding part blown up 

and zoomed in to show the components and morphology of the anode catalyst layer, porous 

transport layer, gas diffusion layer, the membrane chemistry, and the cathode catalyst layer.

............................................................................................................................................. 4 

Figure 2.1: Schematic showing the catalyst ink to catalyst layer and the unknown relationship on 

performance and structure. ................................................................................................ 10 

Figure 2.2: Average aggregate size of iridium oxide particles in catalyst inks measured by DLS for 

different solvent ratios (percent volume). All of the inks were held at a constant weight- 

percent-solids of 0.16%. ................................................................................................... 15 

Figure 2.3: (a) polarization curves of the three different MEAs tested and the applied voltage 

breakdown of each. The (b) kinetic, (c) ohmic, and (d) mass transport overpotentials are 

compared for the three MEAs. For all three of these tests, a Nafion 117 membrane was 

used and the catalyst loading for the iridium oxide side was 0.35 ± 0.0023 mg cm-2 and the 

platinum loading was 0.1 ± 0.023 mg cm-2 ....................................................................... 17 

Figure 2.4: Characterization of the different anode Cls (aCL), 2:1:1 (a,d,g), 1:1 (b,e,h), and 3:1 

(c,f,i). (a-c) FIB-SEM images of the cross section of each CL; (d-f) FIB-SEM 

reconstructions of the slide of the images shown in (a-c); (g-i) pore-size distribution of each 

of the CLs calculated using the reconstruction. ................................................................ 19 

Figure 2.5: Through-plane porosity for the three CLs determined from FIB-SEM images. ........ 20 

Figure 2.6: The relationship between mass transport overpotential and porosity/tortuosity for the 

three different CLs; the through-plane tortuosity is used here. ........................................ 21 

Figure S2.1: Histograms for the five repetitions for the four different inks (n-propanol: water: 

ethanol) (a) 2:1:1, (b) 1:1:0, (c) 3:1:1, and (d) 0:1:3. The peaks of the histograms do not 

change over the course of the measurements (from the first set of data to the fifth) showing 

stability in the ink.............................................................................................................. 24 

Figure S2.2: FIB-SEM of CCMs revealing catalyst layer cross section. Image on the left shows 

the milled trench and image on the right shows the magnified cross section. .................. 24 

Figure 3.1: A schematic showing the catalyst and the active species for the various pH conditions 

(counterions are ignored). The surface state of the catalyst is determined by DFT and then 

is fed into the microkinetics, qualitatively depicted here. The preexponential factor and 

activation energy was calculated based on theory and experimental data.114 ................... 28 

Figure 3.2: Conductivities of SELs used for KOH and K2CO3 in addition to others used in 

Kiessling et al.35 ................................................................................................................ 33 



vi 

 

Figure 3.3: Linear-sweep voltammograms shown for (a) acidic pH (1 thru 5), (b) neutral to near 

neutral pH (6 thru 10), and (c) alkaline pH (11 thru 13). The most acidic and alkaline pH's, 

1 and 13, respectively, and pH 9 are shown in comparison (d) and are investigated as 

representative cases in the modeling sections throughout this chapter. ............................ 35 

Figure 3.4: Oxygen-evolution overpotential as a function of bulk pH, for iridium oxide 

nanoparticles from experiments (circles) and simulations (squares). The potentials were 

reported at current densities of (a) 2 mA cm-2 and (b) 12 mA cm-2. The current densities 

were reported at corresponding voltages of (c) 1.5 V and (d) 1.65 V. The pH’s used in the 

simulation are pH 0, 2, 9, and 13. The red star indicates the pH at the surface of the 

electrode, 2.34, determined by the transport model with a bulk pH of 9.......................... 36 

Figure 3.5 (a) the local pH as a function of current density for pH 0, 9 and 13. (b) The local proton 

concentration as a function of distance from the electrode at pH 9. ................................. 37 

Figure 3.6: The percent change in current density relative to that of the perturbation (0.1% change 

of the forward rate coefficient) on each of the eight forward rate coefficients at different 

applied potentials, 1.5 to 2 V, for a) pH 0, b) pH 9, and c) pH 13. 100% change represents 

that the overall current density (rate) changed by the same amount as that of the 0.1% 

perturbation. d) Surface coverage from 1.3 to 2.0 V vs RHE for all pHs......................... 38 

Figure 3.7: HEMWE sketch; Abbreviations: PTL – porous transport layer, CL – catalyst layer, 

HEM – hydroxide exchange membrane, anolyte – anodic supporting electrolyte. OER is 

performed in the anode CL and HER in the cathode CL. ................................................. 39 

Figure 3.8: Polarization curves showing kinetic (inset, Tafel plot) and ohmic regions for DIW and 

KOH anolyte feeds. Current density range of DIW was limited so as to try and suppress 

HEM degradation. ............................................................................................................. 40 

Figure 3.9: (a) Polarization curve showing the kinetic (inset, Tafel plot) and ohmic regions and (b) 

HFR resistances; for carbonate and hydroxide solutions. Numbers in brackets indicate the 

order in which the experiments were conducted consecutively, * denotes similar 

conductivities and § denotes similar pH at 60°C. ............................................................. 41 

Figure 3.10: Qualitative concentration profiles of carbonates and hydroxides within the HEM 

anode catalyst layer. .......................................................................................................... 43 

Figure S3.1: a) Model geometry for the transport equations b) Surface species concentration for 

the total flux of protons at the disk. .................................................................................. 45 

Figure S3.2: The impact of current density and boundary-layer thickness on local pH at (a) pH 

change for 500μm boundary layer thickness for pH 0 and pH 13 and (b) pH 9 for varying 

boundary-layer thicknesses ............................................................................................... 46 

Figure S3.3: 3D plots for each individual rate of reaction (r1 – r8) ............................................... 47 

Figure S3.4: Extent of reaction for pH 0, 9, and 13. ..................................................................... 48 

Figure S3.5: Tafel slopes for (a) pH = 0 (b) pH =9 (c) pH = 13. Dashed lines are experimental 

values, solid lines are the microkinetic model. The change in slope for the experimental 

data and large mismatch at lower current densities is due to capacitance effects that are not 

considered in the microkinetics. ....................................................................................... 48 



vii 

 

Figure S3.6: Cyclic voltammograms for iridium oxide at (a) pH 1-5, (b) pH 6-10, and (c) pH 11-

13....................................................................................................................................... 49 

Figure S3.7: HFR and polarization curves for DIW and KOH anolytes at 60 oC. 1.0 M KOH was 

flown first, followed by DIW, then KOH again. .............................................................. 49 

Figure 4.1: Cell schematic of the vapor electrolyzer MEA .......................................................... 51 

Figure 4.2: a) The nondimensionalized limiting current density as a function of β, the net water 

flux in the membrane normalized by the proton flux b) The current density for β=0 as a 

function of temperature assuming 98% RH in the anode gas channel. ............................ 56 

Figure 4.3: Electrolysis at (a) 30°C, blue, (b) 80°C, red, and (c) the iR corrected curves for 80°C 

for both liquid-fed (circles) and vapor-fed (squares) cells. Operating conditions: Nafion 

117 membrane; 1 mg cm-2 iridium loading on anode, and 0.3 mg cm-2 Pt from Pt/C on 

cathode, and vapor feed at 98% RH on both sides flowing at 200 mL min-1. .................. 57 

Figure 4.4: a) Model fit of the vapor-fed MEA operating at 98% RH system at 80°C with the HFR 

data corresponding to the experiments (circles, right axis) and b) AVB for this system c) 

RH (green) and water content (purple), defined as moles of water per mole sulfonic acid 

site, throughout the cell at 150 mA cm-2 (dashed) and 680 mA cm-2 (solid). ................... 58 

Figure 4.5: Temperature distribution within the membrane electrode assembly at two different 

current densities. ............................................................................................................... 59 

Figure 4.6: (a) Difference in cell potential when the carrier gas is changed from helium (2 g/mol) 

to argon (MW = 40 g/mol), so a negative change is potential is a lower overpotential. The 

square points show experimental measurements and the solid line shows the predictions of 

the model (left axis). The difference in membrane water content, λ, is shown on the right 

axis for Nafion 117, where the increasing trend shows a higher λ in helium with increasing 

current density. (b) Electrolyzer performance for Nafion 117 (183 μm) vs. Nafion 211 (25 

μm). Experiments were carried out at 80 °C with an iridium loading 1 mg cm-2 on the anode 

and a Pt from Pt/C loading of 0.3 mg cm-2 on the cathode. The anode and cathode feed flow 

rate were 200 mL min-1 and the RH was 98% for both feeds. .......................................... 60 

Figure 4.7: Polarization curves at various RH for vapor electrolysis from 98% RH (dark blue), 

50% RH (blue), and 30% RH (light blue). Points are experimental data; solid lines are from 

the model. Vapor electrolyzer experiments and model were ran and simulated at 80 °C, 

with Nafion 117 membrane; the anode had 1 mg cm-2 iridium loading, the cathode had 0.3 

mg Pt cm-2 using Pt/C loading. ......................................................................................... 61 

Figure 4.8: Vapor electrolysis tested at two different conditions. Wet and cold test of 98% RH at 

30°C (blue) and hot and dry test of 30% RH at 80°C ....................................................... 62 

Figure 4.9: a) AVBs at a constant current density of 150 mA cm-2 shown as a function of humidity. 

b) Percent contribution to the total cell voltage, simulated at 80°C. ................................ 63 

Figure 4.10:a) Reaction distributions, b) water content and c) overpotential for varying RH 

conditions within the nondimensionalized anode catalyst layer at 150 mA cm-2. ............ 64 

Figure 4.11: a) Polarization curves for asymmetric study (triangles and circles) and the average 

cell RH humidity symmetric study (squares) for comparison. The cathode (circles) and 

anode (triangles) had the inlet RH of 30% while the other electrode was kept at 98% b) 



viii 

 

Values of β as a function of current density for each of the three cases calculated using the 

model of a vapor-fed electrolyzer. .................................................................................... 65 

Figure 5.1: (a) Vapor-URFC schematic for constant-gas mode. (b) a cross section of the MEA used 

in the vapor-URFC. The water shown entering in the oxygen electrode is vapor phase and 

a hydrogen inlet is not needed for HER but could be fed in. ............................................ 78 

Figure 5.2: Vapor WE performance is compromised relative to the liquid WE due to greater ohmic 

losses. The left axis corresponds to WE performance, and the right axis shows the WE 

HFR. .................................................................................................................................. 82 

Figure 5.3. (a) Polarization curves during both FC (solid) and WE (dashed) operation for MEAs 

using the three membranes tested (Solvay is the same as Aquivion). (b) RTE for MEAs 

using the three membranes tested. (c) HFR during WE operation for the MEAs using the 

three membranes. .............................................................................................................. 84 

Figure 5.4: a) Nafion™ 1100 WE performance between 81 to 122% RH, with a significant 

decrease at 52% RH. b) RTE for the different RH feeds. ................................................. 85 

Figure 5.5: AST cycles and performance compared to beginning of life (BOT) for the vapor-URFC 

at (a) 100% RH and (b) 75% RH. ..................................................................................... 86 

Figure 5.6: The electrolyzer polarization curve and RTEs for vapor-URFC with a) nitrogen and air 

at the oxygen electrode and b) carbon dioxide and nitrogen. The FC performance remains 

the same for these tests. .................................................................................................... 87 

Figure S5.1: Voltage-loss breakdown in FC operation for the beginning of test (BOT, squares), 

middle of test (MOT, triangles) and end of test (EOT, circles). The polarization curves are 

shown in a. The overpotentials are shown for (b) kinetics, (c) ohmic, and (d) mass transport.

........................................................................................................................................... 90 

Figure S5.2: Applied-voltage breakdown in WE operation for the beginning of test (BOT, squares), 

middle of test (MOT, triangles) and end of test (EOT, circles). The polarization curves are 

shown in (a). The overpotentials are shown for (b) kinetics, (c) ohmic, and (d) mass 

transport. ........................................................................................................................... 91 

Figure 6.1: a) Half-cell set ups for three-electrode and gas diffusion electrode aqueous test cells. 

b) The testing MEA cell and in the insets, the vapor membrane electrode assembly and the 

exchange membrane electrode assembly. The desired and potential reactions are shown 

below for the PEM and HEM cases. ................................................................................. 95 

Figure 6.2: a) Gas and ion flows through the PEM MEA during electrolytic operation. b) Fluxes 

of each individual reactant and product and additional transport mechanisms. ............... 98 

Figure 6.3: Distribution of overpotentials within the MEA vs. current density for an electrolytic 

cell. The three main components are ohmic losses, mass transport losses, and kinetic losses. 

Thermodynamic potential is the minimum free energy required to drive the reaction. 

(Adapted from Ref.145). ..................................................................................................... 99 

Figure 6.4: Free energies of various metal oxides for the third step in the water oxidation process 

and methane activation step. The steps for oxygen evolution and methane activation are 

shown below. Data from Ref. 213. ................................................................................... 105 



ix 

 

Figure 6.5: Testing Parameters: Flow rate: 200 ccm both sides, electrochemical test sweeping the 

voltage from 1.5 V – 2.0 V, at 2 min holds.  Electrode Properties: Anode: Iridium Oxide 

(1 mg cm−), CH4 or Ar with water vapor, Ti GDL. Cathode: Pt (0.3 mg cm-2), 2% H2 in 

Ar with water vapor, carbon GDL. Membrane: boiled Nafion, 183 mm dry. ................ 108 

Figure 6.6: Polarization curves for the various catalysts up to (a) 1200 mA cm− and (b) a magnified 

portion of a, only going up to 18 mA cm-2 from 0 to 2 V. Each of these membrane electrode 

assemblies were coated with the catalyst with a target loading of 1 mg cm− on a boiled 

Nafion 117 membrane. Pt/C at 0.3 mg cm− was the cathode. ........................................ 110 

Figure 6.7: Schematic of the flux of methanol (NMeOH ) and water (NH2O ) when fed into the anode 

compartment. Argon was the carrier gas; 4% methanol vapor was fed in and the stream 

was saturated with water vapor at 100% RH at 80 °C. ................................................... 111 

 

  



x 

 

List of Tables 

Table 2.1: Catalyst-ink recipes and their constituent components. .............................................. 11 

Table 2.2: The loadings of each anode catalyst layer for the different ink formulations. ............ 12 

Table 2.3: The three different MEAs, 2:1:1, 1:1:0, and 3:1:0 and their structural properties from 

the FIB-SEM reconstruction and analysis. *Pore size distributions are shown in detail in 

Figure 2.4g-i. ..................................................................................................................... 20 

Table 3.1: The mechanism step and the net reaction rate for all eight steps. Acidic steps shown by 

reactions 1 thru 4 (eqns. 3.7 thru 3.10) and alkaline steps shown by reactions 5 thru 8 (eqns. 

3.11 thru 3.14). .................................................................................................................. 30 

Table 3.2: Transport Governing Equations ................................................................................... 31 

Table 3.3: Boundary Conditions for the RDE Model ................................................................... 32 

Table 4.1:Catalyst Ink Recipes for the cathode and the anode inks. ............................................ 53 

Table S4.1: Governing equations for the electrolyzer model. ...................................................... 67 

Table S4.2: Source Terms for heat balance equations. ................................................................. 68 

Table S4.3: Source terms for conservation of chemical species. .................................................. 69 

Table S4.4: Boundary conditions for each variable. ..................................................................... 70 

Table S4.5: Characteristic properties of the subdomains.............................................................. 71 

Table S4.6: Binary diffusion coefficients for gas species (Pa cm2 s-1 ). Coefficients are taken from 

correlations in, Bird, Stewart, and Lightfoot, chapter 17. ................................................. 72 

Table S4.7: Thermodynamic and transport properties for the components of the gas. ................ 73 

Table S4.8: Relevant properties for the kinetic parameters for oxygen and hydrogen evolution. 73 

Table S4.9: Ionomer and membrane properties relevant for ion and water transport. ................. 74 

Table S4.10: Applied voltage breakdown equations. ................................................................... 75 

Table 5.1: The catalyst recipe for the hydrogen electrode and oxygen electrode. ........................ 80 

Table 5.2: The equivalent weight, cell RTE (%), and HFR [Ω cm2] for all three membranes at 1 A 

cm-2 ................................................................................................................................... 83 

Table 6.1: Low Temperature Electrochemical Methane Oxidation, experimental findings. Energy 

efficiency and voltage efficiency was not reported for any of the following experimental 

results. ............................................................................................................................. 103 

Table 6.2: The electrocatalysts tested for methane partial oxidation at > 1.5V.......................... 109 

 

 



xi 

 

Acknowledgements 

Many people helped me finish this dissertation. Some have no idea how much of an impact they 

had on me, others saw me day in and day out, through the tears, the late-night runs to check on my 

experiment so I wouldn’t blow up the lab, etc. To all those who have touched my journey, thank 

you so much for the help, advice, support, and cheerleading I needed to get here. So many people 

say it takes a village to accomplish something this big – so thank you to this village.  

I first want to thank my advisers, Alex Bell and Adam Weber. Alex, thank you for challenging me, 

supporting me, and assisting me in my research endeavors. Adam, thank you for seven long years 

of support, laughs, eye rolls, and advice. I appreciate you listening to all my feedback and 

complaints, gaining insight on science I have yet to consider, and being a champion and 

cheerleader throughout it all. I appreciate your constant reminders that science is hard, and failure 

is normal, and even if the science fails, I am not a failure. With that, thank you so much for all 

your support over the years.  

Additionally, I need to thank my unofficial adviser, mentor, and friend, Nem Danilovic. Thank 

you for teaching me everything I know about electrolysis, and then some; thank you for being a 

role model on how to be a mentor, and thank you for sharing your own experience. From your 

example, I have been able to learn how to manage up, manage better, and take ownership of the 

work I have done. Also, thank you so much for giving me the dog time I always need, I will miss 

my walks with Haven (or lack thereof). 

I want to thank my past mentors, Yvette Moore, David Sanchez, Daniel Armenios, Meagan 

Mauter, Sneha Shanbhag, Julie Albert, and Jan Genzer. You all gave me the foundation to believe 

in myself, remember my worth was not in my work, and be my cheerleaders through this all. While 

time and distance have prevented reunions, I appreciate the emails, the updates, and the support.  

To the Energy Conversion Group, thank you for being such amazing lab mates. I am so lucky I 

got to spend the last five years (and then some) with such inspiring people. Each and every one of 

you who has passed through the ECG group made this Ph.D. enjoyable and worthwhile – while I 

didn’t list everyone here, I truly am grateful for every iteration of this group during my time here.  

Specific thanks include: Pete Dudenas, Ahmet Kusoglu, Andy Crothers, Meron Tesfaye, Kelsey 

Hatzell, and Iryna Zenyuk, I met you all as a SULI and am so grateful to have gotten some more 

time with you during my Ph.D. Thank you for all the help, guidance, and confidence. Philomena 

Weng, you have been such a source of patience, light, and guidance. Thank you for answering my 

questions, hearing me vent, and just being an amazing person (and all the cat time). Xiong Peng, 

Zac Taie, Yagya Regmi, and Mike Gerhardt, thank you so much for being amazing friends, role 

models, and colleagues. Yagya and Mike – if it were not for you two, I would have never finished 

my first paper or understood the Office Space reference without you – I’m excited to cross paths 

in Europe soon. To the friends I made first over zoom, Arthur Dizon, Andrew Tricker, Jason Lee, 

and Hailey Boyer – I am glad it has moved past zoom and I am so glad to have you all as dear 

friends. And to the people who have been with me through it all: Claire Arthurs, Grace Lau, Oyin 

Romiluyi, Doug Kushner, words cannot describe how much fun I have had with you all and how 

much you helped me get to this point. Doug – you taught me everything I know I know about test 

stands and Swageloks, and while I wish I only had to build a lab once in my Ph.D., I am glad you 

were there to commiserate with both times. And last but certainly not least are Johnny Petrovick, 



xii 

 

Sarah Berlinger, and Anamika Chowdhury – my confidants, my pep squad, and my lifelong friends 

– I couldn’t have imagined my Ph.D. without you. From delicious baked goods, to arguing about 

whether they should be eaten in mugs, and the countless reminders to relax, I am so grateful to 

have you all as my friends.  

I want to thank my amazing undergraduates, Ashley Werre, Maria Rochow, Samay Garg, and 

Elizabeth Greenberg. You all made this experience exciting, fun, and meaningful. You all taught 

me more than I ever could teach you and then some – I cannot wait to see the amazing things you 

all accomplish. 

I want to thank the organizations that I was a part of during my time at Berkeley: Community 

Resources for Science, Berkeley Science Review, Science at Cal, ComSciCon, Expanding Your 

Horizons, Skype a Scientist, Joint Undertaking for an African Materials Institute, Women 

Supporting Women in Science, and Chemical Engineering Graduate Advisory Committee. Thank 

you for the community, the space to learn how to communicate my science better, and to find ways 

to make an impact locally and globally.  

I would not have been able to survive this experience if it were not for the local friends who helped 

me forget my failing experiments, helped me finish problem sets, hiked with me (begrudgingly), 

drank margaritas with me (less begrudgingly), and gave me hugs on the bad days. I have to thank 

the San Pablo House – David Brown, Sarah Yang, Kara Fong, Nat Goh, and Wyatt Ochs– living 

with you for three years and quarantining together was a blast and I am grateful to have shared this 

time with you. Let’s find time to watch West World season 4 from our new adventures together. 

Lorena Grundy, Elyse Kedzie, Jade Fostvedt – I am so grateful for your friendship and the 

memories we share and I am glad Berkeley brought us together. To those in the department, past 

and present, particularly, Angelo Bonzanini, Bridgette Lafaye, Jeremy Adams, Ana Carneiro, Julie 

Rorrer, Kyle Diederichsen, Natalie Lefton, Branden Leonhardt, Paul Kim, Helen Bergstrom, and 

many others – thank you for the advice, the fun times, and the interesting conversations. And to 

the friends not in my Ph.D. program – Jen Braschakyo, Natalie Dall, Kayee So, Josh Su, and 

Shavonne Stanek – you all have been a source of inspiration, balance, and fun. Thank you for 

putting up with my crazy camping ideas, hikes that are far too long, and the climbing sends.  

I also have to thank the friends who were not physically here day in and day out but were a source 

of support throughout this all: Hannah Dominiak, Peter Larson, Jon Dietz, Alvaro Castelan, Ashley 

Robbins Irwin, Emily Klonicki-Ference, Chris Ference, Zach Margolies, Macy Yu, Cam Beichner, 

Paige Lumley Beichner, Caren Dieglio Stokes, Kim Sklener Lynch, Sarah Trossman Jacobs, 

Melissa Smith, Erin Sarosi, Maya McKeown, Kimmai Tran, and Jennifer Wenker. You all cheered 

me on, reminded me to be proud of my accomplishments, and loved me regardless of a successful 

experiment. I am so grateful for your friendship and with friends like these – who doesn’t feel 

loved.  

I truly would not be here without my family – Mom, Dad, Nick, Luke, Steph, Mila, (lil) Luke, 

Uncle Hank, Aunt Wendy, Uncle Slugger, Nana, Papa, Grandma, and the rest of the family (and 

dogs of the households)– thank you for your support and your love. Your patience and 

understanding for being so far away has meant the world to me. Thanks for letting me (attempt) to 

teach you what I do and learning to ask me how lab is instead of school. I want to thank my partner, 

Ryan. I am lucky to have found you in time to be quarantined together for two years. Your never-



xiii 

 

ending support and love have made the last part of my Ph.D. all that much easier and I promise to 

repay you for all the meals you made me, someday. Thank you for always reminding me to take it 

easy, take care of myself, enjoy the present moment, and celebrate the small accomplishments.  

Additionally, I need to acknowledge the 500+ miles I have hiked in my Ph.D. Nature is a powerful 

therapy and the sense of awe I felt after every hike always kept things into perspective. The beauty 

of California helped motivate me to continue my research, gave me much needed breaks and 

perspective during the last five years, and provided time with great friends and family, even if I 

somehow always choose the steepest, hilliest hike of them all.  

Last but not least, this work would not have been able to be conducted if it weren’t for the following 

funding: Shell’s New Energies Research and Technology (NERT) and the Energy & Biosciences 

Institute through the EBI-Shell Program, HydroGen Energy Materials Network, H2New 

Consortium and the Department of Energy – Office of Energy Efficiency and Renewable Energy 

– Hydrogen and Fuel Cell Technologies Office (DOE-EERE-HFTO) for funding under Contract 

Number DE-AC02-05CH11231. All of these funding sources came with collaborators who I have 

learned a lot from and am happy to have engaged with over my time at Berkeley. I would like to 

acknowledge support from the Graduate Research Fellowship program by the National Science 

Foundation under Grant No. DGE 1752814. Lastly, I would like to acknowledge that Lawrence 

Berkeley Laboratory operates on Huichin, the unceded lands of the Ohlone people. 

  

 

 

 

 



1 

 

1. Introduction  

 

1.1 Motivation for Energy Conversion Devices  

A zero or negative carbon future requires a diverse set of renewable and sustainable resources.1,2 

No single technology can solve the climate crisis but a portfolio of technologies to generate, store, 

and convert green electricity can help. 

Technologies such as solar cells or wind turbines can generate electricity without emitting any 

greenhouse gases.3–6 These technologies have decreased in price dramatically but are still burdened 

with two major issues: intermittency and location dependence.1,2,6 If there is no sun or wind, 

whether seasonally or daily, the electricity will not be generated. There are other options, such as 

hydropower and nuclear, but both come with their own obstacles.2  

Storing electricity is a research area that is vital for a zero or negative carbon future. Typical 

storage of electricity uses batteries, typically lithium-ion batteries.7 These devices are abundant in 

our everyday life, from the phone we use to the computer used to write this dissertation to electric 

vehicles. However, they can only store electricity for so long, on average 4-6 hours, and become 

increasingly expensive as they get larger since they cannot separate energy and power.8 

Additionally, the need for lithium and cobalt is another obstacle in sourcing these materials 

sustainably and ethically. Another option is using chemical energy to convert chemicals to 

electricity, especially for larger or longer capacities.  

Chemical conversion, and specifically electrochemical energy conversion, provides ample 

benefits, such as modularity and on-demand power.9 Fuel cells and redox flow batteries are two 

ways to use electrochemical energy conversion and storage.10–12 While these devices are not fully 

commercialized like the gas engine or a lithium-ion battery, their costs are feasible within a few 

industries and with ongoing research, the cost can continue to decrease. Additionally, they have 

the advantage to decouple energy and power. An issue with these devices, particularly with fuel 

cells, is they depend on hydrogen gas for the feedstock.  

Hydrogen gas is typically made via steam-methane reforming, where methane is heated to high 

temperatures and reacts with steam to form hydrogen and carbon dioxide.13–15 The dependence of 

such hydrogen gas production on natural gas is huge. While fuel cells are known to be “emission-

free” systems, the upstream process of making hydrogen is polluting, releasing greenhouse gases 

in the process. Steam-methane reforming generates a lot of carbon dioxide, and the natural gas 

pipelines lead to issues like leaks to the environment and flaring of methane.13,14 If there is a future 

in using hydrogen gas as a carbon-free energy storage and conversion medium, different 

technologies need to be used to make it.  

Luckily, hydrogen (H) is the most abundant element in the universe. Unfortunately, hydrogen gas 

(H2) needs to be created, bonding two hydrogen atoms together. Hydrogen gas is an essential 

component in many different industries, as shown in Figure 1.1.14–21 Decarbonizing hydrogen gas 

production can make a huge difference in hard-to-decarbonize sectors, such as plastics, fertilizer, 

and other areas.  
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Within this dissertation, the electrochemical production of hydrogen gas is explored in electrolytic 

devices. Experiments and simulations were conducted to explore various transport phenomena 

within these devices. The transport of water, oxygen, and ions becomes vitally important for the 

performance and durability of these cells and is explored within this dissertation. Additionally, 

these electrolytic devices could be used for different technologies, such as the electrochemical 

conversion of more complex reactions. Applications of these devices for the exploration of novel 

and impactful decarbonization are explained in this dissertation.  

 

 

Figure 1.1: A schematic showing Hydrogen at scale (H2@Scale) showing the various sectors hydrogen is used in. 

Figure modified from Pivovar et al 2018 Electrochem. Soc. Interface 27 47,14 

 

1.2 Summary of Electrochemical Hydrogen Production Devices  

Electrochemical hydrogen production uses electricity and splits water into oxygen gas and 

hydrogen gas through a water electrolyzer.13,14,20–24 Creating hydrogen gas in this way is very 

advantageous since the excess electricity from solar during the summer can be converted to 

hydrogen gas and then stored for days or months in cylinders, tanks, and even large caverns.8 Then 

when there is an electricity demand, hydrogen can be used to make electricity via a fuel cell and 

combustion in hydrogen turbines.25,26 As long as the water electrolyzer uses electricity from solar 

or wind energy, this entire process can be completely emission-free.   

This process is advantageous as hydrogen can be used in so many sectors, as shown in Figure 1.1 

and removing the dependence on natural gas can help reduce overall emissions. The issue currently 

is the cost of the system. The cost of hydrogen via electrolysis is $4/kg of hydrogen, unlike steam-



3 

 

methane reforming which is only ~$1-2/kg.14,15 There are initiatives started by the Department of 

Energy that is working towards the goal of producing green hydrogen at $1 per kilogram of 

hydrogen in one decade (111) via the Hydrogen Shot initiative.15,23 While this is a lofty goal, there 

are promising routes providing that there are improvements within the electrochemical hydrogen 

production field.  

There are many ways to convert water to hydrogen gas electrochemically. As shown in Figure 1.2, 

the three main low-temperature ways are liquid alkaline electrolysis, proton exchange membrane 

electrolysis, and hydroxide exchange membrane electrolysis.21,22 These three ways are specifically 

for low-temperature electrolysis and this dissertation does not take into account the high-

temperature methods, although there are many.  

 

 

Figure 1.2: Schematics of the three main types of low-temperature electrolyzers, liquid alkaline electrolysis, proton 

exchange membrane electrolysis, and hydroxide exchange membrane electrolysis and the corresponding reactions. 

Liquid-alkaline water electrolysis (LAWE) is the oldest method of producing hydrogen and the 

most commercialized to date. It uses a liquid electrolyte, potassium hydroxide, and a nickel catalyst 

to generate hydrogen and oxygen.21,22,27 It is an established technology that has a long lifespan and 

uses readily available materials which lower the cost. However, the issues with this system come 

in separating the hydrogen and oxygen from the liquid electrolyte, being able to operate 

intermittently and generate pressurized hydrogen, and operating only at low current densities due 

to thick electrolyte layers, thereby increasing cell size and cost. While it is the oldest way to 

generate hydrogen electrochemically, there is still a lot of research to be done on this system. 

However, for the context of this dissertation, the liquid alkaline electrolysis system will not be 

discussed further. 

Proton-exchange-membrane water electrolysis (PEMWE) is a solid-state system that uses a 

membrane-electrode assembly (MEA) to transport the liquid, gases, and ions, shown in detail in 

Figure 1.3.16,20–22,28 This technology is becoming the state of the art as it can efficiently produce 
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very pure hydrogen at high current densities and higher pressures. Additionally, the system is very 

compact, utilizing the catalyst in the MEA efficiently. The entire cell, including gas-diffusion 

layers (GDLs), porous-transport layers (PTLs), a membrane, and two catalyst layers (CLs) is less 

than 1 mm thick. Stacking multiple cells yields high amounts of ultra-pure hydrogen at high 

efficiencies.21 However, the cost of the system, lifetime, and the degradation in performance at 

high current densities lead to setbacks within the field. Understanding how to reduce the amount 

of catalyst and the origins of some of the losses within the cell and MEA is key to making these 

state-of-the-art electrolyzers cost effective. The typical catalysts used for PEMWE are platinum 

and iridium oxide, to generate hydrogen and oxygen respectively. These catalysts are expensive 

and are part of the platinum-group metals (PGMs) so they are not abundant.  

 

Figure 1.3:Membrane electrode assembly of a PEMWE, with each corresponding part blown up and zoomed in to 

show the components and morphology of the anode catalyst layer, porous transport layer, gas diffusion layer, the 

membrane chemistry, and the cathode catalyst layer.  

 

The last low-temperature electrolyzer is hydroxide-exchange-membrane water electrolysis 

(HEMWE).21,22,29 While this system is very similar to LAWEs, the biggest change is using a 

hydroxide exchange membrane (HEM), which makes the design more similar to PEMWEs.29–34 

The compact design reduces the ohmic losses seen within the LAWE system and HEMWEs can 

use more inexpensive alkaline catalysts compared to PEMWEs. However, the HEMs are in their 

infancy, as there is not a stable membrane that is used universally within the field; research and 

development are underway to find new polymer chemistries to conduct hydroxide anions 

efficiently through the membrane and remain stable for long operation.29,30 The ideal scenario 

would be to use deionized water or water vapor instead of a supporting electrolyte for these 

systems.35,36 HEMWEs are the newest technologies but there is an abundance of research 

understanding the pitfalls of these systems.  
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The above electrolysis systems show there are many ways to make hydrogen gas, but these MEA 

technologies can be applied for other applications.  The knowledge can be transferred these devices 

and can be translated into different applications. Additionally, manipulating the transport the MEA 

experiences can help identify the areas hydrogen gas can play the most important role, including 

disadvantaged, water scarce, and off-grid communities. Identifying the trade-offs for these 

different applications and their impact within communities can provide an incentive for deploying 

the systems.  The MEA system is being explored for carbon dioxide reduction systems37 and could 

be potentially used for promising new chemistries, including nitrogen reduction and hydrocarbon 

oxidation38–40. This dissertation will explore a few applications, including methane to methanol 

partial oxidation and a unitized regenerative fuel cell for energy storage.  

1.3 Literature on Membrane Electrode Assemblies  

Low-temperature electrolysis systems have been studied for many decades, with the PEMWEs 

becoming the dominant technology over the last two decades.14,15,20 Publications on PEMWEs 

have increased tremendously from 2000 to 2010, with a continued trend over the past decade.13 

The field is broad, since most of the research has been focused on the components of the MEAs 

and more recently looking at how to scale the systems better for manufacturing, long lifetimes, 

and large-scale deployment.41–43 The main motivation for most of the field is how to reduce the 

cell voltages seen at high current densities while decreasing the expenses of the individual cell 

stack and operate more dynamically for intermittent operation. The most expensive parts of the 

electrolyzer systems are in the stack, accounting for 53% of the total cost.21 The stack costs  are 

mostly due to the MEA and the precious metal catalysts that are used, and then flow fields and 

membranes. The majority of this dissertation focuses on the MEA and how different transport 

phenomena can manipulate cell and eventual stack performance.   

There is a plethora of research focused specifically on the MEA, some of the main topics include 

new electrocatalysts,44–47 transport layers,48–50 fundamental catalyst-ink studies,51,51–54 and 

fabrication techniques.41,52,55 PEMWEs are complex and systematic studies of how transport 

impacts the performance of the system is crucial when scaling up to necessary high-volume 

production. Scaled-up systems rely heavily on different ink formulations and not much work has 

been done investigating how the ink properties impact structure and how that structure impacts 

performance. While there is still a large amount of work to be done in PEMWEs, the issue comes 

with the PGM catalyst that is used for the oxygen evolution reaction, iridium oxide. Due to the 

limited supply of iridium oxide around the world, the low-temperature electrolysis field is moving 

towards more HEMWEs systems. In HEMWEs, there is a lot more to learn about the membrane 

chemistries, the stability, the ink formulations, and the overall MEA fabrication.22,29 In contrast, 

the HEMWE field is still in its infancy, as the membrane stability and operation without a 

supporting electrolyte are areas that still need to be overcome.32,34–36 Additionally, the catalysts 

used need to be better understood during operation and better integrated into the MEA. While 

larger issues, like stability and reaching comparable performance to the PEMWE, are still required, 

identifying important transport limitations under the typical operating conditions will help move 

the field forward rapidly.  

While the field has numerous initiatives in producing green hydrogen gas, many studies expanded 

these MEAs to be used for different reactions.2,19,37,38,56 Carbon-dioxide reduction is already using 

the MEA systems to make promising commodity fuels using electrochemistry.57 However, with 
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more push from different stakeholders, different reactions are starting to show up within the 

literature, including hydrocarbon partial oxidation, ammonia synthesis, and other chemical 

transformations via electrochemistry.38,40,56,58  

1.4 Scope of Dissertation  

The six following chapters in this dissertation highlight transport in electrolytic devices, including 

fundamental and applied applications for various uses. Each chapter provides a review into the 

current literature on the respective topic and introduces the experimental and modeling protocols 

done, and discusses the findings of the study.  

Chapter 2 focuses on PEMWE and the transport of reactants and products through the catalyst 

layer. The catalyst layer, which is a porous electrode comprised of catalyst particles, ionomer, and 

void space is a key component in the MEA as shown in Figure 1.3. This chapter highlights how 

catalyst ink properties can influence the structure of that catalyst layer and what properties (e.g., 

porosity, tortuosity, ionomer distribution) the catalyst layer should have to reduce the 

overpotentials in the cell.  

Chapter 3 continues to look at the transport of these systems, extending to different pHs to better 

explore other applications like photoelectrochemical and alkaline electrolysis. The acidic systems 

are more developed and understood, and this chapter focuses on expanding the knowledge of the 

oxygen-evolution reaction (OER) in better detail for alkaline and near-neutral systems. This 

chapter uses simulations and experiments to determine the microkinetics at and transport to the 

catalyst surface. The findings from this chapter are informative for acidic and alkaline electrolyzers 

and near-neutral photoelectrochemical systems at operating current densities (<100 mA cm-2). 

Chapter 4 takes what has been understood for water electrolysis and investigates vapor electrolysis, 

feeding in water vapor instead of liquid water for the OER. This system can be seen as a model 

system for more complex reactions, including carbon-dioxide reduction or methane to methanol 

oxidation (see Chapter 6). In this chapter, we further explore the role of water as the reactant but 

look at bulk transport to the catalyst layer and its impact on membrane hydration. Water is a crucial 

element in these electrolytic systems as it is not only a hydrating agent for the membrane and 

ionomer but also the reactant for the OER. Within the chapter, coupled experiments and 

simulations investigate different relative humidities and cell configurations, and applied voltage 

breakdowns provide a detailed understanding of the challenges and promises for vapor-electrolysis 

systems.  

Chapters 5 and 6 start to explore case studies and applications of some of the technology that has 

been explored in Chapter 4. Chapter 5 looks at using the vapor electrolyzer in a unitized 

regenerative fuel cell (URFC), making the entire system vapor and increasing the switch over time 

between fuel-cell and electrolysis operation. In this chapter, looking at constant gas mode for 

URFCs, the learnings from Chapter 4 are used to explore different membrane chemistries, different 

relative humidities, and different carrier gases for specific applications. By tailoring operating 

conditions and the membrane chemistry, the vapor-URFC achieves a roundtrip efficiency of 42% 

and a lifetime of 50,000 accelerated-stress-test cycles for fully humidified feeds. 
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Chapter 6 is another case study focused on the prospect of using an electrolytic device as a potential 

reactor for partial oxidation of methane to methanol at high conversion and selectivity. In this 

chapter, we describe why MEAs are well suited for the electrochemical oxidation of methane, 

define the metrics for assessing MEA performance, and review the progress in the field. However, 

through experiments, evaluating the literature, and theory from others, the pitfall comes in the 

design and nature of the electrocatalyst. There have been many catalysts tested for partial oxidation 

but none yield significant amounts of methanol; this chapter provides a guidepost of what has been 

learned and directions for future MEA systems for these reactions. 

The final chapter summarizes the dissertation and the main outcomes of the work conducted. 

Additionally, future directions and avenues are included to consider in the next steps of electrolytic 

devices and other applications.  
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2. Linking Catalyst-Layer Structure – From Inks to Performance 

for Water-Electrolysis  

 

2.1 Abstract  

Proton-exchange membrane water electrolyzers (PEMWE) depend on various components in a 

membrane-electrode assembly (MEA) to achieve high rates of reaction. The most important part 

of the MEA is the anode catalyst layer, as the oxygen-evolution reaction is limiting within this 

system. The catalyst layer must manage multiple phases (i.e. gas and liquid) and maintain ion and 

electron transport within this porous electrode. However, the complexity of understanding how 

liquid inks form a solid, porous electrode has been underexplored in the PEMWE literature.  

Within this chapter, the connection between ink properties, the structure of the resulting catalyst 

layer, and the performance of the MEA is elucidated. This study focuses on how the solvent ratio 

of the catalyst ink impacts the aggregate sizes and the resulting structure of the catalyst layer. We 

find that large aggregates in the ink result in denser catalyst layers and resultant high mass-

transport overpotentials. The best performing catalyst layer had relatively high porosity (40%), 

small aggregates (210 nm), and anisotropic tortuosity. Correlations are drawn between ink 

properties and catalyst-layer structure that can assist the field in understanding the limiting factors 

in these complex porous electrodes.  
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2.2 Introduction  

There is a need for deep decarbonization in chemical, food, and steel manufacturing processes, 

which is enabled through a decarbonized energy vector like low carbon-intensity hydrogen (aka 

green hydrogen).9,59–61 A prominent technology for producing such hydrogen is proton-exchange-

membrane water electrolyzers (PEMWEs).13–15,20,21,30 In water electrolysis, the oxygen- and 

hydrogen-evolution reactions (OER and HER, respectively), shown in eqs 2.1 and 2.2, 

respectively, work together to produce hydrogen gas.  

          2H2O →  O2 + 4H+ + 4e−                U = 1.23 V vs SHE (2.1)  

              4H+ + 4e−    →  2H2                     U = 0.00 V vs SHE (2.2) 

PEMWEs can operate at high cell efficiencies (~80%) and offer a lot of advantages compared to 

traditional liquid alkaline electrolyzers or hydroxide-exchange membrane water electrolyzers 

(HEMWEs), particularly high performance, reliability, and long lifetimes.21,62,63 However, 

PEMWEs require iridium oxide as the catalyst for the OER, which is a platinum-group metal 

(PGM) that is rare and expensive. By contrast, alkaline systems use more abundant, non-PGM 

catalysts.  

In PEMWE systems, a lot of iridium oxide is used since they require high loadings to sustain high 

catalyst activity and high electronic conductivity through the catalyst layer.51,59,64 While there have 

been attempts at reducing the loading and using a metal support, such as titanium dioxide for the 

iridium to help increase conductivity, typical PEMWEs in industry still operate at 1-3 mg cm-2 

total PGM loading.20,41,59 Recent studies have shown that performance can be maintained at lower 

loadings, between 0.1-0.4 mg cm-2 to even as low as 0.05 mg cm-2,50,59 but the tradeoff is shorter 

operational lifetimes. Regardless of loading, the anode catalyst layer is the most important 

component of the membrane-electrode assembly (MEA).     

Since the catalyst layer (CL) used to promote the OER exhibits a significantly higher overpotential 

than the catalyst used to promote the HER, there is considerable interest understanding how the 

structure of the OER CL influences the overpotential and what might be done to minimize 

it.21,41,54,55 Unfortunately, due to the complexity and location of the OER CL, the needed 

understanding is limited. The CL is fabricated using an ink, which includes the catalyst and an 

ionomer dispersed in a solvent mixture of alcohol and water.51,53,54,65 There have been numerous 

studies of catalyst inks, particularly platinum catalyst inks that are used in fuel cells.52,53,55,65–72 

Researchers have studied the solids loading,53–55,65 aggregation behavior,54,66 and the conformation 

of the ionomer in different solvents,68,69,71,73 in order to understand how the CL is formed. In a 

recent current opinion, Berlinger et al correlated the key catalyst ink with CL variables and 

analyzed the recent literature to gain better connections between the liquid ink and the solid layer. 

They found several trends linking the ink’s solvent’s ratio to the diameter of the aggregates, the 

stability of the ink, the limiting current density in fuel cells, and the electrochemically active 

surface area. With each of the parameters, solvent ratio influenced interactions in the CL and the 

performance for fuel cells. However, even with all of these studies done for fuel cells, nothing is 

conclusive on the direct effects of the catalyst-ink properties to the structure of the CL.  
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Catalyst inks are highly complex, and require a detailed understanding of the different types of 

interactions: particle/particle, particle/solvent, particle/ionomer, and ionomer/solvent.51,53 Many of 

these interactions are hard to measure and isolate. Additionally, there has been little work done for 

PEMWEs CLs thus far, and linking the relationship between ink-catalyst layer-performance, as 

shown in Figure 2.1. Khandavalli et al studied the rheological properties of iridium inks and saw 

the addition of ionomer helps to stabilize the inks when investigating n-propanol and water solvent 

systems, particularly for high solids-percent inks.54 Alia et al systematically evaluated different 

catalyst-ink variables and empirically linked the variables to performance. They found that 

ionomer/catalyst segregation, which they saw was due to both solvent composition and ionomer 

content, significantly reduced the kinetic performance.55 Many reports have looked at empirical 

correlations between PEMWE performance and the ionomer content, solids percent, and/or solvent 

ratio of the inks.41,54,55,64  

 

Figure 2.1: Schematic showing the catalyst ink to catalyst layer and the unknown relationship on performance and 

structure. 

 

In this chapter, we explore the impact of solvent ratio in a catalyst ink and on the catalyst-layer 

structure. Solvent ratio was chosen in order to keep the solids percent and ionomer content the 

same as what is found in the literature,54,55,68,69,71,73 and to investigate only one parameter of the 

ink.  Cell performance, applied-voltage breakdowns, and characterization of the catalyst ink and 

layer are explored to provide information on how the solvent ratio plays a role in the structure of 

the catalyst layer and eventually performance. Thus, we correlate aggregation size to CL structure, 
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for the same fabrication method. Additionally, we show that the structure of the CL (i.e. tortuosity, 

porosity, and pore-size distribution) can be manipulated by changing the ink solvent. This result 

indicates that the interaction between solvent and aggregates of catalyst particles and ionomer is a 

strong force in the CL fabrication process and impact overall performance.  

2.3 Methods  

2.3.1 Catalyst-Ink Preparation and Characterization  

The anodic ink was prepared by adding 50 mg of iridium oxide (Alfa Aesar, Massachusetts, USA, 

50 nm primary particle size) to the appropriate volume of deionized water in a vial, followed by 

addition of the designated volumes of alcohol, either n-propanol, ethanol, or both (see Table 2.1). 

In this study, we investigated different solvent ratios, including 2:1:1, 1:1:0, 3:1:0, and 0:1:3 of n-

propanol (200 proof, Koptec, Pennsylvania, USA): deionized water (DI, 18.2 M, Milli-Q, EMD 

Millipore, Massachusetts, USA): ethanol (Sigma Aldrich, Missouri, USA), all by volume. The 

solvent ratios were chosen based on previous literature studies (i.e. 2:1:1 and 1:1:0 are common 

solvent ratios in the PEMWE literature and empirically show stable, dispersed inks41,50,59) and to 

determine if the catalyst ink and CL change based on amount of alcohol or the composition of the 

specific alcohols used. The 0:1:3 ink was made to verify the impact of ethanol on the system. A 5 

wt% ionomer dispersion in a 1:1 weight ratio of n-propanol and water (Nafion™, D521, 

Chemours, Delaware, USA) was added to achieve a 0.116 ionomer-to-catalyst weight ratio. This 

ionomer-catalyst-ratio was chosen from the literature as it yielded the best performance for these 

loadings.74 Each ink was sonicated for 30 min using a probe tip sonicator (CPX500, Cole-Parmer, 

Illinois, USA). 

Table 2.1: Catalyst-ink recipes and their constituent components. 

Components 
Ink Recipe 

2:1:1 Ink 1:1:0 Ink 3:1:0 Ink 0:1:3 Ink 

Iridium oxide 50 mg  50 mg 50 mg 50 mg  

Nafion (5 wt% 

solution) 

116 mg 116 mg 116 mg 116 mg 

N-propanol 16 g 16 g 24 g -- 

Water 10 g 20 g  10 g 10 g 

Ethanol  7.898 g  --   --  23.67 g 

 

Dynamic light scattering (DLS) was used to characterize the aggregation of the suspended iridium-

oxide particles in order to determine the average aggregate size and the stability of the ink to 

settling, as shown in Figure S2.1. Five measurements were completed within fifteen minutes for 

each ink to achieve good statistics and also determine the ink stability. The average aggregate 
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radius was determined via the Stokes-Einstein equation, converting the measured diffusion 

coefficient to a hydrodynamic radius via Stoke-Einstein Equation. The Stokes-Einstein equation 

is only valid for spheres; therefore, the results are qualitative in nature since the aggregates are not 

necessarily spheres. The measurements are helpful to compare qualitatively between the different 

tested inks.  

For the cathodic inks, platinum inks were prepared by adding 65 mg of Pt/C catalyst (46.2wt% of 

Pt on Vulcan carbon, Tanaka, Japan) to a 1:1 volume ratio solution of n-propanol (200 proof, 

Koptec, Pennsylvania, USA) and deionized water (18.2 M, Milli-Q, EMD Millipore, 

Massachusetts, USA). The ionomer dispersion (Nafion™, D521, Chemours, Delaware, USA) was 

added to this catalyst suspension in order to achieve a 0.6 ionomer-to-carbon ratio, which is based 

off of results from the fuel cell and electrolysis literature.74,75 This ratio was chosen as it exhibited 

the lowest overpotentials for HER in the literature, presumably showing sufficient ionomer 

coverage for the electrochemical reaction. These inks were then hand-shaken for 30 s, and bath 

sonicated (M1800, Branson, Connecticut, USA) for 30 min at 10oC. The inks were sprayed via the 

SonoTek to achieve the loading of 0.1 mg cm-2.  

 

2.3.2 Catalyst-Coated-Membrane Fabrication  

To fabricate 5 cm2 catalyst-coated membranes (CCM), the platinum and iridium oxide inks were 

coated onto Nafion™ membranes (N117, Chemours, Delaware, USA) by ultrasonic spray coating. 

The membranes were pretreated by boiling in DI water at 100°C for one hour before being cooled 

to room temperature and stored in DI water. The membranes were removed from the DI water and 

placed on the heated (at 80°C) vacuum plate of the spray coater (Sono-Tek, Exacta Coater, New 

York, USA) to dry. A fiberglass mask and a rubber gasket were used to protect the membrane, 

prevent it from moving during spraying, and assure the exact 5 cm2 area was sprayed. For the 

cathode, ~2.5 mL of the Pt/C ink was deposited at 0.3 mL min-1 for a target loading of 0.1 mg cm-

2. On the anode side, ~14 mL of the iridium oxide ink of interest was deposited at 0.35 mL min-1 

for a target loading 0.35 mg cm-2. The platinum side was coated first, followed by the iridium 

oxide electrode. The loadings and standard deviation of the CCMs are shown in Table 2.2. X-ray 

fluorescence (XRF) was used to determine the exact loading of both electrodes. The XRF was 

calibrated using platinum and iridium standards (MicroMatter Technologies Inc., Canada). 

Table 2.2: The loadings of each anode catalyst layer for the different ink formulations. 

CCM 2:1:1 1:1 3:1 

Loading (mg cm-2) 0.3803 0.3477 0.3515 

Standard Deviation ±0.021 ±0.064 ±0.077 
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2.3.3 Cell Assembly and Testing  

The cathode side of the electrochemical cell utilized a Teflon-coated carbon-paper gas-diffusion 

layer (Toray 120, 5% PTFE content, Fuel Cell Store, Texas, USA). The anode was equipped with 

a titanium porous transport layer (Nel Hydrogen, Connecticut, USA), cut using a laser cutter (Full 

Spectrum Laser Fiber50FC, Nevada, USA) to achieve the exact 5 cm2 active area. PTFE gaskets 

(McMaster-Carr, Illinois, USA) were used on both sides. The electrochemical cells (Fuel Cell 

Technologies, New Mexico, USA) consisted of a graphite flow field on the cathode and a 

platinized titanium flow field on the anode. Both current collectors in the electrochemical cell were 

gold-plated copper and are placed between the flow fields and end plates of the cell. One cell was 

used to test all CCMs in this study. The cell was connected to a lab-built test stand consisting of a 

heated water bath and a recirculation pump for the anode and gas flow and temperature controlled 

via a fuel-cell test stand for the cathode (Fuel Cell Technologies Inc, New Mexico, USA).  

Once the cell was assembled, it was heated to 50oC by running DI pre-heated in a water bath 

through the anode side of the electrolyzer at 100 mL min-1. The cell was then connected to an 

auxiliary heater and the temperature was increased to the operating temperature, 80oC. Humidified 

H2 (at 100% relative humidity) was supplied to the cathode at 100 mL min-1 and at ambient 

pressure to establish a pseudo-steady reference potential. All electrochemical measurements were 

accomplished using a potentiostat (VSP300, Biologic, France) equipped with a 20 A booster and 

an electrochemical impedance analyzer. The cell was cycled 10 times between 1.2 V and 2 V at 

50 mV s-1. To generate a polarization curve, the current via chronopotentiometry (CP) was swept 

from 5 to 3.2 A cm-2 in 30 steps, holding at the specific currents for 2 min and averaging the last 

for 300 s. Following the CP measurements, electrochemical impedance was measured at each of 

current in galvanostatic mode. The impedance was measured by applying an AC current 

perturbation between 200 kHz and 100 mHz to the cell and measuring the voltage response. The 

amplitude of the current was determined for each step to assure there is a sufficient signal-to-noise 

ratio but assuring the perturbation remained small. A Nyquist plot was used to find the y-intercept 

at high frequency in order to obtain the high-frequency resistance (HFR) of the cell, which 

corresponds to the membrane, solid, and contact resistances.  

 

2.3.4 Applied-Voltage Breakdown  

The applied-voltage breakdown (AVB) follows the same empirical protocol used by Peng et al.50 

Further details concerning AVBs are described by Gerhardt et al.76 The overall cell voltage (𝐸𝑐𝑒𝑙𝑙) 

is the sum of all the overpotentials (𝜂𝑖) and the reversible cell potential (𝐸𝑟𝑒𝑣),  

𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑟𝑒𝑣 + 𝜂𝑘𝑖𝑛𝑒𝑡𝑖𝑐 + 𝜂𝑂ℎ𝑚𝑖𝑐 + 𝜂𝑀𝑇 (2.3) 

where 𝜂𝑘𝑖𝑛𝑒𝑡𝑖𝑐, 𝜂𝑂ℎ𝑚𝑖𝑐, and 𝜂𝑀𝑇 are the kinetic, ohmic, and mass-transport overpotentials, 

respectively. This AVB only considers the OER side of the PEMWE since HER is more facile and 

essentially negligible under PEMWE operating conditions, accounting for < 10 mV of the total 

voltage from calculations at all currents.77 The temperature-dependent 𝐸𝑟𝑒𝑣 was calculated to be 

1.168 V at 80oC.78 The kinetic overpotential was determined assuming Tafel kinetics for the OER,  
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 𝜂𝑘𝑖𝑛𝑒𝑡𝑖𝑐 = 𝑏 log (
𝑖

𝑖0
) (2.4) 

where 𝑖  is the operating current density, 𝑖𝑜 is the exchange current density, and b is the Tafel slope, 

which was extracted via the linear fit of the experimental data points from 5 to 100 mA cm-2. This 

range assures we are in the kinetic regime and the Tafel slope remains linear in a Tafel plot.  

The ohmic overpotential was determined measurement using the HFR obtained from the 

electrochemical impedance. The HFR represents the total cell resistance (𝑅𝑡𝑜𝑡), which can be 

related to the voltage loss through the membrane. 𝜂𝑂ℎ𝑚𝑖𝑐:   

𝜂𝑂ℎ𝑚𝑖𝑐 = 𝐼 ∗ 𝑅𝑡𝑜𝑡     (2.5) 

where I is the total current running through the cell at a given step in the CP.  

The mass-transport overpotential is the remainder of the losses within the cell, including the gas 

or liquid transport through the MEA and other transport phenomena not covered in the other 

overpotentials. 𝜂𝑀𝑇 is determined by subtracting the 𝐸𝑟𝑒𝑣, 𝜂𝑘𝑖𝑛𝑒𝑡𝑖𝑐 ,  and 𝜂𝑂ℎ𝑚𝑖𝑐 from the cell 

voltage (𝐸𝑐𝑒𝑙𝑙) at each current density. 

2.3.5 Catalyst-Layer Characterization  

Focused-ion-beam scanning electron microscopy (FIB-SEM) of the anode CLs was done on a FEI 

Quanta 3D dual beam microscope with a Ga focused ion beam. The FIB allows micro- and nano-

scale cutting of surfaces, slice by slice to obtain an image stack that can be stitched together to 

form a 3D reconstruction. Hence, sub-surface features of the CL such as pore network and its 

distribution can be visualized.  

After the sample is loaded in the instrument, it is tilted 52° such that the surface is perpendicular 

to the FIB gun. A probe is then used to deposit a several hundred nm layer of Pt on the area to be 

milled. This process protects underlaying surface features and helps prevent heat damage from ion 

beam milling. The FIB is then used to mill front and side trenches to prepare a region of interest 

with a width of 9 um, height of 2 um and depth of 8 um as seen in Figure S2.2. After the trenches 

are milled, the CL cross section is exposed and an image is taken with the electron beam at 10 kV 

accelerating voltage. The FIB then mills another 20 nm into the exposed cross section at 30 kV 

accelerating voltage, and another image is taken. This process is repeated to obtain 40 image slices 

that are stitched and aligned in ImageJ software. A bandpass filter is applied to the resulting image 

stack to improve the relative contrast of pores. The image stack is then thresholded to expose the 

pore structure. Porosity is obtained using an ImageJ macro that uses area measurements along the 

stack. The pore-size distribution is obtained using the Local Thickness option within the BoneJ 

plugin, which uses an inscribed sphere approach. The plugin calculates mean and standard 

deviation of the trabecular thickness (Tb.Th) and trabecular spacing (Tb.Sp) directly from pixel 

values in the resulting thickness map. The thickness map values are then represented as a pore-

size distribution using a probability density function fitting.   
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2.4 Results & Discussion 

2.4.1 Catalyst-Ink Behavior  

Figure 2.2 shows the size of the aggregates of iridium oxide particles (50 nm in diameter for the 

primary particles) in the as-prepared inks (constant weight-percent-solids of 0.16%). The 

aggregates vary from 200 to 330 nm.  

 

Figure 2.2: Average aggregate size of iridium oxide particles in catalyst inks measured by DLS for different solvent 

ratios (percent volume). All of the inks were held at a constant weight- percent-solids of 0.16%.   

The aggregate size of all four of the inks was stable over the measurement time (~15 min), as 

shown in Figure S2.1. A stable ink assures that phase separation does not occur between the 

catalyst particles and the ionomer/solvent mixture,51 and that the ink is well mixed. All of the inks 

exhibited a monomodal distribution in aggregates size after the ink was probe-tip sonicated and 

pumped through the SonoTek. This procedure was used to be as similar to the fabrication process 

as possible.   

The data in Figure 2.2 show that in the absence of ethanol, the aggregate size increases as the 

proportion of n-propanol to water increases, and that at constant alcohol to water ratio (3:1), the 

partial replacement of n-propanol by ethanol reduces the aggregate size. These results demonstrate 

that an alcohol-rich ink does not necessarily result in large aggregates, compared to the baseline 

2:1:1 ink, but the composition of the alcohols matters as well. Interestingly, introducing ethanol 

changes the interactions within the ink. This finding is consistent with previous studies carried out 

with Pt/C, which showed that the presence of ethanol leads to a more homogenous ink.79 Ethanol 

and water alone do not lead to smaller aggregation behavior, as shown in Figure 2.2. The aggregate 

sizes are 246 nm, larger than the 2:1:1 ink (aggregate size is 210 nm). This result shows that the 

interactions with the three solvents, n-propanol, water, and ethanol, lead to different interactions 

with the Nafion film and the iridium oxide catalyst inks. Further research must be done to identify 
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better the driving forces controlling aggregation, which is beyond the scope of this chapter. It 

would also be interesting to identify how Nafion interacts with more complex solvents (tertiary or 

higher), since most of the literature looks only at binary solvents, or even non-aqueous solvents. 

2.4.2 Catalyst-Layer Performance  

The inks characterized by DLS in section 2.4.1, were sprayed onto membranes and the resulting 

CCMs were evaluated for performance in a PEMWE. The polarization curves for all three inks at 

the same iridium oxide loading (0.35 ± 0.0023 mg cm-2) are shown in Figure 2.3a. The variation 

between the three different CCMs is at most 100 mV at 3 A cm-2. These data demonstrate that for 

a given operating current density, the overpotential increases with increasing aggregate size, 

indicating that the smallest overpotential occurs for a CL prepared using an ink containing n-

propanol:water:ethanol in proportions of 2:1:1.  

To gain more insight into the origins of losses, the AVB is shown in Figure 2.3b-d. The kinetic 

overpotential, shown in Figure 2.3b, varies the least out of the three overpotentials. Since the Tafel 

slope and kinetic overpotential is determined at low current densities (< 100 mA cm-2), the 

difference in overpotential is expected to be low. Additionally, the Tafel slopes are nearly identical, 

41.8 ± 0.0020, 42.2 ± 0.053, 40.1 ± 0.0014 mV dec−, for 2:1:1, 1:1:0, and 3:1:0, respectively, 

showing that the intrinsic rate of reaction is effectively the same for all three CCMs. This result is 

expected as the kinetic overpotential is limited by the kinetics of the reaction and how much 

catalyst is in the electrode. Interestingly, the structure has no impact on the kinetics of the catalyst 

layer.  
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Figure 2.3: (a) polarization curves of the three different MEAs tested and the applied voltage breakdown of each. The 

(b) kinetic, (c) ohmic, and (d) mass transport overpotentials are compared for the three MEAs. For all three of these 

tests, a Nafion 117 membrane was used and the catalyst loading for the iridium oxide side was 0.35 ± 0.0023 mg cm-

2 and the platinum loading was 0.1 ± 0.023 mg cm-2   

Likewise, the ohmic resistance changes slightly between CCMs (see Figure 2.3c): 1.33 ± 0.0026, 

1.39 ±0.0061, and 1.43 ± 0.0026 Ohm-cm2 for 2:1:1, 1:1:0, and 3:1:0, respectively. Typically, 

ohmic overpotential loss is dominated by the ionic resistance in the membrane and contact 

resistances within the cell. Since the same cell and membrane are being used, the values should be 

similar, as seen. However, converting this ohmic resistance to an overpotential at 3 A cm-2 there 

is a 32-mV difference between the 2:1:1 sample and the 3:1:0 sample. This difference could be 

due to changes in ionomer distribution, as the solvent ratio will yield different ionomer 

configurations in the ink. The ionomer distribution would influence the ionic resistance measured 

within the cell. A recent study showed that the interface between the catalyst layer and the porous-

transport layer (CL|PTL) is important, and ohmic overpotentials, even if they are small, could be 

due to a small change in the CL|PTL interface since oxygen and water are simultaneously moving 

towards and away from the membrane.50 If this finding is true for this work, and the PTLs are all 

the same, then the observed ohmic overpotential difference may be due primarily to a change in 

the oxygen/water transport through the catalyst layer and at the interface. The contact resistance 

at the CL|PTL interface could be different, which influences the HFR. The structure of the catalyst 
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layers is different, which would lead to different contact resistances and will be discussed in the 

next section 2.4.3. 

Finally, as shown in Figure 2.3d, the mass-transport overpotential, makes up the majority of the 

difference in the overpotential for the three CCMs (~52 mV at 3 A cm-2). The largest mass-

transport overpotential occurs for the 3:1:0 CCM. The mass-transport contribution to the 

overpotential can be attributed to different phenomena. These include water transport within the 

CL, poor catalyst utilization, oxygen bubbles blocking the reaction sites, evaporation rate of the 

ink, etc. Typically, mass transport losses exponentially increase with current density, which is 

shown only in 1:1:0 and not for the other two, as 2:1:1 and 3:1:0 increase linearly with current 

density. This difference in dependence on current density may indicate different phenomena 

occurring. The mass-transport loss also indicates that there is something different between the 

three CCMs, since the anode CL is the only thing varied. The different solvents ratios that were 

used for the three CCMs could have led to a different distribution of the ionomer and thus different 

CL utilization or electrochemical surface area (ECSA). Various studies have looked at how Nafion 

changes shape and interactions with catalyst particles under different solvent conditions.55,67,69,80,81  

In fuel cells, Orfanidi et al showed changing the solvent (n-propanol to i-propanol) and solvent 

ratio with water resulted in drastically different ionomer distributions.69  ECSA could be helpful 

in identifying if these three CCMs differ in the maximum sites available for the reaction due to the 

structure and ionomer distribution. Unfortunately, determining the ECSA for an iridium oxide 

electrode is intrusive and typically requires destructive techniques, such as mercury underpotential 

deposition or zinc adsorption measurements.82,83 Additionally, the ECSA is the number of sites 

available, typically at low current and can be accessible – however that does not mean they are 

active under operating conditions. Bubble formation, water movement throughout the system, and 

other physical differences in the layer could change which sites are actually available to 

operate.84,85 In addition to the solvent ratio changing the ionomer distribution throughout the CL, 

the solvent could have also changed the structure of it since the evaporation rate would be different 

for all three solvents.69,79  
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2.4.3 Linking Structure to Performance 

 

Figure 2.4: Characterization of the different anode Cls (aCL), 2:1:1 (a,d,g), 1:1 (b,e,h), and 3:1 (c,f,i). (a-c) FIB-SEM 

images of the cross section of each CL; (d-f) FIB-SEM reconstructions of the slide of the images shown in (a-c); (g-

i) pore-size distribution of each of the CLs calculated using the reconstruction. 

FIB-SEM tomography was performed on all three CCMs in order to obtain structural information, 

such as porosity, average pore size, and tortuosity (see Figure 2.4). Figures 2.4 and 2.5 display the 

structure and through-plane porosity for all three CLs. The aCL-3:1:0 shows the lowest porosity, 

20%, which is substantially lower than the other two. Interesting, although the 3:1:0 ink has the 

largest agglomerates of the three, the lowest porosity suggest a different packing mechanism and 

that perhaps the solvent is the driving force for the porosity. This could be due to a higher 

evaporation rate leading to a less porous layer since there is less time for rearrangement and settling 

after spraying. However, since the CLs are spray coated, the CL structure builds layer by layer and 

the interaction between the membrane-bound aggregates the free aggregates may define the 

ultimate porosity of the CL. There could have been some collapsing of large agglomerates onto 

the membrane as the subsequent layers were sprayed on, which led to a denser catalyst layer. As 

they were sprayed, bound layers sit on the heated surface and more ink is being deposited, 

reconfiguration of the catalyst particles can occur within the time scale of spraying.51,52,79 Since 

there are multiple driving forces for CL formation, identifying the main driving force is difficult 

and may change during the process. This area of research is being actively pursued in the 

electrolysis and fuel cell area. Modeling attempts to understand the fundamental forces at play are 

being investigated and additional studies like the one shown are also trying to elucidate this 

difficult, complex question. 
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Figure 2.5: Through-plane porosity for the three CLs determined from FIB-SEM images.  

Interestingly, as shown in Table 2.3, while porosity varies among the three CLs, the pore-size 

distribution is very similar. For all the aCLs, the average pore size is about 24 ± 2 nm. For the 

aCL-3:1:0, the pore-size distribution was bimodal, in addition to having pores of ~24 nm, this layer 

also has smaller pores of about 7 nm (see Figure 2.4i), perhaps showing the pore size is more 

dependent on the fabrication technique and the porosity is dependent on the solvents used in the 

ink. Comparing a CL that was slot-die or doctor bladed could help clarify if the pore-size 

distribution is fabrication dependent; but that is out of the scope of this chapter. 

Table 2.3: The three different MEAs, 2:1:1, 1:1:0, and 3:1:0 and their structural properties from the FIB-SEM 

reconstruction and analysis. *Pore size distributions are shown in detail in Figure 2.4g-i.  

Solvent 

Ratio  

Porosity 

(through-

plane)  

Porosity 

(in-plane) 

Tortuosity 

(through-

plane)  

Tortuosity 

(in-plane) 

Average 

Pore radius 

(nm)* 

2:1:1 40% 40% 1.45 1.16 24.7 

1:1:0 40% 40% 1.1 1.09 25.6 

3:1:0 20% 20% 1.89 1.15 6.91 and 23.5 

  

The last, and perhaps most important, structural factor that can provide information about the 

mass-transport losses within the catalyst layer is the tortuosity. The tortuosity is the ratio between 

the actual path the fluid is moving and the straight-line path between two points.11,86 The less 

tortuous a layer is, the more connected the pores are and a shorter path for the oxygen or water to 

travel. However, if the pore space tortuosity is low, the solid phase, including the catalyst and 

ionomer, is more separated and may have fewer pathways or connections for the reaction to easily 

proceed within the catalyst layer. These catalyst layers need a triple percolated pathway The in-
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plane tortuosity shown in Table 2.3 shows that within error, all three aCLs are the same. In contrast, 

the through-plane porosity does vary between 1.1 to 1.89 for 1:1:0 to 3:1:0, respectively. The 

through-plane tortuosity is typically the most important for these aCLs as the water and oxygen 

typically flow through-plane. The in-plane tortuosity does play an influence on the transport of 

species. The difference in tortuosity between the two different directions may yield different 

effects in the fluid transport in the layer.  

Understanding how the fluid (gas or liquid) is transported through the CL and how the transport 

may differ from bulk conditions is crucial in understanding the role of structure on performance. 

This understanding is traditionally exemplified by the effective transport property (e.g., 

permeability or diffusivity),  

𝐾𝑒𝑓𝑓 = 𝐾
𝜀

𝜏
,     (2.6) 

where K is the bulk transport property, ε is the porosity, and τ is the tortuosity of the CL, 

respectively. The ratio between porosity and tortuosity provides an idea on the anisotropy of the 

catalyst layer. Typically, within the field, various studies have shown that the larger this ratio is, 

the higher the effective transport.48,50,87 However, the highest effective transport of the fluid may 

not mean the best performance or smallest losses. While previously this trend is true, the results 

shown in Figure 2.6 do not follow this trend. 

 

Figure 2.6: The relationship between mass transport overpotential and porosity/tortuosity for the three different CLs; 

the through-plane tortuosity is used here. 

Figure 2.6 correlates the mass-transfer overpotential vs the ratio of porosity to tortuosity. There is 

a local minimum in the mass-transport overpotential at 3 A cm-2 for the aCL-2:1:1. Unlike a 

previous study where the highest ratio of these properties led to the lowest mass transport, the aCl-

1:1:0 has the highest ratio but the second highest overpotential.50 There are two potential 

explanations for this nonmonotonic behavior. First, the aCL-1:1:0 is the only one that had 
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symmetric tortuosity and porosity for in-plane and through-plane directions. While symmetry 

should not impact the system, anisotropic transport of the fluid may be helpful since the fluid wants 

to travel in the path of least resistance. When the water is being fed through-plane, there are only 

so many pathways it can travel for a given tortuosity and porosity. If there are more available 

pathways (i.e.  a less tortuous path) in-plane, the fluid can utilize that part of the CL and potentially 

mitigate any transport losses in the system. Second, the ratio of porosity to tortuosity may be higher 

for the aCL-1:1:0 and the fluid is more effectively being transported, but the solid phase may be 

structured differently, especially how the ionomer and catalyst particles interact. The ionomer 

distribution, which is expected to be different between the different solvent ratios,67,79,88 could be 

significantly different and could yield higher mass-transport losses. Since the mass-transport 

overpotential increases above 2 A cm-2 the difference between the aCL-1:1:0 and the aCL-2:1:1 

could be due to different solid-phase interactions, such as the catalyst:ionomer interactions. Further 

imaging and analysis would need to be done to verify if the ionomer distribution is significantly 

different.  

Additionally, the interface between the MEAs and the PTLs will be different due to the varying 

structures of the fabricated CLs as shown in Figure 2.4. Generally speaking, the interface between 

the PTL and the CL becomes increasingly important as catalyst loading decreases. As the catalyst 

loading decreases, the CL is not as interconnect in-plane and the CL|PTL interface is the only way 

to assure enough utilization within the layer.50,59 However, even at higher loadings, the interface 

can play a role on how much catalyst is being utilized within the layer. Unfortunately, there is a 

tradeoff, since more contact area with the PTL could mean less open pore space for the fluids to 

transport. There have been many studies that have shown that a microporous layer (MPL) on a 

PTL will increase the interfacial contact area between the PTL and CL.50 But because the MPL is 

thin, the benefits outweigh the negatives; if the PTL was as dense as the MPL throughout its 

thickness, then the utilization would suffer due to worse water and oxygen transport.  

The PTL for this study stays the same and has a porosity of 36%, which is not very porous 

compared to other commercial PTLs (which can range from 50 to 78%).50,89 Changing the porosity, 

the CL structure impacts the interfacial contact area and the viable pathways for the water and 

oxygen to move. The aCL-3:1:0 may have the most amount of contact with the PTLs based on the 

low density of pore space, but due to the lower ratio of porosity to tortuosity through-plane, mass 

transport still suffers, which the nonmonotonic behavior can be attributed to. There are only a 

limited number of pathways the oxygen and water can move through and thus attempting to 

understand the movement of the fluids is as important, if not more important than the CL/PTL 

interfacial contact area. 
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2.5 Conclusions  

In this chapter, we showed a direct correlation between manipulating the catalyst ink to the 

catalyst-layer structure and linking to the electrolyzer performance. Changing the solvent ratio of 

the inks changes how the particles, ionomer, and solvent interact and results in different CL 

structures. The exact driving force is still unclear for this relationship and multiple phenomena 

may be at play, including aggregation size, solvent composition, and evaporation rates. More 

fundamental studies need to be conducted to further parse out the direct correlations with these 

phenomena and our observations. A tertiary solvent ink (2:1:1 n-propanol:water:ethanol) yielded 

the best performance with the smallest aggregates and the highest porosity (40%). The worse 

performance contained only n-propanol and water (3:1:0, respectively), with a through-plane 

porosity and tortuosity of 20% and 1.89, respectively. The differences in ink composition show 

direct changes in aggregation behavior and are suspected to influence the ionomer distribution – 

since studies have shown more homogeneous dispersions when ethanol is introduced. Interestingly 

all three CLs had the same in-plane tortuosity. Since the best performing CL had slightly different 

tortuosity through-plane than in-plane, the different pathways in varying directions helps distribute 

the water and oxygen more efficiently, leading to better effective transport in the CL. However, 

there could be other reasons for the difference in performance which requires more 

characterization to better identify. Lastly, we see that the highest effective transport property did 

not correlate to the best performing MEA, showing that some other phenomena are at play in terms 

of mass-transport losses. A possible reason is that CL utilization and interfacial contact area with 

the membrane and PTL varies for the different layers, and thus contributes to the performance 

differences seen in this chapter. This chapter provides examples that show ink properties can result 

into different CL structure and performance. Continued studies on understanding more parameters, 

like ionomer content or other solvent ratios, can provide clearer guidance in fabricating specific 

CL structures to yield a desired performance.  
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2.6 Supplemental Information  

 
Figure S2.1: Histograms for the five repetitions for the four different inks (n-propanol: water: ethanol) (a) 2:1:1, (b) 

1:1:0, (c) 3:1:1, and (d) 0:1:3. The peaks of the histograms do not change over the course of the measurements (from 

the first set of data to the fifth) showing stability in the ink. 

 

 

Figure S2.2: FIB-SEM of CCMs revealing catalyst layer cross section. Image on the left shows the milled trench and 

image on the right shows the magnified cross section. 
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3. The Impact of Species Transport in Near-Neutral and Hydroxide 

Exchange Water Electrolysis† 

                            

3.1 Abstract 

 

The oxygen-evolution reaction (OER) is pivotal in many energy-conversion technologies as it is 

an important for making cost-effective green hydrogen. The local microenvironment and pH for 

the anode OER can vary from acidic to neutral to alkaline depending on the system being explored, 

making definitive mechanistic insights difficult, since the mechanism may be changing. In this 

chapter, we couple microkinetics, transport modeling, and experiments to explore the entire pH 

range of the OER. At low current densities, neutral pH values unexpectedly perform better than 

the acidic and alkaline conditions, and this trend is reversed at higher current densities (> 20 mA 

cm-2). Using continuum modeling, this switch is rationalized by a change from a dual-reaction 

mechanism to a single rate-determining step. It is also shown how the alkaline reaction rates 

dominate in the middle to high pH range. Furthermore, we explore that the local pH for near-

neutral conditions is much different (e.g., 2.4 at the reaction surface vs. 9 in the bulk) than the pH 

extremes, demonstrating the criticality that transport phenomena plays in kinetic activity. The 

transport effects at near-neutral pHs are shown when we test the full cell at lower pHs and lower 

conductivities, showing the effect and importance of the supporting electrolyte for hydroxide-

exchange membranes.  

 

† Portions of this chapter were previously published as “Fornaciari, J.C.; Weng, L.C., Alia, S., Zhan, C., 

Pham, T.A., Bell, A.T., Ogitsu, T., Danilovic, N., Weber, A.Z. Mechanistic Understanding of pH Effects 

on the Oxygen Evolution Reaction. Electrochimica Acta, 2022, 405 139810” and “Kiessling, A., Fornaciari, 

J.C., Anderson, G., Peng, X., Gerstmayr, A., Gerhardt, M.R., McKinney, S., Serov, A. Kim, Y.S., Zulevi, 

B., Weber, A.Z., Danilovic, N. Influence of Supporting Electrolyte on Hydroxide Exchange Membrane 

Water Electrolysis Performance: Anolyte. Journal of Electrochemistry Society, 2021, 168 084512” and are 

adapted with permission from all co-authors. 
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3.2 Introduction  

As renewable-energy generation grows, it is predicted that there will be an excess of inexpensive 

electrical energy, and storing this excess electricity in chemical bonds provides a viable pathway 

for long-duration storage and decarbonizing various energy sectors.17,24,90–92 The key and often 

limiting reaction in this process is the oxygen-evolution reaction (OER), which is required as water 

is the traditional proton source. The OER occurs in multiple environments (e.g., across the pH 

range) depending on the specific cell and applications.21,44–46,93–95 Of particular interest is the near-

neutral range as it avoids corrosive solutions (strong acids and bases), and is compatible with 

photoelectrochemical water splitting among other technologies.90,96–99 Additionally, for high pH 

(>11), hydroxide-exchange-membrane water electrolyzers (HEMWEs), which can use precious-

group-metal-free catalysts and less expensive non-titanium stack components, such as stainless 

steel, while retaining the beneficial aspects of membrane-based technologies.100 Although the OER 

has been studied in various pH conditions, there are is still a lack of mechanistic understanding of 

how it proceeds, especially when not under highly acidic or alkaline conditions.  

The OER is shown in acidic and alkaline conditions in eqs 3.1 and 3.2, respectively. 

 2H2O  →   O2 + 4H+ + 4e−          1.23 vs. SHE  (3.1) 

 4HO−   →    O2  + 2H2O + 4e−     0.40 vs. SHE   (3.2)  

Electrochemical and photoelectrochemical systems have studied the OER by investigating catalyst 

nanoparticles (films and single- and poly- crystals)44,45,64,93,101 in half-cell (rotating disk 

electrode)93,94,102,103 or full-cell (membrane electrode) experiments.33,104 These types of studies are 

used to elucidate the effect of either the electrocatalyst or the electrolyte composition (identity of 

cations, anions, and pH) on the OER rate. Conventionally, product or reactant transport limitations 

to or from the reaction site are assumed to be negligible, and experiments are typically conducted 

at extreme pHs, where there is significant concentration of either H+ and OH−. There is a dearth of 

work at near-neutral pHs, which are especially relevant to photoelectrochemical water splitting 

and electrosynthesis.   

To understand the OER mechanism, density functional theory (DFT) has often been used to 

determine reaction free energies for different surface states, which provides insight into surface 

coverage and transition states.105,106 DFT calculations require specific catalyst surfaces and due to 

computational complexity are carried out for small system sizes and ideal crystals and for 

conditions that might not adequately represent experimental ones. In addition, existing DFT 

calculations largely focus on providing the energy and free energy between different states, while 

neglecting other important effects, such as adsorbate coverages by different species at the 

electrode. 

Microkinetic analysis can be used to identify limiting steps and evaluate mechanisms. This 

approach can be combined with DFT and thermodynamic analyses tuned by experimental data for 

the energy-barrier predictions, since direct measurements of these multi-step processes remains 

inaccessible. Rates of reaction and surface coverages can be determined by microkinetic analysis 

and several studies have shown how the rates change with potential and, in some cases, with 

pH.95,107 The recent study by Nishimoto et al.107 examined how the kinetics change over the entire 
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pH range based on an in-depth kinetic analysis for the OER using an iridium oxide electrocatalyst. 

Their work suggests the O-O bond formation step is the rate-determining step and examines how 

anode potential impacts the kinetics for acidic, alkaline, and neutral conditions up to a current 

density of 20 mA cm-2. 107 While many studies have shown the fundamental interactions of 

adsorbates and ions on catalyst surfaces using theory, modeling, and experiments, the effects of 

transport are often neglected in these studies.95,107 Furthermore, the length scales involved in the 

OER, including the movement of ions near the surface and the actual reactions at the surface, are 

very different and concomitantly modeled with different approaches; minimal work has been done 

to bridge the gap between these phenomena, particularly in the neutral to near-neutral range. An 

initial effort towards this end demonstrated the importance of transport phenomena, in that it 

shifted the dominant reaction pathway under operation away from the lowest energy one predicted 

by the reaction barriers alone.108  For the mid-pH range, transport is expected to perhaps be more 

important due to the lack of high proton and hydroxide concentrations in the bulk, especially at 

higher current densities or reaction rates.  

Looking at longer length scales, the membrane-electrode assembly (MEA) shows additional 

hurdles to overcome. HEMs are the crucial component that is currently limiting the performance 

and durability of HEMWEs. HEMWEs are typically operated with only an anode (anolyte) feed 

to leverage proton-exchange membrane (PEMWE) systems and ease product separation.109 When 

HEMWEs operate with deionized water (DIW) on the anode side, as is standard operation for 

PEMWEs, their performance (overpotential) and durability suffer.30,63,110 This is mitigated with 

the use of supporting electrolytes (SEL), regardless of the HEM chemistry chosen; the most 

commonly used SELs are KOH and NaOH (at concentrations of up to 1 M) and K2CO3.
111,112 

While detailed mechanistic understanding of SEL effects is still being investigated, the SEL is 

hypothesized to: 1) provide additional ion-conducting transport pathways within the pores of the 

catalyst layer as well as in the HEM ionomer on the anode; 2) change the bulk and local pH in the 

anode catalyst layer; 3) the SEL anions and cations have been shown to affect the electrocatalysis 

of the OER in rotating disk electrode (RDE, half-cell measurements) studies.21,42,113 

In this chapter, we investigate the OER under controlled pH using a rotating-disk electrode half-

cell and interpret the results using a microkinetic model, as illustrated in Figure 3.1. Free energies 

of the different states were calculated using DFT and the barriers from combined thermodynamic, 

DFT, and experimental studies. The modeling also examines the effects of ionic transport, to obtain 

a more complete picture of the OER for different pH regimes. Additionally, from the modeling 

results we are able to see how a full HEMWE system performs under similar conditions at different 

pHs. The results of this work provide insight into the effects of kinetics and transport and data of 

the OER across the entire pH range that will aid the design of better electrolytic and 

photoelectrolytic devices.   
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Figure 3.1: A schematic showing the catalyst and the active species for the various pH conditions (counterions are 

ignored). The surface state of the catalyst is determined by DFT and then is fed into the microkinetics, qualitatively 

depicted here. The preexponential factor and activation energy was calculated based on theory and experimental 

data.114  
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Theoretical 

3.2.1  Microkinetics  

Table 3.1 shows the eight-step kinetic mechanism used for all simulations. The reaction 

mechanism is based on Nørskov’s OER mechanism for both H+ and OH- elementary steps.114,115 

All eight steps were considered simultaneously throughout the potential range (1.2 – 2.0 V vs. 

RHE) and the pH range (0 to 14). In eqs 3.7 thru 3.14, the net rate of formation of species i (ri) is 

defined by the differences in the rates of the forward and reverse reactions for each of the eight 

elementary steps. The activity for water (a0) is assumed to be 1 and the activity for the H+ (𝑎H+) is 

calculated using the bulk pH of the given simulation. The activity for OH− (𝑎OH−) was calculated 

based on the water dissociation constant, using the standard Gibbs Free Energy of reaction, and 

the activity for H+.   

The surfaces coverages were calculated by 

 
𝜕𝜃∗

𝜕𝑡
=  −𝑟4 + 𝑟3 − 𝑟8 +  𝑟7 (3.3) 

 
𝜕𝜃∗𝑂𝐻

𝜕𝑡
=  𝑟4 − 𝑟1 + 𝑟3 −  𝑟8 (3.4) 

 
𝜕𝜃∗𝑂

𝜕𝑡
=  𝑟1 −  𝑟2 +  𝑟5 − 𝑟6 (3.5) 

 𝜃∗ +  𝜃∗𝑂𝐻 +  𝜃∗𝑂 +  𝜃∗𝑂𝑂𝐻 = 1 (3.6) 

where 𝜃∗𝑂𝐻,  𝜃∗𝑂 , 𝜃∗𝑂𝑂𝐻 and 𝜃∗ denote surface adsorbed species or empty sites. The initial 

conditions for these ordinary differential equations are 𝜃∗ = 1, and an activity of oxygen  (𝑎𝑂2
) of 

zero, as there is no reaction at t = 0.  
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Table 3.1: The mechanism step and the net reaction rate for all eight steps. Acidic steps shown by reactions 1 thru 4 

(eqns. 3.7 thru 3.10) and alkaline steps shown by reactions 5 thru 8 (eqns. 3.11 thru 3.14).  

Mechanism Step Net Reaction Rate  

*OH ↔ *O + H+ + e- 𝑟1 =  𝑘𝑓1𝜃∗𝑂𝐻 − 𝑘𝑟1𝑎𝐻+𝜃∗𝑂 (3.7) 

H2O + *O ↔ *OOH + H+ + e- 𝑟2 =  𝑘𝑓2𝑎0𝜃∗𝑂 − 𝑘𝑟2𝑎𝐻+𝜃∗𝑂𝑂𝐻 (3.8) 

*OOH ↔ * + O2 + H+ + e- 𝑟3 =  𝑘𝑓3𝜃∗𝑂𝑂𝐻 − 𝑘𝑟3𝑎𝐻+𝑎𝑂2
𝜃∗ (3.9) 

H2O + * ↔*OH + H+ + e- 𝑟4 =  𝑘𝑓4𝑎0𝜃∗ − 𝑘𝑟4𝑎𝐻+𝜃∗𝑂𝐻 (3.10) 

   

OH- + *OH ↔*O + H2O + e- 𝑟5 =  𝑘𝑓5𝑎𝑂𝐻−𝜃∗𝑂𝐻 − 𝑘𝑟5𝑎0𝜃∗𝑂 (3.11) 

*O + OH- ↔ *OOH + e- 𝑟6 =  𝑘𝑓6𝑎𝑂𝐻−𝜃∗𝑂 − 𝑘𝑟6𝜃∗𝑂𝑂𝐻 (3.12) 

*OOH + OH- ↔ * + H2O + O2 + e- 𝑟7 =  𝑘𝑓7𝑎𝑂𝐻−𝜃∗𝑂𝑂𝐻 − 𝑘𝑟7𝑎0𝑎𝑂2
𝜃∗ (3.13) 

OH− + * ↔*OH + e- 𝑟8 =  𝑘𝑓8𝑎𝑂𝐻−𝜃∗ − 𝑘𝑟8𝜃∗𝑂𝐻 (3.14) 

 

Rate coefficients, free energies, and activation energies are required to define the system. The 

forward reaction rate coefficients in Table 3.1 can be written as 

 𝑘𝑓𝑖 = 𝐴 exp (
∆𝐸 0𝑉− 𝛽𝑛𝑖𝑒𝑉

𝑘𝐵𝑇
) (3.15) 

where A is the pre-exponential factor,  is the transfer coefficient, 𝑘𝐵 is the Boltzmann constant, 

T is the absolute temperature, ni is the number of electrons in the reaction, eV is the applied voltage, 

and ∆𝐸 0𝑉 is the activation energy (∆𝐸 0𝑉) assuming 0 V free energy change. The transfer 

coefficient describes the activation energy dependence on applied potential, which in theory can 

be obtained from first-principles simulations. However, in these simulations, the various rate 

parameters for each reaction were obtained from an analytical model developed by Exner et al. 

that combines DFT calculation and experimental data,116 and the reaction free energies were 

computed by first-principles thermodynamics as described below.  

The reverse reaction rate coefficient is obtained from DFT calculations and the equilibrium 

constant,  

 
𝑘𝑓𝑖

𝑘𝑟𝑖

= 𝐾𝑖 = exp (
∆𝐺𝑟𝑥𝑛,0𝑉− 𝑛𝑖𝑒𝑉

𝑘𝐵𝑇
), (3.16) 

where ∆𝐺𝑟𝑥𝑛,0𝑉 is the Gibbs Free Energy of reaction at 0 V calculated using DFT.   
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To solve the system of equations, the reaction rate constants (eqs. 3.15 and 3.16) were substituted 

into the reaction rate expressions (eqs. 3.7 thru 3.14) and then into the differential equations for 

species’ coverage (eqs. 3.3 thru 3.6), where were solved simultaneously using MATLAB to predict 

the current density for the OER given the bulk pH value, the calculated rate constants, and the 

operating potential. All thermodynamic inputs into the microkinetic model used the DFT results 

from Lawrence Livermore Laboratory and highlighted in Fornaciari et al .117  

3.2.2  Transport Model  

To simulate mass-transport phenomena within the RDE, a two-dimensional, transient, isothermal 

transport model was used. The model domain consisted of the electrolyte with a boundary of bulk 

conditions and a rotating disk as shown in Figure S3.1a. The governing equations consisted of the 

species (H+, O2, ClO4
−, K+, OH−) mass balances with the Nernst-Planck equation describing the 

various transport equations. For the convective velocity to the rotating disk, in both the z and r 

directions, a von Karmen and Cochran expression is used. Finally, the rate of reaction for the OER 

is given based on the local current density as determined from the microkinetic model. All 

governing equations and associated boundary conditions are in Tables 3.2 and 3.3. The model was 

solved using COMSOL Multiphysics.  

Table 3.2: Transport Governing Equations  

Nernst Planck equation, 

accounting for diffusion, 

migration and convection for 

all species, H+, O2, ClO4
-, K+, 

OH- 

𝑁𝑖 =  𝐷𝑖∇𝑐𝑖 −  𝑧𝑖

𝐷𝑖

𝑅𝑇
𝐹𝑐𝑖∇𝜙𝑙 + 𝑐𝑖𝜐 

(3.17) 

Overall mole balance  ∇ ∙ 𝑁𝑖 =  𝑅𝑖 (3.18) 

von Karmen and Cochran 

velocity profile, in the z 

direction  

vz =  (𝜔𝜈)
1
2 ∗ (−0.5103𝛾2 +

𝛾3

3
− 0.6159

𝛾4

6
) 

(3.19) 

von Karmen and Cochran 

velocity profile, in the r 

direction  

 

v𝑟 =  (𝑟𝜔) ∗ (−0.5103𝛾  +
𝛾2

2
− 0.6159

𝛾3

3
) 

Where  

𝛾 =  
𝜔

𝜈

1/2

𝑧 

(3.20) 

Rate of reaction for OER, 

where 𝑖𝑙𝑜𝑐 is obtained from 

experiments and microkinetics  

𝑅𝑖 =  
−𝜈 𝑖𝑙𝑜𝑐

𝑛𝐹
 

(3.21) 
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Table 3.3: Boundary Conditions for the RDE Model 

Electrode boundary  
𝑁H+ =

−𝜈 𝑖O2

𝑛𝐹
 

𝑁O2
=

𝜈 𝑖O2

𝑛𝐹
 at the electrode 

surface  

Bulk electrolyte boundary Axisymmetric at r = 0 

r = 5 mm, no flux  

L = 500 μm, 𝑐𝑖 =  𝑐𝑏𝑢𝑙𝑘 

L = 500 μm, 𝜙𝑙 = 0𝑉 

 

3.3  Experimental  

3.3.1 Cell Materials and Electrolyte Solutions  

Tokuyama A201 membrane (28 m dry thickness) and AS-4 ionomer were used in this study to 

allow replicable operation with DIW and SEL. MEAs were acquired from Pajarito Powder LLC 

(PP), (Albuquerque, NM, USA) and received as catalyst-coated membranes (CCMs) using 

Tokuyama A201 and AS-4 ionomer with loadings of ~0.8 mgIr cm-² iridium oxide (~150 m2 gr-1, 

PP) and 0.5 mgPt cm-² 50 wt% Pt/C (~130 mPt
2 gr-1, PP). CCMs were spraycoated using ultrasonic 

Sono-Tek ExactaCoat, loadings and uniformity were characterized by XRF. Respective AS-4 

ionomer-to-catalyst ratios were 10 and 15 wt% for iridium oxide and Pt/C electrodes. Prior to 

testing, CCMs were ion-exchanged to hydroxide form in ~50 mL 1 M KOH at ambient temperature 

inside a polyethylene bag for 1 hour, rinsed and then mounted into the cell.  

Electrolytes were prepared under ambient conditions using Milli-Q water (DIW) and the solutes, 

KOH, K2CO3, and KNO3. Electrolytes were stored in PET bottles and exposure to ambient air was 

limited as much as possible whenever electrolytes were connected to the cell or electrolyte 

conductivity measurements were taken. Electrolyte conductivity and pH were measured using a 

Thermo Fischer Scientific Orion Starr A215 pH/conductivity meter with an Orion 013005MD 

conductivity probe and Orion 8157BNUMD Ross Ultra pH/ATC triode. Figure 3.2 shows the 

electrolyte conductivities. Throughout the figures for the cell studies in this chapter, * denotes 

similar conductivities and § denotes similar pH at 60°C. 
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Figure 3.2: Conductivities of SELs used for KOH and K2CO3 in addition to others used in Kiessling et al.35  

 

3.3.2 Cell Preparation  

The electrochemical cell used in these experiments was a customized cell procured from NEL 

Hydrogen (Connecticut, USA), performance was functionally equivalent to the standard Fuel Cell 

Technologies Inc. (New Mexico, USA) cell. The nominal hardware active area was 25 cm2, 

however we isolated it to 5 cm2 using gaskets. Platinized-titanium serpentine flow fields were used 

on the anode and graphitic serpentine flow fields were used on the cathode. PTFE gaskets were 

used for both anode and cathode to assure the cell was sealed completely. Platinum-coated titanium 

porous-transport layers (PTLs, NEL Hydrogen) were used on the anode and carbon gas-diffusion 

layers (Toray, Fuel Cell Store, Texas, USA) were used on the cathode to help SEL and gas 

transport to the catalyst layers. To assure proper sealing, 3.05 N∙m was applied using a torque 

wrench in incremental ~1 N∙m steps. Cells were assembled in ambient air.  

Cells were connected to a KNFUSA NFB25 KPOCB-4A membrane pump at the anode and 

operated at 5 % of maximum pumping power equaling a flow rate of 22 mL min−. Cells were 

heated using a Digi-Sense TC6500 temperature control and heater to a temperature of 60°C. 

Heating was never applied when the cell was fully dry but only if there was at least DIW or a 

supporting electrolyte supplied to the anode side. Electrolytes were indirectly preheated by 

immersing in beakers and using heating plates (VWR). The cathode inlet remained closed, while 

the outlet vented into the fumehood for the duration of the entire experiment. Before SEL 

experiments began, cells were rinsed with DIW to check for leaks.  

3.3.3 Cell Testing 

When electrolytes were changed, heating was turned off to prevent severe dry out and the feeding 

tube was removed from the electrolyte bottle. After the tubing was free of electrolyte, the cell was 

rinsed with up to 4 batches of 500 mL DIW until the conductivity of rinsing water dropped below 
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1 S cm-1. DIW rinsing was omitted when the same or highly similar electrolyte at higher 

concentrations was subsequently used.  

Biologic VMP3B-10 potentiostats were used for polarization curves and electrochemical 

impedance spectroscopy (EIS) with a 10 A current booster. Cyclic voltammetry from 1.23 to 2 V 

at 50 mV/s were recorded to assess the MEA before polarization curves were recorded. 

Polarization curves were recorded at constant currents for each MEA. Thereafter, cell voltage was 

monitored for 2 minutes before the EIS script was started. EIS was recorded from 1 MHz to 

100 mHz with 6 points per decade. Tests for multiple SELs were run for each MEA; to assure 

MEA degradation was not substantial, 1M KOH was tested in between of other electrolytes and 

its performance was used to quantify degradation as a baseline.  

Polarization curves were recorded at 60°C after some pre-electrolysis to remove any trapped gas 

or contaminant species in the cell. Typical equilibration time was approximately 2 min, but the 

time was altered if it was observed that cell voltage did not level off within the 2 min. This time 

alteration was necessary for the case for nitrate and carbonate containing electrolytes or hydroxide 

at very low concentrations. For DIW, only currents for voltages <~1.85 V were investigated, and 

polarization curves has a lower cutoff current of 120 mA cm-² was used. Data was processed using 

MATLAB. EIS data was automatically fitted to a R-RQ-RQ circuit using the ZFit MATLAB script 

found online and fits achieved good results.35 

 

3.4 Results and Discussion 

3.4.1  OER at various pHs  

The OER performance via linear sweep voltammetry (LSV) was evaluated across the pH range on 

commercial iridium oxide nanoparticles as shown in Figure 3.3. These half-cell experiments were 

accomplished while holding the bulk pH constant, which was achieved through titrating the 

electrolyte. It should be noted that the bulk electrolyte conditions, which are monitored through 

titration, are taken as the RHE baseline. In the acidic and neutral range, Figures 3.3a and b, 

increasing pH seemingly results in worse performance in terms of a lower current density for a 

given potential. For higher pH shown in Figure 3.3c, however, the trend is not monotonic. Figure 

3.3d compares the neutral (pH = 9), acidic (pH = 1), and alkaline (pH = 13) cases. From that figure, 

it is readily apparent that at low current densities the more neutral pH demonstrates more current 

for a given potential, although this better performance disappears at higher current density, where 

the high and low pH yield more current than the pH = 9 case.  
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Figure 3.3: Linear-sweep voltammograms shown for (a) acidic pH (1 thru 5), (b) neutral to near neutral pH (6 thru 

10), and (c) alkaline pH (11 thru 13). The most acidic and alkaline pH's, 1 and 13, respectively, and pH 9 are shown 

in comparison (d) and are investigated as representative cases in the modeling sections throughout this chapter.  

 

Figure 3.4 provides a different perspective on this unexpected outcome by displaying the 

experimental and the simulation results for four different scenarios: (a) low current density, (b) 

high current density, (c) low potential, and (d) high potential. As shown in Figure 3.4a, at 2 mA 

cm-2, and in Figure 3.4c, it is clear that the more neutral pH range demonstrates increased 

performance compared to either pH extreme. Interestingly, in all of curves, the performance (either 

current density at fixed potential or potential at fixed current density) demonstrated a seeming 

discontinuity around pH = 6. This is particular seen when examining performance at fixed potential 

(Figure 3.4c, d), where the current density initially decreases with increasing pH, then exhibits an 

increase around pH = 6 followed by a decrease again. As discussed later, this pH results in ideal 

conditions for both acidic and alkaline reactions mechanisms to occur. The seemingly large 

increase in performance at pH 6 is interesting, and was consistent throughout these experiments. 

Further experiments, perhaps with buffers, is required to understand fully the reasons for this value, 

which may stem from the sensitivity to logarithmic nature of pH and near neutral conditions.   

However, at higher current density (Figure 3.4b) or higher potential (Figure 3.4d), this trend is 

reversed with the extreme pH’s outperforming the middle pH range, which is somewhat consistent 

with literature,118,119 although in that case the alkaline provided the highest current density for a 
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given potential. This discrepancy can perhaps be related to the way in which those systems used 

buffers instead of titration to maintain pH, as was done here. Although beyond the scope of the 

current study, the use of buffers could lessen the impact of the pH changes during operation, 

however this will depend on device design, buffer concentrations, current density, etc.; surface pH 

would still vary due to interplay between buffer reaction rates and capacities and generation rates, 

as seen in simulations for CO2 electrolysis in RDEs.120  Finally, it should be noted that the low 

current-density comparison (Figure 3.4a, c) aligns nicely with the expected low current densities 

and need for near neutral pH (to avoid degradation) in photoelectrochemical water-splitting and 

related solar-fuel technologies.117  

 

Figure 3.4: Oxygen-evolution overpotential as a function of bulk pH, for iridium oxide nanoparticles from experiments 

(circles) and simulations (squares). The potentials were reported at current densities of (a) 2 mA cm-2 and (b) 12 mA 

cm-2. The current densities were reported at corresponding voltages of (c) 1.5 V and (d) 1.65 V. The pH’s used in the 

simulation are pH 0, 2, 9, and 13. The red star indicates the pH at the surface of the electrode, 2.34, determined by the 

transport model with a bulk pH of 9. 

 

To further interpret the data, simulations were carried out for several different pHs at low and high 

current densities (applied potentials). As shown in Figure 3.4, decent agreement was realized with 

the model except for pH 9 at 1.65 V (>20 mA cm-2) (see Figure 3.4d). To ascertain the cause of 
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the discrepancy, a transport model of the RDE was used to explore how the local pH at the reaction 

site varies as a function of bulk pH, especially since the bulk pH was held constant by titration. As 

shown in Figure 3.5a, the local pH at 13 and 0 is the same as the bulk, but at pH 9 it deviates quite 

significantly, changing by orders of magnitude as the current density (applied potential) increases. 

Figure 3.5b shows that virtually all of this change occurs within the mass-transfer boundary layer 

near the electrode surface, which can be varied to modulate the pH (see Figure S3.2). Accounting 

for this concentration-polarization effect shifts the simulation at pH 9 to be in better accord with 

the experimental data, as shown in the translated point in Figure 3.4d following the arrow from the 

square to the star.  

 

Figure 3.5 (a) the local pH as a function of current density for pH 0, 9 and 13. (b) The local proton concentration as a 

function of distance from the electrode at pH 9.  

 

3.4.2 Microkinetic Analysis of the OER  

To understand the trends in Figures 3.3 and 3.4, microkinetic simulation results are used to 

ascertain the rate-determining step(s) via a perturbation analysis. The analysis entails perturbing 

each individual reaction-rate constant by a small amount (~0.1%) and calculating the net change 

in the overall reaction rate or current density (see Figure S3.3 for the individual reaction rate plots). 

Figure 3.6a-c shows the results from the perturbation analysis at three different pHs: 0, 9, and 13, 

respectively. For pH 0, two different rate-determining steps are identified at low applied voltages, 

namely *OOH formation (eqn. 3.8) and O2 formation (eqn. 3.9). However, at higher potentials (> 

1.6V), only one rate determining step occurs, *OOH formation (eqn. 3.8), which is related to the 

change in the surface coverages at higher potential and agrees with previous studies.116,121 For pH 

13, shown in Figure 3.6c, the rate-determining step is clearly *OOH formation (eqn. 3.12). It is 

interesting to note that this rate-determining step persists to relatively low pH, owing perhaps to 

the use of converting OH− and not needing to break the H-OH bond in water.  
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Figure 3.6: The percent change in current density relative to that of the perturbation (0.1% change of the forward rate 

coefficient) on each of the eight forward rate coefficients at different applied potentials, 1.5 to 2 V, for a) pH 0, b) pH 

9, and c) pH 13. 100% change represents that the overall current density (rate) changed by the same amount as that of 

the 0.1% perturbation. d) Surface coverage from 1.3 to 2.0 V vs RHE for all pHs. 

 

At neutral pH, both acidic and alkaline mechanisms may occur appreciably, with the alkaline 

pathway slightly dominating (eqn. 3.8 and 3.12) as shown in Figure 3.6b and Figure S3.4 from 

perturbation analysis and extent of reaction analysis, respectively. This finding also helps to 

rationalize the enhanced low current-density performance at neutral pHs. It is also consistent with 

the change in Tafel slope at middle pHs (see Figure S3.5), which suggest a mechanistic change is 

occurring. Although the Tafel slope does increase for the middle pH range, the onset potential is 

lower than at the extreme pHs, as explained by the above rate-limiting step changes. Furthermore, 

at low overpotential for near-neutral pH, it is also believed that in addition to having both types of 

charge carriers, there may also be altered adsorption/desorption, as suggested by the increased 

response at low potential (< 1.5 V) in the cyclic voltammograms (see Figure S3.6) and in Figure 

3.6d for the surface species. This influence goes away at higher current densities where the local 

microenvironment changes to be much more acidic. This increased response may result in 

differences in intermediate binding, the rate-determining step, or transition-state energy, and are 

not reflected in the DFT or microkinetics herein; to verify such surface coverages operando 

requires careful ambient pressure XPS measurements in conjunction with more detailed theoretical 

calculations.122–124 Finally, it should be noted that for these comparisons the local pH is being 
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interrogated and, as mentioned above, this deviates more to lower pH for near neutral bulk pH due 

to species transport.   

3.4.3 Full-Cell Operation at Near-Neutral to Alkaline Conditions  

 

Figure 3.7: HEMWE sketch; Abbreviations: PTL – porous transport layer, CL – catalyst layer, HEM – hydroxide 

exchange membrane, anolyte – anodic supporting electrolyte. OER is performed in the anode CL and HER in the 

cathode CL. 

 

To determine the consistency of these fundamental findings in real systems, full-cell testing, the 

diagram shown in Figure 3.7, of HEMWEs was accomplished. Testing these systems helps 

elucidate how feeding a bulk SEL influences the practical system. Ideally HEMWEs would operate 

on pure water, and thus neutral conditions. While the Tokuyama A201/AS-4 system used in this 

study is a relatively old chemistry,29 it often serves as the baseline and compared with emerging 

HEM systems (Fumion, Sustanion, Ionomr (AEMION), Orion, Versogen (PIPERION), LANL, 

and Georgia Tech (PENTION)).30,31,112,125 Operating with DIW solely utilizes catalyst sites 

covered with the HEM ionomer, in our case AS-4. However, in all cases, when HEMWEs operate 

with DIW, their performance (overpotential) suffers. We show this tradeoff between electrolytes 

for the Tokuyama MEAs in Figure 3.8, where we compare DIW and 1 M KOH anolytes. Note that 

current ranges from 0 to 50 mA cm-² are referred to as kinetic region and from 250 to 2000 as 

ohmic region throughout this section. For each of the polarization curves, the numbers in 

parentheses give the order of conducted experiment. Intermediate KOH curves from the test series 

were omitted whenever they did not provide any additional insights to decrease plot clarity.  

First, the performance of the 1 M KOH HEMWE is nearly equivalent to PEMWE operation on 

Nafion™ 117 (N117), achieving roughly 2A cm-2 below 2V.41 Next, after adequate circulation of 

DIW as anolyte a polarization curve was obtained, there is a ~150 mV penalty at 250 mA cm-2 and 

high current densities are not sustainable as with SELs. The inset in Figure 3.8 shows that the 

kinetics of the reaction are severely affected, with a 150 mV overpotential increase, which can be 

attributed to a combination of reaction mechanism (based on the slope change) and 
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electrochemically active surface-area changes. Figure S3.7 shows the HFR and polarization 

resistance obtained during the testing. As the plots show, both the polarization and the HFR are 

much higher while operating in DIW. Interestingly the ohmic resistance decreases with increasing 

current density, which is starting to approach the KOH anolyte condition. One would expect the 

opposite trend in ohmic resistance; if dehydration of the polymer were occurring at higher current 

densities via electroosmosis. However, it is not enough to overcome the kinetic limitation. After 

operating on DIW and returning to 1 M KOH operation, there is irreversible degradation in the 

MEA, suggesting that the onset of degradation is swift, even though the voltage and current used 

to operate on DIW were low and cumulative capacity throughout was much smaller than for 1 M 

KOH. While rigorous durability assessment is beyond the scope of our study, it has been suggested 

that the durability of HEMWEs is affected not only by alkaline stability but also electrochemical 

stability of HEM and ionomer.32,34 Clearly an SEL is important at least with this polymer/ionomer 

materials set, to overcome kinetic limitations, presumably imposed solely at the anodic side of the 

cell.  

 

Figure 3.8: Polarization curves showing kinetic (inset, Tafel plot) and ohmic regions for DIW and KOH anolyte feeds. 

Current density range of DIW was limited so as to try and suppress HEM degradation. 

 

Based on half-cell measurements in literature and above, the electrolyte anions and their 

concentration also play a role in the OER.117,126 At the same time, K2CO3 is frequently used as an 

SEL in HEMWE’s, but the role of the carbonate anion on the charge carrying species in the 

membrane is poorly understood.127 Especially compared to HEMFCs where it is detrimental to 

membrane conductivity. We compare the SELs at the same conductivity and the same pH in order 

to elucidate the difference between the anion’s themselves on the full-cell performance. To match 

conductivities, a concentration of 0.5 M instead of 1 M KOH was used because if we had had 

matched for conductivity with 1 M KOH, the K2CO3 solubility limit would have been exceeded. 

Thus, K2CO3 at 0.82 M was compared with 0.5 M KOH for nearly equivalent conductivity 

(189 mS cm-1) but different pH (11.35 and 13.65, respectively) at 60°C; and with 18 mM KOH at 
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the same solution pH (11.22), but different conductivities (189 and 7.4 mS cm-1, respectively). To 

note, we are looking at pH 11 which is slightly more basic than we previously explored above in 

Figure 3.3, but the concentration of charge carriers still is decreased compared to pH 13 or 14. 

Additionally, we are not accounting for changes in osmotic pressure or activity, which are beyond 

the scope of our study. 

 

Figure 3.9: (a) Polarization curve showing the kinetic (inset, Tafel plot) and ohmic regions and (b) HFR resistances; 

for carbonate and hydroxide solutions. Numbers in brackets indicate the order in which the experiments were 

conducted consecutively, * denotes similar conductivities and § denotes similar pH at 60°C. 

First, looking at just the effect with a hydroxide anion of decreasing conductivity (and pH) of KOH 

in Figure 3.9a, the cell voltage increased going from 500 to 18 mM KOH. This increase intuitively 

makes sense, as the SEL’s OH− charge carrying species is decreased and even in the RDE we see 

a lower performance for pH 11 compared to pH 13.5. The HFR plot in Figure 3.9b also supports 

this finding, showing an increase in HFR at low current densities that increases linearly until it 

almost matches that of the 0.5 M KOH at higher current density, similar to what was found for 

pure DIW (Figure 3.8). At the same time the kinetics are slowed, with an almost 50 mV increase 

corresponding to the pH and conductivity decrease (Fig 3.9a inset). Decreasing the pH, regardless 

of anion (18 mM KOH and 0.82 M K2CO3), decreased the performance at relevant voltages 

explored, even though the 0.82 M K2CO3 solution conductivity is the same as the 0.5 M KOH. 

This result implies that the higher pH may have a greater degree of influence on performance over 

that of solution conductivity, or that there is a secondary effect as the cation/hydroxide ratio is also 

changing. Comparing the differences between carbonate and hydroxide at the same pH the major 

difference is in the kinetic region (Figure 3.9a inset), where the KOH outperformed K2CO3 by 25 

mV. The HFR behaved similarly, starting high and decreased with increasing current density, as 

shown in Figure 3.9b. These two lower pH tests show HFR approaching that of the higher pH test 

(0.5 M KOH). Examining the polarization curve, the 0.82 M K2CO3 is worse than 18 mM KOH at 

low current densities, but exceeds the hydroxide SEL at high ones. Since the kinetics of both the 

low pH SELs remained poor even at high current density, where the HFR matches the 0.5 M KOH, 

the full-cell performance trend remains.  
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We hypothesize that there are several effects occurring. First, the concentration, pH and 

conductivity change of the KOH solution results in both kinetic (Tafel region) and polarization 

(from impedance at higher currents) loss from a decrease in charge carrying species, thereby 

allowing more access to the catalyst surface area. Second, the lower anode SEL conductivity 

results in higher HFR of the full-cell. This intuitively makes sense, the lower the hydroxide 

concentration and conductivity, the lower the full-cell performance. Third, even though the 

conductivity of the carbonate SEL is the same as the 0.5 M KOH, there is a significant loss in HFR 

of the full-cell (Figure 3.9b). The HFR improves with increasing current density matching that of 

0.5 M KOH. This may be due to due to self-purging effect.  

As current increases, the ohmic resistance can change due to self-purging of CO3
− and NO3

−. This 

self-purging effect occurs at high current densities, when the high hydroxide flux removes other 

anions (e.g. CO3
− and NO3

−) from the HEM at the anode and replaces them with hydroxide from 

the cathode.57,128 The result is a recovery of high HEM conductivity and a decrease in HFR.29,35,109 

At high current densities, the HFR decreases for CO3
− and NO3

−, however only the CO3
− matches 

the 0.5 M KOH HFR, while remaining more than twice as high for NO3
−. This is because CO3

− 

(and NO3
−) can be removed from the anode SEL after self-purging by forming CO2 via eq. 3.22 

and 3.23.  

Carbonate:  CO3
2−   + H2O    →    HCO3

−    +  OH−   (3.22) 

Bicarbonate:  HCO3
−  +  H2O   →     H2CO3  +  OH−   (3.23) 

Additionally, local pH can change due to the consumption of OH-. The change in local pH can 

yield more CO2 as time increases. CO2 may then follow the oxygen gas flux towards the PTL end 

of the electrode. This mechanism dissipates the accumulation of CO3
− near the electrochemical 

interface at the anode allowing faster OH− flow (depicted in Figure 3.10). This might have kinetic 

implications as well, since the CO2 evolution could affect the kinetics at reaction sites for OER, 

i.e. why the polarization resistance is three times higher than OH− at the same flux through the 

membrane supporting a lower cell voltage. Whereas NO3
− has no pathway for removal and 

accumulate at the interface slowing OH− flow via repulsive interactions. A concentration gradient 

would build for NO3
− which could drive these ions into the membrane via back diffusion.  
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Figure 3.10: Qualitative concentration profiles of carbonates and hydroxides within the HEM anode catalyst layer.  
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3.5 Summary  

In this chapter, microkinetics, transport modeling, and cell testing provide a multiscale picture of 

the oxygen-evolution reaction (OER) over a large pH range. This analysis provides informative 

findings for acidic and alkaline electrolyzers and near-neutral photoelectrochemical systems at 

operating current densities <100 mA cm-2. For near-neutral pH systems at low current densities or 

applied potential, enhanced performance is witnessed due to the availability of both acid and 

alkaline reaction pathways, as shown via a perturbation analysis. However, at higher current 

densities, transport dominates and the local pH rapidly drops at the electrode surface as shown via 

transport modeling. We determined that the local pH deviates significantly from the bulk pH for 

cases of intermediate pH, and decreases significantly near the anode. Additionally, for low 

(pH=11) and high (pH=13) pH values, they performance is similarly at higher applied potentials 

and current densities. Through the perturbation analysis and evaluating the surface coverage, we 

demonstrate that there is only one rate determining step for the three pHs at these higher potentials. 

For full-cell testing, transport of species at relevant current densities are limiting when the pH 

decreases; further work can be done in understanding counter ions near the surface of the catalyst.  

The findings of this chapter will assist in designing more efficient electrochemical and 

photoelectrochemical systems that address the observed transport limitations.  
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Supplemental Information 

The transport modeling for the rotating disk electrode was model in COMSOL Multiphysics and 

the modeling domain and geometry is shown in Figure S3.1.  

 

 

Figure S3.1: a) Model geometry for the transport equations b) Surface species concentration for the total flux of 

protons at the disk. 
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Figure S3.2: The impact of current density and boundary-layer thickness on local pH at (a) pH change for 500μm 

boundary layer thickness for pH 0 and pH 13 and (b) pH 9 for varying boundary-layer thicknesses  
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Figure S3.3: 3D plots for each individual rate of reaction (r1 – r8) 

 



48 

 

 

Figure S3.4: Extent of reaction for pH 0, 9, and 13.  

 

 

Figure S3.5: Tafel slopes for (a) pH = 0 (b) pH =9 (c) pH = 13. Dashed lines are experimental values, solid lines are 

the microkinetic model. The change in slope for the experimental data and large mismatch at lower current densities 

is due to capacitance effects that are not considered in the microkinetics.  
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Figure S3.6: Cyclic voltammograms for iridium oxide at (a) pH 1-5, (b) pH 6-10, and (c) pH 11-13 

 

 

 

Figure S3.7: HFR and polarization curves for DIW and KOH anolytes at 60 oC. 1.0 M KOH was flown first, followed 

by DIW, then KOH again.    
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4. The Role of Water in Vapor-fed Proton-Exchange-Membrane 

Electrolysis†  

 

4.1 Abstract  

Water-vapor-fed electrolysis, a simplified single-phase electrolyzer using a proton-exchange 

membrane-electrode assembly, achieved >100 mA cm-2 performance at <1.7 V, the best for water-

vapor electrolysis to date, and was tested under various operating conditions (temperature and inlet 

relative humidity (RH)).To further probe the limitations of the electrolyzer, a mathematical model 

was used to identify the overpotentials, local water activity, water content values, and temperature 

within the cell at these various conditions. The major limitations within the water-vapor 

electrolyzer are caused by a decreased water content within the membrane, indicated by increased 

ohmic and mass-transport losses as observed in applied-voltage breakdowns. Further 

investigations show the water content (λ, mole of water/mole of sulfonic acid) can decrease from 

13 at low current densities down to 6 at high current densities. Increasing the temperature or 

decreasing RH exacerbates this dry-out effect.  Using the mathematical model, we show how these 

mass-transport limitations can be alleviated by considering the role of water as both a reactant and 

a hydrating agent. We quantify how low cathode RH can be tolerated as long as the anode RH 

remains high, showing equivalent performance as symmetric RH feeds.  

 

† Portions of this chapter were previously published as “Fornaciari, J.C.; Gerhardt, M.R.; Zhou, J; 

Regmi, Y.N.; Danilovic, N; Bell, AT; Weber, A.Z. The Role of Water in Vapor-fed Proton-

Exchange-Membrane Electrolysis. Journal of the Electrochemistry Society, 2020, 167 104508” 

and are adapted with permission from all co-authors. 

 

  



51 

 

4.2  Introduction  

Hydrogen is garnering increasing attention for multiple applications, such as heavy-duty 

transportation and long-term storage of electrical energy.16,18,62,129,130 Green hydrogen can be 

produced from renewable electricity via water electrolysis, where the half-reactions are the 

oxygen-evolution reaction (OER) and hydrogen-evolution reaction (HER) 

          2H2O →  O2 + 4H+ + 4e−              U = 1.23 V vs SHE, (4.1) 

          4H+ + 4e−    →  2H2                     U = 0.00 V vs SHE. (4.2) 

at the anode and cathode at standard conditions and in an acid environment, respectively. Recent 

studies have shown that high current densities (up to 5 A cm-2) can be achieved using a membrane-

electrode assembly (MEA), shown in Figure 4.1.21,28,131 

The MEA comprises a solid-state electrolyte, typically a proton-exchange membrane (PEM), 

catalyst layers, and diffusion or transport media. Each component assists in transporting the 

reactants/products and protons and electrons to/from the reaction sites.21 The MEA architecture, 

which originated from polymer-electrolyte fuel cells, optimizes mass and ohmic transport through 

its various porous layers and enables use of high-surface-area catalysts within the porous catalyst 

layers, while concomitantly minimizing cell ohmic losses through the use of thin, conductive 

PEMs.131–133 Thus, it is a preferred design for use in vapor electrolysis.  

 

Figure 4.1: Cell schematic of the vapor electrolyzer MEA 



52 

 

Conventional electrolyzers utilize liquid water, which needs to be ultra-pure because contaminants 

can poison and degrade the electrocatalysts and the membrane.134,135 Moreover, liquid-fed 

electrolyzers exhibit a high electro-osmotic flow of water from anode to cathode, which results in 

a saturated hydrogen stream that must be dried before compression and storage.21 Furthermore, the 

use of this architecture for more complex reactions (e.g., carbon dioxide or nitrogen reduction) 

encounters problems due to the low solubility of the gaseous reactants.37,136  Another issue is that 

bubble formation in liquid feeds can introduce transport problems and light scattering when the 

MEA architecture is used for photo-electrochemical water splitting.98,137,138 The above issues can 

be ameliorated by using a water-vapor instead of a liquid-water feed.  

Vapor-fed electrolysis significantly simplifies the physics and operation of MEA cells. It also 

provides the opportunity to use non-conventional water inputs, such as seawater-vapor,139,140 and 

opens up the possibility of electrolysis in semiarid regions or locations where clean liquid water is 

not readily accessible.141 Compared to liquid feeds, operating with water vapor is expected to result 

in significant mass-transport and nonlinear ohmic limitations, with the latter stemming from 

decreased membrane and ionomer hydration with water vapor due to the dependence of ionic 

conductivity on hydration for traditionally used proton-exchange membranes like Nafion.142,143 

There have been limited investigations of water-vapor fed electrolysis. The systems reported to 

date exhibit stable performance for several hours but low current densities (<100 mA cm-

2).137,138,140,144 Therefore, there is a need for detailed exploration of the possibilities and limitations 

of this operating paradigm, especially as it concerns the interplay of water consumption, diffusion, 

and electro-osmosis within an MEA system.  

In this chapter, we explore vapor-fed electrolysis with a focus on cell operating conditions and the 

role of water within the MEA. Our objective is to explore the causes of high overpotentials within 

the cell. Detailed understanding of global and local effects is accomplished through combined 

experimental and theoretical investigations of the underlying phenomena. First, the experimental 

and modeling methodologies are introduced. Next, the measured performance of a vapor-fed 

electrolyzer operated at room and elevated temperature is demonstrated and discussed. Then a 

model is used to dissect the results using an applied voltage breakdown in order to describe the 

impact of relative humidity and potential losses in different parts of the cell. Finally, the role of 

water vapor supply is investigated by examining the effects of supplying the anode and cathode 

compartments with feeds differing in relative humidity.  

 

4.3 Experimental  

4.3.1 Membrane-Electrode-Assembly Fabrication   

The MEA (Figure 4.1) comprises a catalyst-coated membrane (CCM). The two catalyst layers 

(CLs) were formed by spray coating the respective sides of a Nafion 117 membrane (Ion Power, 

Delaware, USA) using a Sono-Tek ultrasonic spray coater (Sono-Tek Exacta Coat, New York, 

USA). For all tests, the Nafion membrane was pre-soaked in 95°C water for one hour and pre-

treated in room temperature 0.5 M nitric acid bath for one hour to remove any impurities. Then, 

the membranes were stored in deionized water before the spray coating of catalyst layers, which 

were dried while on the heated vacuum plate of the spray coater. The MEA is sandwiched between 
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a 255-m thick titanium porous transport layer (PTL) (Proton OnSite, Connecticut, USA) on the 

anode CL and a 190 m-thick carbon gas-diffusion layer (GDL) covered by a 45 m-thick 

microporous layer (MPL) (Sigracet 29BC, SGL Wiesbaden, Germany) on the cathode CL. Gas is 

supplied to both the PTL and the GDL using two graphite single-serpentine flow channels (Fuel 

Cell Technologies Inc., 1 mm thick land and channel). Although graphite is not thermodynamically 

stable at the anode potentials used in this study,145 none of the tests in this chapter were held for 

longer than 2 h. No degradation of the graphite flow-fields was observed in the 2 h tests, as there 

was no CO2 formed at 500 mA cm-2 for 16 h when the outlet of the cell was monitoring gas 

evolution with a real-time-gas-analyzer mass spectrometer (Diablo Analytical, California, USA). 

To minimize contact resistance, the carbon GDL was compressed to 20%, and to assure no gas 

leaks throughout the cell, PTFE (McMaster-Carr) or Tefzel™ gaskets (CS Hyde, Illinois, USA) of 

0.18- and 0.254-mm thickness were used on the cathode and anode sides of the assembly, 

respectively. 

The catalyst inks were composed of catalyst nanoparticles, iridium black for the anode and 45.9 

wt.% platinum on Vulcan carbon for the cathode (both from TKK, Tokyo Japan), Nafion ionomer 

(Ion Power, Delaware), water, n-propanol, ethanol mixtures for the iridium ink and n-propanol and 

water mixture for the platinum ink (exact recipes are given in Table 4.1). These inks were spray-

coated directly onto the Nafion 117 membrane using a 120 kHz nozzle. The target loadings were 

~1 mg cm-2  iridium on the anode and ~0.3 mg cm-2  platinum/carbon on the cathode. A relatively 

high platinum loading was used for the cathode to ensure that the cell was not limited by the 

hydrogen-evolution reaction. The total active area (geometric) was 5 cm2 for each electrode.  

Table 4.1:Catalyst Ink Recipes for the cathode and the anode inks. 

Component Cathode 

Platinum on 

Carbon Ink 

Anode Iridium 

Ink 

Catalyst  48 mg   30 mg  

n-Propanol  12 g 9.65 g 

Water  12 g 6.0 g 

Ethanol   4.73 g 

Nafion (5wt% dispersion) 108 mg 54 mg 

 

4.3.2 Test Protocol  

Electrochemical tests were performed using a commercial test stand (Fuel Cell Technologies Inc. 

(FCT), New Mexico, USA). Ultra-high purity argon (99.999%) was bubbled through a 

temperature-controlled bubbler with 18.2 MΩ deionized water (EMD Millipore, Billerica MA). 

The gas flow rates, cell temperature, and bubbler temperature were controlled independently to 
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achieve a cell relative humidity (RH) of 30 to 98%. All tests were at ambient pressure and either 

30 or 80°C. The flowrates of the gases to each side of the cell were 200 mL min−. For liquid-fed 

electrolysis, liquid water was introduced into the anode compartment using an external diaphragm 

pump (KNF NF25) at a flow rate of 100 mL min−. Electrochemical testing was performed using 

a Biologic VSP-300 potentiostat with 5 A booster (Seyssinet-Pariset, France). Electrochemical 

impedance was measured in potentiostatic mode, by imposing a 10 mV perturbation between 200 

kHz – 100 mHz at several cell voltages in order to generate a Nyquist plot, where the intercept 

with the real axis is the measured high-frequency resistance (HFR) of the cell.    

Each MEA was conditioned by flowing humidified argon (98% RH) to both sides of the cell for 

at least one hour at open circuit voltage. Chronopotentiometric steps were then applied, starting 

from 10 mA cm-2 and increasing to 1000 mA cm-2, or until the MEA reached the upper cutoff 

potential 2.3 V, chosen to prevent corrosion of cell flow fields, endplates, and current collectors. 

A step size of 10 mA cm-2 was used at low current densities, and 50 mA cm-2 was used for higher 

current densities. Each current density step was 2 min or until a stable response was reached (± 

50-100 mV), and the voltage response data were averaged over the last 20 s for the polarization 

curve point. Two polarization curves were collected for each MEA, with multiple MEAs tested for 

each set of electrolyzer test conditions.  

 

4.4 Mathematical Model 

A mathematical model of vapor-fed electrolysis in an MEA was used to interpret the experimental 

data. A 2-D view of the model domain is shown in Figure 4.1. The governing differential equations 

and their boundary conditions are given in Tables S4.1-S4.4. The characteristic properties for each 

domain (materials properties, dimensions, etc.) are detailed in Tables S4.5-S4.9.   

This model was adapted from fuel-cell models developed by Balliet et. al.146 and Zenyuk, Das, 

Weber.147 Mass transport within each component domain is governed by the same mechanisms as 

those considered for the modeling of fuel cells, namely multicomponent diffusion and convection 

via Darcy’s law for the porous media and concentrated-solution theory for the membrane and 

ionomer. In contrast to the fuel-cell models, the model is single phase and thus assumes no liquid 

water in the cell, which is justified due to an RH less than 100%, heat being generated, and water 

being consumed as a reactant. If water does condense, its influence is expected to be minimal 

although this could be a topic for future investigation and model refinement. Additionally, the fuel-

cell model’s reactions are changed to OER and HER (eq (4.1) and (4.2)) occurring at the anode 

and cathode, respectively. These two changes impact water movement within the system, as water 

is consumed at the anode in an electrolyzer, thereby limiting the flux of water to the anode side of 

the membrane. Water flux can still occur from the cathode side of the membrane to the anode 

depending on the balance between back transport and electro-osmosis in the membrane. 

Additionally, the model is nonisothermal and the effects of heat generation within the MEA are 

taken into account with an overall energy balance and appropriate boundary conditions (see Table 

S4.1 eq S4.10, Table S4.2, and Table S4.4). Heat generation and consumption occurs through 

ohmic heating, vaporization of water, and heat released in the electrochemical reactions. In the 

vapor-fed system, one expects more severe temperature nonuniformities and local dehydration due 
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to the increases temperature in the MEA, whereas in a liquid-fed cell, the water acts as a coolant 

and temperature excursions are minimal.  

The model was used to calculate various properties and characteristics of the MEA that are not 

accessible by experiments. An important characteristic is the net water flux through the membrane,  

 NH2O,PEM =
𝜉 𝑖

𝐹
− 𝛼 ∇𝜇H2O,  (4.3) 

where ξ is the electro-osmotic coefficient, i is the current density, F is Faraday’s constant, α  is the 

transport coefficient, and μH2O is the chemical potential of water within the membrane. The first 

term on the right side of this equation represents water transport by electro-osmosis and the second 

term represents water transport by nominally diffusion.  

The model is also used to determine the water content, temperature distribution and the 

contribution to the applied voltage within the MEA cell. Using the methodology of Gerhardt et 

al.148 the applied-voltage breakdown (AVB) is given by 

V =  Uref + ηHER,BV + ηOER,Tafel + ηMT +  ηcathode,ionomer + ηanode,ionomer + ηPEM,        (4.4) 

where Uref is the Nernstian thermodynamic potential (referenced to the conditions in the gas 

channel), ηHER,BV and ηOER,Tafel are the kinetic overpotentials for the cathode and anode reaction, 

respectively, ηi,ionomer is the ohmic loss from the ionomer within the CL, ηMT is the mass-transport 

loss within the anode CL, and ηPEM is the ohmic loss across the membrane. The dependence of 

these terms on current density and properties of different parts of the MEA are given in Table 

S4.10. The cathode CL has negligible mass-transport losses as the reactant protons are at fixed 

concentration set by the reaction rate and any transport losses are ohmic in nature. The electronic 

losses are assumed minimal due to the high conductivity of the electronically-conducting 

materials.   

4.5 Theory: Role of Water 

Before examining the data, it is important to identify the different types of water flux occurring in 

the system and their impact on the maximum possible performance of the MEA. In polymer-

electrolyte water electrolysis, water is not only a reactant, but also a hydrating agent. Furthermore, 

water transport through the system is complex due to the various driving forces (see, for example, 

eq. (4.3)). At steady state, a water mass balance at the anode catalyst layer results in  

                                        NH2O,PTL − NH2O,PEM =  
i 

2F
,                                 (4.5) 

where NH2O,PTL is the water flux through the PTL from the water-vapor feed stream and NH2O,PEM  

is the net water flux through the membrane. The extent to which water leaves or comes through 

the membrane can be described by the net electro-osmotic coefficient,  

                                            β =
NH2O,PEM 

𝐹

i  .
                                                           (4.6) 
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A positive value of β means that the net water movement is from anode to cathode and a negative 

value of β corresponds to water moving from cathode to anode. With no net water flux in the 

membrane (i.e., 𝐍H2O,PEM = 0, β=0), a current density can be defined as   

                                           𝑖β=0 =  2𝐹𝑁H2O,PTL  
=  2𝐹

(𝐶o−0)𝐷𝑒𝑓𝑓
 

𝑡PTL
                                        (4.7) 

where 𝑐o is the concentration in the gas channel, 𝐷𝑒𝑓𝑓 is the effectivity diffusivity of water within 

the gas phase of the porous media in the anode, and 𝑡𝑃𝑇𝐿 is the thickness of the PTL. 𝑖β=0 is a 

function of temperature, as shown in Figure 4.2b (at 98% RH), because both Deff and co are 

functions of temperature. eq. (4.7) is written assuming limiting current and a linear gradient from 

the channel to the reaction site. Combining eqs. (4.5)-(4.7) and normalizing by 𝑖β=0 we obtain an 

expression for the nondimensionalized maximum current density  

                                            
𝑖max

 𝑖β=0 
=  

1

(1+ 2β)
 ,                            (4.8) 

 

Figure 4.2: a) The nondimensionalized limiting current density as a function of β, the net water flux in the membrane 

normalized by the proton flux b) The current density for β=0 as a function of temperature assuming 98% RH in the 

anode gas channel. 

 

Figure 4.2a plots eq. (4.8). Eq. 4.8 can also be written as a function of chemical potential as shown 

in the SI. The critical impact of water flux through the membrane is evident by its influence on the 

maximum achievable current density. Since the electro-osmotic flux of water through the 

membrane influences how much water is available to react in the anode catalyst layer, the 

maximum current density is a function of current, which dictates the magnitude of the electro-

osmotic flux. For example, 𝑖max goes from 1.22 A cm-2 for 98% RH feed at 30°C for β = 0 to ~400 

mA cm-2 for β = 1, corresponding to pure electro-osmotic flow.  The reason for this trend is that 

an increase in  results in a reduction in the availability of water for reaction. Conversely, if there 

is net water transport from the cathode (e.g., due to different membrane design or operating 
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conditions), a higher-than-expected maximum current is possible. It should be noted that for anode 

and cathode feeds with identical RH, β is typically negative and sufficiently large in magnitude, 

which can complicate the analysis of water management in electrolyzers. Precision and care are 

needed when analyzing experimental data. Overall, Figure 4.2 provides a metric for 

experimentalists to determine how close to mass-transport-limiting conditions their system 

operates, since the water balance and the value of β are accessible experimentally. The water 

balance can be determined by measuring the inlet and outlet RH of both streams and accounting 

for the consumption of water by reaction.   

 

4.6 Results and Discussion 

4.6.1 Vapor-Fed Electrolyzer Performance  

Figure 4.3a compares the polarization curve for liquid- and vapor-fed electrolysis at 30°C. The 

liquid-fed MEA requires a lower voltage for a given current density. The voltage versus current-

density curves are similar up to about 100 mA cm-2. Above this current density, the voltage for the 

vapor-fed cell rises substantially relative to that for the liquid-fed cell and grows rapidly with 

increasing current density. This divergence between the vapor- and liquid-fed cases is mainly due 

to a loss of ion conductivity within the membrane brought about by inadequate membrane 

hydration (which includes RH changes due to water mass transport from the channel to the 

membrane surface) for the case of vapor-fed electrolysis. This finding is in agreement with the 

calculated HFR from the EIS data and the subsequent iR-corrected voltage vs current density plots 

in Figure 4.3c of the SI. We note that the iR-corrected plots are essentially the same for the vapor-

fed and liquid-fed cases, indicating the supply of water does not limit the rate of reaction, which 

is consistent with the current being lower than imax as calculated via Eq. 4.8 (see Figure 4.2).  

 

Figure 4.3: Electrolysis at (a) 30°C, blue, (b) 80°C, red, and (c) the iR corrected curves for 80°C for both liquid-fed 

(circles) and vapor-fed (squares) cells. Operating conditions: Nafion 117 membrane; 1 mg cm-2 iridium loading on 

anode, and 0.3 mg cm-2 Pt from Pt/C on cathode, and vapor feed at 98% RH on both sides flowing at 200 mL min-1.  

Temperature has a significant impact on performance of the vapor-fed electrolyzer. The maximum 

current density increases, as shown in Figure 4.2, which shows the dependence of temperature on 

water vapor concentration. Additionally, kinetic and transport properties are also a function of 

temperature in the membrane and ionomer. Figure 4.3b compares the polarization curves for 

liquid-fed electrolysis with vapor-fed electrolysis at 80°C. Increasing the temperature decreases 
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the voltage required for a given current density for both liquid and vapor cells. For example, the 

voltage required for a current density of 1000 mA cm-2 is 1.92 V at 30°C, but decreases to 1.76 V 

at 80°C for the liquid-fed system. The same is true for the vapor-fed MEA, but in this case, the 

voltage difference for required for a current density of 320 mA cm-2 at 30°C (2.3 V) and 80°C 

(1.67 V) is greater.  

 

Figure 4.4: a) Model fit of the vapor-fed MEA operating at 98% RH system at 80°C with the HFR data corresponding 

to the experiments (circles, right axis) and b) AVB for this system c) RH (green) and water content (purple), defined 

as moles of water per mole sulfonic acid site, throughout the cell at 150 mA cm-2 (dashed) and 680 mA cm-2 (solid). 

 

To identify the reasons for the large voltage required by the vapor-fed system, the total cell voltage 

versus current density and the AVB were calculated using the model of the 80°C vapor-fed MEA. 

Figure 4.4a shows that the model accurately describes the overall cell voltage versus current 

density measured experimentally. Figure 4.4b illustrates the AVB at 80°C. The largest voltage 

losses are associated with the OER kinetics, the ohmic resistance of the membrane, and the mass-

transport loss through the anode CL. The potential loss due to the OER kinetics is a characteristic 

of the iridium catalyst. As expected, the OER overpotential is larger than that for the HER, 

reflecting the slower kinetics of OER.21 The ohmic loss in the membrane increases rapidly with 

current density, and is a function of water activity within the membrane phase (as shown in Table 

S4.9). The mass-transport loss within the anode CL (see eq. 4.19 in Table S4.10) corresponds to 

the influence of changes in the reactant water concentration between the gas pathways, reaction 

sites, and ionomer. The origin of these mass-transport losses is caused by a combination of CL 

underutilization (discussed in further detail below), and local temperature rise.  

The effects of current density on the distribution of water in the electrolysis cell is shown in Figure 

4.4c. As the current density increases, the local cell temperature increases, as shown in Figure 4.5, 

which exacerbates the mass-transport-related decrease in RH at the CL; the membrane water 

content (λ) or moles of water per sulfonic acid site, is similarly depressed. For 150 mA cm-2,  is 

about 13, whereas for 680 mA cm-2 the value of  is about 6. For reference, a maximum value of 

λ=16 for fully hydrated at 100% RH Nafion has been observed previously.142,149,150 Thus, at the 

operating current densities at which the vapor electrolyzer is running, the value of  is far from the 

fully hydrated value.  
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Figure 4.5: Temperature distribution within the membrane electrode assembly at two different current densities. 

 

To explore the effects of overall water transport in more detail, the carrier gas was changed from 

argon to helium in order to decrease any bulk transport effects in the PTL since the water-vapor 

diffusivity through helium is three times larger than that through argon. As shown in Figure 4.6a, 

going from argon to helium results in a monotonic, nonlinear decrease in the overall cell voltage 

with current density. Although the gradient within the PTL is small, the higher diffusivity provides 

better water transport to the reaction sites, which leads to a higher local RH on both sides of the 

membrane at a given current density. The higher local RH leads to higher water content within the 

membrane phase (Figure 4.6a, right axis), demonstrating that helium results in better hydration. 

Since the membrane is better hydrated, secondary effects, such as water transport from the cathode 

to the anode and maximum cell temperature, further assist in mitigating overpotential losses. The 

maximum cell temperature when argon and helium are used is 91.4°C and 89.9°C, respectively, 

which is enough to reduce the overpotential by 150 mV. The reduction in overpotential is primarily 

ohmic, mainly due to the increase in hydration, with only a secondary effect on kinetics due to 

higher reactant concentration.   

Figure 4.6b shows that decreasing the membrane thickness (from 183 to 25 μm) has a substantial 

impact on performance. The thinner membrane exhibits a lower ohmic loss because it promotes 

back transport of water in the membrane and thus a more negative value of  (see eqs. 4.6 and 4.8 

and Figure 4.2), which helps to keep the membrane better hydrated,151,152 in addition to simply 

being thinner. However, the decrease in membrane thickness is known to increase product gas 

crossover and thus lower cell efficiency.21,153,154 Such effects become compounded by the fact that 

most electrolyzers operate with pressure differentials, as pressurized hydrogen is desired.153 The 

tradeoffs between electrolyzer performance, gas crossover, and optimal operating pressure must 

be considered by system designers and is an active area of research. 
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Figure 4.6: (a) Difference in cell potential when the carrier gas is changed from helium (2 g/mol) to argon (MW = 40 

g/mol), so a negative change is potential is a lower overpotential. The square points show experimental measurements 

and the solid line shows the predictions of the model (left axis). The difference in membrane water content, λ, is shown 

on the right axis for Nafion 117, where the increasing trend shows a higher λ in helium with increasing current density. 

(b) Electrolyzer performance for Nafion 117 (183 μm) vs. Nafion 211 (25 μm). Experiments were carried out at 80 

°C with an iridium loading 1 mg cm-2 on the anode and a Pt from Pt/C loading of 0.3 mg cm-2 on the cathode. The 

anode and cathode feed flow rate were 200 mL min-1 and the RH was 98% for both feeds.  
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4.6.2 Effects of difference in the RH of the anode and cathode feeds 

 

Figure 4.7: Polarization curves at various RH for vapor electrolysis from 98% RH (dark blue), 50% RH (blue), and 

30% RH (light blue). Points are experimental data; solid lines are from the model. Vapor electrolyzer experiments and 

model were ran and simulated at 80 °C, with Nafion 117 membrane; the anode had 1 mg cm-2 iridium loading, the 

cathode had 0.3 mg Pt cm-2 using Pt/C loading. 

 

Many of the proposed applications for vapor-fed electrolyzers are expected to have inlet streams 

that are not fully humidified or involve a water-vapor-feed to only one electrode.  Different 

humidity levels in the anode and cathode feeds can help prevent excess water reaching the cathode, 

where wet hydrogen is difficult to store and use, as discussed earlier. To explore these effects and 

further comprehend the role of water on cell performance, the feed RH was varied, as shown in 

Figure 4.7. As expected, the cell voltage increased with reduced feed RH. Nevertheless, even at 

30% RH and 80°C, a current density of 160 mA cm-2 is achieved at 2.08 V, comparable to the low-

temperature study shown in Figure 4.3a. Interestingly, the inlet water-vapor concentrations are 

comparable for a feed with a 30% RH at 80°C (0.0049 mol L-1) and a feed with a 98% RH at 30°C 

(0.0017 mol L-1). Nevertheless, the measured voltage is not the same above 50 mA cm-2. As shown 

in Figure 4.8, a feed with 30% RH at 80°C requires higher voltage for a given current density. This 

observation demonstrates that cell voltage is more dependent on water activity than water 

concentration: at 80°C, the activity is 0.30 (λ = 4.47), but at 30°C, the activity is 0.98 (λ = 14.94). 

This finding agrees as well with our modeling assumption and hypothesis that activity drives the 

reaction.  
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Figure 4.8: Vapor electrolysis tested at two different conditions. Wet and cold test of 98% RH at 30°C (blue) and hot 

and dry test of 30% RH at 80°C 

 

AVBs obtained from the model of the vapor-fed electrolysis cell operated at 150 mA cm-2 are 

shown in Figure 4.9 as a function of the feed RH at 80°C. Figure 4.9a shows the absolute values 

of each component of the overpotential and Figure 4.9b shows the relative contributions of each 

component. The impact of anode mass transport and ohmic losses are evident at 30% RH, where 

mass transport accounts for 31% and ohmic accounts for 28% of the total overpotential. 

Interestingly, at 98% RH, the mass-transport losses are still high, accounting for 43% of the total 

overpotential, but the ohmic overpotential only makes up only 7% of the total overpotential loss. 

This result further highlights the importance of water activity within the membrane phase on the 

overall cell performance. At lower RHs, the low level of membrane and ionomer hydration 

significantly impact conductivity of these phases, resulting in increased ohmic loss within both 

components.   
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Figure 4.9: a) AVBs at a constant current density of 150 mA cm-2 shown as a function of humidity. b) Percent 

contribution to the total cell voltage, simulated at 80°C.  

 

The CL is a heterogeneous, multicomponent structure that requires percolation pathways for water, 

ions, and electrons to reach the embedded catalyst sites. Due to this complexity and the 

interrelation of phenomena in the CL, unambiguous deconvolution of the mass-transport 

overpotentials is difficult, especially as the properties of all components depend on the state of 

their hydration.142,151 As shown in Figure 4.10a, the reaction-rate distribution within the anode CL 

shifts from being uniform throughout the catalyst layer at 98% RH, to being localized near the 

membrane:anode CL boundary at 30% RH. Such a change is indicative of going from conditions 

where the rate of the OER is kinetically limited to one where this reaction is limited by ionic 

transport. In the latter case, the reduced water activity limits the availability of water, resulting in 

a lower water content in the ionomer, as shown in Figure 4.10b. Another consequence of the 

reduction in ionomer hydration with decreasing feed RH is that the total overpotential loss in the 

anode CL increase in order to maintain constant current density.145,151 This effect is shown in 

Figure 4.10c.   
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Figure 4.10:a) Reaction distributions, b) water content and c) overpotential for varying RH conditions within the 

nondimensionalized anode catalyst layer at 150 mA cm-2.  

Water moves through the cell in different phases and with different driving forces, as discussed 

above. To explore the effects of water transport further, experiments were conducted with unequal 

(“asymmetric”) humidities in the anode and cathode feeds. The results of these experiments are 

shown in Figure 4.11a. Comparison of cell polarization curves reveals that water supply to the 

anode is more important than water supply to the cathode, because at 2 V, the current density is 

markedly higher when the anode feed is at a higher RH than the cathode feed. Also shown in 

Figure 4.11a is the “symmetric” case, in which the RH of each feed is set to the average RH of the 

asymmetric RH experiment. This experiment affirms that at low current densities kinetic losses 

dominate (i.e., the symmetric RH curve is aligned with that for the drier anode asymmetric curve, 

as shown in the inset), while at higher current densities mass transport and ohmic effects dominate 
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(i.e., the symmetric RH curve aligns closer to the drier cathode asymmetric curve). These trends 

agree with the AVBs presented in Figure 4.9.  

Insights into the mechanism of water-transport and its effects on overall cell polarization were 

obtained by calculating the value of β, the net water flux through the membrane normalized by the 

proton flux (see eq. 4.6), i.e., a net electro-osmotic coefficient. The results for three cases are 

presented in Figure 4.11b. This calculation was done using the model of the vapor-fed electrolyzer. 

For the cases in which asymmetric RH is used in the anode and in the cathode feed, back transport 

via diffusion dominates the response, regardless of the direction of the electro-osmotic flow. At 

lower current densities, the lower RH anode case benefits from this transport, as β helps move 

water to the anode and the cell has similar performance as the symmetric RH case. However, at 

higher current densities, electro-osmosis drives β to be more positive and move water away from 

the anode reacting site. Even though β continues to be negative for the low RH anode case, this 

experiment shows that lower local RH at the anode CL can reduce the achievable current density 

at 2.0 V, emphasizing the importance of anode RH on performance. The experiments also 

demonstrate that there is little benefit of feeding the anode and the cathode with the same RH.  A 

high RH in the feed to the anode is sufficient to provide water to the cathode and can sustain 

reasonable current densities.   

 

Figure 4.11: a) Polarization curves for asymmetric study (triangles and circles) and the average cell RH humidity 

symmetric study (squares) for comparison. The cathode (circles) and anode (triangles) had the inlet RH of 30% while 

the other electrode was kept at 98% b) Values of β as a function of current density for each of the three cases calculated 

using the model of a vapor-fed electrolyzer. 
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4.7 Summary 

We have shown that a vapor-fed MEA system for the electrolysis water can be operated at current 

densities above 100 mA cm-2. In contrast to liquid-fed electrolyzers, in which water supply is not 

an issue, the water content of the vapor-fed plays a significant role as both a hydrating agent and 

a reactant. This dependence on water content is especially true under conditions where the 

maximum achievable current densities are compromised due to electro-osmotic flows in the 

system that further decrease water activity at the reaction site. Analysis of the vapor-fed 

electrolyzer, using a mathematical model, demonstrates conclusively that the most important role 

of water is in hydrating the ionomer in the catalyst layers and the membrane, with higher humidity 

and temperatures leading to higher current densities for a given applied voltage. The computed 

reaction distribution with the anode catalyst layer suggests underutilization of this catalyst layer 

(where the OER occurs), especially at low anode feed humidities. We have also demonstrated that 

a high relative humidity in the anode feed is critical for good electrolyzer performance. Our study 

illustrates how feed composition and operating conditions affect the performance of a vapor-fed 

electrolyzer, information that will be useful for the design of vapor-fed electrolyzers for practical 

applications.  
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4.8 Supplemental Information  

4.8.1 Model Development  

The model was developed using a similar fuel cell model used Balliet et al.146 The fitting 

parameters used in this model are the mass-transport coefficient (𝑘𝑀,𝑉) and the anode 

electrochemically active surface area (𝑎𝐼𝑟).  

Table S4.1: Governing equations for the electrolyzer model. 

Variable  Governing Equation Eq Region 

Gas pressure 
𝐍G = −

ρGkG
eff

μG
𝛁PG 

[S4.1] PTL, 

GDL, 

MPL, 

CL 

Gas species 

flux 
ρGkG

eff

μ 
∇ ⋅ 𝐍G = ∑ si 

[S4.2] PTL, 

GDL, 

MPL, 

CL 

Mass 

Fractions 
𝛻 ∙ (−ρGωi ∑ D̅ij

eff(𝛁yj +n
j (yj − ωj)

𝛁PG

PG
) + ρGωi𝐯G ) =  𝑠𝑖   

[S4.3]  PTL, 

GDL, 

MPL, 

CL 

Electronic 

current 

density 

∇ ⋅ 𝐢1 = −𝑖ℎ
𝑟𝑥𝑛 [S4.4]  Plate, 

GDL, 

MPL, 

CL 

Electronic 

potential 
𝐢𝟏 = −𝜎𝑒𝑓𝑓𝛁Φ1 = −𝜎𝑏𝑢𝑙𝑘𝜖𝑠

1.5𝛁Φ1 [S4.5] Plate, 

PTL,  

GDL, 

MPL, 

CL 

Ionic current 

density 
∇ ⋅ 𝐢2 = 𝑖ℎ

𝑟𝑥𝑛 [S4.6] CL, 

PEM 

Ionic 

Potential 
𝐢𝟐 = − (𝜅𝑉𝛁Φ2 +

𝜅𝑉𝜉𝑉

𝐹
𝛁𝜇H2O) 

 

[S4.7] CL, 

PEM 
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Water flux†  
∇ ⋅ 𝐍H2O,𝑃𝐸𝑀 = −𝑅𝑀,𝑉 −

𝑖𝑂𝐸𝑅
𝑟𝑥𝑛

2𝐹
 

[S4.8]  CL, 

PEM 

Water 

chemical 

potential in 

the 

membrane 

𝐍H2O,𝑃𝐸𝑀 = (𝐢𝟐
𝜉𝑉

𝐹
− 𝛼𝑉𝛁𝜇H2O),  [S4.9]  CL, 

PEM 

Temperature −𝑘𝑇,𝑒𝑓𝑓∇ ⋅ (𝛁𝑇) = 𝑄𝑉,𝑀 + 𝑄𝐽 + 𝑄𝑟𝑥𝑛 [S4.10] Plate, 

PTL, 

GDL, 

MPL, 

CL, 

PEM 

†  𝑖𝑂𝐸𝑅
𝑟𝑥𝑛  = 0 at the cathode  

Table S4.2: Source Terms for heat balance equations. 

Source 

Term 

Domains 

Plate PTL, 

GDL, 

MPL 

aCL cCL M 

Energy-Balance  

𝑄𝑉,𝑀   −Δ𝐻̂𝐿,𝑉 ∙ 𝑅𝑀,𝑉  

𝑄𝐽 𝐢1 ∙ 𝐢1

𝜎𝑒𝑓𝑓
 

𝐢1 ∙ 𝐢1

𝜎𝑒𝑓𝑓
 

𝐢1 ∙ 𝐢1

𝜎𝑒𝑓𝑓
+  

𝐢2 ∙ 𝐢2

𝜅𝐻+
 

𝐢2 ∙ 𝐢2

𝜅𝐻+
 

𝑄𝑟𝑥𝑛   𝑖ℎ
𝑟𝑥𝑛(𝜂𝑠,ℎ + 𝛱ℎ)  
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Table S4.3: Source terms for conservation of chemical species. 

Mass Conservation, Gas Phase 

Species  

H2 
𝑠𝐻2

=
𝑖𝐻𝐸𝑅

𝑟𝑥𝑛 𝑀H2

2𝐹
 

O2 
𝑠𝑂2

=
𝑖𝑂𝐸𝑅

𝑟𝑥𝑛 𝑀O2

4𝐹
 

H2O 𝑠𝐻2𝑂 =  𝑅𝑀,𝑉 = 𝑘𝑀,𝑉 (𝜇𝑀,H2O −  𝜇𝑉,H2O)exp (4.48𝑎H2O,𝑀) 

Electrochemical Reaction Rates 

𝑖𝑂𝐸𝑅
𝑟𝑥𝑛  

𝑎𝐼𝑟𝑖0,𝑂𝐸𝑅 (𝑎H2O,𝑀 exp (
𝛼𝐴,𝑂𝐸𝑅𝐹

𝑅𝑇
( 𝛷1 −  𝛷2 −  𝑈𝑟𝑒𝑓 )) 

𝑖𝐻𝐸𝑅
𝑟𝑥𝑛  

𝑎𝑃𝑡𝑖0,𝐻𝐸𝑅 (−
𝑝H2

𝑝𝑟𝑒𝑓
exp (

𝛼𝐴,𝐻𝐸𝑅𝐹

𝑅𝑇
( 𝛷1 − 𝛷2 − 𝑈𝑟𝑒𝑓 )

+ exp (−
𝛼𝐶,𝐻𝐸𝑅𝐹

𝑅𝑇
𝛷1 −  𝛷2 −  𝑈𝑟𝑒𝑓 )) 

 

No-flux boundary conditions are imposed on the top and bottom boundaries in the 2D model due 

to symmetry. No-flux boundaries are also assumed at each CL/membrane and land/GDL interface 

for gaseous species, at each CL/GDL interface for ions and membrane-bound water, and at 

CL/membrane and channel/GDL interfaces for electronic current. The land/PTL or GDL are all 

set to the cell temperature at the respective anode and cathode. The channel/PTL or GDL are set 

to the inlet gas pressure and specified weight fraction, 𝜔𝑖, of each gas (water vapor, inert, and 

product gases of oxygen and hydrogen at the anode and cathode, respectively). The electronic 

potential, Φ1, is set to 0 V at the cathode land/GDL interface and to the cell operating potential at 

the anode land/PTL interface. The specific boundary conditions for the various phenomena are 

detailed explicitly in Table S4.4.  
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Table S4.4: Boundary conditions for each variable. 

Variable Boundary condition Boundary 

Gas pressure, GP  in
GG PP =  Anode channel/PTL 

Cathode channel/GDL 

Mass Fractions 𝜔𝑖 

Reactant mass fraction, 𝜔𝑅 𝜔𝑅 =
𝑦𝑅

𝑖𝑛𝑀𝑅

∑ 𝑦𝑗
𝑖𝑛𝑀𝑗𝑗

, 𝑦𝑅
𝑖𝑛 =

𝑦𝑅
𝑖𝑛,𝑑𝑟𝑦

(1 − 𝑦𝑉
𝑖𝑛) 

Anode channel/PTL 

Cathode channel/GDL 

Water vapor mass fraction, V  
𝜔𝑣 =

𝑦𝑣
𝑖𝑛𝑀𝑣

∑ 𝑦𝑗
𝑖𝑛𝑀𝑗𝑗

 
Anode channel/PTL 

Cathode channel/GDL 

Diluent mass fraction, D  


=

j
j

in
j

D
in
D

D
My

My
 , 

in
V

in
R

in
D yyy −−=1  

Anode channel/PTL 

Cathode channel/GDL 

Temperature, T  𝑇 = 𝑇𝑐𝑒𝑙𝑙 Anode land/PTL 

Cathode land/GDL  

Electronic potential Φ1 = 0 V Cathode land/GDL 

Electronic current Φ1 = Φ𝑐𝑒𝑙𝑙 (potentiostatic) 

i1 = 𝑖𝑐𝑒𝑙𝑙(galvanostatic) 

Anode land/PTL 

Ionic potential −𝐧 ∙ 𝛁𝚽𝟐 = 0 MPL/CL (cathode) PTL/Cl 

(anode) 

Water within the membrane 

chemical potential 
−𝐧 ∙ 𝛁𝝁𝐇𝟐𝐎 = 0 MPL/CL (cathode) PTL/Cl 

(anode) 

 

All equations for the 2D model were solved using COMSOL Multiphysics version 5.3a with the 

MUMPS solver. The mesh comprised 10,000 rectangular domain elements and 700 boundary 

elements, with the mesh density increasing within the CLs, the membrane, and at the 

CL/membrane interface; a mesh independence study was carried out and confirmed that the 

solutions do not depend on the mesh. Parametric sweeps from 1.0 V up to 2.4V with 50 mV step-

size were conducted to generate polarization curves.  



71 

 

4.8.2 Characteristic Properties within Each Domain  

The following Tables S4.5-S4.9 detail the characteristic properties of the model for each 

component to provide further details on what has been included in the model.  

Table S4.5: Characteristic properties of the subdomains. 

 Plate PTL/GDL MPL CL M Units 

Tortuosity exponent,   

(exponent in gas-phase 

volume fraction,  −
G

) 

 3  1.5 1.5   

Effective thermal 

conductivity, effTk ,  

17 1.4 1.4  0.27 

 

see 

Table 

S4.9 

W m−1 

K−1 

Effective electric 

conductivity, 𝜎𝑒𝑓𝑓 

144 120 120 120  S cm-1 

Modified Bruggeman 

coefficient for gas 

transport, G

GGrG Sk


 =,,   

 3 3 3   

Porosity (𝜖)  0.36*(PTL)/0.7 

(GDL) 

0.62 0.5 

 

  

Solid volume fraction 

(𝜖𝑠) 

 1 − 𝜖 1 − 𝜖 1 − 𝜖 −  𝜖𝑀   

Thickness  Anode- 255  

Cathode - 190 

45 Anode – 10  

Cathode – 10  

183 

(dry) 

μm 

Carman-Kozeny 

Diameter 

 7.6 2.5 0.1  μm 

Carman-Kozeny 

Constant 

 4.06 9.375 9.375   
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Table S4.6: Binary diffusion coefficients for gas species (Pa cm2 s-1 ). Coefficients are taken from correlations in, Bird, 

Stewart, and Lightfoot, chapter 17. 

𝑝𝐷𝑖𝑘 N2 H2O 

H2 
4900 (

𝑇

64.83 K
)

1.823

 24700 (
𝑇

146.82 K
)

2.334

 

O2 
5200 (

𝑇

139.59 K
)

1.823

 29100 (
𝑇

316.14 K
)

2.334

 

Ar n/a 
24100 (

𝑇

285.81 K
)

2.334

 

H2O -- n/a 

 

The binary diffusion coefficients in Table S4.7 are converted to effective diffusion coefficients,  

D̅ik
eff =

𝑝𝐷𝑖𝑘𝜖𝐺
4

𝑝𝐺
.       (S4.11) 

The effective diffusion coefficients are used in eq. S4.3 in Table S4.1. The relationship between 

the different gases can be found using this relationship. 

D̅ik
eff =

𝑥𝑖𝑥𝑘

𝜔𝑖𝜔𝑘

∑ 𝐷𝑖𝑗̅̅ ̅̅ (adj 𝐵𝑖)𝑗𝑘𝑗≠𝑖

∑ (adj 𝐵𝑖)𝑗𝑘𝑗≠𝑖
,        (S4.12) 

where 𝐵𝑖 is a matrix of diffusivities such that the 𝑗𝑘 component of matrix 𝐵𝑖 is defined as: 

(𝐵𝑖)𝑗𝑘 = −𝐷𝑗𝑘
̅̅ ̅̅ + 𝐷𝑖𝑘

̅̅ ̅̅       (S4.13) 

and adj (𝐵𝑖) is the matrix adjoint to 𝐵𝑖. The matrix adjoint is done within COMSOL.  
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Table S4.7: Thermodynamic and transport properties for the components of the gas. 

Component   Molar 

Mass (g 

mol-1) 

Enthalpy 

(J/g) 

Heat 

Capacity 

(J gK-1) 

Viscosity 

(Pa s) 

H2O(v) 18 2500.8 1.854  8.02 x 10-6 

H2 2       - 0.917 8.39 x 10-6 

O2 32       - 14.176 1.92 x 10-5 

Ar 40       - 0.52 2.1 x 10-5 

 

Table S4.8: Relevant properties for the kinetic parameters for oxygen and hydrogen evolution. 

Symbol Name Value 

𝑎𝑃𝑡 Specific surface area for 

Platinum electrode  

8.18 × 106 m2 m-3 

𝑎𝐼𝑟 Specific surface area for 

Iridium electrode  

2.17 × 107 m2 m-3 (Fitting parameter) 

𝑖0,𝐻𝐸𝑅 Exchange current density for 

HER  (1 × 10−3 A

m2) exp (
17000

J

mol

𝑅
(

1

𝑇𝑡
−

1

𝑇
)) 

𝑖0,𝑂𝐸𝑅 Exchange current density for 

OER 

215 A m-2 

𝑈𝑟𝑒𝑓 Reference potential  1.229 V − 0.0008456  (𝑇 − 298.15 K) 

𝑝𝑟𝑒𝑓 Reference pressure  1 × 105 Pa 

𝛼𝐴,𝑂𝐸𝑅 Anodic charge transfer 

coefficient for OER 

0.6 

𝛼𝐴,𝐻𝐸𝑅 Anodic charge transfer 

coefficient for HER  

0.5 

𝛼𝐶,𝐻𝐸𝑅 Cathodic charge transfer 

coefficient for HER  

0.5 
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Table S4.9: Ionomer and membrane properties relevant for ion and water transport. 

Symbol Name Value 

𝜅𝐻+ Proton conductivity (S/m) 

40(𝜖H2O − 0.057)1.5 − exp (
14408

J
mol

𝑅
(

1

310 𝐾
−

1

𝑇
)) 

𝜉𝐻+  Electro-osmotic coefficient   1 

𝜖H2O Water volume fraction  𝜆𝑉̅𝐻2𝑂 

𝑉̅𝑚 + 𝜆𝑉̅𝐻2𝑂

 

𝜆 Number of water molecules per 

sulfonic acid group  
 31.273𝑎H2O,𝑀

3 - 33.74𝑎H2O,𝑀
2 + 16.089𝑎H2O,𝑀 

+ 1.8409 

𝑉̅𝐻2𝑂 Molar volume of water  1.8016 × 10−2 L mol-1 

𝜖𝑀 Ionomer volume fraction  Anode – 0.18  

Cathode – 0.22 

Membrane – 1 

𝑉̅𝑀 Molar volume of membrane    𝐸𝑊 

𝜌𝑀
= 0.55

L

mol
 

𝐸𝑊 Equivalent Weight   1100 g mol-1 

𝜌𝑀 Density of dry ionomer 2000 kg m-3 

𝐷H2O,𝑀 Water diffusivity in membrane  2.26 x 10-9 m2 s-1 

𝑘𝑇,𝑒𝑓𝑓 Thermal conductivity  0.569𝜖𝐻2𝑂
1.5 + 0.2(1 − 𝜖𝐻2𝑂)

1.5
 W m−1 K−1 

 

4.8.3 Applied-Voltage Breakdowns 

The mathematical model enables one to define the various contributions to the applied voltage. As 

detailed in the manuscript, there are several components to the applied-voltage breakdown, where 

each of these terms are defined in Table S4.10.  
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Table S4.10: Applied voltage breakdown equations.  

Variable Equation [Eq] 

Cathode overpotential  
ηHER,BV =

1

 H icell

∫ ∫ irxn

H

0

Lcathode,CL

0

η dxdy 
[S4.14] 

Ionomer ohmic loss (for each CL) 
ηi,ionomer =

1

 H icell

 ∫ ∫ (
(iH+)2

κH+
)

H

0

LCL

0

dx dy 
[S4.15] 

Membrane ohmic loss  
ηPEM =

1

 H icell

∫ ∫ (
(iH+)2

κH+
)

H

0

LM

0

dx dy 
[S4.16] 

Anode Overpotential  
ηanode =

1

H icell

∫ ∫ irxn

H

0

Lanode,CL

0

η dxdy 
[S4.17] 

Anode Tafel Overpotential  
ηOER,Tafel = ln (

icell 

aIri0,OERaH2OLCL

) (
RT

α𝐴,𝑂𝐸𝑅F
) 

[S4.18] 

Mass Transport Overpotential  ηMT =  ηanode − ηOER,Tafel [S4.19] 
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5. Performance and Durability of Proton-Exchange Membrane 

Vapor-Fed Unitized Regenerative Fuel Cells† 

 

5.1 Abstract  

With a growing demand on electricity, clean hydrogen production and usage can be an asset not 

only to mitigate emissions, but for long-term energy storage as well. Hydrogen, a high-density 

energy carrier, can be made through electrolysis in charging mode and generate electricity via a 

fuel cell in discharging mode in a unitized regenerative fuel cell (URFC). While URFCs reduce 

cost, number of cells, and balance of plant by combining the charging and discharging modes into 

a singular device, switching between modes becomes burdensome, and water management is a 

major challenge. One way to mitigate these issues is to operate the entire system in the vapor phase. 

Vapor-phase operation simplifies the physics of the system, but will introduce additional losses 

within the system, primarily ohmic and mass transport during the charging mode. In this chapter, 

we explore the performance of a proton-exchange membrane (PEM) URFC under vapor-phase 

conditions and the impact of different PEMs, feed gases, and relative humidity has on the 

performance and durability. By tailoring operating conditions and membrane, the vapor-URFC 

achieves a roundtrip efficiency of 42% and a lifetime of 50,000 accelerated-stress-test cycles for 

fully humidified feeds. Discussion of vapor-URFC for energy storage and extensions to look at 

various applications shows the promise of this technology.  

 

† Portions of this chapter were previously published as “Fornaciari, J.C.; S. Garg, X. Peng, Y. N. 

Regmi, A. Z. Weber, N. Danilovic. Performance and Durability of Vapor-Fed Unitized 

Regenerative Fuel Cells, 2022 J. Electrochem. Soc. 169 054514” and is adapted with permission 

from all co-authors. 
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5.2 Introduction 

The prevalence of distributed renewable energy sources, primarily wind and solar, is growing 

rapidly, and so is the need for energy storage of these inherently intermittent resources. These 

energy-storage systems are a necessity to provide reliable, on-demand electricity, even seasonally, 

where solar energy can be stored from the summer to winter months.155,156 Typical batteries, such 

as lithium ion, are well-suited for short-term energy storage, on the scale of hours, but to scale 

them up for long-term energy storage is cost prohibitive.7 Electrochemical generation of hydrogen 

gas is an attractive medium for long-duration energy storage due to high energy and power 

densities, and excellent long-term stability of hydrogen gas.155 Using hydrogen gas as an energy 

carrier also decouples energy storage from the energy-conversion device, which is especially 

advantageous for large-scale energy storage due to the lower aggregated costs.155–160 This 

decoupling helps to store large amounts of energy without the need of a large balance of plant.  

Affording the flexibility to make hydrogen gas when surplus renewable electricity is available at 

lower price and deploying it at a moment’s notice is another advantage to these systems. 

Potentially, the most cost-effective route to utilize hydrogen gas as the renewable energy carrier is 

by using a low-temperature unitized regenerative fuel cell (URFC).25,26,157–159,161–165 Specifically, 

exploring vapor-fed URFCs can provide insight into the feasibility of these hydrogen batteries to 

solve energy resiliency issues in off-grid and water-scarce applications.   

In a reversible fuel cell (RFC), a fuel cell (FC) and water electrolyzer (WE) are combined to form 

a hydrogen battery system.166–168 A unitized regenerative fuel cell (URFC) combines the FC and 

WE functionality into a single device, which significantly reduces capital expenses (capex).168 

URFCs can operate in two configurations,158 constant gas (CG) and constant electrode (CE). The 

CE configuration has been studied more in recent years, 25,158,169,170 and is capable of higher 

efficiency than CG, but at the expense of lower lifetimes since the individual electrodes are 

exposed to a larger range of potentials.169 The CG configuration, while sacrificing efficiency, is 

capable of longer lifetimes and much faster switching times. In this paper, we focus on the CG 

configuration, illustrated in Figure 5.1, where both oxygen reactions (eqs. 5.1 and 5.2): reduction 

(ORR) and evolution (OER), occur at one electrode, and both hydrogen reactions (eqs. 5.3 and 

5.4): oxidation (HOR) and evolution (HER), occur at the opposite electrode.   

ORR: O2 + 4H+ + 4e−  →    2H2O     (5.1) 

OER: 2H2O →  O2 + 4H+ + 4e−         (5.2) 

HOR:  2H2  →  4H+ + 4e−      (5.3) 

HER: 4H+ + 4e−    →  2H2     (5.4) 

As a result of this configuration, the device itself does not have a fixed anode and cathode; rather, 

the O2 electrode acts as the cathode during FC operation and the anode during WE operation, while 

the H2 electrode acts as the anode during FC operation and the cathode during WE operation. 

Operating in this configuration minimizes the switchover time between FC and WE operation and 

minimizes combustion risk by completely isolating H2 and O2.   
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Figure 5.1: (a) Vapor-URFC schematic for constant-gas mode. (b) a cross section of the MEA used in the vapor-

URFC. The water shown entering in the oxygen electrode is vapor phase and a hydrogen inlet is not needed for HER 

but could be fed in.  

 

As shown in Figure 1b, a PEM-URFC consists of a membrane-electrode assembly (MEA), 

including two electrodes separated by the proton-exchange membrane (PEM). PEM devices 

typically employ perfluorinated sulfonic-acid membranes (PFSA) comprised of an inert polymer 

backbone and side chains terminated with sulfonic-acid groups that absorb water, thereby creating 

channels through which protons can be transported between the two electrodes. At each electrode 

there is a transport layer, either carbon gas-diffusion layer (GDL) or titanium porous-transport 

layer (PTL), to facilitate the transport of gaseous species to and from the catalyst layer where the 

electrochemical reactions take place. The catalyst layers for the hydrogen and oxygen electrodes 

are comprised of catalysts, ionomer, and open pores. The oxygen-electrode catalyst layer must 

have two catalysts, one for OER and one for ORR. In contrast, the hydrogen-electrode catalyst 

uses one catalyst, Pt/C, which catalyzes both HOR and HER. Thus far, research in the URFC field 

has been generally aimed at developing catalysts and tuning their structures,171–173 integrated 

catalyst-layer structures,74,166,170,174 porous-transport layers,41,175,176 and membrane chemistry.142 

These factors also contribute to the overall cell efficiency and performance.41,174  

The conventional URFC uses a liquid feed, which provides enough water for optimal proton 

conduction through the membrane and assures there is enough water for the reaction and hydration 

in WE operation. Using water vapor as a feed in place of liquid water eliminates the need for ultra-

high purity deionized water, thereby simplifying operation and reducing operating and capital costs 

(opex and capex, respectively) at the expense for higher ohmic and transport losses through the 

membrane and cell. Removing the need of ultra-pure water also eliminates the need of ion-

exchange resins for water purification and pumps.177,178 Additionally, bubble formation in liquid-

water fed WE complicates transport within the system by introducing multiphase flow. Vapor-fed 

operation eliminates these complexities and also removes the need for liquid water to be purged 

from the system when switching from WE to FC operation. While vapor-fed WE generates higher 

mass-transport overpotentials than liquid-fed,145 the FC operation would be at an advantage as 
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water management would be better controlled and pore-flooding at the start of operation would be 

avoided.179–184  Water management is important for these technologies and will be complicated by 

differential pressurization and need to be optimized, especially as electrolysis and fuel-cell modes 

have divergent criteria. While vapor operation can simplify to a certain extent, there are other 

materials solutions such as including amphiphilic diffusion layers and actively removing water 

from the feed. Additionally, humid ambient air can be used as a feed in both operating modes, 

supplying oxygen during FC operation and water vapor during WE operation. This operation 

eliminates the need for water purification and minimizes the switch-over time between operating 

modes, which brings the vapor-URFC on par with a typical battery for the balance of plant. The 

only storage needed is for the hydrogen gas.  

This simplified operation makes the vapor URFC an attractive device in scenarios where small-

scale, high-density, long-term energy storage is necessary. The advantages in such scenarios may 

outweigh the performance penalty incurred by using water vapor as a feed due to greater ohmic 

losses within the MEA. Namely, this device shows exceptional promise for off-grid energy storage 

in humid environments, as well as for energy storage on spacecraft and extraterrestrial habitats, 

where size and weight are critical constraints.  

Currently there is a gap in the literature for investigating vapor-fed URFCs, their operating 

capabilities, and their applications. In this chapter, we baseline the performance of a vapor-fed 

URFC and explore how different membrane ion-exchange capacities and feed relative humidities 

enhance or inhibit the cell performance, specifically the roundtrip efficiency. Additionally, we 

apply durability protocols to assess the lifetime of such a cell. Finally, exploring two applications: 

off-grid and extraterrestrial, we demonstrate this device’s feasibility for operation and identify 

additional optimization parameters.  

 

5.3 Methods 

5.3.1 Catalyst-Coated-Membrane Fabrication 

Catalyst inks are comprised of catalyst particles, solvent, and ionomer.  The catalyst inks for each 

electrode are detailed in Table 5.1. The H2 electrode inks contain Pt/C (46.2 wt% Pt on HSC, 

Tanaka, Japan), with a 1:1 n-propanol (200 proof, Koptec, Pennsylvania, USA) to deionized (DI) 

water (18.2 MΩ, Milli-Q, EMD Millipore, Massachusetts, USA) mixture, by volume. The ionomer 

used was a 5 wt% Nafion™ dispersion (D521, Chemours, Delaware, USA) with an ionomer to 

carbon ratio of 0.6. The O2 electrode inks contain a mixture of iridium black (SA=100, Tanaka, 

Japan) and platinum black (Tanaka, Japan) and used a 2:1:1 n-propanol:water:ethanol solvent 

mixture. The same ionomer was used in the O2 electrode ink as the H2 electrode ink, but the 

ionomer to catalyst ratio was 0.116.74  For the H2 electrode ink, the vial was manually shaken 

before sonicating in a bath sonicator (M1800, Branson, Connecticut, USA) equipped with a chiller 

(Grant) for 30 min at 10°C. For the O2 electrode ink, the vial was manually shaken and sonicated 

using a probe-tip sonicator (CPX500, Cole-Parmer, Illinois, USA) with the vial submerged in an 

ice bath and covered with parafilm to prevent solvent evaporation during sonication.  
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Table 5.1: The catalyst recipe for the hydrogen electrode and oxygen electrode. 

Component H2 Electrode Ink O2 Electrode Ink 

Pt/C (46.2 wt% Pt) 65.22 mg n/a 

Platinum Black n/a 25.00 mg 

Iridium Black n/a 25.00 mg 

H2O 17.60 g 10.00 g 

N-propanol 16.08 g 14.09 g 

Ethanol  n/a 7.89 g 

Nafion™ D521 422.61 mg 116 mg 

 

The Nafion™ (NR-212, Chemours, Delaware USA) and Aquivion® (E87-05S; E98-05S, Solvay, 

Belgium) PFSA membranes were conditioned by boiling in DI water at 100°C for one hour before 

being allowed to cool to room temperature and stored in DI water.  

To prepare a 5 cm2 catalyst-coated membrane (CCM), the membrane was placed on a protective 

fiberglass sheet and heated on the hotplate of the ultrasonic spray-coater (Sono-Tek Exacta Coater, 

New York, USA) under a Teflon-coated fiberglass mask and a rubber gasket. The membrane was 

dried at 80°C under vacuum prior to spraying the catalyst ink. For the H2 electrode, 10 mL of ink 

was sprayed at a deposition rate of 0.3 mL min-1 to achieve a catalyst loading of 0.3 mg cm-2. For 

the O2 electrode, 30 mL of ink was sprayed at a deposition rate of 0.35 mL min-1 to achieve a total 

catalyst loading of 1 mg cm-2.  

 

5.3.2 Cell Assembly 

Carbon-paper gas-diffusion layers (GDLs) with a microporous layer (MPL) (Sigracet 29BC, Fuel 

Cell Store, Texas, USA) were used for the H2 electrode, and titanium porous-transport layers (Ti-

PTL) (NEL Hydrogen, Connecticut) were used for the O2 electrode. The Ti-PTLs were soaked in 

a dilute Teflon solution and dried on a vacuum hot plate at 100°C to deposit the desired amount of 

PTFE, 5 wt%, onto the PTL. The PTLs were then baked in a tube furnace at 400°C in Argon to 

crystalize the PTFE. PTFE gaskets (McMaster-Carr, Illinois, USA) were used on both sides, the 

PTFE gasket is thickness matched to the Ti-PTL, and 20% compression of the carbon GDL. 

Electrochemical cells from Fuel Cell Technologies (FCT, New Mexico, USA) equipped with 

graphite serpentine flow fields and gold-plated copper current collectors were used for testing. 

Graphite serpentine flow fields were used to assure no leaks are occurring in the system and when 

tested and compared to titanium flow fields, there was no change in performance. Graphite flow 
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fields showed minimal oxidation under the testing conditions and duration on both the H2 and O2 

sides.145  

 

5.3.3 Cell Testing 

A potentiostat (Biologic, France) with electrochemical-impedance-spectroscopy capabilities and a 

20 A booster was used for all electrochemical tests, and a fuel-cell test stand (FCT) was used to 

regulate cell operating conditions and feed gases. The cell was heated with FCT rod heaters, and 

a thermocouple in the endplate of the cell was used to maintain the cell at 80°C throughout testing. 

The gas feed lines were maintained at 85°C throughout testing, and DI water was used to humidify 

the gases before being fed to the cell. To note, these tests are run to assure better membrane 

hydration on the cathode and the humidity remains at 100% RH. However, in actual operation, 

running the system with high humidity on the hydrogen side would require an extra step of drying 

the system and could lead to lower overall system efficiency. 

Prior to FC testing, the cell was conditioned by running chronoamperometry (CA) at 100 mV cell 

potential for 16 to 20 hr until the current stabilizes with air flowing at 700 mL min− at the O2 

electrode and H2 flowing at 300 mL min− at the H2 electrode, and no applied backpressure. The 

flow rates were then increased to 1000- and 450-mL min− at the oxygen and hydrogen electrodes, 

respectively, and the backpressure at both electrodes was set to 21 lb in−. High stoichiometric 

feeds were used to test the system to maintain differential conditions. For example, the 

stoichiometric feed was 5 for hydrogen and 10 for air at 1 A cm−. However, it is important to note 

that these are not practical operating conditions. To assess FC performance, a series of constant 

current holds were carried out: 1 min current holds were used for current densities below 0.2 A 

cm−, and 3 min current holds were used for current densities at or above 0.2 A cm−. The current 

was ramped up in steps of 20 mA cm-2 or 200 mA cm-2, within the kinetic or ohmic regimes, 

respectively. The cell potential was averaged across the last 30 s of each step and across the ramp-

up and ramp-down to generate a polarization curve. Electrochemical impedance was measured at 

every current density to generate a Nyquist plot, where the intercept with the real axis is the 

reported high-frequency resistance (HFR) of the cell 

For WE testing, the flow rates were set to 450 mL min− of N2 (corresponding to a stoichiometric 

feed of 10 at 1 A cm-2) at the O2 electrode and 100 mL min− of H2 at the H2 electrode. Flowing 

H2 during electrolysis operation helps establish a stable reference electrode. Performance was 

assessed in a similar manner as FC mode, with the current increased stepwise from 5 mA cm− 

until the cell potential reached 2.1 V before ramping back down. Polarization curves were 

generated using the same method as FC polarization curves. The data analysis was performed 

using a Python code to generate the polarization curve, HFR, and Tafel slope.185  

Accelerated-stress tests (ASTs) were performed on the down-selected MEA to assess the durability 

and stability of the vapor URFCs.186,187 A sawtooth cycling profile was used, with the potential 

limits set to 0.55 and 1.55 V and a scan rate of 300 mV sec−.168 These limits were chosen as they 

correspond to current densities of approximately −1 and 1 A cm−, respectively. At regular and 

convenient intervals, the cycling was stopped, and FC and WE performance were assessed using 
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the methods described above. The cycling continued until the cell no longer achieved a current 

density of 1 A cm− in either FC or WE mode, which was designated as end of test (EOT). 

 

5.4 Results and Discussion 

5.4.1 Liquid-Water vs. Water-Vapor Performance 

To compare URFC performance with a liquid-water feed to that with a water-vapor feed for WE 

operation, CCMs were prepared with a Nafion™ 1100 membrane. Since the FC operation is 

usually operated with highly humidified gases, we initially compare the WE performance. As 

illustrated in Figure 5.2, the performance using a water-vapor feed is significantly reduced 

compared to that using liquid water. The vapor-fed URFC requires 1.78 V at 1.0 A cm− where the 

liquid-fed URFC reached the same current density at 1.54 V.  One major difference between the 

two feeds is the HFR. The HFR increases with increasing current density for the vapor-fed cell, 

indicating larger ohmic losses at elevated current densities. The HFR for the liquid-fed cell remains 

low and constant (0.09 Ω cm2). Compared to Chapter 4, the vapor electrolysis is majorly improved 

due to the thinner membrane (50 vs 180 μm). Consistently with the previous chapter, vapor 

electrolysis shows higher ohmic losses due to membrane dehydration and localized mass-transport 

limitations in the catalyst layer.145 Regardless, the vapor-fed URFC achieved 42% roundtrip 

efficiency (RTE, calculations are in the SI) at 1 A cm−
. The liquid-fed cell can achieve >50% for 

the RTE at 1 A cm−, although engenders a more complicated balance of plant and switching time 

between operation modes.  

 

 

Figure 5.2: Vapor WE performance is compromised relative to the liquid WE due to greater ohmic losses. The left 

axis corresponds to WE performance, and the right axis shows the WE HFR. 
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5.4.2 Membrane comparison (1100 vs. 980 vs. 870) 

While maintaining a constant membrane thickness (50 µm), we explore the effects of equivalent 

weight (EW) on URFC performance and efficiency using 3 membranes (Table 5.2). A membrane’s 

EW is equal to the moles of water per ionic group, which is inversely proportional to the ion-

exchange capacity.142 Lower EW membranes were expected to improve device performance 

because the higher fraction of ionic groups should lead to high water uptake and thereby improve 

membrane hydration.142 Better membrane hydration reduces ohmic losses across the membrane, 

resulting in lower overpotential. However, as shown in Table 5.2, Nafion™ 1100 exhibited the 

best performance of the three membranes tested, achieving 42% ± 2% RTE at 1 A cm-2, and the 

polarization curves and HFR for each of the membranes are shown in the Figure 5.3. The trend 

continues in the direction of lower EW leading to higher overpotentials. The HFR for Aquivion® 

870 was significantly higher than that for both Nafion™ 1100 and Aquivion® 980, suggesting that 

higher ohmic losses can account for the majority of the poor performance of this membrane. 

However, the HFRs for Aquivion® 980 and Nafion™ 1100 were similar for FC operation, 

differing some in WE operation. While the HFR differs in WE operation, other factors may result 

in the poorer performance of Aquivion® 980. Those factors may include different mass transport 

within the MEA or membrane swelling impacting the amount of electrochemically active catalyst 

in the layer, as the lower the EW results in higher swelling.188,189 Additionally, using the Nafion 

ionomer in the catalyst layer with Aquivion membranes could lead to a mass transport loss due to 

the ionomer/membrane interface.  

 

Table 5.2: The equivalent weight, cell RTE (%), and HFR [Ω cm2] for all three membranes at 1 A cm-2 

Membrane 

Equivalent 

Weight 

[g/mol] 

RTE [%] at  

1 A cm− 

HFR [Ω cm2] at  

1 A cm− in FC 

operation 

HFR [Ω cm2 at  

1 A cm− in WE 

operation 

Nafion™ 1100 42% 0.120 0.093 

Aquivion® 980 32% 0.123 0.124 

Aquivion® 870 35% 0.224 0.165 
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Figure 5.3. (a) Polarization curves during both FC (solid) and WE (dashed) operation for MEAs using the three 

membranes tested (Solvay is the same as Aquivion). (b) RTE for MEAs using the three membranes tested. (c) HFR 

during WE operation for the MEAs using the three membranes. 

 

5.4.3 Relative-Humidity Experiments  

Regardless of whether the performance loss associated with the Aquivion® membranes can be 

attributed to membrane swelling or an interfacial loss, reducing the amount of water available as 

reactant should result in performance loss for a system. Ideally, real-life applications would result 
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in the cells operating at less than 100% relative humidity (RH). Quantifying the loss due to the 

reduction in water availability can provide a guide for lower-humidity applications. Therefore, all 

three membranes were tested at RHs ranging from 52 to 122% RH at 80°C to gain insight into the 

importance of the rate of water fed into the vapor-fed URFC and the comparison to the liquid 

electrolyzer. As discussed earlier, decreasing membrane hydration increases ohmic overpotentials 

and in vapor-fed system is dependent on the vapor pressure. As shown in Figure 5.4 for Nafion™ 

1100, the difference in potential were minimal at higher RHs, including the oversaturated case at 

122%. The oversaturated test did not result in performance enhancement approaching the liquid 

electrolysis. Instead, oversaturated feed resembles the 100% RH vapor electrolysis, which 

indicates that although there is more water available to react, the system is still limited by other 

factors. The higher RH could lead to some condensing in the channels of the cell and the local RH 

at the MEA may be lower, something to explore in future work and is out of the scope of this 

paper.  

As expected, the largest loss in performance is observed for the 52% RH test, showing a non-

monotonic increase in potential with current density. Decreasing the RH reduces the amount of 

water available for the OER and membrane hydration. This decrease in water content manifests in 

the decrease in RTE from 42% at 100% RH to 37% RTE at 52% RH. Across the full range of RHs, 

Nafion™ 1100 exhibited the best performance relative to either Aquivion® membrane, regardless 

of the RH. Nafion™ 1100 exhibited an RTE of 37% at 52% RH, while Aquivion® 870 had an 

RTE of 33% at 122% RH. The difference between these tests could is revealed when comparing 

the EW and the respective HFR, as shown in Table 5.2, revealing that for higher EW membranes, 

less water is available to react in the vapor phase even at higher RHs.  

 

 

Figure 5.4: a) Nafion™ 1100 WE performance between 81 to 122% RH, with a significant decrease at 52% RH. b) 

RTE for the different RH feeds.   
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5.4.4  Durability  

ASTs were used to assess device durability and to mimic start-up/shut-down or different duty 

cycles for these systems at both 100% RH and 75% RH to observe two different durability cases, 

shown in Figure 5.5. Although beginning-of-test (BOT) performance is similar for the 100% and 

75% case (42% and 38% RTE, respectively), degradation occurs more rapidly at 75% RH as the 

lower humidity is a stressor in FC and WE operation. As seen in Figure 5.5a at 100% RH, the cell 

retained 78% of BOT performance after 7,000 charge/discharge cycles and 52% of BOT 

performance after 20,000 cycles, with EOT after 50,000 cycles. EOT is defined here as the point 

at which the cell could no longer sustain a current density of 1 A cm− for either test. In Figure 

5.5b, at 75% RH, the cell retained 76% of BOT performance after 1,000 charge/discharge cycles 

and 37% of BOT performance after 7,000 cycles, with EOT after 20,000 cycles. Converting these 

cycle lifetimes into temporal lifetimes depends on the duty cycle in operation. For example, 

assuming a daily duty cycle resulting from load-shifting solar power in off-grid applications, the 

100% and 75% RH cells would retain approximately 75% of BOT performance after 19 years and 

3 years, respectively. 

 

 

Figure 5.5: AST cycles and performance compared to beginning of life (BOT) for the vapor-URFC at (a) 100% RH 

and (b) 75% RH.  

In both cases, WE performance remained constant for the duration of the AST, indicating that a 

loss of FC performance drives efficiency loss.168 As shown in Figure S5.1, the voltage-loss 

breakdown for the FC performance indicates the kinetic and mass-transport loss is a large fraction 

of the voltage loss seen at EOT (Figure S5.2 shows the WE operation applied-voltage breakdown). 

We acknowledge that the AST protocol may not account for all degradation mechanisms that 

would occur during a realistic 24-hour charge/discharge cycle; however, these results are 

promising and suggest that this type of device could be used for the applications discussed in this 

chapter.  
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5.4.5 Impact of oxygen carrier gas 

The vapor-URFC is most desirable for off-grid or extraterrestrial applications as the balance of 

plant is minimized and can provide on-demand hydrogen and electricity. For off-grid applications, 

operating at ambient humidity is necessary, since the air would not be humidified further before 

feeding it to the URFC. However, as shown in Figure 5.4, the limitation on the electrolyzer 

performance is already drastic at 52% RH. These losses seen at 52% RH could be mitigated by 

controlling water management within the cell and better utilization of the catalyst layer.145 Further 

optimization of the MEA and technoeconomic analysis is required for fully understanding how 

this technology can be used as an off-grid long-term energy storage system. It should be noted that 

water recycling concepts that capture and use water generated during FC operation for increasing 

ambient RH during WE, or connections to local water sources, could help ameliorate these 

concerns although at a cost of system complexity.  

When evaluating different applications, such as extraterrestrial, the feed gas at the oxygen 

electrode is another consideration. Humidifying air or carbon dioxide as a carrier gas could be 

other opportunities to utilize different ambient feeds. As shown in Figure 5.6a, at 100% RH, there 

was no significant change in RTE when air was used during WE operation in place of N2, 

indicating that it is not necessary to switch from air to an inert gas at the O2 electrode when 

switching from FC to WE operation in this mode. Shown in Figure 5.6a, the electrolyzer 

polarization curves increased by 55 mV at 1 A cm−2 when using air versus nitrogen, which can be 

accounted for the small change in diffusivity.145 By maintaining constant gas flows at both 

electrodes, the device will be much simpler and more reliable for off-grid energy storage.  

 

 

Figure 5.6: The electrolyzer polarization curve and RTEs for vapor-URFC with a) nitrogen and air at the oxygen 

electrode and b) carbon dioxide and nitrogen. The FC performance remains the same for these tests. 

For applications in spacecraft and extraterrestrial habitats, it would be desirable to use humid CO2 

as a carrier gas during WE. Air would be a precious resource and repurposing captured CO2 from 

human respiration would eliminate the need for carrying a source of nitrogen and all of the requisite 

supporting equipment (tanks, etc.). Additionally, operating at lower RH is better since water is 

also a limited resource. Figure 5.6b shows at both 100% RH, there was no significant change in 

RTE when CO2 was used during WE operation in place of N2, indicating that CO2 is a viable 
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carrier gas for water vapor during WE operation. A disadvantage to using CO2 as the feed gas is 

when the URFC is run at high pressures, hydrogen could potentially interact with CO2 and lead to 

catalyst poisoning via the water gas shift reaction; further testing with CO2 as the pressurized feed 

gas is required to assure catalyst poisoning does not happen. Additionally, it may be desirable to 

use either air or pure O2 during FC operation depending on the availability of gases and/or to 

improve device performance.  

5.5 Summary  

In this chapter, we presented a parametric study of vapor-URFC components and operating 

conditions, focusing on membrane EW, the feed RH, and the oxygen-electrode carrier gas. We 

found that a higher EW membrane correlates with improved device performance, most likely as a 

result of better water transport and less swelling of the membranes during operation. When 

operating at 100% RH, the vapor-URFC achieved an RTE of 42 ± 2%, which is comparable to 

state-of-the-art for vapor-URFC to date. The device still achieved 37% RTE at 52% RH, indicating 

that the device is robust over a range of RHs. The vapor-URFC exhibited excellent long-term 

stability and sustained 1 A cm− for 50,000 and 20,000 AST cycles at 100 and 75% RH, 

respectively. The device performance was also agnostic to the oxygen electrode carrier gas, which 

emphasizes the flexibility of this device to fit niche markets. Specifically, proof-of-concept results 

using O2, N2, and CO2 as carrier gases demonstrate the viability of the vapor-URFC for off-grid 

and extra-terrestrial applications.  



89 

 

5.6 Supplemental Information  

5.6.1 Round-Trip-Efficiency (RTE) Calculation 

The overall cell reaction in the URFC is 

 
H2 +

1

2
O2 ⇋ H2O 

(S5.1) 

Where the reversible potential of the overall reaction is given by the Nernst Equation190 

 
𝐸𝑟𝑒𝑣(𝑇, 𝑃) = 𝐸𝑟𝑒𝑣

0 +
𝑅𝑇

2𝐹
𝑙𝑛 [

aH2
⋅ √aO2

aH2O
] 

(S5.2) 

The activities of gaseous species,𝑎𝐻2
 and 𝑎𝑂2

, are defined by 

 
𝑎𝑗 =

𝑃𝑗

𝑃0
  

(S5.3) 

where 𝑃𝑗 is the partial pressure of species 𝑗, and 𝑃0 is the standard pressure of 1 bar. The activity 

of liquid water, 𝑎𝐻2𝑂,  is taken to be one by convention.190 The reversible potential at standard 

conditions, 𝐸𝑟𝑒𝑣
0 , is191 

 𝐸𝑟𝑒𝑣
0 = 1.2291 𝑉 − 0.0008456(𝑇 − 298.15 𝐾) (S5.4) 

The fuel cell efficiency is calculated by168 

 
𝐸𝑓𝑓𝐹𝐶 =

𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝐸𝑟𝑒𝑣(𝑇, 𝑃)
 

(S5.5) 

where 𝐸𝑟𝑒𝑣(𝑇, 𝑃) at the testing conditions is calculated to be 1.168 V. 

The electrolyzer efficiency is calculated by168 

 
𝐸𝑓𝑓𝑊𝐸 =

𝐸𝑟𝑒𝑣(𝑇, 𝑃)

𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
 

(S5.6) 

where 𝐸𝑟𝑒𝑣(𝑇, 𝑃) is the thermoneutral potential of 1.42 V.192 

The RTE is calculated thus from168 

 𝑅𝑇𝐸 = 𝐸𝑓𝑓𝐹𝐶 ⋅ 𝐸𝑓𝑓𝑊𝐸 (S5.7) 
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5.6.2 Relative-Humidity Calculation 

Relative humidity is defined as193 

 
𝑅𝐻 =

𝑃𝐻2𝑂

𝑃𝐻2𝑂
𝑠𝑎𝑡  

(S5.8) 

where, in this case, 𝑃𝐻2𝑂 is the saturation vapor pressure of H2O at the dew point temperature, and 

𝑃𝐻2𝑂
𝑠𝑎𝑡  is the saturation vapor pressure of H2O at the URFC operating temperature. We use the 

August-Roche-Magnus formula to approximate these vapor pressures from temperature (𝑇)194 

 
𝑃𝑠𝑎𝑡 = 6.1094 𝑒𝑥𝑝 (

17.625𝑇

𝑇 + 243.04
) 

(S5.9) 

 

Figure S5.1: Voltage-loss breakdown in FC operation for the beginning of test (BOT, squares), middle of test (MOT, 

triangles) and end of test (EOT, circles). The polarization curves are shown in a. The overpotentials are shown for 

(b) kinetics, (c) ohmic, and (d) mass transport.  
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Figure S5.2: Applied-voltage breakdown in WE operation for the beginning of test (BOT, squares), middle of test 

(MOT, triangles) and end of test (EOT, circles). The polarization curves are shown in (a). The overpotentials are 

shown for (b) kinetics, (c) ohmic, and (d) mass transport. 
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6. Electrochemical Oxidation of Methane to Methanol in Membrane 

Electrode Assemblies† 

 

6.1 Abstract  

High rate and high yield, direct conversion of methane to methanol has been a long-sought 

objective. Partial oxidation by thermal catalysis is possible but suffers from a rapid loss in 

methanol selectivity with increasing methane conversion. More recently, the electrochemical 

oxidation of methane, using water, rather than oxygen, as the oxidizing agent has been considered 

in both aqueous electrolyte systems and membrane-electrode assemblies (MEAs). While 

promising results have been demonstrated using MEAs, the absence of key metrics of system 

performance make it hard to compare and contrast the results of different investigators. This 

chapter examines why MEAs are well suited for the electrochemical oxidation of methane, defines 

the metrics for assessing MEA performance, reviews the progress in the field, and reports on 

preliminary experimental findings. An analysis of the challenges in finding suitable 

electrocatalysts is included with the aim of guiding the search for electrocatalysts that would be 

both active and selective for the conversion of methane to methanol. 

 

† Portions of this chapter were previously published as “Fornaciari, J.C.; Primc, D.; Kawashima, 

K.; Wygant, B.R.; Verma, S.; Mullins, C. B.; Bell, AT; Weber, A.Z. A Perspective on the 

Electrochemical Oxidation of Methane to Methanol in Membrane Electrode Assemblies. ACS 

Energy Letters 2020, 5, 9, 2954–2963” and are adapted with permission form all co-authors. 
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6.2 Introduction 

There has been a longstanding interest in identifying processes for the direct conversion of 

methane to chemicals and fuels due to geographic availability and affordable cost of natural 

gas.40,195 The current approach to methane conversion to products is indirect. Methane is steam 

reformed to synthesis gas, a mixture of CO and H2, which is then used to produce products via 

either methanol or Fischer-Tropsch synthesis. While used today to produce methanol, indirect 

methane conversion is energetically unattractive for production of transportation fuels and 

chemicals.195 We note as well that indirect methane conversion processes (e.g., methanol 

production) have a high CO2 footprint because not all of the combusted methane is converted to 

synthesis gas.40,195  These considerations have motivated the search for processes that enable the 

direct oxidation of methane to products, such as methanol or formaldehyde (Eqs. 6.1 and 6.2):  

  CH4(g) +
1

2
O2(g) → CH3OH(𝑙)                    ∆G0 = −115  kJ/mol    (6.1) 

CH4(g) + O2(g) → CH2O(𝑔)  +  H2O(𝑙)       ∆G0 = −296  kJ/mol         (6.2) 

   CH4(g) + O2(g)  → CO2(g) + 2H2O(𝑙)        ∆G0 = −818 kJ/mol               (6.3) 

Thermal partial oxidation of methane over a catalyst is difficult to achieve because the Gibbs Free 

Energy for the complete combustion of methane to CO2 and H2O (Eq. 6.3) is considerably more 

favorable than that for the partial combustion to methanol and formaldehyde. The high 

temperatures needed to activate methane create further complications because formaldehyde 

decomposes to CO and H2 and methanol can undergo complete combustion. Consequently, high 

selectivity to formaldehyde and methanol are only attainable at low methane conversions.56,58,196 

Given the difficulties associated with the thermal partial oxidation of methane, interest has arisen 

in examining the possibility of oxidizing methane to methanol electrochemically at low 

temperatures (< 150°C) using water (vapor) as the oxidant. We note that in the case of 

electrochemical oxidation, using water as the oxidant, the difference in Gibbs Free Energy for the 

oxidation of methane to methanol differs from that for the full oxidation to CO2 by only 9 kJ mol− 

(Eqs. 6.4-6.6). This small difference in energy suggests that it may be possible to achieve 

selectivity to methanol at appreciable conversion levels using an appropriate electrocatalyst. In 

addition, we are entering an era of more affordable electrical energy produced from renewable 

sources (e.g., wind and solar), and thus electrochemical processes are increasingly attractive in 

terms of cost as well as the potential for lowering the CO2 footprint for traditional thermochemical 

conversions (e.g., methane to methanol). In this chapter, we discuss the partial oxidation of 

methane to methanol via electrochemical systems, and focus on a potential system, a membrane-

electrode assembly (MEA). The progress in this field is also reviewed. Furthermore, we provide 

recommendations for selecting electrocatalytic materials for efficient methane-to-methanol 

conversion. 
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  CH4(g) + H2O(𝑙) → CH3OH(𝑙)  +  H2(g)           ∆G0 = 121  kJ/mol            (6.4) 

     CH4(g) + H2O(𝑔) → CH2O(𝑔) + 3H2(g)        ∆G0 = 178 k J/mol           (6.5) 

     CH4(g) + 2H2O(𝑙)  → CO2(g) + 4H2(g)         ∆G0 = 130 k J/mol           (6.6) 

Different electrochemical systems have been explored for the electrochemical oxidation of 

methane to methanol. As illustrated in Figure 6.1, these fall into two main types.39,197–210 The 

simplest is an aqueous electrolyte cell comprising working and counter electrodes (or anode and 

cathode) immersed in an aqueous electrolyte, as shown in Figure 6.1a, and, in some cases, may 

include a third electrode, a reference electrode, to define the working and counter electrodes 

relative to the electrolyte. The working electrode could also be a gas-diffusion electrode, which 

helps distribute the gas product more efficiently (Figure 6.1a). Since we can differentiate between 

the working and the counter electrode, we call these arrangements half-cells.  

While aqueous electrolyte cells are useful for rapid evaluation of catalyst activity and selectivity 

at the working electrode, they cannot achieve the high current densities required for industrial 

processes (200 to 1000 mA cm-2). This limitation is because of poor mass transfer of methane 

dissolved in the electrolyte and low solubility of nonpolar methane in aqueous electrolytes limit 

the current density to < 20 mA cm-2.37,57,211 Product separation is also concerns for aqueous systems 

because soluble products may undergo complete oxidation.37 A method for avoiding this is to 

distill these products from the electrolyte.39 Since methanol has a boiling point of 65°C,212 it can 

be selectively evaporated from aqueous electrolytes by elevating the aqueous electrolyte 

temperature (~ 80°C).39 However, elevated temperature lowers the methane solubility in aqueous 

electrolytes, and hinders the achievement of high current densities. We note that while distillation 

might be used for exploratory scale studies, this separation method would not be useful in practice 

because the energy costs for separation would outweigh the fuel value of the products. MEAs, 

which are illustrated in Figure 6.1b, offer a means to overcome these limitations.  
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Figure 6.1: a) Half-cell set ups for three-electrode and gas diffusion electrode aqueous test cells. b) The testing MEA 

cell and in the insets, the vapor membrane electrode assembly and the exchange membrane electrode assembly. The 

desired and potential reactions are shown below for the PEM and HEM cases.  

 

The MEA architecture can be either fully vapor-fed or have a liquid electrolyte solution (e.g., 

KOH) fed on one or both sides of the cell, to help regulate the pH and microenvironment around 

the catalyst.37,57 The key feature of the MEA architecture is efficient reactant and product transport 

to and from the catalyst layer and minimal ohmic loss through the membrane. MEAs have been 

used successfully for fuel cells, electrolyzers (see previous chapters), and other energy-conversion 

technologies, and are, therefore, a potentially ideal architecture for the partial oxidation of methane 

to methanol. As shown in the insets in Figure 6.1b, the MEA consists of an ionically conducting 

separator or membrane on one side of which is an anode catalyst layer (aCL) and on the other side 

is a cathode catalyst layer (cCL). The ion-conducting medium between the two CLs can be a 
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ceramic or a polymer (proton- or anion-conducting), typically ~ 100 μm thick. Gas-diffusion layers 

(GDLs) are located on the outside of the CLs to enhance transport of reactants and products as 

well as facilitate electron transport to and from the CLs. To assure sufficient transport of ions to 

and from the catalyst nanoparticles in the CLs, the catalyst nanoparticles are coated with an 

ionomer, which typically has properties similar to those of the membrane separator. The ionomer 

also provides a bridge for ion transport to the membrane. The porous CLs and GDLs can are also 

termed gas diffusion electrodes (GDEs) which can be used in both aqueous and gas fed systems.37 

Note that the complete oxidation of the products can be suppressed by moderating the cell 

temperature as well as accelerating the mass transport of methanol away from the electrode 

surface.197,213,214 Methanol transport can also be enhanced through electrode surface shapes and 

reactant gas flow.213–215 

The two most critical parts of an MEA are the catalyst and the ion-conducting medium, i.e., 

ionomer and membrane. The ionomer and the membrane often set the upper limit on the MEA 

operating temperature and must exhibit high ionic and electronic conductivity in order to minimize 

internal impedance of the cell. Both ceramics and polymers have been used as membranes, and 

each type has its advantages and disadvantages. A ceramic membrane must be operated at elevated 

temperatures, typically 100 to 300°C in order to exhibit adequate ionic conductivities of 0.06 to 

0.2 S cm-1, respectively.216 Operation at elevated temperatures can be advantageous, since it 

facilitates the activation of methane; however, preventing full oxidation may be more difficult.217 

A disadvantage of ceramic separators is their brittleness, which can limit their service life due to 

cracking and result in long startup and shutdown times. On the positive side, though, ceramic 

separators exhibit minimal product crossover.216,218 Polymeric membranes can achieve a 

conductivity of ~ 0.1 S cm-1 at ambient temperatures but in order to do so they must be fully 

hydrated.142,217 This limits their operating temperature to below 100°C and requires maintaining 

the membrane in a hydrated state.142 Moreover, polymeric membranes generally have a methanol 

crossover issue, although this could be advantageous in recovering methanol without further 

oxidation.219 Typically, proton-exchange membranes (PEMs) (e.g., Nafion and sulfonated poly 

(ether ether ketone) (SPEEK)) are used since they have higher stability and are commercially 

mature.142,220 A further advantage of PEMs is that they have been optimized for integration into an 

MEA. This includes well-established methods for fabricating the CLs using PEM ionomer 

dispersions. Hydroxide-exchange membranes (HEMs) or carbonate-exchange MEAs face stability 

and low conductivity issues. While researchers can mitigate the conductivity issue by using the 

exchange-MEA illustrated in Figure 6.1b, improving the stability and durability of these 

membranes remains the subject of ongoing research.221   

Figure 6.1 lists the reactions that can occur during methane oxidation and their standard potentials 

(vs. standard hydrogen electrode (SHE)) in acidic and basic conditions. In Figure 6.1, the 

activation of methane to methanol occurs at the anode, where the competing reaction is the 

oxidation of water if at oxidizing potentials. To minimize the oxidation of methanol, the anode 

catalyst should have a low activity for the full oxidation for the following reactions,   

CH3OH + H2O → CO2 + 6 H+ + 6 e-  U = 0.046 V vs SHE (6.7) 

or 

CH3OH + 6OH- → CO2 + 5 H2O + 6 e- U = 0.03 V vs SHE (6.8)  
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for an MEA containing a PEM or a HEM, respectively. Therefore, the selective production of 

CH3OH requires that the anode catalyst be much more active for methane than methanol oxidation. 

We discuss how these requirements might be met in more detail below.  

The reactions listed in the table associated in Figure 6.1 show that either electrochemical system 

can be operated in galvanic or electrolytic mode. In the first case (galvanic), the protons produced 

at the anode react with O2 to form H2O, via the oxygen-reduction reaction (ORR), and in the second 

case (electrolytic) the protons combine and to release H2, via the hydrogen-evolution reaction 

(HER), at the cathode. The advantage of operating in the galvanic mode is the cell can generate 

electricity through the spontaneous reactions and that the cell voltage never reaches highly 

oxidizing potentials, thereby mitigating the competing reactions at the anode (i.e., the oxygen-

evolution reaction (OER) typically requires a potential of > 1.5 V due to kinetic issues as discussed 

in Chapter 3). However, operation in the galvanic mode requires two demanding reactions, the 

oxidation of methane to methanol at the anode and the ORR at the cathode. The sluggish ORR can 

limit the maximum current density within the MEA and the excess O2 feed could crossover and 

further oxidize products at the anode. By contrast, in the electrolytic mode, the HER is a facile 

reaction and can establish a stable counter electrode potential, providing a clear reference potential 

to which one can relate the potential for product formation at the anode. Operation in the 

electrolytic mode requires a supply of electricity to drive the reactions, although hydrogen is 

produced as a valuable byproduct.  

 

6.3 Evaluation of Cell Performance 

In this section, we discuss the metrics for evaluating the performance of an MEA for the case of 

anodic activation of methane in a PEM MEA. An overall metric for the performance of an MEA 

is the energy efficiency (EE), which is defined as the amount of methanol produced by the cell 

compared to the electrical energy consumed. The EE is the product of the coulombic efficiency 

(CE) and the voltaic efficiency (VE), 

EE = VE × CE      (6.9) 

Both CE and VE are influenced by the transport of species and the number of reactions occurring 

at a single electrode as well as the operating conditions of the cell (cell potential, temperature, feed 

flow rate, etc.). In terms of the transport processes, since there are many fluxes in a MEA, it is 

important to identify them and understand their origin. As shown in Figure 6.2 for the PEM MEA, 

water vapor and CH4 move through the aGDL to the aCL under the influence of diffusion and 

convection, whereas CH3OH moves from the aCL in the opposite direction via the same processes. 

Electrons released in the reaction producing CH3OH are transported via the carbon fibers in the 

aGDL to the anode current collector, whereas protons move from the aCL to the membrane via 

the connecting ionomer. The protons in the membrane move to the cCL by migration and diffusion 

because of the gradient in proton concentration and electric field. A part of the total proton flux is 

associated with water and methanol and hence both species move via electro-osmosis towards the 

cathode. At the cathode side of the membrane, the protons are reduced by electrons flowing from 

the cathode current collector, resulting in the generation of H2, which then is transported through 

the cCL and cGDL by diffusion and convection. The H2O and CH3OH associated with protons 
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moving through the membrane are released in the cCL and may diffuse through the cGDL to the 

cathode flow channel. In the case of CH3OH, electro-osmosis contributes to the crossover of this 

species driven by the concentration gradient in CH3OH.  

 

Figure 6.2: a) Gas and ion flows through the PEM MEA during electrolytic operation. b) Fluxes of each individual 

reactant and product and additional transport mechanisms.  
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Figure 6.3: Distribution of overpotentials within the MEA vs. current density for an electrolytic cell. The three main 

components are ohmic losses, mass transport losses, and kinetic losses. Thermodynamic potential is the minimum free 

energy required to drive the reaction. (Adapted from Ref.145). 

 

The transport phenomena described above impact the VE, which is a ratio of the thermodynamic 

potential related to its Gibbs Free Energy (0.58 V vs. SHE), the black dashed line in Figure 6.3, to 

the applied cell potential,   

VE ≡
Vthermo

Vapplied
.     (6.10) 

Eq. 6.10 is defined for the electrolytic operation, for galvanic mode, the VE is defined as the 

inverse. As shown in Figure 6.3, the extra potential required to drive the desired reaction, above 

the thermodynamic potential, is related to irreversible losses, termed overpotentials. It should be 

noted that for galvanic operation, similar overpotentials exist, limiting the amount of energy and 

product generated. As shown in Figure 6.3, it is clear that the VE decreases nonlinearly with 

increasing current density. The largest overpotential is related to the reaction kinetics at the anode 

(the yellow band) and cathode (the purple band) and is often logarithmic with current density 

(Figure 6.3). The kinetic losses can be mitigated by increasing the total surface area of the 

electrocatalysts or developing more efficient electrocatalysts, as discussed below. As noted in 

Figure 6.2, the transport of species results in mass-transport overpotentials, shown by the pink 

band in Figure 6.3, due to concentration changes that occur between the gas channel and the 

reaction site. These mass-transport losses are far away from limiting current density, and respond 

more linearly; at limiting-current-density conditions, the mass-transport losses will have more 

rapid increase in voltage with increasing current density.  Ion and electron transport through the 

CLs and the membrane result in ohmic losses. These losses can increase nonlinearly with 

increasing current density as the degree of hydration in the membrane and ionomer change the 

conductivity of these components. Since membrane and ionomer hydration depend on the transport 

of water, the ohmic losses are coupled to mass transfer. Both ohmic and mass-transport losses can 

be minimized by changing operating conditions (e.g., raising the temperature) or using thinner 
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membranes; however, there are tradeoffs such as reactant or product crossover, material stability, 

etc.     

The CE is related to how much of the current is used for the methane to methanol reaction after 

accounting for side reactions including possible crossover and reduction of the produced methanol 

back to methane, 

CE =  
𝑖methanol−𝑖crossover

𝑖T
= FE −

𝑖crossover

𝑖T
,   (6.11) 

where 𝑖T is the total current density and 𝑖methanol is the partial current density for methanol 

produced at the anode, determined using Faraday’s law. Thus, if all of the produced methanol 

crosses the membrane and converts to methane, one has only designed an electrochemical methane 

pump. If there is no crossover or the methanol does not reduce back to methane (which, typically, 

has been the case), then CE becomes the same as the faradaic efficiency (FE). For the methanol 

reactions, as shown in Figure 6.1, the FE can be less than unity due to other reactions at the anode 

such as the OER.  

In Eq. 6.11, icrossover is not easily measured, and thus CE is usually evaluated by measuring the total 

methanol flux and comparing that to the equivalent total flux if all of the current was converted to 

methanol using Faraday’s law,  

                      CE =
Nmethanol

𝑖T
2𝐹

     (6.12) 

where Nmethanol is the total methanol flux leaving the cell in the liquid and gas states for both 

electrodes and F is Faraday’s constant. Determination of the total flux of methanol and ability to 

close the overall carbon balance requires measurement of the concentrations in both the gas and 

liquid exit streams, as well as the volumetric flow rate of these streams. Furthermore, the total 

volumetric flowrate out of the cell compartments cannot be assumed to be the same as the inlet 

flowrate because during the course of the reactions the overall gas flux can change, as can water 

and other species transporting across the membrane (see Figure 6.2). For this reason, the 

measurement of the exact flowrate exiting the cell must be known to obtain an accurate measure 

of the molar flowrate of products. Such a measurement can be accomplished through various flow 

meters and calibrated devices, provided any condensable constituents are removed or accounted 

for (e.g., using water traps). This precise measurement is particularly important at high current 

densities for which a large fraction of the reactants are consumed, since using the inlet flowrate 

can lead to inaccurate FEs.222 Similarly, one may also be interested in the residence time of the 

gases in the cell, which can be obtained by knowing the free volume of the cell and the inlet 

flowrate. This is typically more important for half-cells than MEAs since the free volume of the 

latter is mainly in the channels and backing layers, and is really only a concern for high conversion 

rates.   

The intricacies highlighted above demonstrate the complexities in determining VE, CE, and EE. 

This is further exacerbated by different types of electrochemical evaluations including sweep 

voltammetry (cyclic or linear) or chronoamperometry/chronopotentiometry. In particular, sweep 

studies are transient and do not necessarily allow for steady-state conditions, thereby resulting in 
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perhaps erroneous calculations for VE and CE, especially in terms of product detection and 

accumulation under steady-state conditions. Consistent, uniform, and detailed protocols and 

metadata that ameliorate the above concerns are required to help advance this difficult field. These 

recommendations include explicitly stating the voltage (and a reference potential or the counter 

electrode), the current density, and the duration of the experiments, the voltage and corresponding 

current density at which the products are obtained; a complete carbon balance for the entire cell 

including the flowrate and concentration of each species. Ancillary data such as the high-frequency 

cell resistance, measured using electrochemical-impedance spectroscopy, and an explicit 

statement of CE, VE, and EE should be reported, to provide comparisons between different cells 

and catalysts.  

 

6.4 Literature on Electrochemical Methane-to-Methanol Conversion Devices.  

Table 6.1 summarizes the results of published studies reporting the low temperature 

electrochemical oxidation of methane to methanol in both MEAs and half-cells (Figure 6.1), and 

several review papers have been published that complement the table for other conditions (i.e. 

higher temperature, various products, etc.).56,58,196 It is readily apparent that the performance 

metrics provided by each set of authors is incomplete, making it difficult to assess the current 

status of the field. This conclusion is in complete agreement with that reached in a recent review 

by Mostaghimi et. al.58 For example, only six of the fourteen articles report both the current density 

and the voltage at which methanol is detected, and none report the EE. If the cathode voltage is 

measured relative to a reference electrode and is compensated for the electrolyte resistance, then 

the voltage at which all reactions occur is known at the anode. This separation of voltage is possible 

to do for aqueous electrolyte systems, and is shown for the half-cells that are referenced to a 

specific potential. In the case of MEAs, the cell voltage is comprised of many components, as 

shown in Figure 6.3, and determining the separate components is nontrivial. Consequently, the 

total cell voltage is the only basis for comparing one study to another. Since it is impossible to 

make definitive comparisons of the results reported with different electrochemical cells, we review 

what has been learned through the literature, emphasizing full-cell MEA devices. The half-cell 

systems are only useful for assessing the performance of different electrocatalysts.  

None of the reports of exchange-MEAs, using either a hydroxide or carbonate solution fed to the 

cell, have shown good selectivity or efficiency for methanol formation. Moreover, none have 

realized current densities higher than ~20 mA cm−.200–204,206 Also, carbonate-exchange-MEAs 

produced various products besides methanol, including formic acid, formaldehyde, ethanol, ethers, 

etc.202–204,206 These exchange-MEAs have also been used to test catalysts that are not stable in 

acidic conditions, such as Ni, Co, and Fe. However, a notable limitation of alkaline or hydroxide 

MEAs is membrane stability.  

Gas fed-MEAs for anodic oxidation of methane, using various metal oxides (i.e., V2O5, CrO, 

Mn2O3, Fe2O3, CoO, and MoO3) and metals (i.e., Ru, Pd, Ag, and Au) supported on SnO2 have 

been tested at 100°C.197 Using a ceramic proton conductor, Sn0.9In0.1P2O7, a current density of only 

10 mA cm− is achieved. Among the tested materials, V2O5 supported on SnO2 exhibited the 

highest methanol selectivity, 88.4%. The concentrations of methanol and carbon dioxide under 

these conditions were 0.0306% and 0.0040% (reported in terms of the outlet stream makeup), 
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respectively, at a total current density of 2 mA cm-2, and no other species, such as carbon monoxide 

and oxygen, were detected. With increasing current density (~ 10 mA cm−), the methanol percent 

concentration decreased, while the carbon-dioxide one increased, indicating the progressive 

oxidation of methanol. An MEA with the same ceramic proton conductor, but introducing methane 

to the cathode side of the cell and using PdAu/C, CuOx-PdAu/C, and Pt/C as the electrocatalysts 

were examined for methane activation.198,199 In this configuration, a methanol selectivity of 60% 

at 400 mA cm− was achieved at 50°C; however, the methane conversion was only 0.012%. By 

increasing the temperature to 250°C, the conversion increased to 0.38% but the methanol 

selectivity decreased to 6.3%.198 The authors also reported the rate of CO2 evolution, which for the 

PdAu/C catalyst was an order of magnitude higher than the rate of methanol formation. At 250°C, 

CO2 and methanol were formed at a rate of 6 and 0.4 μmol h−1 cm−, respectively. As the 

conversion of methane increased, CO2 was the principal product formed. Gas-fed, proton 

conducting MEAs have shown the most promising results to date for the evolution of methanol. 

While systems using ceramic separators are able to oxidize methane to methanol, we believe that 

there is a greater potential for MEAs based on polymeric proton conductors because they operate 

at lower temperatures, which should favor methanol formation over complete oxidation.58 
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Table 6.1: Low Temperature Electrochemical Methane Oxidation, experimental findings. Energy efficiency and 

voltage efficiency was not reported for any of the following experimental results.  

Products 

formed  

Potential 

(V) 

Current 

Density 

(mAcm-2)  

Electrolyte/

Membrane  

Temp.  

(°C) 

Electrode 

(Catalyst/

Support) 

CH3OH 

Selectivity 

(CS)/CE 

Half or 

Full Cell  

Oxidant  Ref  

CH3OH, 

CO2 

0.9  4 Sn0.9In0.1P2O7 100  V2O5/SnO

2-PTFE 

Anode 

88.4% 

(CS) 

61.4% 

(CE) 

Full Cell 

(PEM) 

H2O  197 

CH3OH, 

CO2 

--- 400 Sn0.9In0.1P2O7 50 PdAu/C 

Cathode 

60.0% 

(CS) 

Full Cell 

(PEM) 

O2 198 

CH3OH, 

CO2 

--- --- Sn0.9In0.1P2O7 300 CuOx-

PdAu/C 

Cathode 

~ 100% 

(CS) 

Full Cell 

(PEM)  

O2 199 

CH3OH, 0.4-0.5 ---  Nafion 117 85 

(anode) 

80 

(cathode) 

Pt/C 

Cathode 

---  Full Cell 

(PEM) 

H2O2 200 

CH3OH 0.3  --- 6.0 M 

KOH/Nafion 

117 

25 

(anode) 

80 

(cathode) 

Pd/C 

Anode, 

Pt/C 

Anode, 

Ni/C 

Anode 

--- Full Cell 

(HEM) 

OH- 201 

CH3OH ---  ---  KOH + H2O 
(Catholyte)/ 

Membrane 

160 MOx Anode 
(M = Mn, 

Fe, Ni, Os, 

or Pt) 

---  Full Cell 

(HEM) 

OH- 202 

CH3OH, 

CO2 

---  < 10 KOH + H2O 

(Catholyte) 

/Daramic Anion 
Exchange 

Membrane 

25-160 MOx Anode 

(M = Ni, 

Co, Cu, Ag 
Pt, Au, Ce, 

Pb, Fe, Mn, 

Zn or 
Combinatio

ns) 

---  Full Cell 

(HEM) 

OH- 203 

CH3OH, 

HCHO, 

CO, 

HCOOH, 

CH3CH2

OH, 

CH3COO

H, 

CH3COC

H3, 

2.0 21 1.0 M Na2CO3 
+ DMF/Ralex 

AM-PAD 

Anion 
Exchange 

Membrane 

40 NiO-ZrO2 

Anode 

---  Full Cell 

(CO3EM) 

CO3
2- 204 
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CH3CHO

HCH3 

CH3OH, 

CH2O, 

CH3CH2

OH, 

C2H4O, 

C3H8O, 

C3H6O 

2.0 vs. Pt  < 10 0.5 M 

Na2CO3 

RT Co3O4-

ZrO2/CP-

Nafion 

117 

Anode 

--- Half Cell 

(CO3EM) 

CO3
2- 205,2

06 

CH3OH, 

HCHO 

2.0 vs. 

SCE 

--- 0.1 M Na2SO4 RT TiO2-

RuO2-

V2O5/PTF

E Anode 

57% (CE) Half cell 

(GDE)  

H2O 

(OH-) 

207 

CH3OH, 

HCHO, 

HCOOH 

2.1 vs. 

SCE 

13 0.1 M Na2SO4 RT TiO2-

RuO2/PTF

E Anode 

30% (CE) Half Cell 

(GDE) 

H2O 

(OH-) 

208 

CH3OH 0.75 vs. 

Ag/AgCl 

62  1.0 M KOH  80 Ni(OH)2-

NiOOH/ 

Ni Foam 

Anode  

--- Half Cell 

(TEC)  

OH- 39 

CH3OH, 

C2H5OH 

-0.2/0.64 

vs. 

Ag/AgCl 
(pulsed 

potential) 

--- 0.5 M HClO4 25 Pd/Graphit

e Anode 

--- Half Cell 

(TEC) 

H2O 209 

CH3OSO

3H, 

CH3SO3

H 

2.0 vs. 

SSE 

(~1.29 

vs. RHE) 

≤ ~ 4.5 PdSO4 in 95-

98% H2SO4 

(ionic 

catalyst) 

80-140 FTO 

Anode 

--- Half Cell 

(TEC) 

H2SO4, 

SO3 

210 

RT: room temperature; CP: carbon paper; FTO: fluorine-doped tin oxide glass; PEM: proton-exchange 

membrane; HEM: hydroxide-exchange membrane; CO3EM: carbonate-exchange membrane; GDE: gas-

diffusion electrode; TEC: three-electrode cell.  

 

6.5 Current Status and Recommendations on Electrocatalysts   

In all of the work on methane oxidation reported in Table 6.1, the basis for selecting the 

electrocatalysts chosen is not well articulated. The most common feature is that many of the 

materials chosen are known to be active for OER or methanol-to-CO2 oxidation reaction in either 

acidic, neutral, or alkaline electrolytes, with the majority in acidic conditions and limited studies 

with neutral or alkaline ones. 200–208 However, no rationalization is given for why these materials 

should be active for methane oxidation.  

To help with the search for potential catalysts, it would be very useful to have a theoretical 

framework to help guide the search. To this end, Arnason et al. calculated the Gibbs Free Energy 
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of each adsorbed species for electrochemical methane oxidation and OER occurring on a number 

of metal oxides and MX-enes.213 The two reactions are envisioned to proceed as shown in Figure 

6.4. Both reactions begin with the formation of an adsorbed hydroxide group, which then 

undergoes dehydrogenation to produce an adsorbed oxygen atom (O*). Atomic surface oxygen 

then reacts with water to form a hydroperoxide group, a precursor to O2, or with methane to form 

methanol. Figure 6.4 shows the calculated free energies for the third step in the OER, the formation 

of a surface oxyhydroxide (blue), and the activation of methane to form methanol (pink) for a 

series of metal oxides at open-circuit potential. The smaller the endergonicity of each step the more 

easily this step will occur, i.e., the lower the minimum anode potential required for the reaction to 

proceed. For the preferential formation of methanol over O2, the Gibbs Free Energy for the reaction 

leading to methanol should be lower than that leading to O2 via –OOH groups. Accordingly, 

catalysts such as SnO2, TiO2, V2O5, RhO2, and PtO2 would seem to be the most promising 

candidates for methanol formation. Interestingly, some of the electrocatalysts that have been tested 

experimentally (in Table 6.1) align with the predictions shown in this theoretical work (Figure 

6.4).  

 

Figure 6.4: Free energies of various metal oxides for the third step in the water oxidation process and 

methane activation step. The steps for oxygen evolution and methane activation are shown below. Data 

from Ref. 213.  

 

As noted above, Lee et al. used V2O5 supported on SnO2 in a ceramic MEA. This system exhibited 

the highest selectivity (88.4% at 0.03% conversion) to methanol reported to date.197 During 

electrocatalysis, partially reduced vanadium species (V4+O2) act as the active site for generating 
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reactive oxygen species (O2
·− and O·−) in V2O5. These species are able to both chemisorb methane 

and partially oxidize it to methanol. The authors suggest that both methanol and CO2 are formed 

at the surface of ceramic, gas fed-MEA anodes, by separate reaction pathways. For methanol, they 

propose that active oxygen species, such as surface O2
·− and O·−, may be the primary participants 

in the partial oxidation of methane to methanol, in agreement with Figure 6.4.  For CO2, they 

propose that highly active oxygen species in the form of an OH* surface site are responsible for 

full oxidation of methane to CO2, which is also proposed by Yamakata et al. and Heo et al. for 

various hydrocarbons.217,223 Accordingly, this hypothesis suggests that CO2 formation could be 

suppressed by reducing the amount of OH* generated during cell operation, thereby improving 

efficiency. However, they noted that a different support may be needed as SnO2 may promote full 

oxidation of methane to carbon dioxide.197  

Another study that compliments the theoretical work is that of Rocha et al., who investigated TiO2-

RuO2/PTFE and TiO2-RuO2-V2O5/PTFE for the anodic oxidation of methane to methanol in 0.1 

M Na2SO4 into which methane was fed through a GDE.207,208 Their electrocatalysts achieved a 

57% FE towards methanol. Methanol and other byproducts were envisioned to form via two 

pathways, one involving active oxygen species (e.g., O2
·− and O·−) and the other involving methane 

oxidation via a Ru/V redox couple, wherein the transition metals undergo valance transitions.208 

For the latter route, RuO2 has two active redox couples, Ru4+/Ru6+ and Ru3+/Ru4+. These redox 

couples are able to promote the generation of both methanol and formic acid, as shown below: 

CH4 + Ru6+O2
2+ → CH3–Ru5+O2+ + H+ → CH3OH + Ru4+O2+   (6.13) 

CH4 + 2Ru6+O2
2+ → Ru5+O2

+–CH2–Ru5+O2
+ + 2H+     (6.14) 

Ru5+O2
+–CH2–Ru5+O2

+ → Ru4+O+–O–CH2–O–Ru4+O+ → HCOOH + 2Ru3+O+ (6.15) 

Conversely, V2O5 possesses only one redox couple, V4+/V5+, which may not generate sufficient 

electrons to form the double bond needed to generate both formic acid and formaldehyde. 

CH4 + V2
5+O4

2+ → CH3–V2
4+O4

2+ + H+ → CH3OH + V2
4+O3

2+   (6.16) 

Consequently, TiO2-RuO2-V2O5/PTFE can selectively oxidize methane to methanol, whereas 

RuO2 bestows electrical conductivity to the GDE on which the catalyst is supported.  

Based on both experiments and theory, we can envision that a selective electrocatalyst for methane 

oxidation to methanol should be composed of two phases: a minor phase, having a moderate 

activity for the first two steps in the OER, and a major phase capable of methane activation. The 

concept is that oxygen atoms derived from the activation of water on the minority phase would 

rapidly transfer to the majority phase chosen for its ability to activate methane. By balancing the 

activation of water and methane, it should be possible to minimize the formation of molecular O2. 

The last requirement is that newly formed methanol is rapidly removed from contact with the 

electrocatalyst in order to prevent its complete oxidation to CO2. This might be done by diffusion 

of the methanol though the membrane of an MEA to the anode side. Since the anode catalyst 

generates H2, it is important the catalyst that facilitates this process not reduce methanol to methane 

and water.  
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In addition to composition, catalyst structure can also influence catalyst activity and selectivity. 

Therefore, the search for potential catalysts for the selective oxidation of methane to methanol 

should also include efforts on catalyst characterization. This requirement is particularly important 

for the development of a multiphase-, bifunctional-electrocatalyst.  Such a catalyst requires in-

depth investigation of the interfaces between its active phases, since these characteristics will 

control the transport of atomic O species between the phases. Accordingly, proper evaluation of 

the structural, morphological, and redox properties of the catalyst needed to obtain a complete 

understanding of how water and methane are activated. 

Currently, the phase and structure of electrocatalysts is sometimes reported, but further work is 

required in order to trace back catalyst activity to catalyst structure. Many reports include basic 

structural characterization accomplished with X-ray diffraction (XRD). However, reporting the 

local crystal structure of the catalysts and correlating it to the catalyst’s activity has to be 

considered as well. Further structural characterization will reveal the amorphous or crystalline 

nature of the material and identify exposed crystal planes. In addition to XRD, various techniques 

can be employed to gather further information, including Raman spectroscopy, high-resolution 

transmission electron microscopy, and X-ray photoelectron spectroscopy. For example, catalysts 

of the same phase that differ in the exposed crystallographic planes may show differences in their 

activities for methane oxidation and even lead to different products. For example, studies on 

iridium oxide catalysts for the OER have shown variations in activities depending on whether the 

compound is amorphous or crystalline.224 Likewise Liang et al. demonstrated that specific facets 

of iridium oxide are active for methane oxidation.225 Similar findings have also been demonstrated 

by Ma et al. showed that methane oxidation to carbon monoxide depends on specific facets of a 

platinum catalyst.205 For bifunctional catalysts, not only differences in the facets exposed by each 

component but also the interactions between the surfaces of different materials (i.e., coherency of 

the lattices or the occurrence of mixed oxidational states) may lead to synergistic catalytic 

effects.197–199,204–208 It should be noted that bifunctional catalysts may become unstable when 

operated at high current densities and, therefore, their structure and composition must be assessed 

after use as well as prior to use. 

 

6.6 Experimental Efforts in a PEM MEA  

6.6.1 Catalyst Screening and Membrane-Electrode-Assembly Testing  

In efforts to see just how well a PEM MEA is able to convert methane to methanol, iridium oxide 

was used at the first catalyst. To make and test the MEAs, the procedure described in Chapter 4 

was followed and the same cathode catalyst ink and loading was used. With this baseline assembly, 

the faradaic efficiency was calculated based on the above discussion. In Figure 6.5, we show the 

(a) polarization curve for feeding the methane and argon into the MEA and (b) the oxygen faradaic 

efficiency. As shown in Figure 6.5b, the oxygen faradaic efficiency is 100%, within error, using 

an iridium oxide catalyst.  



108 

 

 

Figure 6.5: Testing Parameters: Flow rate: 200 ccm both sides, electrochemical test sweeping the voltage from 1.5 V 

– 2.0 V, at 2 min holds.  Electrode Properties: Anode: Iridium Oxide (1 mg cm−), CH4 or Ar with water vapor, Ti 

GDL. Cathode: Pt (0.3 mg cm-2), 2% H2 in Ar with water vapor, carbon GDL. Membrane: boiled Nafion, 183 mm 

dry. 

The importance of calculating the faradaic efficiency is two-fold. One, the calculation shows that 

even though we have a slight increase in performance when feeding methane (i.e. more current for 

a given cell potential), we are not seeing any new products. We can account for this increase in 

current density due to the increased diffusivity of water within methane gas, as shown in Chapter 

4 for helium. While the difference in current density is at most 50-mA cm−, comparable to what 

some previous results show for a methane system, we do not see a significant change in the faradaic 

efficiency due to changes in diffusivity. Secondly, this calculation demonstrates the importance of 

inlet flowrate. Due to the amount of water entering the system and being converted, the flowrate 

out of the system is crucial and could lead to erroneous results in the system.  

The FE can be calculated via the following equation:  

FE =
𝑐𝑖 𝑄 𝑛𝑒−𝐹

𝑖𝑇𝐴
.      (6.17) 

The FE is dependent on the concentration of the reactant i (ci), which is water for this system, the 

volumetric flow rate (Q), the number of electrons in the reaction (ne-), Faraday’s constant (F), the 

total current density (iT) and the active area of the MEA (A). If the concentration or the volumetric 

flow rate is off, then the FE can be drastically miscalculated. Flow meters were used to assure that 

volumetric flowrate was accurate. Best practices of checking the flowrate and establishing an 

100% FE for a single reaction must be done before introducing more reactions into the system. 

Since the FE exhibited 100% for both argon and methane, the tests indicated iridium oxide is not 

active for methane activation, which agrees with Figure 6.4. Other catalysts were chosen to be 

tested based on literature research (from Table 6.1) and promising results based on theoretical 

calculations (from Figure 6.4). The electrocatalysts that were tested are shown in Table 6.2.  
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Table 6.2: The electrocatalysts tested for methane partial oxidation at > 1.5V 

Electrocatalyst Tested Particle Size Products Formed 

IrO2 ~50-100 nm O2, trace amounts of 

CO2 

Pt ~5-10 nm  O2 

60% Pd/C ~50 nm CO2* 

40% Ru/C ~50 nm CO2*, O2 

VOx  n/a CO2 

Synthesized Vanadium 

nanoparticles  

10-20 nm None  

Synthesized mesoporous 

vanadium  

20 nm None  

Pt/Ru nanoparticles ~50 nm O2 

SnO2 12 nm O2 

TiO2 10 nm O2  

IrO2/SnO2 1-2 nm IrO2, and 

12 nm SnO2 

O2  

IrO2/TiO2 3-5 nm IrO2 on 

10 nm TiO2 

O2 

 

Most catalysts observed little to know products formed besides oxygen. Even bifunctional catalysts 

that were predicted to be better methane-activation catalysts instead of oxygen-evolution catalysts 

did not yield high current densities or carbon products, as shown in Figure 6.6. Oxygen evolution 

is the most predominant reaction within these systems and unfortunately methane activation is still 

an important problem to be solved. Something to note, for each of these catalysts the 

ionomer:catalyst ratio was held constant (0.116%, optimized for iridium black) and the solvents 

stayed the same as well. However, from findings in Chapter 2 we know that the solvent 

composition can play an important role in the ink’s morphology and the overall structure of the 

CL. Further work should be done to identify the electrocatalyst behaviors and once down selected, 

CL optimization accomplished.  
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Figure 6.6: Polarization curves for the various catalysts up to (a) 1200 mA cm− and (b) a magnified portion of a, only 

going up to 18 mA cm-2 from 0 to 2 V. Each of these membrane electrode assemblies were coated with the catalyst 

with a target loading of 1 mg cm− on a boiled Nafion 117 membrane. Pt/C at 0.3 mg cm− was the cathode.  

 

6.6.2 Methanol Crossover through the Membrane  

Through the testing of these different catalysts, there is a chance that methanol could have been 

made but in very small quantities. Outside the detection limits of gas chromatography and mass 

spectroscopy, the methanol would not be able to be detected. However, with MEAs using Nafion, 

the methanol could be absorbed into the membrane. Studies have shown Nafion prefers to absorb 

methanol over water and other alcohols142. For every sulfonic-acid site, approximately twenty-one 

moles of methanol are absorbed in the membrane. Additionally, methanol can move with protons 

like water does via diffusion and electro-osmosis. Therefore, at low current densities, methanol 

could be trapped in the membrane or moved to the cathode, and, without proper detection, could 

be missed.  
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Figure 6.7: Schematic of the flux of methanol (NMeOH ) and water (NH2O ) when fed into the anode compartment. Argon 

was the carrier gas; 4% methanol vapor was fed in and the stream was saturated with water vapor at 100% RH at 80 

°C.  

Experiments were conducted to observe if methanol does crossover to the cathode. Feeding in a 

small amount of methanol to the anode, with no potential applied there was no crossover to the 

cathode even at longer periods of time (> 30 min). When the potential was applied, methanol was 

seen at the cathode via gas chromatography. This result shows that the methanol produced on the 

anode could be preserved via crossover to the cathode. Forcing methanol to crossover to the 

cathode could avoid complete oxidation and leverage new design for methane MEAs.  
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6.7 Summary and Conclusions 

The work reported to date on the electrochemical partial oxidation of methane has shown that 

while this approach is promising, these are still very early days for the field. More active and 

selective electrocatalysts that minimize the conversion of methanol to undesired byproducts are 

required. The reported studies show that a high selectivity to methanol at low methane conversion 

rates is achievable, but the methanol selectivity rapidly decreases as the methane conversion rate 

increases needed for practical applications. These findings are similar to those reported for the 

thermal oxidation of methane. What is not clear is to what extent the observed trend of methanol 

selectivity and methane conversion can be altered by proper design of the electrochemical cell and 

electrocatalyst. We also note that using water as the oxidant greatly reduces the thermodynamic 

driving force for the complete oxidation of methane relative to its partial oxidation to methanol. 

The published electrochemical studies of methane oxidation have used both aqueous/nonaqueous 

electrolyte cells (i.e., half-cells) and MEAs (i.e., full-cells), the latter of which have distinct 

advantages. MEAs are capable of achieving the high current densities (>> 100 mA cm-2) needed 

for a commercially viable technology. Within this chapter, we have detailed the factors affecting 

the performance of these systems, such as the mode of operation, the microenvironment tested (i.e. 

acidic vs. alkaline), and the nature of the membrane (polymer versus ceramic). The critical metrics, 

i.e. the EE, CE, and VE, need to be carefully measured and reported in order to have a basis for 

comparing different electrochemical systems. Electrocatalyst discovery remains the main obstacle 

within the field and both experiments and theory suggest that bifunctional catalysts hold the 

greatest promise. Characterization of intrinsic electrocatalytic material properties, such as the 

crystal phase structure and the interactions between different metals or phases, are crucial to further 

understanding the mechanism for methane activation and selectivity towards methanol.  

Taking what has been used within the literature and the work done on the MEAs throughout this 

dissertation, experiments were performed, attempting to partially oxidize methane to methanol 

using various promising catalysts from theory. While the initial test did not show the promising 

results we hoped, we can build off of them with better catalyst-layer fabrication and unique 

engineering of the system to accomplish this challenge. In summary, this chapter provides an 

approach for systematic approach for understanding the issues associated with the development of 

electrocatalysts and electrochemical systems for the partial oxidation of methane.  
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7. Summary & Outlook  

Electrolytic devices are going to play a huge role in decarbonizing different sectors for a clean-

energy future. This dissertation shows numerous experiments and simulations evaluating transport 

phenomena in various electrolytic devices, whether for hydrogen and oxygen evolution or other 

(electro)chemical transformations. This dissertation would not have been completed without the 

use of an MEA. MEAs are the future of these electrolytic devices with the advantage of low 

resistances, direct delivery of reactants to the catalyst layers, and balancing multiple phases and 

multiple scales at the same time. Throughout this dissertation, an MEA was used for specific 

applications as well as for simplified studies to better understand various phenomena. Working 

under operating conditions and in a multi-phase environment teaches the community the impact 

on the OER and other chemical reactions.  

The OER was the main focus of the majority of the chapters in this dissertation (Chapter 2-5). 

While this dissertation did not focus on new electrocatalysts or traditional kinetic studies, it did 

focus on how transport can play a significant role on the performance of the OER. This coupled 

interaction between the reaction and species movement is essential for each of the chapters covered 

here. Within these chapters, the reaction was studied within operating conditions to get a detailed 

idea of the performance of iridium oxide within an MEA.  

This dissertation highlights where there are inefficiencies in the systems, where there can be 

improvements in the existing state-of-the-art devices, and what needs to be determined before 

these systems are used for more complex chemistries. This dissertation shows the recurring 

outcomes and findings:  

(1) Local transport of species in the porous electrode or at the catalyst site greatly impacts 

cell inefficiencies. Reducing overpotentials within the membrane-electrode assembly is 

crucial. Ways to reduce the overpotential include adding more catalyst, thinning the 

membranes, and adding a concentrated supporting electrolyte, but at various costs to the 

system. However, by manipulating within a small window, so as not to increase the catalyst 

loading or keep the same catalyst species, this dissertation shows increased transport of 

species within the layers can help reduce the overpotentials. Within Chapters 2 and 3, local 

transport near the catalyst surface shows a significant impact on the voltages the cells see 

and how they operate. A better understanding of how to control the transport with the 

structure or the transport near the surface of the catalyst is highlighted on several occasions 

throughout this dissertation. 

(2) Water has a dual role in both the reaction and the membrane electrode assembly. In 

Chapters 4 and 5 of this dissertation, water vapor was used as the feed for the electrolyzer 

and the performance of the cells suffered. However, both of these chapters exhibited the 

best performance to date of a vapor electrolyzer and vapor-fed unitized regenerative fuel 

cell, respectively. Changing the amount of water delivered does not only change how much 

water is available to react in the oxygen-evolution reaction but also limits how much water 

there is to hydrate the membrane. The complexity of water and its role is a central theme 

throughout this dissertation and is specifically highlighted in those two chapters. 
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Additionally, in Chapter 3, changing the supporting electrolytes for the anolyte 

demonstrated the importance of the bulk fluid on the performance and durability of the 

cell. While this dissertation mostly focused on acidic and alkaline water electrolysis, these 

themes can be applied to carbon-dioxide reduction and other electrochemical systems.  

(3) Electrolytic devices can be used for complex reactions and help to decarbonize the hard-

to-decarbonize sectors. While the majority of this dissertation focuses on hydrogen 

production, much of the work in Chapters 2-4 is foundational and can translate to more 

complex reactions and applications. The work done in these three chapters could be seen 

as a “model” system for more complex reactions, such as the methane-to-methanol 

highlighted in Chapter 6 and carbon-dioxide or nitrogen reduction. Decarbonization is not 

going to be easy, and while hydrogen alone cannot solve all these problems, the 

applications for seasonable energy storage (Chapter 5) or chemical production via 

electrochemistry (Chapter 6) could be innovative ways for a clean energy future.  

These conclusions highlight the different length scales that transport plays a role in, spanning from 

the microscale to the macroscale. Transport phenomena are one way to engineer these systems 

within a window of material constraints. Peering into this window helps to show the physical 

limitations as well as the physical meaning to improve these systems. The various studies shown 

in the five chapters of this dissertation include systematic studies, model-like systems, and 

experiments that are both applied and fundamental. Electrolytic devices will be essential in the 

deep-decarbonization of the industrial, power, and transportation sectors.  

7.1 Future Directions  

The water electrolysis field as a whole, particularly for PEMWE and LAWE, is at the point where 

commercialization is a large priority. In order to achieve the Hydrogen Shot goal, there needs to 

be harmony between scaling these systems and understanding the research and development needs. 

Overall, for the more mature parts of the field, identifying the driving the forces for the catalyst 

layer structure while using commercially relevant techniques is vital for the community. 

Additionally, this entire dissertation focuses on iridium oxide, a PGM material that is very limited 

in supply. The field needs to address how used iridium oxide can be recycled for a longer lifespan. 

Lastly, the OER has been well studied and more efforts need to be done in the electrocatalysis field 

and carrying over findings and understanding from OER to these harder electrochemical reactions.  

While this dissertation explored many of the nuances in electrolytic devices, it is just a starting 

point. Many additional studies can be contemplated to expand and directly build upon the work in 

this dissertation.  

(1) Explore the relationship between ink and structure for viscous inks. Viscous inks are 

becoming more important for fuel cells and electrolyzers since they are more industrially 

relevant. However, as shown in Chapter 2 and the literature, the particle/particle, 

particle/ionomer, and particle/solvent interactions change based on higher percent-solids. 

From the work done in Chapter 2, viscous inks could build off of that by using acoustic 

analyzers to measure the particle-size distributions and vary components such as solvent 
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or ionomer content. Additionally, comparing different fabrication methods could be useful 

to determine if the ink or the technique changes the structure of the catalyst layer. Since 

the viscous inks are normally coated via doctor blade or slot die, the structure is expected 

to be quite different than the layer-by-layer deposition via spraying coating, and yield 

different contact and interactions with the porous-transport layers and the membrane.  

(2) Explore the impact of different loadings and/or ionomer content and their impact on 

catalyst-layer structure. As shown in Chapter 2, there is a direct correlation between the 

solvent ratio and catalyst-layer structure. Further work in this area is required though to 

understand the driving forces and disambiguate their contributions. Thus, systematic 

studies are required including keeping the solvent ratio the same, but changing the amount 

of ionomer and determining how the aggregates change and how the ionomer is distributed. 

Another aspect would be to evaluate lower loadings, which have less through-plane 

structure. Looking at lower loadings will provide an idea of catalyst-layer utilization as 

well as the impact of catalyst-layer structure on that utilization.  

(3) Test vapor electrolyzer and unitized regenerative fuel cells at relevant pressures and duty 

cycles. The two chapters on vapor electrolysis (Chapter 4 and Chapter 5) look specifically 

at a narrow range of catalyst loading and operating conditions. Especially for real-world 

applications, testing these systems at relevant pressures and duty cycles needs to be 

explored. Determining if hydrogen crossover is going to be a limitation in these systems 

and determining how to mitigate the crossover will be crucial for these technologies. 

Especially as interest grows in the unitized regenerative fuel cell field, finding niche 

applications at relevant pressure would be influential.  

(4) Investigate the use-case of seawater vapor as the feed to a vapor electrolyzer and explore 

the durability and pitfalls. Chapters 4 and 5 explore water vapor, but only from deionized 

water. Seawater electrolysis has been explored by many people, but salts and contaminants 

prevent seawater from ever being a useful feed for electrolysis. However, water vapor from 

seawater could be another way to leverage this plentiful feed source. The temperature and 

relative humidity would be significantly different than what is shown in Chapter 4, so 

optimization of the catalyst layer and membrane-electrode assembly would have to be 

made, but this specific application could be important for offshore hydrogen production.  

(5) Study nickel or other alkaline relevant catalysts to explore how the microkinetics change 

and what are the main barriers. The advantage of alkaline or near-neutral electrolysis and 

photoelectrochemistry is the chance to use non-precious-group-metal catalysts. While this 

entire dissertation focused on iridium oxide as the main catalyst, using iridium oxide at the 

scale the government and the world want to scale hydrogen to is not possible—there is not 

enough iridium to reach that demand. However, nickel is a good substitute for alkaline 

systems but less is understood at the surface level. Understanding how the microkinetics 

and local transport would impact these systems, how the mechanism may change, and how 

it differs from iridium oxide could be beneficial to the community.  
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(6) Electrocatalyst synthesis and testing for methane to methanol partial oxidation. As stated 

in Chapter 6, the number one need for the partial oxidation of methane to methanol is an 

effective catalyst. While the literature has stated that some electrocatalysts have been able 

to achieve this tremendous feat, none have done it at high enough current densities. More 

work needs to be undergone to test these catalysts before they become incorporated into 

complex membrane-electrode assemblies. Thus, testing the kinetics using representative 

electroanalytical techniques is important to first screen the catalysts. Developing a high-

throughput way to test catalysts is one way to make a lot of catalysts, or try a lot of 

commercial catalysts, and then start to integrate the one that performs the best into the 

catalyst layer.  
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8. Nomenclature  

Abbreviations 

LAWE Liquid Alkaline Water Electrolysis  

PEMWE Proton-Exchange-Membrane Water 

Electrolysis  

MEA Membrane electrode assembly  

GDL  Gas-diffusion layer 

PTL Porous-transport layer 

CL (aCL or cCL) Catalyst layer (anode or cathode) 

PGM Platinum Group Metal  

HEMWE Hydroxide-Exchange-Membrane water 

electrolysis  

HEM Hydroxide Exchange Membrane 

OER Oxygen Evolution Reaction  

URFC Unitized Regenerative Fuel Cell  

HER Hydrogen-evolution reaction 

DLS Dynamic Light Scattering  

CCM Catalyst-coated membrane 

XRF X-Ray Fluorescence 

CP Chronopotentiometry  

HFR High Frequency Resistance  

AVB Applied-voltage breakdown 

FIB-SEM Focused-Ion-Beam Scanning Electron 

Microscopy  

ECSA Electrochemical Surface Area  

SHE Standard hydrogen electrode, 0.0 V 

DFT Density Function Theory  

DIW Deionized Water  

SEL Supporting Electrolyte  

RDE  Rotating Disk Electrode  

RHE Reversible Hydrogen Electrode  

EIS Electrochemical Impedance Spectroscopy  

LSV Linear Sweep Voltammetry  
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BV Butler-Volmer Kinetics 

FCT Fuel-Cell Technologies 

MPL Microporous layer 

MT Mass transport 

PEM Proton-exchange membrane  

RH Relative humidity  

RFC Reversible Fuel Cell  

FC Fuel Cell 

WE Water Electrolyzer  

CG Constant Gas  

CE Constant Electrode  

ORR Oxygen Reduction Reaction  

HOR Hydrogen Oxidation Reaction  

PFSA Perfluorinated Sulfonic-Acid Membranes  

CA Chronoamperometry  

AST Accelerated Stress Tests  

EOT End of Test  

RTE  Roundtrip Efficiency  

EW Equivalent Weight  

BOT Beginning of Test  

GDE Gas Diffusion Electrode  

EE Energy Efficiency  

VE Voltage Efficiency 

FE Faradaic Efficiency 

XRD X-Ray Diffraction  

 

Roman 

Ecell Overall Cell Voltage  

Erev Reversible Cell Potential  

b Tafel slope 

io  Exchange Current density, mA cm-2 

i  Current density, mA cm-2 
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𝑅𝑡𝑜𝑡  Total Resistance, Ohms cm2 

I Total Current, mA  

Keff Effective Transport Property (e.g., 

permeability or diffusivity  

K Bulk Transport Property  

ri Net Rate of Formation of Species i  

ai Activity of a species, where i can be water, 

proton, hydroxide, or oxygen  

𝑘𝑓𝑖  Forward Reaction Rate Coefficient for 

reaction i 

A Pre-Exponential Factor (Ch.3), Area, cm2 (Ch. 

6) 

𝑘𝐵  Boltzmann Constant  

T Temperature, °C  

ni Number of electrons  

∆𝐸 0𝑉  Activation Energy , for 0 V free energy 

change 

𝑘𝑟𝑖  Reversible Reaction Rate Coefficient for 

reaction i 

∆𝐺𝑟𝑥𝑛,0𝑉  Gibbs Free Energy of reaction at 0 V 

N𝑖  Molar Flux of species i 

vz 𝑜𝑟 v𝑟  Velocity Profile in the z or r direction, 

respectively  

Di Diffusion Coefficient of Species i, m2 s-1 

Co  Initial concentration, mol m-3 

Deff  Effective diffusivity, m2 s-1 

F  Faraday’s Constant, 96485 C mol-1  

imax
D   Diffusional maximum current density, A cm-2 
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imax  Maximum current density, A cm-2 

NH2O,PEM    Molar water flux in the membrane, mol cm-2s-

1 

tPTL   Thickness of the porous transport layer, m 

Uref  Nernstian thermodynamic potential, V 

V  Applied Voltage, V 

i𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟  Crossover Current Density  

i𝑇  Total Current Density  

Q Volumetric Flow Rate, mL min-1 

 

Greek  

 

ηi  Overpotential in a domain i, V  

ε Porosity  

τ Tortuosity  

𝜃j Surface Absorbed Species, j, which can be OH, 

O, OOH, or an empty site (*) 

β  Transfer coefficient (Ch. 3), Normalized water 

flux within the membrane (Ch. 4) 

α  Diffusion coefficient, mol2 J-1 cm s 

λ  Membrane water content, mol H2O/mol SO3
- 

μH2O  Water electrochemical potential  

ξ  Electro-osmotic coefficient  
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