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Abstract

Transport and topology in strongly correlated two-dimensional systems, using techniques
from one dimension

by
Aaron Miklos Strimling Szasz
Doctor of Philosophy in Physics
University of California, Berkeley
Professor Joel E. Moore, Chair

Many of the most interesting problems in theoretical condensed matter physics involve
the study of two- and three-dimensional materials, but this is in general very difficult. On
the other hand, one-dimensional quantum systems are much better understood, with exact
solutions possible using techniques like bosonization, and with extremely efficient numerical
approaches based on matrix product states. Thus one promising route to studying higher-
dimensional systems is the application of techniques developed for one-dimensional systems.
In this dissertation I discuss two research projects in which I use this approach.

In the first study, motivated by intriguing experiments that have shown two-dimensional
polymer films to be promising materials for thermoelectric devices, I consider a two-dimen-
sional material consisting of an array of one-dimensional systems. FEach is treated as a
strongly-interacting Luttinger liquid, and I assume weak (incoherent) coupling between them,
an approximation which I refer to as the “quasi-atomic limit.” I find integral expressions
for the (interchain) transport coefficients, including the electrical and thermal conductivities
and the thermopower, and I extract their power law dependencies on temperature. Luttinger
liquid physics is manifested in a violation of the Wiedemann-Franz law; the Lorenz number
is larger than the Fermi liquid value by a factor between v2 and 7%, where v > 1 is a measure
of the electron-electron interaction strength in the system.

In the second project, motivated by experimental studies that have found signatures
of a quantum spin liquid phase in organic crystals whose structure is well described by
the two-dimensional triangular lattice, I study the Hubbard model on this lattice at half
filling using the infinite-system density matrix renormalization group (iDMRG) method.
On infinite cylinders with finite circumference, I identify an intermediate phase between
observed metallic behavior at low interaction strength and Mott insulating spin-ordered
behavior at strong interactions. Chiral ordering from spontaneous breaking of time-reversal
symmetry, a fractionally quantized spin Hall response, and characteristic level statistics in the
entanglement spectrum in the intermediate phase provide strong evidence for the existence
of a chiral spin liquid in the full two-dimensional limit of the model.
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Chapter 1

Introduction

The work presented in this dissertation primarily belongs to two research projects, which
have previously been discussed in the following papers:

e Aaron Szasz, Roni Ilan, and Joel E. Moore, “Electronic and thermal transport in
the quasiatomic limit of coupled Luttinger liquids,” Physical Review B 95, 085122
(2017).[110]

e Aaron Szasz, Johannes Motruk, Michael P. Zaletel, and Joel E. Moore, “Chiral spin
liquid phase of the triangular lattice Hubbard model,” arXiv 1808.00463.[111]

I include in the dissertation the key results of those studies, as well as the scientific context
for each and details of the calculations and the methods used. I hope that readers will find
the dissertation to be both of scientific interest and helpful as background future work.

At first glance, the two projects appear to be entirely unrelated—one concerns transport
phenomena in two-dimensional materials formed by coupling one-dimensional conductive
wires in a plane, while the other is about determining the nature of the ground state in
a full two-dimensional model, and furthermore one is largely analytical while the other is
primarily numerical. In fact, what the two projects share is a general approach to studying
complex and strongly interacting systems in two dimensions using an understanding of the
much better-understood physics of one-dimensional systems.

In general, studying two-dimensional systems with strongly interacting electrons is ex-
tremely difficult. Exact solutions are possible only for very special models with many con-
served quantities. Field theory approaches using renormalization group flows are very pow-
erful, as are variational methods with physically inspired simple ansatze, but for many of the
most interesting and difficult systems these methods, too, are unreliable. In such cases, one
must use heavily numerical approaches, but these are also limited. Exact diagonalization
is limited to exceedingly small system sizes, while density functional theory often fails to
correctly capture correlation effects, quantum Monte Carlo is often prevented from being
useful due to the sign problem, and two-dimensional tensor network-based methods can only
capture a limited amount of entanglement.



CHAPTER 1. INTRODUCTION 2

One-dimensional systems, on the other hand, are far easier to study. From the perspective
of analytical calculations, the Bethe ansatz and bosonization allow for the exact solution
of even strongly interacting models. From the numerical perspective, techniques like the
density matrix renormalization group (DMRG) that are based on matrix product states are
extremely efficient, allowing ground state computations scaling only linearly in the system
size for gapped systems and remaining relatively efficient even for gapless ones. Studying
finite temperature systems and time evolution is still difficult with such numerical methods,
but even for these problems they remain quite useful.

It is therefore not surprising that one of the best ways to study two-dimensional systems
is to invoke either knowledge or methods from the study of one-dimensional systems, giving
as a result a controlled approximation that provides substantial insight into the original
system. I now explain how my collaborators and I used this approach in each of the two
projects.

1.1 Transport in weakly coupled Luttinger liquids

The coupled Luttinger liquid study is motivated by the surprising transport behavior of poly-
mer thin films.[139, 59, 18, 32| These are materials where long one-dimensional molecules
combine into a two-dimensional layer, which is partially ordered and partially amorphous.
Experiments on such materials have revealed remarkable transport behavior, distinct both
from transport in individual conductive one-dimensional systems as described by the Lut-
tinger liquid theory[37, 31] and from transport in two-dimensional conductive systems de-
scribed by the Fermi liquid theory. In particular, the polymer films are very promising as
thermoelectric materials, showing remarkably high thermoelectric figure of merit while also
being made from abundant and nontoxic materials, unlike traditional thermoelectrics.

These polymer thin films are strongly correlated, and as a result a direct approach to the
two-dimensional system will, as discussed above, be very difficult. Instead, my collaborators
and I make use of the fact that the physical components of the material are one-dimensional
systems (the polymers), and we make the assumption that the strong electron interactions
occur only within each 1D system and not between electrons on different ones. We are then
able to use well-known properties of conductive wires, as described by the Luttinger liquid
theory, to account for the difficult-to-model interactions, resulting in tractable transport
calculations. We call this approximation of strong interactions within each one-dimensional
chain and weak coupling between them the “quasi-atomic limit.”

Using this approach, we are able to compute electrical and thermal conductivites as well
as the thermopower, and we extract their power law dependencies on temperature. We
find behavior distinct both from one-dimensional Luttinger liquid physics and from two-
dimensional Fermi liquid physics. The latter in particular is manifested in a violation of the
Wiedemann-Franz law; the Lorenz number, which measures the ratio between electrical and
thermal conductivity, is larger than the Fermi liquid value by a factor between +? and ~*,
where v > 1 is a measure of the electron-electron interaction strength in the system.
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The discussion of this project is contained in chapters 2, 3, and 4. Chapter 2 discusses
the context for the work, including past experimental and theoretical studies, and presents
the main results. In chapter 3 I present some details of the calculations, and in chapter 4
I show nearly every step of the calculations and also explain in some depth the methods I
used for linear response and numerical analytic continuation.

For background material on Luttinger liquids and the technique of bosonization, I refer
the reader to the book by Thierry Giamarchi, reference [31]. For background on linear
response theory, the precise version of the formalism that I use is explained in section 4.1
below, and is largely based off of the third edition of the book by Gerald Mahan, reference
[70].

1.2 Chiral spin liquid phase of the triangular lattice
Hubbard model

In the second project I have studied a very different kind of physical system, namely crystals
composed of large organic molecules. The key example is the crystal x-(ET);Cuy(CN)s3,
which has nearly independent layers composed of the ET molecule, also known as BEDT-
TTF or bis(ethylenedithio)-tetrathiafulvalene; each ET layer acts approximately like a sim-
ple triangular lattice with one electron per site.[105] This crystal, and others like it, show
a remarkable lack of magnetic ordering down to extremely low temperatures, suggesting
that geometric frustration of antiferromagnetism may lead to a so-called spin liquid ground
state.[105, 135, 134, 50, 48, 133, 49, 81, 16, 132] To investigate this possibility, I have modeled
this kind of organic crystal with the Hubbard model on the triangular lattice.

The Hubbard model is one of the premier models for studying correlated-electron physics.
It is quite conceptually simple: electrons are considered localized on lattice sites, and they
have kinetic energy from moving around the lattice (characterized by an energy scale t) and
interaction energy from Coulomb repulsion if multiple electrons are on the same lattice site
(characterized by an energy scale U). Despite this conceptual simplicity, the model gives
rise to complex behavior. Even on bipartite two-dimensional lattices, its behavior is not well
understood, much less in the presence of frustration on the triangular lattice.

When U is large in comparison to ¢, the charges will be gapped when there is one electron
per site, and only the spin degrees of freedom will be relevant at low energy. These might
magnetically order, or alternatively they could form a (possibly topological) spin liquid, with
no magnetic ordering down to zero temperature. An antiferromagnetically ordered state is
strongly favored on a bipartite lattice, but the ordering becomes destabilized on a frustrated
lattice, making these great candidates to realize spin liquids.

In this project, my collaborators and I investigate the triangular lattice Hubbard model,
and we show that for a range of U/t, the ground state is a chiral spin liquid, a topological state
that spontaneously breaks the underlying time-reversal symmetry of the Hamiltonian.[53,
125] This is an exciting and surprising result. In particular, it is to my knowledge the first
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demonstration of a topological state with spontaneous time-reversal symmetry-breaking in
a model of itinerant fermions, and it also can potentially explain some behaviors of the
above-mentioned organic crystals that were not previously understood.

I performed the computations for this project using the density matrix renormalization
group (DMRG) technique.[128, 127, 86, 99] DMRG works by assuming a particular ansatz
for the wave function, namely a matrix product state (MPS), which has many thousands of
parameters, then optimizing those parameters to find the state with the lowest energy. The
number of parameters provides a controllable way to improve the accuracy of the simulation,
and the end result is an unbiased approximation to the true ground state.

There is, however, a catch: an MPS naturally describes one-dimensional systems, not
two-dimensional ones; as with the Luttinger liquid study discussed above, here too we are
using a one-dimensional computational method to approach a higher-dimensional problem.
To do so, we limit the two-dimensional triangular lattice to a finite width strip, which we roll
into a cylinder. By increasing the cylinder circumference, it is possible to get successively
better approximations to the full two-dimensional model. We also use magnetic flux insertion
through the cylinder to get information about the two-dimensional system from the quasi-
one-dimensional cylinders.

This project is discussed below in chapters 5, 6, and 7. In chapter 5, I present the
context of the work including a history of past experimental and theoretical studies, and I
present our key findings. In particular, I show that the model has metallic, nonmagnetic
insulating, and magnetically ordered phases, and I show that the second phase is in fact
a chiral spin liquid. In chapter 6, I provide some useful details of our approach to the
calculation, especially regarding the use of the one-dimensional DMRG approach to study a
two-dimensional system. Finally, in chapter 7, I present additional data from the numerical
simulations that help to support the claims in chapter 5.

Background material on spin liquids can be found in a number of reviews, including
by Balents[8]; Savary and Balents[97]; Zhou, Kanoda, and Ng[145]; and Knolle and Moess-
ner[62]. For background on matrix product states, I refer the reader to the excellent review
by Schollwdck, reference [99]. A clear discussion of the infinite-system DMRG method can
be found in a paper by Kjall et al., reference [61], and an introduction to the mixed-space
approach to DMRG that my collaborators and I use can be found in a paper by Motruk et
al., reference [78].
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Chapter 2

Electrical and thermal transport in
the quasi-atomic limit of coupled
Luttinger liquids

I first present my work on transport in weakly coupled one-dimensional systems, as published
in Physical Review B[110]. This work was performed in collaboration with Roni Ilan and
Joel Moore. In this chapter I present the context for the work and the key results, and I
discuss their significance. In chapter 3, I present some details of the calculations, and in
chapter 4 I discuss the methods used and present many further details.

2.1 Introduction

Recent experiments on thin films of doped polymers such as PEDOT-PSS, PEDOT-Tos,
and PBTTT have found both high conductivity and a large thermopower [139, 59, 18, 32].
There are some possible explanations for the source of conductive behavior in polymers [40,
96], but they are not yet definitive; in the work presented here, we will bypass this question
and instead analyze a different facet of the problem. Namely, since we take for granted the
conductive nature of individual polymers and can can therefore describe each polymer as a
Luttinger liquid, and we look for possible signatures of the Luttinger liquid behavior that
survive even when the one-dimensional systems are coupled to form a quasi-two-dimensional
material.

The Luttinger liquid model [37, 31] represents a one-dimensional electron gas modified
by interaction between the electrons and can therefore be viewed as the one-dimensional
analogue of the more well-known Fermi liquid model, though the generic behavior of the
system is quite different. In the Fermi liquid theory for two- and three-dimensional systems,
the interacting system actually behaves very much like the corresponding non-interacting
electron gas—the excitations are fermionic quasiparticles which behave qualitatively like
electrons even if specific properties like mass are renormalized to new values.
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By contrast, in one dimension interactions between electrons have a strong qualitative
effect on the behavior of the system. Schematically, one can picture electrons in higher-
dimensional systems having space to “go around” each other and thus they still remain
roughly independent (noninteracting), while in one dimension this is impossible, and so
electrons will move together, forming collective (bosonic) excitations. The Luttinger liquid
theory and the technique of bosonization make this intuitive idea concrete.

There are numerous convincing experimental results on one-dimensional systems that
confirm various predictions of the Luttinger liquid theory. For instance, Luttinger liquids
are expected to exhibit spin-charge separation, where charge and spin degrees of freedom act
independently [31]; spin-charge separation has been convincingly observed via photoemission
experiments in artificially created one-dimensional structures [101]. Likewise, the density of
states around the Fermi level is predicted to show a distinctive power law behavior [17]; this
was also observed in an artificially created 1D chain [15]. Other observations of Luttinger
liquid-like behavior, however, have been made not on actual one-dimensional chains but
rather on two-dimensional collections of one-dimensional systems such as in the polymer
films that motivated this work[139] or on highly anisotropic three-dimensional crystals|77,
119, 9]; it is not immediately clear that the results of these experiments should be directly
compared to theories of single Luttinger liquids. Rather, the coupling of 1D chains to form
a quasi-2D material may modify or destroy altogether the distinctive signatures of Luttinger
liquid behavior. A theory of coupled Luttinger liquids would thus be very helpful.

While the theory of weakly coupled Luttinger liquids has been considered in the past
by many different authors, there are very few results for thermal transport in a system
of infinitely many coupled chains. Some results deal with “ladders” consisting of just two
coupled chains [21, 31], while some of the most well-known treat coupling two half-infinite
chains at their ends as a way of modeling an impurity in the Luttinger liquid[56, 55, 54].
Both electrical and thermal transport have also been computed for many impurities on a
single chain[67]. Papers that do consider an infinite array of weakly coupled Luttinger liquids
have mostly focused only on the electrical conductivity [77, 22, 29] and not on any kind of
thermal transport. There is one recent paper on the off-diagonal terms of the thermopower
tensor for infinitely many coupled chains[98], but I am not aware of any previous results for
the thermal conductivity or Lorenz number in the type of model we consider. This is the
gap this work is intended to fill.

In this work we consider a model of coupled one-dimensional systems in which each 1D
chain is treated as a (spinless) Luttinger liquid, and the individual chains are coupled by
a perturbatively weak interchain hopping. We refer to this situation of strong interactions
within 1D chains and weak, incoherent coupling between them as the “quasi-atomic limit.”
The approximations and assumptions inherent in this model, as well as some justifications
of their validity, are discussed in section 2.2.

We consider two somewhat different versions of the model, which incorporate Luttinger
liquid behavior at different stages of the calculation. In both cases, we calculate transport
coefficients using the Kubo formalism. In the first model, discussed in section 2.3, the
electronic system is initially assumed to be noninteracting so that the state of the system
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can be described by occupation of single-particle orbitals; we introduce Luttinger behavior
via the electronic density of states. In the second model (section 2.4), we use the full
Luttinger liquid correlation functions. In section 2.5, we summarize our key results and
their applicability to experimental systems, and we further discuss the comparison between
the two models.

We find that both models predict the same power law dependence on temperature for
the transport coefficients, o oc 7?72 and k o< 7?72, where « is a measure of interaction
strength as defined in equation (2.11), but that the precise values of the transport coefficients
(as measured by the Lorenz number) vary with electron-electron interaction strength more
strongly in the second, more complete, calculation. In the generalized noninteracting model
(section 2.3) we find that the Lorenz number is larger than the value predicted by the
Wiedemann-Franz law by a factor between 72 and v>*. In the full Luttinger liquid model
(section 2.4), we find an even larger violation, with the Lorenz number augmented by as
much as v3C.

2.2 Assumptions and approximations: the
quasi-atomic limit

In the Hubbard model, the “atomic limit” is the limit as the hopping between lattice sites
vanishes while electron-electron interaction is held constant [11, 80]. We study the problem of
weakly coupled chains with a similar approach, in which we do a perturbative calculation to
lowest order in the interchain hopping while treating each one-dimensional chain as a single
coherent quantum system. This limit of full coherence in one direction (along chains) and
weak incoherent hopping in the other direction (between chains) we call the “quasi-atomic
limit.”*
To be more precise, we make the following assumptions:

(1) There is no electron-electron interaction between the 1D chains.

(2) The different chains are perturbatively coupled through a weak hopping of electrons
between adjacent chains.

(3) The 1D chains are located at evenly spaced points along a one-dimensional line, meaning
that electrons may hop from one polymer to adjacent ones on either side of it and that
the hopping strength between any pair of adjacent polymers is the same.

We will briefly justify the applicability of these assumptions to real physical systems, begin-
ning with assumption (2). To measure transport properties for a macroscopic object (like a
polymer film) we really want to use not the microscopic model of the system but rather an

I'Note that the term “quasi-atomic limit” has been used in the past to describe situations between full
coherence and the atomic limit[107, 92]; we use it instead to indicate a system that is fully in the atomic
limit in one direction and not at all in the other.
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effective theory that results from a renormalization group flow. At zero temperature, any
coupling between chains is a relevant perturbation in the renormalization group sense, but
fortunately this is not the case at finite temperature[23, 21, 12]. This means that, so long as
the temperature is much higher than the energy scale of the interchain coupling, the atomic
limit will be valid. For any particular material, this sets a lower bound on the temperature
regime in which our results are applicable.

In this temperature regime of validity, the thermalization time within each chain (pro-
portional to 1/7") will be much less than the interchain hopping time (proportional to the
inverse hopping strength), so that each individual one-dimensional chain will thermalize
between hopping events. We can therefore intuitively think of the interchain hopping as
incoherent, though we do not explicitly use that fact anywhere in our calculations.

Assumption (3) is an accurate description for the case of anisotropic crystals. The appli-
cation to polymer films is less direct, as they are known to have regions where the polymers
are relatively aligned in some organized array (as in assumption 3), as well as amorphous
regions [83, 18, 109]. In the latter regions, which may account for a significant fraction of the
overall film, as long as the polymers form a single two-dimensional layer and do not cross,
at a sufficiently small scale the polymers should still form a neat array and our assumption
will apply. We can therefore approximately treat the film as consisting of a collection of
randomly oriented domains, each of which individually satisfies the assumption. We discuss
this further in section 2.5.

2.3 Generalized noninteracting model

The first version of our model is intended to capture the key Luttinger liquid behavior while
still being simple enough to provide helpful physical intuition about the system we study.
We thus use a noninteracting model for most of the calculation, finally substituting the
Luttinger liquid density of states at the end.

To be precise, we add two more simplifying assumptions to those given in section 2.2
above:

(4) Each individual 1D chain can be described by a set of non-interacting single-particle
orbitals, given by the Fourier modes of the localized on-site orbitals; the orbitals’ energies
are distributed according to the tunneling density of states of a Luttinger liquid, and
each chain’s orbitals are the same.

(5) Electrons hop from a well-defined single-particle eigenstate on one chain to an eigenstate
with approximately the same energy and momentum on an adjacent chain. The hopping
strength is sharply peaked in |k — k| where k and k' are the wavenumbers on the two
chains, and the value at k¥ = k' is independent of k. (In practice, we assume the hopping
is Gaussian in k& — &/, but this assumption is only needed when we compare the two
versions of our model, see section 3.3 of the next chapter.)
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The five assumptions above lead to a specific interpretation of the standard tight-binding

Hamiltonian

H = Z EkC;(ijk — Z <tkk’c;r"kcj+1,k’ —+ hC) (21)
j.k jkk!

The index j labels 1D chains, while k£ and " label extended (Fourier state) orbitals on each

chain. ¢ and ¢ are the usual fermion creation and annihilation operators, while Ej, is the

single-particle energy corresponding to the orbital k.

In the noninteracting limit, the E} are just the energies of a one-dimensional tight-
binding model Hy = —t;> . c;rczqu + h.c.; if the lattice spacing is a, the energy levels are
Ey = —2tycos(ka), which are then linearized around the Fermi points & = f+kp. When
interactions are introduced, there are no longer well-defined single-particle orbitals, so we
cannot give an explicit formula for the energies Fy. Instead, we will derive an expressions
for the transport coefficients in which the energy spectrum only appears via the density of
states, for which we can use the well-defined single-particle tunneling density of states of a
Luttinger liquid.

Calculation of transport coefficients

We calculate the transport coefficients in this model using the Kubo formalism. For consis-
tency with standard references, we use the conventions of reference [70], in which case the
electrical conductivity, thermal conductivity, and thermopower are given by

2
o= TL(H) (2.2a)
L[ ey (LU2)?
. {L( e (2.2D)
1 L2

In a two dimensional material, each of these coefficients is actually a 2x2 matrix; the diagonal
entries give the response in the direction of an applied field, while the off-diagonal entries give
the response in a perpendicular direction (e.g., the Hall conductivity). We will specifically
focus on the longitudinal response in the interchain direction.

The L coefficients in the transport coefficient formulas are defined by[70, eqs. 3.487,
3.488]

1 1
_ 1oy a2y (L
J = LIV (eV) + L0V <T) (2.3a)

1 1
(21) (22)
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where J is the particle current, or electrical current divided by the charge per particle, and
Jg is the energy current. Note that L(*? = LY In practice, we find the L coefficients
in terms of current-current correlation functions as?

. 1 [ =i [P ‘
@) — 1; S wn T . .
L* = lim lim ~ {QB /0 dre T (T, 51(1)4:(0)) (2.4)

wn —w-+10

where j; is the particle current operator J and js is the energy current operator Jg. Both are
the current operators for the interchain direction. € is the volume of the system. Because we
calculate the transport coefficients at finite temperature, we perform the calculation using
the Matsubara formalism. 7 is the imaginary time, w,, = 27n/g for n = 0,1,2,--- are the
discrete (bosonic) Matsubara frequencies, and iw,, — w + 76 indicates analytic continuation
from the positive imaginary axis to just above the positive real axis. In practice we will take
only the real part of L"), since we are interested specifically in transport.
The current operators we find using [80]

1 o
J =lim >IN, Hetheed (2.5a)
J
1 o
Tp = lim — [Hj, H]e™ae (2.5b)

J

in units where i = 1. Here a. is the distance between 1D chains and Nj; is the total number
operator on chain j, N; = >, c}kcjk. Hj; is the part of the Hamiltonian associated with
chain j, which includes both the on-chain portion

hj =Y Exclicik (2.6a)
k
and the hopping portion

1
kk'

This leads, after some algebra, to the expressions

J = iac Z tkk'C;r-,l,ij,k' - tZk’C;,k’Cj—l,k (27&)
Jkk
Ey + By
JE' = iacz [(%) <tkk/C}_1’ijk/ — hC>:| (27b)
kK

2Equation (2.4) is a corrected version of (3.518) from reference [70]; see chapter 4 for details.
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From these current operators and equation (2.4), we derive (see section 3.1 of the next
chapter) the expression

Re [L)] =

AactQUB””/( g (y/B)y" (2.8)

27t 1+e¥)(1+e)

where ng = i+1—2 (e.g., 0 for L(Y), v is the (possibly renormalized by interactions) Fermi
velocity, A is a dimensionless number, ¢ is the peak value of the interchain hopping ¢t = tx,
[ as usual is 1/T" (we use units of kg = 1), and g(F) is the electronic density of states. The
integral over the dimensionless variable y = SF runs from —oo to oc.

The form of the integrand can be intuitively understood from a semiclassical perspective.
If a particle is hopping from an orbital at energy E on one chain to an orbital at energy
E on another, then the number of ways that can happen is the number of orbitals at that
energy on the first chain, g(E), multiplied by the fraction that are occupied, (1 + ¢?#)71
times the number of orbitals at that energy on the second chain, g(E), multiplied by the
fraction that are unoccupied, (1 + e #¥)~1. Multiplying all of these factors and integrating

over the energy gives
2
9°(E)
dFE. 2.9
/ (1+ ePF)(1 + e FF) (2.9)

This should be proportional to the hopping rate, and therefore to the electrical conductivity.
Indeed, equation (2.9) looks just like the integrand in equation (2.8) for LV, which is
proportional to the electrical conductivity. The fact that a semiclassical picture is helpful in
understanding equation (2.8) is not too surprising given that our weak hopping assumption is
only valid when the temperature is high enough for the interchain hopping to be incoherent.

This is the point in the calculation where the fact that each 1D chain is a Luttinger
liquid becomes important. The density of states for a Luttinger liquid is given by Eq. (61)
of reference [17] as

N

gLL(E> = 27T1)F(’y) y (210)

valid for E < W, where W = v/a is proportional to the Fermi energy (Er o k%/m =
(kp/m)/kp" oc v/a) or bandwidth of the underlying 1D model and 7 is a measure of inter-
action strength in the Luttinger liquid defined by

_K+K—1

5 (2.11)

~
K is the usual Luttinger liquid interaction parameter, as defined for the Luttinger liquid
Hamiltonian below (equation 2.23). (Note that using K for this parameter is a relatively
standard convention, used for instance in the book by Giamarchi[31], though some authors
refer to it as g or K2[56, 55, 54, 71]) K = 1 corresponds to noninteracting electrons,
while X' < 1 corresponds to repulsive interactions and K > 1 corresponds to attractive
interactions. We have introduced the new parameter ~, which is symmetric in K and K1
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and thus is independent of whether the interactions happen to be attractive or repulsive. It
always satisfies v > 1, and v = 1 if and only if the system is noninteracting.

Substituting equation (2.10) into equation (2.8) and using that result in equations (2.2),
we find the following results for the transport coefficients:

L a,2t? (2) 2(7;1) A / ’y‘Z('y—l) i (2.122)
T or \W 2T ()2 J, T+ ev) (1 +ev) ™Y e
o a,t? (2) 2(7;1) A / y2|y|26-D) iy (212b)
v \W 28T (y)% ), (1 4e¥) (1 +e7¥)
S=0 (2.12¢)

Both the thermopower and the second term of equation (2.2b) for the thermal conductivity
vanish because L(!? is 0 when the density of states is particle-hole symmetric. Mathe-
matically this follows because the integrand in equation (2.8) is odd when g(FE) is an even
function.

Correction for nonzero thermopower

To model a real material and get nonzero thermopower, we can introduce an asymmetry
in the band structure. In particular, the Tomonaga-Luttinger model begins by linearizing
a typical 1D band structure around the Fermi points, so we adopt the picture that the
Luttinger liquid arises from adding interactions to a 1D electron gas with a typical dispersion
E =P o k2 In that case, the density of states is dk/dE oc E-/2. In our calculations
above we have set the Fermi level to £ = 0, in which case the noninteracting density of
states becomes

gip(E) < (Ep + E)'/2. (2.13)

The Fermi energy is proportional to v/a, so for consistency with equation (2.10) we can
write it as Er = bW for a dimensionless constant b. Using this 1D density of states as a
correction to the Luttinger liquid one gives

. gLL(E) ~ . li

This density of states is a phenomenological way of capturing the real physical behavior
of the system which should be accurate enough to find how the thermopower depends on
temperature. The most important features are the violation of particle-hole symmetry by
the introduction of a bandwidth and the preservation of the density of states to lowest order
in £//W when E is small (near the Fermi energy).
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If we calculate L(*?) with equation (2.14) replacing equation (2.10) as the density of
states, we find for the thermopower

21, [2(r—1)
BT e
- We bf " S dy

(1+e¥)(14ev)

(2.15)

where Boltzmann’s constant has been restored to get the correct final units.

Note that in principle we could also use the same correction for the conductivities, equa-
tions (2.12), but any additional terms would be higher order in kg7 /W than those given
above. kT /W must be small, otherwise the Tomonaga-Luttinger model, which is based on
a linearized band structure (i.e., W — 00), would not be applicable at that temperature.

Lorenz number

The expressions for the conductivities, equations (2.12), are clear and understandable, but
they do contain material-dependent parameters like a., v, and W. To find a robust result that
can be tested experimentally, we would like a quantity in which these material-dependent
quantities do not appear. One such parameter is the Lorenz number,

K
L=—. 2.16

T (2.16)

This is a particularly useful quantity to consider, since the Wiedemann-Franz law states that

for a noninteracting system or for a Fermi liquid, the Lorenz number should take a specific

value, namely
’/T2 k’B 2
Lo=—1(—| . 2.17
=% (%) (2.17)

The Lorenz number for our model can be found by dividing the results from equations (2.12)

to get
2(y—1)
A Ty dy

2 _Pou
e Y
f (14e¥)(14+e7v) dy

(2.18)

As expected from the Wiedemann-Franz law, in the noninteracting limit of v = 1 we get
precisely Ly. At « > 1, this expression for L can be evaluated via numerical integration.
With interactions, v > 1, we find that L > Ly, violating the Wiedemann-Franz law. The
Lorenz number is plotted as a function of the interaction strength ~ in the lower curve in
figure 2.1.

The Lorenz number should scale approximately as 42 in this model, since the extra two
powers of y in equation (2.8) that appear for L(??) (and therefore k) but not for LI (and
therefore o) become derivatives with respect to x if the expression is rewritten via Fourier
transform; these derivatives act on the Green’s function that looks roughly like f(z)~" and
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Figure 2.1: (Color online) Lorenz number, L, as calculated in the generalized noninteracting
(GN) and Luttinger liquid (LL) models. The Lorenz number is plotted as a function of the
interaction strength ~ in units of Ly, the value expected from the Wiedemann-Franz law.
For both models, we find that L = Ly in the noninteracting case v = 1. Electron-electron
interactions (y > 1) lead to a violation of the Wiedemann-Franz law; the violation is stronger
in the LL. model than in the GN model. The Lorenz number is evaluated at discrete points
in the LL model; error bars indicate the precision of numerical results as described in the
text. Lines connecting the data points for the LL model show linear interpolation between
adjacent points, and the dashed line below v = 1.005 in the inset shows extrapolation to

v =1

thus pull down two factors of «v. To test that it is indeed the case that L ~ Lyy?, we define
a(y) by L = Lyy*™) in which case

_log(L/Ly)

a(y) = loz(7) (2.19)

This quantity is plotted in figure 2.2. From the plot we see that the exponent a is between
2.35 and 2 for all interaction strengths . For large ~, the scaling of the Lorenz number is
close to 7?; for small v, expanding around v = 1 gives

a(y~ 1) =1-2log(m) + % (71’ (%) - 71’(1))
~ 2.3432 (2.20)

where 7 (v) is a generalized Stieltjes constant[13]:3.

3For purposes of calculation, the generalized Stieltjes constant is implemented in the commercial software
Wolfram Mathematica as v, (v) = StieltjesGammaln, v][121]
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Figure 2.2: The Lorenz number scales as L/Ly = v*(). For the generalized noninteracting
model we find 2 < a(v) < 2.35 for all v, with L ~ Lyy? for large .

Summary of generalized noninteracting model

Our most robust predictions are those that do not depend on any material-dependent pa-
rameter but the interaction strength. These are (a) the power law dependencies of o, k, and
S on temperature and (b) the Lorenz number. We find that

oo T3 (2.21a)
Ko< T2 (2.21b)
SxT (2.21¢)

and
2(y—1)
k3 J (11716'3‘ e Y
- 2 2(y—1)
< J (14_@/ e Y
~ Lov? (2.22)

In the noninteracting case, v = 1, the Lorenz number agrees with the usual Wiedemann-
Franz Law. With either attractive or repulsive interactions, the Wiedemann-Franz law is
violated as shown in figure 2.1.

2.4 Luttinger liquid model

In the second version of our model, we introduce Luttinger liquid physics much earlier in
the analysis. To do so, we replace assumptions (4) and (5) with two new, corresponding
assumptions:
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(4’) Each individual 1D chain is described by the Luttinger liquid Hamiltonian[31],

1 v
H = [ do [vK(V0) + —(Vo)’] 2.23
5 [ de [oK (8 + 2:(90) (2.23)
where again we have set h = 1. As above, K is a parameter that measures interaction
strength and v is the renormalized Fermi velocity. ¢ and 6 are bosonic field operators
related to the fermion operators by[31]

1 ) .

wa(x) = Ua ill)l(l) melakpwefl(aqb(x)f@(x)) (224&)
1 ) )

Ul (x) = Ul lim ———e~iokri(ad(@)—0)) (2.24D)

a—0 \/2ma

where « can be R or L (labeling right-movers versus left-movers) when used as an
index and 1 or —1, respectively, when used as a multiplicative factor. The U, operators
are called Klein factors, and are included to make sure that the fermion operators
anticommute and that they do not conserve particle number.

(57) Electrons hop between real-space localized orbitals. The hopping strength is sharply
peaked in |x — 2’|, where x and 2z’ are the locations along the two chains, measured
from the same “center” point (so that all the “z = 0” points lie on a line perpendicular
to the chains). In the thermodynamic limit, a delta-function hopping in real space is
consistent with the sharply peaked hopping in Fourier space from assumption (5) from
the first version of our model (see section 3.3 in the next chapter). We also assume that
right-movers on one chain can only hop to right-movers on the adjacent chain and the
same for left-movers; this is needed for consistency with the approximate momentum
conserving hopping in the generalized noninteracting model.

Including both on-chain and hopping terms, the Hamiltonian for this second version of our
model is:

H:ZHj:Zhj+h;
J J

b=~ [dn [UK(vej)M%(wj)?] (2.25)

]:271'

i =—§§ Jands[tasta = ) (Wlala)rnale) + ¥ paleline(@)) + hel

Calculation of transport coefficients

As in the generalized noninteracting model, to find the transport coefficients we first find
operators for the electrical and energy currents. This can be done using equations (2.5) just
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as before, but with the new definitions for h; and h}. The results (for some details of the
calculation, see section 3.2 in the next chapter) are

=0y 3 [taale = a) [Bla@)ioa) ~ v pa(eline(o)] deda’ (2:260)

Jj aBf=R,L
zacv

=-S5 [taplo =) [((912 + (V512 ) vl ss(e) (2.26b)

japB

- ([Vj—l]éur [Vj]ﬁ)% La(@)s(a )} dx do’

where

[Vilo = aKV0;(y) — K~'V;(y). (2.27)

Unlike in the generalized noninteracting model, we do not find a single simple formula like
equation (2.8) that gives all the transport coefficients. Instead, the particularly nice expres-
sions that we find are for the current-current correlators in terms of the Green’s function for
a single Luttinger liquid:

(J(1)J) = —2NL( ) Z/de 2, 7)Go(—1, —T) (2.28a)

(Jp(7)Jg) = —2N.Ly* (a;;t) 3 / dz [(kp + i00,)Go(x, 7)| X[ (kp — i00,)Go(—1, —7)]
) (2.28h)
(Je(r)J) =2vyN.L (C;_j:) Z/dm Golx,7)(kp — i00,)Go(—x, —T) (2.28¢)

For the Green’s function we use the expression[71, 17]

y—«a yto
iakpx - 2 . ?
—11a a
Gol(z,7) = —62 ; ; (2.29)
wa uvh T—1vT vo TH+ivT
— smh(vﬂ/ﬂ) - Smh(wm)

and we are then able to perform the integration over x exactly, getting results in terms of the
Appell hypergeometric function F; as defined in §16.13 of reference [82].? As an example,
the result for (J(7)J) is

(J(#)J) = AN, <‘;;> (272:;)2 (2@7;)%—1 <2f(7,7’, 1,1)—cos(2r) (f(3, 7, 0, D+ f (7,7, 2, 1)))
(2.30)

4For purposes of calculation, the function F} is implemented in the commercial software Wolfram Math-
ematica as F)(a;by,bs; ¢;x,y) = AppellF1[a, b1, b2, ¢, z, y][120]
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where 7' is a scaled version of the imaginary time, 7/ = 77/, and

Fi(y+n;y+m,y+m;y+n+1;e*, e72T)
Y+n '

f(y,7,m,m) = (2.31)
The analogous expressions for the other two current-current correlators are longer and more
complex, and thus proportionally less enlightening. We present them in section 3.2 of the
next chapter for the edification of the interested reader.

The next step is to evaluate each of the L) coefficients using equation (2.4). In the
previous model it was possible to perform the Fourier transform and analytic continuation
analytically, but here we must perform the 7 integrals of the current-current correlators
numerically for each Matsubara frequency and then numerically perform the analytic con-
tinuation and limits. The procedure we follow is discussed further in Chapter 3, and in great
detail in chapter 4.

For each transport coefficient, we get a numerical part from the procedure mentioned
above and a prefactor that contains all the dimensionful quantities, notably the dependence
on temperature. Including for now only the dimensionful quantities, we find

. 242 27-3
oo avg (%) (2.32a)
Ctg 2v—2
-~ av (%) (2.32h)
S=0 (2.32¢)

Recalling that the energy scale W introduced in the Luttinger liquid density of states, equa-
tion (2.10), was W = v/a, the dependence of the transport coefficients on the material-
dependent parameters a., a, and v in this model (equations 2.32) precisely matches what we
found in the generalized noninteracting model (equations 2.12).

In the generalized noninteracting model, we introduced a correction to the density of
states to find a nonzero thermopower. Due to the complexity of the full Luttinger liquid
model, we consider the equivalent correction here to be beyond the scope of this paper.

Lorenz number

The numerical analytic continuation has not yet been needed for the results presented above.
We would like, however, to evaluate the Lorenz number numerically as a function of the
interaction strength, ~, just as in the generalized noninteracting model. For that calculation,
the full numerics are needed.

To compute the precise transport coefficients, for each interaction strength v we must
separately evaluate the Fourier transform of the current-current correlation functions at
a number of Matsubara frequencies, fit an analytic function to these results, analytically
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continue the function, and then take the limits as the frequency w and the infinitesimal
parameter 0 go to 0. (For details, see chapter 4.)

Due to the complexity of the correlation functions (for instance equation 2.30), the cal-
culation of each Fourier transform, and thus the calculation of transport coefficients for each
interaction strength ~, is very computationally expensive. We therefore evaluate the Lorenz
number for a limited number of values of the interaction strength, with a higher density
around v = 1 to make sure that the results in the noninteracting limit are reliable. The re-
sults are shown for v in the range 1 to 3 by the discrete data points in figure 2.1 (connected
by linear interpolation for visual clarity). An inset shows a detail of v € [1,1.05]; from the
inset it is clear that in the noninteracting limit the Lorenz number approaches the expected
value from the Wiedemann-Franz law.

The error bars on the Luttinger liquid model data in figure 2.1 indicate the numerical
precision of the Lorenz number for each v. We compute the numerical integral for each
Fourier transform with a relative precision of 1071°, and allowing the values of the Fourier
transforms to vary within this range and recomputing the Lorenz number gives a sharply
peaked distribution of possible values of L. The error bars in the figure show one standard
deviation of this distribution for each interaction strength ~.

Comparing the results of the full Luttinger liquid model with the corresponding results
for the generalized noninteracting model, as shown in the upper and lower curves respec-
tively in figure 2.1, we see that the full Luttinger liquid model exhibits a stronger violation
of the Wiedemann-Franz law with increasing interaction strength. We argued that in the
generalized noninteracting model the Lorenz number should scale as 72 because the two
extra factors of energy for L(? relative to L™ in equation (2.8) act, in a real-space repre-
sentation, as derivatives of the Green’s function. For the full Luttinger liquid model, we can
make a similar argument that L/Lg ~ v*. There are indeed two derivatives acting on the
Green’s function in the expression for (Jg(7)Jg), equation (2.28b), that are not present in
the expression for (J(7)J), equation (2.28a), giving rise to the same two factors of y as in
the generalized noninteracting model.

There are additionally two factors of v in the prefactor in the expression for (Jg(7)Jg),
which come from the [V;]¢ operators in the expression for the energy current operator,
equation (2.26b), and are thus missing from the generalized noninteracting model because
there the energy current operator was derived in the noninteracting limit where v = 1. With
these two additional factors of v included, we find that the Lorenz number should scale
approximately as L/Lq ~ .

This argument neglects the full complexity of the correlation functions, so to find more
precisely how the Lorenz number scales with v we again introduce the function a(vy) defined
by equation (2.19), L/Ly = v*"). This is plotted in figure 2.3. We find that L/L, satisfies
v3% < L)Ly < 437 for v < 3. This is a slightly weaker dependence than the predicted v,
but it is still a much stronger violation of the Wiedemann-Franz law than L/Ly &~ v from
the generalized noninteracting model.
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Figure 2.3: Exponent a in L/Ly = v*) for the Luttinger liquid model. The dependence
on 7 is stronger than in the generalized noninteracting model. Lines are given by linear
interpolation between adjacent data points, and error bars are omitted for clarity.

Summary of Luttinger liquid model

As in the generalized noninteracting model, it is useful to summarize those results that do
not depend on any material-dependent parameter apart from the interaction strength. For
the dependence of the conductivities on temperature, we find the same power laws as in
the generalized noninteracting model, namely o o< 7?73 and x oc 7?2, For the Lorenz
number we find a stronger violation of the Wiedemann-Franz law than in the generalized
noninteracting model. We analytically estimate that

L~ Lyy! (2.33)

and numerically observe that
Lov*? < L < Lgy*T (2.34)

The precise dependence of the Lorenz number on the interaction strength is shown in figure
2.1. In the noninteracting case, v = 1, the Lorenz number is Lg, the expected value from
the Wiedemann-Franz Law.

2.5 Discussion and analysis

We have analyzed two different models for weakly coupled Luttinger liquids, finding in both
cases the electrical and thermal conductivity. In terms of the interaction parameter -,
the conductivities scale in both models as 0 o< 7?73 and k o« 7% 2. In both cases we
find a violation of the Wiedemann-Franz law with increasing interaction strength; for the
generalized noninteracting model L ~ Ly»? as shown in figures 2.1 and 2.2, while for the
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Luttinger liquid model L = Lyy*? as shown in figures 2.1 and 2.3. This type of violation
of the Wiedemann-Franz law as a power of the interaction strength is similar to the result
of Kane and Fisher[54], although the precise dependence is of course different since our
models describe a different physical system. In the generalized noninteracting model we
also find a nonzero expression for the thermopower if we correct the density of states to
account for particle-hole symmetry breaking, in which case S o< T'. This linear dependence
of thermopower on temperature, which matches the expected behavior in a Fermi liquid, was
also found by Kane and Fisher in their coupled chain model[54].

The violation of the Wiedemann-Franz law that we observe in both models is an indication
that Luttinger liquid behavior survives when 1D chains are coupled to form a two-dimensional
material. Just how large is the violation in practice? Experimental measurements|[116] and
theoretical calculations[100, 26, 27, 108, 2| have found Luttinger parameters in a typical
range of about 0.2 through 1.5, corresponding to values of v up to about 3. In both our
models, v = 3 would lead to a large violation of the Wiedemann-Franz law by an order of
magnitude or more, an easily measurable effect that could be observed in experiments.

The results summarized here are all independent of any material-dependent parameters
apart from the Luttinger liquid interaction parameter, which makes them good candidates for
experimental testing and verification on any system with strong anisotropy that might lead to
quasi-one-dimensional behavior. One very direct application of our theory would be to highly
anisotropic crystals, as they typically have electron hopping strength along one axis which is
at least an order of magnitude stronger than the hopping along the other two axes[116]. For
temperatures between the two hopping scales, it would be reasonable to treat the system as a
collection of weakly coupled 1D chains as we have done here, and by the nature of the crystal
they form an ordered array, again matching our model. Such anisotropic crystals are known
to show strong violations of the Wiedemann-Franz law, especially in the Hall direction in a
magnetic field [119]. By comparing the measured violations of the Wiedemann-Franz law in
these systems with our predictions, it should be possible to estimate the effective Luttinger
parameter K for the constituent one-dimensional chains. Conversely, if K is independently
known then such measurements would serve as a verification of our predictions.

Applying our theory to polymer films, the original motivation of the work, requires
some additional effort since the films are partially amorphous. One approach would be to
treat the polymer film as a polycrystal, consisting of randomly oriented grains; within each
grain, the polymers form an ordered array to which our theory directly applies. The overall
transport properties of the polymer film could then be found by averaging using methods
like those discussed in reference [47]. The precise level of alignment of polymers can also
vary significantly between films[83, 18, 109], and more work is needed to properly take this
into account. One experimental result on polymer films which is clearly consistent with our
calculations is the fact that some polymers show conductivity increasing with temperature,
while others show the opposite behavior[18]. We find that o increases with temperature if
the interaction strength is large enough, v > 3/2, but decreases with increasing temperature
for 1 <~ < 3/2.

Numerical studies of transport and other dynamical properties in quasi-one-dimensional
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systems have made great progress since the advent of matrix product state algorithms for
time dependence [117, 130, 99]. In the case of a single chain, it is possible to see the
characteristic power laws of Luttinger liquid behavior [44], and while coupled chains are
considerably more demanding, it has been possible to access at least some excited-state
properties [51]. Coupled-chain numerical studies could in principle provide a more precise and
tunable “numerical laboratory” to test our predictions than current polymer experiments.

There are a number of ways that our models could be extended for future work. We
have dealt only with spinless Luttinger liquids, so a spin sector could be added. Due to
the spin-charge separation in Luttinger liquids, this would be a relatively simple change and
would just result in extra additive contributions to some L) coefficients. The models could
also be made more complete via the addition of disorder and by going to higher order in the
perturbation theory in the interchain hopping strength. The latter two corrections would
be potentially quite difficult, though disorder could be added at a relatively late stage in
the calculation by modifying the density of states as used in equation (2.8) or the Green’s
function in equations (2.28).

To implement these or other extensions of our model, if the goal is only to find how
transport properties depend on temperature then it will apparently be sufficient to use a
noninteracting model for most of the calculation as in section 2.3; if the precise values of the
transport coefficients are needed, such as for calculating the Lorenz number, then a more
complete calculation, as in section 2.4, will be required.
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Chapter 3

Calculations for the study of weakly
coupled Luttinger liquids

In this chapter I present some of the calculations for the results in chapter 2. In particular,
I discuss the calculations of the current operators and of the current-current correlation
functions and their corresponding response functions. I also address the correspondence
between the two models used in the previous chapter, namely the generalized noninteracting
model and the model in which each polymer is explicitly treated as a Luttinger liquid.
Further details for everything covered here can be found in the following chapter.

3.1 Details of generalized noninteracting model

In the main body of the paper, we focused on the key results of our work and restricted
discussion of the calculations to the general formalism that we used. In this chapter, we
discuss key steps of the calculations, especially those in which we use one of our assumptions.
We also provide some intermediate results such as the current-current correlation functions
for the Luttinger liquid model in terms of the hypergeometric function F;. For a reader
interested in seeing more details, the full calculations are available in chapter 4.

Current operators

The computation of the particle and energy current operators, as given in equations (2.7a)
and (2.7b), from equations (2.5) involves computing the commutators [N;, H]| and [H;, H]
respectively. In each case, the best way to proceed with the calculation is to break the
Hamiltonian into the on-chain and interchain coupling pieces, H = > . h; + hj. As the on-
chain Hamiltonian conserves the total number of electrons on the chain, it must commute
with the number operator on each chain, so that [N;, H| = Y .[N;, h;]. Similarly, the on-chain
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Hamiltonians for different chains all commute so that

[Hj, H) = [hy, hi] + [B, hi] + [, b (3.1)

]

We also neglect the last term as it contains two powers of the interchain hopping strength
and thus is not lowest order in our perturbative calculation. The remainder of the derivation
of the current operators consists of computing the commutators and then observing that half
the terms can have their index shifted by 1 in the sum over j from equations (2.5), in which
case the limit as &k — 0 gives

1— eikac

For further details, see chapter 4.

Finding L

The first step in finding the transport coefficients is to find the time evolution of the current
operators. In imaginary time 7 = ¢t, the time evolution is given by

J(1) = eH7Je 1T, (3.3)

In general this would be a very difficult calculation, but it is made much easier by the fact
that we do the calculation only to lowest order in the interchain hopping, which allows us
to drop the hopping terms entirely from the Hamiltonian used for the time evolution,

H— Hy=>» hi (3.4)

This means that the time evolution operator acts separately on each creation and annihilation
operator in equations (2.7a) and (2.7b). The resulting time-dependent current operators are

J(T) = 1a, Z €T(Ek7Ek/)tkklC;r-_Lij’kl — eT(Ek/7Ek)tzk/c;rv7k/0j71’k (35&)
JEE
. Ey + By
JE(T) =10, Z {(%) <eT(Ek—Ek/)tkklcj_l7k6j7k/ — eT(Ek/—Ek)tzk/C;k/Cj_17k>:| (35b)
kK

We then calculate the current-current correlators. Here we show only the calculations for
(J(7)J), as the others are quite similar. The brackets (-) indicate a thermal expectation
value defined as usual by

(0) = Tr[e PHO] ) Tr[e™PH] = Tx[e PH O]/ Z (3.6)

As with the time evolution, the lowest order result in the interchain hopping can be found
by simply dropping the interchain hopping terms from H in the thermal density matrix,
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e PH 5 e=PHo in which case the expression for the current-current correlator can be written
in terms of expectation values on single chains,

(J(1)T) = a2 >t (7P (1 = (njoy i) () + €™ PP = (njaw)) (njo1))
kK
(3.7)
where as usual the number operator is given by n = cfc. The expectation value of each
number operator is just given by the Fermi-Dirac distribution and is independent of the
chain number j so this becomes

(1)) = Nea? 3t cBB) BB ] .
i (14 ePEe) (14 ePEr) (14 eBBr) (1 + e PEw)
2 r(E(k)—E(k)
= Nea (2L77> /kk/ tth, K (1+ e—eBE(li)) (1 ir iﬁE(k’)) (3.8b)
eT(E(k)—E(K"))
+(1 _|_€6E(k)) (1 +e—6E(k’))] dk dk’
9 ( L 2 o , eT(E'—E)
— 2N.a? (%) /EE 1B, BV o) (B | 5wy 1 o (3.80)
oT(E—E')
+ 1+ ¢PE) (1 + ¢ PF) dE dE'
L eT(E—E')

dEdE  (3.8d)

2 2 AYY /
—aveat (52) [ WEEVPABE) | iy e
where in successive steps we have (1) rewritten the sum over k as an integral over a
continuous variable, (2) converted to an integral over energy FE, with ¢(E, E’) defined by
t(E(k), E(K")) = t(k, k') for all k& and k', also getting a factor of 2 for the two branches
of the dispersion, and (3) recognized that the two terms are the same if, as we assume,
t(E,E')=tF, E).

In the continuum case, the hopping t(k, k') becomes a Dirac delta function. Thus one
factor of t(E, E') collapses the two integrals into one, leaving ¢(E, E') o< §(0). The appearance
of the apparently infinite quantity §(0) is not a problem because when we do the conversion
from a sum over k to an integral, ¢z (which we initially viewed as a sharply peaked, perhaps
Gaussian, function) becomes

by = te” BRI (e k) = %5@; — k) (3.9)

with §(0) = L. (The precise form of tx; that we use here is discussed in section 3.3 and more
thoroughly in chapter 4.) This means that ¢(E, E) is actually just equal to ¢, a constant.
Using this form for t(E, E') gives

AN.Lv (act)’ 2(E)
(r)) = = / i eﬁg) = (3.10)
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The corresponding expressions for (Jg(7)Jg) and (Jg(7)J) are quite similar, but with extra
factors of E in the integrand. The most noteworthy aspect of this expression from a calcu-
lational perspective is that it does not depend on the imaginary time 7 at all. Then when
we calculate the Fourier transform in the equation for L™ equation (2.4), the integral over
T is just

B
/ e“nTdr = B, (3.11)
0

proportional to a Kronecker delta in the Matsubara frequency. The analytic continuation
of this function is not well-defined, so it is not immediately obvious how to convert the
Matsubara correlation function to a retarded one. This problem, however, arises only when
the interaction strength is precisely 0, since otherwise the 7 dependence would not have
vanished. Thus this should be regularized by some small amount of interaction (or by disorder
or some other mechanism) in any realistic system. We thus convert to the dimensionless
variable 7/ = 77 /5 and let

A =Re <lim lim — {/ 62im—/d7'/:| ) : (3.12)
n—048'=0 1 0 in—n+id’

This constant corresponds to F,(0) in equation (3) of reference [29]. Rewriting the expression
for LY from equation (2.4) in terms of 7/ and then substituting both the current-current
correlator from equation (3.10) (and the corresponding results for (Jg(7)Jg) and (Jg(7)J))
and the definition of A, we get equation (2.8), our final result for L& in the generalized
noninteracting model.

3.2 Details of Luttinger liquid model

The calculations for the Luttinger liquid model are substantially more complex. Here we
highlight some interesting features particularly of the calculation of the thermal current
operator and the correlation function (Jg(7)Jg). We also present expressions for (Jg(7)Jg)
and (Jg(7)J) in terms of the hypergeometric function Fi, and we discuss the method we
use for numerical analytic continuation to get the transport coefficients from the correlation
functions.

Thermal current operator

We calculate the current operators in the full Luttinger liquid model using the same approach
as in the generalized noninteracting model. The additional complication in the calculation
comes from the more complete Hamiltonian (equation 2.25) and in particular from the on-
chain part. As with the calculation of the thermal current operator in the previous model as
discussed in section 3.1, the commutator [H;, H| from equation (2.5b) has only two pieces
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that are neither 0 nor negligible in the atomic limit,
H) = [hy, W) + [0, hi) =Y (B, il = [h, hy). (3.13)

Terms in the commutator [h], h;] look like [Q,DZ“ o @)i(2), (VO;(£))?]. To compute these
kinds of terms, we need the canonical commutation relations between the bosonic field op-
erators ¢ and 6, which are given by[31]:

[¢i(), 00;(2")] = imdy0 (2" — x) (3.14a)
[pi(2),0;(")] =i 25w81gn(x — ) (3.14b)
[9i(2), ¢(2")] = [0i(x), 0;(z")] = 0 (3.14c)

We then write out the Fermionic operators 1 and ! in terms of ¢ and 6 using equations
(2.24) and use the bosonic commutators from equations (3.14) to show

[ia(z), VO,(2")] = amdi;é(z — x')iby(z) (3.15a)
[0l (2), V0,(a')] = —amdy;6(x — 2')] (x) (3.15b)
[Yia(z), Vé;(2")] = —m6;;0(x — 2")¢i() (3.15¢)
[0l (2), Vo ()] = m6;;0(x — /)] (x) (3.15d)

Combining these commutators with the rule [AB,C| = A[B,C] + [A, C]B, we additionally
find that

L@t S0 < | MDD ]

(3.16a)
(L@ ien5(0). (Ty(a)] = | 2T ) O 20ty 200 209 o @t
(3.16b)
and hence
- [ Gy (ﬁKvejm)—aK—lw](x)% § (KV6;() — K-'V6,(2)
[Yia @i p@). by = v | T +I (K + K1) 6(0) (61415 + 0iy) }
X ], () iy () (3.17)

There are four terms of this type in [hf, h;], and another four in [h, h;]. Adding them all and
summing over ¢, then using the trick of shifting the chain index j in half the terms before

taking the limit & — 0 as in equation (3.2), gives the thermal current operator, equation
(2.26b).
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Thermal current-current correlator

The thermal expectation value (Jg(7)Jg) looks like P [dxdx'y (---) where P is some
(dimensionful) prefactor, four integrals over real-space coordinates have been reduced to two
by assuming t(x — ) o< d(x — ') (see section 3.3), and the expectation value is a sum of
terms of the form

([Vilath (@) () V]l () () (3.18)

where the [V] operators are defined in equation (2.27). The indices satisfy j' = j £+ 1, with
i and 4’ related to j and j’ in one of four possible ways; these four cases are: (1) i =1 = j,
(2)i=49=4,3)i=jand ¢ = 4, and (4) i = 5/ and ¢/ = j. As in the generalized
noninteracting model, the fact that we work only to lowest order in the interchain hopping
allows us to drop the hopping terms from the Hamiltonian appearing in the density matrix
used in the calculation of the expectation values, e # — ¢=#Ho and likewise for the time
evolution, so that the expectation values for each term of the type in equation (3.18) splits
up into a product of expectation values on two individual chains. Cases (1) through (4) lead
to eight different types of two-point functions on the individual chains, as follows:

(1) = (VI [V]e) (o) (3.19a)
(2) = @N(VID[V]eh (3.19b)
(3) = ([VI¥ ) (v [V]YT) (3.19¢)
(4) = W [VIY)([VIvwT) (3.19d)

Both (1, (z,7)1)1,(0,0)) and (4! (z,7)14(0,0)) can be written simply in terms of the single-
chain Green’s function, being —G,,(z, 7) and G, (—x, —7) respectively; these are the only two
that appear in the calculation of (J(7)J) and therefore in the calculation of the electrical
conductivity.

The other six types of two-point functions we compute by writing them in terms of
derivatives of the Green’s function. The first step is to separate the [V] operator into two
pieces, proportional to a¢p — 6 and —ap — 0,

[Vily = —aV, [v(ag; — 0;) +F(—ap; — 0;)] (3.20)

where v = (K + K~1)/2 as usual and 4 = (K — K~ ')/2. This operator only appears in
expectation values with 1), and 1, which according to equations (2.24) contain ag — 6 but
not —a¢ — 0. Then when [V] is split up inside an expectation value and the expectation
values of the two terms are calculated separately, all of the —a¢ — 6 terms vanish. (See
further discussion of this point in chapter 4.)

A factor of aV¢ — V0 is pulled down by every derivative of 1, or ¥, so that for instance

(V]2 valz, T)l(a") = an (i =V o (e 7y (2, 7))0l (2))
= —iaye" ™ TV, (e Gy (x — 2, 7)) (3.21)
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The remaining five two-point functions are calculated in a similar manner. For cases (1)

through (4) we find

(VI V) () = 72 [(akp)?Galz — 2/, 7) + 2iakpd,Go(z — 2/, 7) — O2Go(x — 2/, 7)]

X Golx —a',7) (3.22a)
WPV [V]YT) = 42 _(akF)Q@a(x — 2, 7) = 2iakp0,Go(z — o', 7) — 0?Golz — 2, 7')]
X Gz —2',7) (3.22b)

(V) ([V]pT) = 42 :<kp — i00,)Go(z — 2, r)} X [(kp +ia0,)Go(x — ', 7)) (3.22¢)
WV ([V]wt) = A2 :(kF —i0ad,) Gl — ', 7)} % [(kp +i00,)Ga(z — ', 7)) (3.22d)

for G(z,7) = —G(—x, —7). We have omitted indices and coordinates on the left-hand side
for clarity. The last two terms are clearly the same, but the first two appear to be different.
In fact, all of these expressions are inside an integral over x and z’/, so we apply integration
by parts to move derivatives in the first two terms; the result is that all four terms are equal.
These expressions, for instance in equation (3.22c), are now quite reminiscent of equation
(2.28b) for (Jg(7)Jg) in the main paper.

To finish the calculation, we change variables in the integration from z and 2’ to z — 2/
and (x + 2’)/2. The integrand does not depend on the center of mass coordinate and thus
the integral over (x + z’)/2 just provides a factor of the length of the 1D chain. The result
is equation (2.28b).

Correlator results in terms of F}

By substituting the Luttinger liquid Green’s function, equation (2.29), into the current-
current correlators, equations (2.28), and integrating over the position z from —oo to oo,
we find expressions for the correlators that are functions only of the imaginary time 7. In
practice we write the results in terms of the dimensionless parameter 7 = 77/ because
that makes it easy to separate the dimensionful parts of the transport coefficients as given
in equations (2.32) from the purely numerical parts that we need only for finding the Lorenz
number.

The expression for (J(7').J) is given in equation (4.162) in the main paper. The corre-
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sponding expressions for the remaining two correlators are

2 2y+1
, B 5 [ acvt 1 2ma
(Je(7)Jg) = NeLvy ( o ) 532 (Uﬂ ) (3.23a)

—4(2 +~2 = 2cos(47)) f (v, 7', 3,3)

+cos(27)(2 + 7% — 2 cos(4T)) (f (7, 7', 2,3) + f(v,7',4,3))

+2(1 + 9% = cos(47))(f (7,7, 1,3) + f(7,7',5,3))

—? cos(27)(f(7,7',0,3) + f(7,7',6,3))

(Jp(r)Jg) = 20YN,L (a—t)2 ! (2”“)278111(27’) (3.23)

2r ) a?mw? \ vp

=2(1+3)f(v,7,2,2)
x | +cos(27)(f(v,7,1,2) + f(v,7,3,2))

+%(f(’77 7_,7 Oa 2) + f(f% 7_,’ 4’ 2))

The function f(v,7,n,m) can be written in terms of the Appell hypergeometric function F}
as in equation (2.31) in the main paper, and it also has a nice integral representation,

1
f(y,7,m,m) = / (1 — 2t cos(27) + t2) 0™ dt, (3.24)
0
which is derived in chapter 4 from a representation of this type for F}.

Numerical Fourier transform and analytic continuation

Computing the L) coefficients involves evaluating the expression

w—06—0 W

IR
lim lim — {/ e (5i(T)ji) dT:| . (3.25)
0 iwn—w+id

The first step is to write anything that cannot be computed analytically in terms of dimen-
sionless quantities, which we do by the transformation 7 — 7/. This results in

. . 52 " 2int’ / - NS /
i Y oz | € () dr R (3.26)

In principle we would now find a unique analytic function f(n) such that [ e (j(1')j)dr" =
f(n) for every n = 0,1,2,---, but there is no general formula for the Fourier transforms and
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the integrals must therefore be computed individually for each value of n. This provides a
limited set of points (n, f(n)) to use in fitting an analytic function.

Two standard approaches to this function-fitting problem are the maximum entropy
method[52, 36] and the Padé approximation[118, 85]. The maximum entropy method is
more robust to numerical errors, but it does depend quite strongly on an initial assumption
of the form of the function. In our case, we do not a priori have any strong assumptions
about what the function f(n) should look like, and our data comes from numerical integrals
for which we can bound the error by requiring a fixed level of precision, with no statistical
errors like those that appear in quantum Monte Carlo calculations. We therefore use the Padé
approximation and fit a rational function to the calculated Fourier transforms at Matsubara
frequencies.

If we evaluate the Fourier transform at 2N points, we can find an exact fit for a rational
function with 2N parameters, namely

27]1\[:1 apnT"
S b
This has only 2N parameters because f(0) is just the integral of the current-current corre-
lation function so that by # 0, and therefore we can assume without loss of generality that
bp = 1. Our method for finding f from the 2N points is discussed further in chapter 4 and
is very similar to the method described in reference [85].

A major benefit of writing f(x) as a rational function is that the analytic continuation
can be accomplished simply by the replacement n — ¢’ — in. We make this substitution,
divide by n (from equation 3.26), and take the imaginary part to get only the real part of
LU; letting both n and & go to 0, we find in the case that the correlation function {(j;(7")j;)
is even about 7" = /2 the very simple expression

lim lim <Im lMD = agby — ay (3.28)

n—0 4§ —0 n

f(z) = (3.27)

which is just minus the derivative of f(z) evaluated at x = 0. (Note that under some
assumptions about f, this follows from the Cauchy-Riemann equations.) If the correlation
function is odd about 7 = 7/2, then we get 0.

It turns out that the function f(~,7,n,m) is even about 7/ = 7 /2, which implies that
both (J(7)J) (equation 4.162) and (Jg(7)Jg) (equation 3.23a) are even, while (Jg(7)J)
(equation 3.23b) is odd. This is the mathematical explanation for why the thermopower
vanishes in our calculation for the Luttinger liquid model, although of course this result was
expected due to particle-hole symmetry.

There are two complications that must be addressed. First, the form of the function
f(z) and hence the calculated value for the numerical part of L depends on the number
of points used to fit the function. With a small number of points, the function is highly
underdetermined and thus the derivative at the origin is inaccurate. Conversely, finding the
parameters in f involves inverting a matrix that quickly becomes ill-conditioned as N grows,
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which for a given precision of the numerical integrals sets an upper bound on how many
data points we can use. In practice, we compute the transport coefficients for every value of
N from 1 through N,.., confirm that the resulting numerical series converges, and use the
limit of the sequence for the value of the transport coefficient. We use Np., = 40 because
that value empirically gives good convergence for all transport coefficients that we calculate.

The second complication is that the functions f(v,7,n,m) are divergent at 7 = 0 and
m. We regulate the divergence by introducing a cutoff ¢ at both bounds of the integral in
equation (3.26), integrating from e to m — € instead of 0 to m. We compute the transport
coefficients for values of € that vary over an order of magnitude (from 0.1 to 0.01) and confirm
that the results for the transport coefficients converge as ¢ — 0. The numerical error grows
as € — 0, so all the numerical results for the Luttinger liquid model shown in figures 2.1 and
2.3 are for € = 10719, for which the results are converged and the error is guaranteed to be
small. See chapter 4 for details.

3.3 Correspondence between the two models

In the main text of the paper we have compared the results of our two models, implicitly
assuming that the results they give should match at least in the noninteracting limit. In
this section we confirm that the two models match in that limit, first by showing that
the hopping terms in the two models are equivalent and second by explicitly rewriting the
Fourier-space expression for (J(7)J) from the generalized noninteracting model in a real-
space representation and showing that the result matches the noninteracting limit of equation
(2.28a) from the Luttinger liquid model.

Correspondence of hopping terms

The correspondence between the Fourier-space operators ¢, that appear in the Hamiltonian
in equation (2.1) and the real-space operators ¥, (z) that appear in the Hamiltonian in
equation (2.25) is given by a Fourier transform,

1 e
Cho = —= [ e e (x)dx 3.29a
w=—= | alo) (3:299)

eiozkrpx

UNEE > e, (3.20b)

VI 5

where the chiral Fourier-space operator C;[m creates a fermion that has wave-vector k relative

to the Fermi point akp. We can then find the correspondence between the hopping strength
trr from equation (2.1) and t,5(z—2') from equation (2.25) by substituting equation (3.29b)
into the hopping term of the Luttinger liquid Hamiltonian and matching the result to the cor-
responding term in the noninteracting Hamiltonian. To simplify the calculation, we rewrite
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the hopping part of the Luttinger liquid with only two terms, as
Z / dx dx’ [ta[g(a; — x’)w;a(x)wjﬂﬁ(x’) + h.c.] : (3.30)
apf

In fact, it is sufficient to match just the first term of this to the first term in the hopping
part of the noninteracting Hamiltonian, since their Hermitian conjugates will automatically
match as well.

Making the substitution with equation (3.29b), we have:

3 / 0z 4’ tog(z — 2 ()00 ()
aff

e—iakpm

iBkpx’
= drdz' |tas(x — ') etk o . € e e (3.31a)
> [B [@§ | [
1 ) / ; N
= E Z Z /dx dr’ [taﬁ(x . I/)e—zkzr(ax—ﬁw ) [e—zkwezk x ] C;koccj+17k’5i| (331b)

kk'  ap

We can compare this with the equivalent term for the generalized noninteracting model,

which looks like
Z tkk’cj',kcj-‘rl,k’ = Z Z tkk/(saﬂc;(kaCj+1’k/B. (332)

kk’ kk! of

For the two to be equal, we must have t,3(z — 2') = dy5t(xr — 2’) and

1 . , . N
thw = I /dx dx’ [t(x — g )eTtokr(@=al) ik ik (3.33)
The inverse relation is
. ’ L . W
t(w o .I,)@_lakF(x_x ) — (27T>2 /dk, dk/ tkk/elk’xe—lk‘ x ) (334)

From these relations, we can verify the consistency of the hopping strengths that we used in
our calculations, namely t(k, k') = (t/L)d(k—k') from equation (3.9) and t(z—2') o 0(z—2a').
Starting from t(k, k') and using equation (3.34), we find

/ t /
t(x—2') = %5(1: x'). (3.35)
Note that the factor of L™ in ¢(k, k') is necessary to cancel the factor of L in equation (3.34),
so that the hopping strength ¢(x — z’) between localized sites does not depend on the chain
length; such a dependence would be unphysical.

The factor of L™! in front of the delta function in t(k, k') appears because the width
of the Gaussian describing t;; is proportional to L=!. We assume the specific form of the
hopping txr given in equation (3.9) specifically to achieve the cancellation of factors of the
length of the system in ¢(x, 2’). This ensures that both ¢(x —z’) and tx are physically valid,
while also being compatible with each other according to equations (3.33) and (3.34).
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Real space representation of current-current correlator in
generalized noninteracting model

In the noninteracting limit, v — 1, the results of our two models should precisely agree. We
confirm that explicitly by writing (J(7).J) as calculated in the generalized noninteracting

model in a real-space representation. We begin from equation (3.8d), first converting back
into an integral over k£ to get

o (Ba(k)~Ea ()

(J(1)J) = 2N.a> (%)22&:/% It(k, K'))? [(1 TR +e_ﬂEa(k,))} dkdk' (3.36)

where on each branch (a = R, L), k is measured from the Fermi point akp. Putting in the

linear dispersion E, (k) = avk and substituting equation (3.33) for ¢(k, k"), this becomes
QNCL d.Z'l dl’z —iakp(x1—2 * _jakp(rs—x
<J( _ Z/ i, dx4 T — x2)e F(z1 2)} [t(l’g _ 134) elakr(z3 4)}
y / " 6a7/5vk/7r€—ik(a:1—x3) / " e_aq—/gvk//ﬂeik/(xf_u)
1+ eaﬁvk 1+ e—a,BUk
(3.37)

Substituting t(z — 2’) = (t/27)d(x — 2’) and computing the integrals over k and k" gives

(T(7)) 2N “2t2 Z/da: dz [—.—csch (Uﬁ (' -z — 27))] h—ﬁcsch (w (x— 2 + w)ﬂ

(3.38)

_ 4]\(%;;%2 (Uﬁ>2/dm {csch (%(x—kh))r (3.39)

This result can be compared with the noninteracting (v = 1) limit of (J(7).J) in the Luttinger
liquid model, as given by equation (2.28a). The noninteracting Green’s function is found by
substituting v = 1 into equation (2.29) to get

eioekpw i

lim G (x,7) = —
y—1 ( 7—) 2w vf Sinh (:C-l—iowr)

(3.40)
vB/m
and substituting this into equation (2.28a) gives

() — 2]\(/25;@2152 (Uﬁ> Z/dx [csch( (x—i—zozT))r (3.41)

The integral does not actually depend on « since all terms containing « are odd in x and
integrate to 0. We can therefore let a — 1 in the integrand, in which case the sum over «
becomes just a factor of 2 and the result precisely matches the real-space representation of
the correlator from the generalized noninteracting model, equation (3.39).
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Chapter 4

Calculation details for the study of
weakly coupled Luttinger liquids

In this chapter, I present the details of techniques used in the study of coupled Luttinger
liquids described in chapter 2, such as linear response theory and numerical analytic con-
tinuation, and I present many further details of the calculations for the results presented in
that chapter, beyond what was shown in chapter 3.

4.1 Kubo formalism for conductivity and
thermopower

I begin by explaining the method that we use to calculate the electrical conductivity, thermal
conductivity, and thermopower. This section includes basic information on linear response
and the Kubo formulas, but also includes details on how we perform, for instance, numerical
analytic continuation.

The linear response coefficients

To find physical response functions, such as the electrical conductivity, we first find the L)
coefficients defined by the equations [70, eqgs. 3.487, 3.488]

1 1
=——L0Y LUV ( = 4.1
J 7 Vp+eV) + \Y T (4.1)
1 1
Jo = —fL(Ql)V(u +eV) + L®V (?) (4.2)

where J is the particle current, or electrical current divided by the charge per particle, and
Jg is the heat current. In the case that p = 0, the heat current coincides with the energy
current Jp. Note that L2 = LD As indicated above, these equations come from the third
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edition of Gerald Mahan’s book Many-Particle Physics, reference [70]. Similar but slightly
different definitions can be found in other texts, such as the second edition of Mahan’s
book[69] or the text by Ashcroft and Mermin [7]. For consistency, I use the conventions of
Mahan’s third edition throughout this chapter.

In terms of these L) coefficients, the physical response functions are given by [70, egs.
3.505, 3.504, 3.507 respectively]

62
o= TL(H) (2.2a)
1 (L(12))2
_ (22) _
K= {L ) T } (2.2b)
1 L(12)

Kubo formulas

To actually find the L) coefficients in terms of the current operators, we can use the Kubo
formulas. In particular, we have

. 1 S
L@ — lim lim = {_Z/ dre™ ™ (T:5i(7)5i(0)) (24)
0

w=00-0 w Qﬁ twn —w-+10

where j; is the particle current operator J and j, is the heat current operator Jg (or with
i = 0, the energy current operator Jg). This equation is a corrected version of (3.518) from
reference [70]. (For further details on the correction, see the next subsection, 4.1.) Note that
Q2 is the total volume of the system, § is an infinitesimal positive constant, and the imaginary
time evolution of the current operator is given by substituting 7 = it into the usual time
evolution to get

J(r)=e"Je ™. (4.4)

We will ultimately take only the real part of each L) transport coefficient as we are inter-
ested in transport and not in dissipation. So in practice we will use

Re [£61] — lim limy élm {Qiﬁ /0 e (T (1) (0)) o (4.5)
in place of equation (2.4).
Kubo formula corrections
Mahan gives the formula for the L coefficients as [70, eq. 3.518]
LW = lim [L /B dre™T(T,5i(7)7:(0)) (4.6)
w=0 [wh Jo Wi
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where the meaning of the symbols is the same as above. (Note that this is not actually
equation 3.518 reproduced verbatim; rather, we have combined that equation with some
written instructions pertaining to analytic continuation and limits that are found in the
following paragraph.) From this we can extract an expression for the electrical conductivity
using equation (2.2a) above, which gives the conductivity in terms of the coefficient LY.
The result is

o =ée*lim {l /5 dre™™ (T, 5,(7) (O)ﬁ (4.7)

w=0 LW Jo I iw—sw+id '

For comparison, Mahan also gives a similar formula specifically for the electrical conductivity.
This expression is [70, eq. 3.388-3.391]

Re(o) — ¢ lim “1m [é / ’ drei”T<Tsz(T)ji(0)>] (43)

w=0w iw—rw—+1id

There are some important discrepancies between these two expressions, as follows:

1. Equation (4.7) has the factor of % inside the analytic continuation iw — w140, whereas
(4.8) has the w™! outside.

2. Equation (4.8) has a factor of Q™! whereas (4.7) does not

3. Equation (4.8) is only the real part of o, and the imaginary part is taken on the
right-hand side.

Based on the detailed derivation and discussion of equations 3.388-3.391, we should con-
clude that these results (and therefore equation 4.8) are the correct ones in each instance.
We will briefly explain why:

1. The results for o given in equations 3.388 - 3.391 are first derived in a real-time for-
malism with no analytic continuation required. Mahan demonstrates ([70, sec. 3.3])
that switching to the imaginary time formalism only modifies the current-current cor-
relation function and its Fourier transform. Hence the analytic continuation should be
performed only on this part of the expression.

2. The factor of Q7! is required for the conductivity to be an intensive as opposed to an
extensive property, ie to get conductivity rather than conductance.

3. In the derivation of Mahan’s equation 3.388, a factor of ¢ appears, so that we must
take the imaginary part of what is multiplied by 7 to get the real part of the entire
expression. Thus this factor of ¢ must be restored to equation (4.6).

With the appropriate resolution of each of these 3 issues, we would have:

| 1[—i [P,
L) — Jim — [—Z/ drer ™ (T:5(7)4i(0)) (4.9)
0

TWn —w+10
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Finally, we need to add in the limit as 6 — 0. The correct order for the limits in § and w
is discussed in section 4.1. We can then write down the correct expression for L) as given
above:

. 1[—i [# .
(al) — 1 U TWn T . .
K=yt g [ e manio)| .

Understanding the Kubo formula

Let’s now take a moment to review the precise calculational steps implied by the Kubo
formula given above, (2.4). The procedure is actually pretty involved; here are the steps we
follow:

1) Compute the current-current correlation function in terms of the imaginary time 7. Our
computations for the noninteracting model with the substituted density of states and for
the full Luttinger liquid model are detailed in sections 4.2 and 4.3 respectively.

2) Compute the integral
LR
| dre @i (4.10)
0

at each Matsubara frequency w,, = 2mn/f forn = 0,1,2,3,---. Note that we use bosonic
Matsubara frequencies because the current operators each contain an even number of
fermion operators (two, to be precise).

3) Fit an analytic function to these points. This gives an analytic function defined on the
positive imaginary line in frequency space.

4) Analytically continue this function to cover the whole of the complex plane. Evaluate
the analytically continued function along a line offset from the positive real axis by a
small amount ¢d. (This analytic continuation is the operation denoted by the shorthand
iwn, — W+ 10.)

5) Take the real part of (—i times this expression), or in other words just the imaginary part
of the expression.

6) Finally, multiply by the prefactor (including 1/w) and let w and 0 go to 0. The order of the
two limits is important, both in terms of the calculation and the physical interpretation.
For further details, see the next subsection, 4.1.

Procedure for analytic continuation and limits

The actual implementations of the calculational steps discussed above are quite different for
the two models we consider. The steps will prove relatively simple in the noninteracting
model, although one part of the expression cannot be computed and is left as an unknown
unitless number; the calculation in the full Luttinger model is somewhat more involved and
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requires some rather careful analysis and computation. This section will primarily discuss
general methods which we will apply specifically in the case of our Luttinger model. We will
also briefly discuss the physical significance of the two limits and the order in which they
ought to be taken, and this discussion applies to both models.

Numerical integration simplifications

We will begin our discussion of general methods starting from step 2. Ideally, we would
like to compute the integral analytically, but if that is not possible then we must instead do
the computation numerically for each Matsubara frequency. In that case, we will start with
three assumptions:

(1) The integral (4.10) converges for all Matsubara frequencies w.
(2) The correlation function (77;j;(7)4;(0)) is either even or odd about 7 = /2.
(3) The correlation function is real-valued at all imaginary times, 7.

The second and third assumptions will be satisfied in both our models. The first assumption
is actually violated in our Luttinger model, but we regulate the divergence as discussed in
section 4.3. (Briefly: we introduce a small cutoff and complete the numerical calculation for
progressively smaller values of that cutoff, and we find that the results converge as the cutoft
goes to 0. See section 4.1 for more details.) For now, we will take all three assumptions to
be satisfied.

We begin by simplifying the required numerical integral. One problem with the expression

B8
/0 dre ™ (T, ju(r)7:(0)) (4.10)

is that the integration variable and the limits of integration are unitful. To correct this, we
change variables from 7 to 7/ = T%, giving

J / " Ty () i(0) (4.11)

for n = 0,1,2,---. The integral now depends only on unitless numerical parameters, so it
can be computed numerically.

This integral can be simplified further using our second assumption, about the parity of
the correlation function. We treat the two cases of even and odd parity separately.

In the first case of interest, the correlation function is even around 7 = (/2 or equivalently
around 7/ = 7/2. But if we write e*™" as cos(2n7’) +isin(2n7’), we see that the sine term is
odd around 7" = 7/2 so that the integral of sin(2n7’) times the correlation function vanishes.
We are thus left with the simpler expression

g/oﬂ dr’ cos(2nT") (T, 5;(7")7:(0)) (4.12)
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Furthermore, since 7/ is always greater than or equal to 0 in the integral, we can also drop
the time ordering operator to get

g/ow dr’ cos(2n7") (5,(7")4:(0)) (4.13)

In the second case, when the correlation function is odd around 7 = [5/2, we drop the
cosine from the expansion of e*""  getting

2 /O " sin(2nr) G (7)7:(0) (4.14)

T

Fitting an analytic function

For the rest of this section, we will ignore the prefactor of 5/ in equations (4.13) and (4.14),
as we would like to work with purely numerical values. The prefactor will of course be used
in our later calculations.

Consider the case that the correlation function is even about 7 = /2. Then suppose
that the integral

/0 " 4 cos(2n) (i ()5 (0)) (4.15)

has been evaluated at all Matsubara frequencies, n = 0,1,2,---. Let f(n) denote the value
of (4.15) at n. Thus we have

v o B
/0 dre™(T.5,(1)7:(0)) = ;f(n) (4.16)

Likewise in the case of an odd correlation function, we similarly define

f(n) = /07r dr'sin(2n7")(7,(7")4:(0)), (4.17)

so that

o o N
| dre o) = i ) (1.15)

The remainder of our discussion in this section will be in terms of the function f(n) and
thus applies to both cases.

Our goal is to find an analytic function that passes through all points (n, f(n)). Some
commonly used methods are the Padé approximation[118, 85] and the maximum entropy
method [52, 36]. In this case we can evaluate the values f(n) to arbitrary precision if needed
and we have no statistical errors like those that arise in Quantum Monte Carlo calculations,
so the simpler Padé approximation will be sufficient.

In the Padé approximation, we fit our data points to a limit of rational functions of the

form:
§ a,x"
n=1 n

f(l’) = Zzo:() b, 2"

(4.19)
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where we can also assume without loss of generality that by = 1 since otherwise we could
divide all coefficients by by. (It is not 0 since that would imply that f(0) diverges, contra-
dicting our first assumption above that said the integral converges for all n.) The value of ag
can also be found easily—substituting z = 0 into the expression for f, we see that ag = f(0).
Note that f(0) is just the integral of the correlation function in the even case (equation 4.15)
and is 0 in the odd case (equation 4.17).

The existence of a unique analytic continuation is not guaranteed unless the value of the
function is known on an uncountable set of points. Here we know the function on only a
countable set (nonnegative integers) and thus the function f(z) may not be well-defined even
in principle. This means that we have to carefully choose the specific procedure we want to
follow to fit the function.

In practice, the ill-defined nature of numerical analytic continuation is only exacerbated
by the fact that each integral of the type (4.15) or (4.17) must in general be evaluated
individually (for each value of n), so that we can only use finitely many data points for
fitting the function.

The saving grace is that we are particularly interested in DC transport, which means
that we only need to know the behavior of f near to x = 0. (In fact, it turns out that we
only need to know ag, ai, and by, as shown in the section 4.1.) We can thus choose to use
only small values of n in fitting f.

There is also the question of precisely how to use our data points (n, f(n)) to find an
approximation to f(x). We have chosen to follow the simplest possible procedure, namely
to use 2N data points to precisely fit a truncated version of f(x) which has only 2N total
nonzero coefficients in the sums appearing in the numerator and denominator. (We write
the number of points as 2N because it will be convenient for the number to be even.) To
choose which specific parameters to keep as nonzero, note that since they appear in a power
series, for small x only the coefficients of lower order terms will be significant. Furthermore,
we expect in general that the asymptotic behavior of f should be proportional to 1/x as
z — 00, since [ e“dt oc 27!, We thus choose to truncate the series in the numerator and
denominator of f so that the denominator has one higher power of x. We therefore truncate
f to be

flx) = Loy ant” (4.20)
>0 bua” |
(Recall that by = 1, so there are indeed 2N unknown parameters.) For our 2N data points,
we just use n =0,1,2,--- ,2N — 1, again since we are interested in small x.
We still need a way of actually solving for the parameters we have chosen to keep. For
that, we rearrange the definition of f to find

ap+ayx + - +ayz” = f(x) (1 +bix+---+ bN+1xN+1) (4.21)
or, moving all the terms with b parameters to the left-hand side,

ap + arx + - +ayr —brf(z) + -+ by T (r) = f(2) (4.22)
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Plugging all 2N data points into this equation, we get a matrix equation:

1 0 --- 0 0 0 a, f(0)

11 - 1 —f(1) —f(1) : f(1)

12 ... 2N —2f(2) - 2NTIf(2) av | = [f@

: : by :

L 2N - (2N)¥ —(2N)f(2N) --- —(2N)¥*'f(2N) : f(2N)
bn+1

(4.23)
Solving this matrix equation gives the parameters for the function f(z).

This method is potentially problematic since the matrix on the left very quickly becomes
poorly conditioned as N increases. In practice we solve the equation using the built-in
“LinearSolve” command in the commercial software Wolfram Mathematica, which is sub-
stantially more numerically stable than simple matrix inversion, but numerical error is still
a problem for very large values of N. We compensate by increasing the precision with which
we evaluate the integrals (4.15) and (4.17).

In practice, we choose a fixed relative precision for the integral evaluation (typically
10 significant digits, which is quite computationally intensive given the rather complicated
functions involved) and then find approximations to f for each value of N = 1,2,3, -+ | Nyjax,
where we have (based on empirical results) chosen Np.x = 40. For each value of N, we
compute the transport coefficients using our fit f(z), and we then check that the value
converges as N increases and use the limit of that sequence as our result.

We use Nyax = 40 because, for the precision with which we compute the integrals, the
matrix is still well enough conditioned that the linear system can be solved safely at that
size while at the same time the numerical results for the transport coefficients as a function
of N are converged. (Typically, we find that N ~ 20 is sufficient, but we use Np.x = 40 to
be safe.) In figure 4.1, we show the calculated result for one transport coefficient (or more
precisely for the quantity apb; — a; as in equation (4.29) below, which is proportional in this
case to the thermal conductivity for one representative set of parameters). The successively
zoomed in images show the convergence as a function of N, and the variation at high values
of N gives a sense of the (quite high) precision of the converged value.

Our method for applying the Padé approximation is similar to the one discussed in
reference [85]. In that paper, the authors provide analysis on the stability of the Padé
approximation as calculated using the poorly conditioned matrix from the left-hand side of
equation (4.23). We refer interested readers to their analysis for further discussion.

Analytic continuation

The point of expressing the function f in terms of a rational function is that we can now
perform the analytic continuation very simply, just by making the substitution iw — w + 6.
In equation (4.20) we have written f as a function of the unitless variable z; in the same way
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Figure 4.1: Numerical part of thermal conductivity for a particular (arbitrary) set of physical
parameters, evaluated using a Padé approximation with different numbers of data points, N.
(a), (b), and (c) show successively zoomed in views on particular ranges of N to show the
convergence. Our final result for the conductivity is the limit of this sequence as a function
of N.

that 7/ is a dimensionless rescaling of the imaginary time, 7, x is a rescaling of the frequency,
xr = wg. Thus the analytic continuation is given by the substitution iz — x + ¢’ where ¢’

is a rescaled version of 0, &' = ¢ g The analytic continuation is given by

S an(—ix + )"
> oo2 o bu(—iz + ")

h(iz) = f(z) = h(z +id') = (4.24)

where we have introduced the notation h(iz) to emphasize that our original function is
defined on the imaginary line in frequency space.

Imaginary part and limits

To complete our analysis, we need to take the real part of — x h(z +i¢’) if the correlation
function is even in 7 or the real part of % x h(x + ") if the correlation function is odd;
equivalently we take the imaginary part of h(%w) = g X h(%iy) if the correlation function
is even and the real part if it is odd. We then take the two limits x — 0 and ¢’ — 0. While
it is not in general correct to swap the order of these operations and to thus take the limits
first and the imaginary part second, it is nevertheless the case that we may first assume
that both x and ¢’ are small to simplify the expression for h before we separate the real and
imaginary parts.

In particular, we may keep terms to only first order in both the numerator and denomi-
nator of h, which gives the simplified result

h(z+id') 1 ap+ai(—iv+9')

~ — 4.2
T z 1+ bi(—iz+ ) (4.25)
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for small x and ¢’. The numerator and the denominator can be combined in the second
factor, giving (to first order)
- S/ . !/
—WI“S) ~ i % (g0 + a1 (—iz + ) (1 — by (—iz +87)) ~ LT “‘fl)< i +9)
With this simplified expression, valid in the case that both x and ¢’ are small, we can
easily find the real and imaginary parts. This is where we use our third assumption from
section 4.1, that the current-current correlation function is real-valued at all (imaginary)
times 7. This implies that integrals (4.15) and (4.17) are real for each n, so all coefficients
in the rational expression (4.24) are real as well. In particular, this means that in equation
(4.26) we can assume that ag, a1, by, , and ¢ are all real.
In that case, the separation into real and imaginary parts becomes quite clear:

(4.26)

e [h(:n + ié’)} G0+ (a1 — aghy)?" 27
Im {M} ~ —(ay — aghy) (4.28)

In the case that the correlation function is even in 7, we only care about the imaginary
part. In that case we see that both x and ¢’ have already dropped out of the expression, so
the limits as = and ¢’ go to 0 require no extra analysis. Interestingly, our result is actually
just minus the derivative of the function f(z) evaluated at = 0. This is a consequence of
the Cauchy-Riemann equations for the type of function f(z) that we consider.

The case where the correlation function is odd is a little less obvious, so we can examine
the real part further. In equation (4.27), there are two terms. The first is actually 0.
Recalling that ag is the value of the integral (4.17) with n = 0 and that the correlation
function in that integral is odd in 7, we see that ay = 0. The second term is also simplified
by the fact that ag = 0, and so we end up with just al‘% or equivalently alg. Both parameters
w and ¢ are going to 0, but here we need to know the proper order of the limits.

0 is an infinitesimally small parameter which does not appear in the physical description
of the system for which we are computing the transport coefficients. This means that we
would ideally like it to drop out of all final expressions. Meanwhile, w is the frequency at
which we want to evaluate the response functions. Since we are interested in DC transport,
for which w is precisely 0 and therefore seemingly less than the the (infinitesimal but) positive
parameter ¢, it appears that alg is actually infinite. However, as discussed in Wen’s book
[126, §2.2.6], the Kubo formulas do not behave well at the precise DC limit. Rather, we
should get the DC result by finding the AC transport coefficients and then letting w — 0,
so that actually 0 < w. Thus when the current-current correlator is odd, we conclude that
in fact the corresponding L) coefficient is 0.

Summary of analytic continuation results

To summarize our results, we consider separately the two cases of the parity of the current-
current correlation function.
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1. Even case:

If (4,(7")7:(0)) is even about 7/ = 7/2, then

1 ay ?
lim lim —Re [—z/ GZW"T<jl(T,)jZ-(O)>:| = (é) (aghy — ay) (4.29)
w=00-0 W 0 TWn —>w+id T
where ag, a;, and by are defined by
™ Sy anmm
dr' cos(2n7")(5,(7")4;:(0)) = f(n) = XDT,O:# (4.30
/ VG )i 0) = () = =L )
forn=0,1,2,---.
2. Odd case:
If (4,(7")4i(0)) is odd about 7" = 7 /2, then
R N I L o (B 6
lim lim —Re |—i [ e“""(5(7")7:(0)) =limlim (=) xa—=0 (4.31)
w—06—0 W 0 iy —sw+id w—06—0 \ 7T w
(where a; is defined by
dr’ sin(2n7"){5,(7")7:(0)) = f(n) = M 4.32
| sinane) G o) = pim) = R (4.32)

forn=0,1,2,---.)

From these results we can directly find the L) coefficients using equation (2.4), which
gives the transport coefficients o, k, and S.

Introduction of a cutoff

As noted above, the imaginary-time integrals of the current-current correlation functions
used in equations (4.30) and (4.32) actually diverge in our full Luttinger liquid model. The
current-current correlators diverge as 7/ approaches both 0 and 7, so we regulate the diver-
gence by introducing a cutoff € and integrating from € to m — € instead of 0 to 7. This allows
us to get a finite result for each integral evaluation f(n) and thus for each of the a and b
coefficients as well.

This cutoff procedure gives well-defined results for the transport coefficients in the limit
e — 0. While each individual coefficient a; and b; depends strongly on the value of €, the
dependence cancels out in the difference agb; — a;. For every numerical evaluation of a
transport coefficient, we compute the result for € = 1074, 10715, and 1072. In general we
find that the results are nearly converged even for ¢ = 0.1, while the results for the two
smaller values of € are typically indistinguishable.
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Estimation of numerical error

Numerical errors in computing the Fourier transform integrals, as in equations (4.30) and
(4.32), limit the precision of our final results for the transport coefficients. This original
source of error may be amplified in two ways:

(1) In solving the linear system of equations (4.23), a poorly conditioned matrix on the
left-hand side may lead to a larger relative error in the coefficients a; and b; than there
was in the original numerical integrals.

(2) Our final results for the transport coefficients are found by subtracting a; from agb;.
The two terms are of comparable magnitude, so a small relative error in each can lead
to a very large relative error in the difference.

Given the relative small number of data points we use (Npax = 80) and the numerically
stable methods employed by Wolfram Mathematica for solving linear equations, we expect
that the error remains small after step 1. The subtraction in (2), however, can introduce
significant numerical error.

The amount of error introduced in the subtraction can be roughly approximated as a
function of the cutoff € discussed in the previous section, 4.1. For example, the correlator
of two electrical current operators, (j.(7")j.), scales as (7/)!727 for small 7’ (see the end of
section 4.3) where 7 > 1 is a measure of electron-electron interaction strength as defined in
equation (2.11). Thus the integral of the correlation function, which is the coefficient ay,
scales as a power of the cutoff, ag ~ €2727. If a; and ayb; are of a comparable size to ao,
which we empirically find to be the case, then the two terms subtracted to get a; — agby,
which is proportional to the electrical conductivity as seen from equations (4.29), (2.4), and
(2.2a), are each also of size ~ ¢2727.

We compute all numerical integrals with a guaranteed relative precision of 1071°, so the
absolute error in @y and hence in a; — agb; is of the order 10719227, The calculated value of
a1 —agb; for different interaction strengths v is shown in figure 4.4 below, and we can compare
these values with those of the absolute error to find the expected numerical precision of our
final results for the transport coefficient. The worst case is when € is small and ~y is large,
since the value of a; — agb; decreases with increasing v and the absolute error (proportional
to €2727) is large for small € and large y. The largest value of v we consider is v = 3, giving
for our smallest value of €, 1072, an absolute error of roughly 1071 x (1072)~* ~ 1072
Comparing this with the calculated a; — agb; ~ 0.065, we see that the relative error is still
not too large even in this worst case.

The situation is substantially worse for the thermal conductivity. The integral of
(Je(T")JE) gives ag o< €7 rather than €227 (see the end of section 4.3) so that the absolute
error in the worst case of v = 3, e = 1072 is larger by a factor of €72 = 10* compared with
the corresponding error in the electrical conductivity; the absolute error is on the order of
10% in total. By comparison, the calculated value of a; — agb; in this case is about 0.083
so that the relative error is apparently larger than the actual result! This suggests that to
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get a reasonable guarantee of numerical precision, we need to either compute the numerical
integrals to higher precision or to use a large value of e. Fortunately, as discussed in the
previous section, a cutoff of € = 1071 is sufficient to get converged numerical results. This
reduces the error by a factor of (10/2)¢ = 10%, so that the error is now apparently of
comparable size with the final result.

The above discussion is very imprecise, meant just to give an order of magnitude ap-
proximation to the relative precision of our numerical results. In fact the prefactors that we
have not included in our estimates of the error improve the relative precision by an order
of magnitude or more compared with these estimates, so we conclude that using a cutoff of
€ = 10719 gives numerically reliable results. We have therefore used this cutoff value for the
final results presented in chapter 2.

We have also developed a numerical method to more quantitatively measure the total
numerical error including the effects both of solving the linear system and of the subtraction
between two large quantities. We randomly vary the values of our numerical integrals by an
amount equal to the maximum possible error of those calculations and we estimate the error
using the width of the distribution of the corresponding results for the transport coefficients.
To be precise, for each value of the cutoff ¢ and each value of the interaction strength ~, we
perform the following steps:

1. Directly compute the conductivity. These results are shown as the central data points
in all figures.

2. Given that the numerical integrals (4.30) have a guaranteed relative precision of 10719,
we multiply each computed value of f(n) by either 1+ 1071% or 1 — 107!, This set of
modified numerical integrals is one “sample.”

3. For each sample, compute the conductivity (or more precisely, the numerical part given
by a] — aobl).

4. Repeat for some number of samples. We used 10,000 samples for each set of parameters.

5. In the distribution of conductivities corresponding to the many samples, find the small-
est interval containing 68% (one sigma) of the samples. This defines the error bars
shown in the figures. Note that the distribution for each set of parameters has a
single-peak structure so that this is a measure of the width of the distribution.

One of the main results of our work is the numerical evaluation of the Lorenz number,
the ratio of thermal conductivity to electrical conductivity, for various values of the electron-
electron interaction strength. In that case we modify the procedure slightly, with one sample
actually being a pair: one thermal conductivity sample and one electrical conductivity sam-
ple. For each sample, we calculate the Lorenz number, and then in the final step we consider
the distribution of Lorenz numbers and again take the smallest one sigma interval to find
the error bar. In Figure 2.1, we show the Lorenz number as a function of v calculated for
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Figure 4.2: Calculated Lorenz number and error bars for different values of the cutoff €
defined in section 4.1: (a) e = 107!, (b) € = 1075, and (c) ¢ = 1072, The error grows
rapidly with both  and 1/e. The significance of the Lorenz number in general and of these
results in particular is discussed in chapter 2 and in section 4.2.

€ = 1071, with error bars computed according to this procedure. In figure 4.2 in these sup-
plementary materials, we show our results for all three values of € for purposes of comparing
the error for different values of the cutoff.

As expected based on our rough argument above, the relative error for ¢ = 1072 is
estimated to be more than 100% at the largest interaction strengths, v ~ 3. Despite this
supposedly large error, the directly computed values are not distinguishable from those
with € = 10'®. The most likely explanation is that the original numerical integrals are
more precise than expected; the assumed relative precision of 10710 is guaranteed, but the
integrals could be much more precise in practice. Additionally, we have assumed a random
distribution of errors in the numerical integration; if instead the numerical errors tended to
be all overestimation or all underestimation, the overall error in our final result would be
substantially reduced. (We find the slope of a function that passes through points given
by the integrals, so if they were all off by some constant amount the final answer would be
unaffected.)

Despite the fact that numerical results for the smallest cutoff of € = 1072 are apparently
correct and more precise than expected, we use € = 1071° for the results reported in chapter
2 because we can guarantee that the numerical error is small.

4.2 Noninteracting model with Luttinger density of
states

In the discussion above, we have thus far left unresolved the question of what the current-
current correlators actually look like. We consider two different models, which give different
expressions for the current operators and their correlation functions, and thus for the trans-
port coefficients as well.
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The first model is essentially a 2D lattice tight-binding model with some modifications
and assumptions to get an effective quasi-1D model with only incoherent transport between
the constituent one-dimensional chains.

To be precise, we begin with a noninteracting tight-binding model in 2D:

- _ Z ty (C}le7l+1 + h.c.) +1t <C}zcj+1,l + h.c.) (4.33)
jl

where j and [ index the sites in a two-dimensional square lattice. The hopping strengths are
labeled as t,, for one direction, which we think of as “along the 1D chains” and as ¢, for the
orthogonal direction, which we think of as “between the 1D chains” or “interchain.” Thus j
indexes 1D chains, while [ indexes position along each chain.

The first modification we want to make to this model is to allow for interactions between
electrons on each chain (though not between electrons on one chain and electrons on another
chain, since we want the different chains to be connected only in an incoherent manner).
However, we do not want to specify any particular form of the interaction, so we will take
several steps:

1. Switch the description of each chain to be in terms of energy eigenstates by Fourier
transforming

2. Replace the resulting tight-binding energies by an unspecified energy for each eigenstate

3. Relax the assumption that the eigenstates on each 1D chain are precisely the same, so
that the hopping between chains does not necessarily conserve wave number.

Translating these steps into actual mathematics, we have:

H=— Zt//(le]lJrl_'_hC)—i_tJ—( CJ+1z+hC>

= Z 2t//COS ka)) 1Cik — Z (tl&kk/) <C;r-ij+1,k/ + hC)

JjkE
— Z EkC;ijk — Z (tLékk/) <C;kcj+1,k’ + hC>
Jkk’
— Z EkC iCik — Ztkk/ ( LCi+1,k! + h.c. )
KK

(Note that a is the lattice spacing along each chain.) This is the Hamiltonian we will be
using for our first set of calculations:

H = Z EkC;ijk - Z <tkk’cj"kcj+1,k’ + hC) (21)

7,k Jkk'
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For the purposes of our calculations, we can additionally relax the assumption that the
single-particle orbitals labeled by k& and k' are extended states given precisely by Fourier
transforms of localized orbitals. Instead, we only need to assume that k& and k&’ label
single-particle eigenstates and that their creation and annihilation operators satisfy the usual
fermion (anti)commutation relations:

{Cjk, Cj’k’} =0 (434&)
{C}L'k» C;L"k’} =0 (4.34b)
{CLW Cj’k’} = 5]]’516143’ (434C)

In a true interacting system such as the Luttinger liquids we are modeling, such single-
particle eigenstates do not actually exist. However, we can meaningfully discuss effective
single-particle energies by using the spectral function, so in this model we will take interac-
tions into account only by assuming the single-particle energies E} are distributed according
to that spectral function. This assumption will come in via the density of states at the end
of our calculation. (This is an uncontrolled approximation, but one purpose of completing
our calculation using multiple distinct models is to find the simplest model that correctly
captures the behavior of interest, and so we will verify whether this approximation is in fact
usable in the future.)

Finally, we must discuss our assumptions regarding the hopping integrals tzr. We will
assume that (1) it is a function of only |k — k’| and (2) it is sharply peaked around k = k'.
The maximum value at k& = k' we will denote by ¢.

Later on in the calculation we will need a more precise expression, especially when we
convert from a sum over discrete Fourier states to an integral over a continuous spectrum.
We will ultimately use

tkk’ = te_(k_k/)2L2/7r (435)

(where L is the total length of each 1D chain) in the discrete case and
t
t(k, k") = zé(k — k') with 6(0) = L (4.36)

in the continuum. See section 4.6 for discussion and derivation of these expressions.

Electrical current operator

The electrical current operator in a one-dimensional lattice model is given by [80]

k—0

BT q ikaj
Jo = lim = Z[Nj, Het*ai (4.37)
J

where j indexes lattice sites, N; is the total fermion number operator associated with site j,
and a is the lattice constant. We can extend this one-dimensional expression to the case of
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weakly coupled chains described by a 2D model like the Hamiltonian specified above, which
has much weaker coupling in one direction (interchain) than the other (along the chains). In
that case, the current operator in each direction is given by

Jew = lim % Jeiheed (4.38)

where o denotes the direction, either along the chains or perpendicular to them. j, is the site
index along that direction, and a, is the lattice constant in that direction. The composite
index j indicates both the chain and the position along the chain. This could be written as
J = (Ja,Ja, ), where a is the direction perpendicular to .

We are interested in computing the current operator for transport between (perpendicular
to) the chains (ie @ denotes the interchain direction). For simplicity of notation we will denote
chain index, j,, as simply j, and the site index on each chain, j, , as . Then equation (4.38)
becomes

=i 1 zkacj 4.
Je = k:z il (4.39)
where a, is the interchain spacing (as opposed to a, which is the lattice spacing on each
chain). We can slightly rewrite this equation by noting that the index ¢ only appears in N;;
and thus we get

Je = lim % Jetkaci (4.40)

where N; is the full number operator for chaln J, Nj = 3. N;;. Equivalently, and more
usefully for our purposes, we can also write the total number operator as N; = ), Nj;
where k indexes single-particle eigenstates on chain j. In the latter formulation Njj, can be
written in terms of the fermion creation and annihilation operators as Nj; kc]k

Now we can calculate the current operator using equation (4.40), above The first step
is to find the commutator [N;, H] for each j. Here we can separately consider the two terms
of H (equation 2.1), and fortunately it turns out that the commutator of N; with the first
term is 0.

To see this, note that NN is, as above, >, Njj, while the first term of H is Zj,k, EwNji.
Then we want to show that each commutator [N, Njs] is 0. From the perspective of
physical intuition, this must be true because the only effect of a number operator is to count
the number of excitations without changing the system, so that the order in which you count
cannot matter.

Mathematically, we consider two cases. First, if 7/ = j and k' = k the commutator is
0 because the operators are the same and every operator commutes with itself. Otherwise,
we have a commutator of two bosonic operators (since a product of two fermionic operators,
such as a number operator, is bosonic) with different indices, a situation which always leads
to a vanishing commutator. More generally, the product of any two fermionic operators will
commute with any fermionic operator that has disjoint indices:

(0.0, O] = 0,{0s, 0.} — {O,, 0.}0, (4.41)
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which is 0 if O,, Oy, and O, are any three fermionic operators with d,. = . = 0. Thus any
number operator must commute with any fermionic operator with different indices from its
own, and hence with a pair of such fermionic operators such as another number operator.
This proves that any two number operators with different indices must commute. Combined
with the first case, that the commutator vanishes when the indices are the same, we get the
desired result.

We must still find the commutator with the hopping terms,

Z CiyCigs — Z tkk/cZ KCi+1e + hic. (4.42)
ikk!

We only have to compute one of the terms, since
[A, B'] = [B,A"]' = [B, A]' = —[A, B! (4.43)

if A = A", which is true for the number operator. Then computing the commutator gives
H] = Z tkk’ [C;r-_i_l’ij’k/ — C;ij_Lk/] —h.c. (444)
kk!
Now we can use the useful fact that for any operator depending on site j, O,
1 o
lim — > (041 — 0;)e™ = —ia Y 0; (4.45)
j J

k—0 k
J

assuming that the boundary conditions are either periodic or infinite. Then for the current
operator we get

ia.q Z . 1
= tkk’ 1 kC] K tkk’cj,k’cj—Lk (446)
Jkk'

Thermal current operator

The expression for the energy current in a one-dimensional lattice model is given by [80]
Jp = lim - Z Je?kai (4.47)

where j indexes lattice sites and H; is the portion of the Hamiltonian associated with site j

(so > ;Hij=H ). This is quite similar to the expression for the electrical current operator,

equation 4.38, but without the overall factor of the electric charge ¢ and with N; — H;.
As with the electrical current operator we extend this to the case of coupled chains:

Jp = lim — Z Jetkaci (4.48)

k—0
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where now j indexes 1D chains, a. is the distance between the chains, and H; is the portion
of the Hamiltonian associated with chain j, including both the Hamiltonian of the isolated
chain and hopping terms between chain j and its neighbors (indices j + 1). There is some
ambiguity here, since it is unclear for instance whether hopping terms from chain j to chain
J + 1 or vice-versa should be included in H; or in H;;;. We have chosen to split the two
hopping terms evenly between the two sites, so that

Hy=h; + | (4.49a)
k
1
h; = —5 Z [tkk’(c;kcj—l-l,k' + C}ij_l’k/) + h.c. (449(3)
kk’

To find the energy current operator, we must first find the commutator of H; and H.
This actually simplifies quite nicely using the division into local and hopping terms given
above:

[Hj, H) = [H;, H] = [hy, hi] + [hy, b + [}, ha] + [, b]

K3 3

The first piece, [h;, h;], is 0 because each local Hamiltonian h; has an even number of fermionic
operators in each term. As shown above, any pair of fermionic operators of will commute
with a single fermionic operator with disjoint indices, such as a fermionic operator on a
different chain, and thus with two of them as in the above commutator. Alternatively, the
vanishing of this commutator follows directly from the discussion of commutators of number
operators above, since each h; can be written in terms of those.

Furthermore, the [h}, h;] term is second order in the interchain hopping strength, tx ~
t,, and is thus negligible in the limit of weak interchain coupling. This gives the simplified
result

[HjﬂH] ~ Z[h;‘>hi] - [h;,h]’]

7

This we actually have to compute. We can use the nice fact that [c]c, chd] = cley0pq—cl cy0aa
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for any (possibly composite) indices a, b, and d. Then we get

1
[hj7 hi] = D) E :Eq [tkk/cj,kcj+17k’ F U Cip1 i Cik T Lk €5k Ci—1 ke + s €5y o Ciiks CigCig
kk'q

1
b € Cii 1,0 (Gj41,i0k'q — 0,i0kq)

.
i Chy 1w ik (07,i0kg — 0j41,i0k14)

1
:_iqu

i
kk'q ki € 5 Cj—1,k (05-1,:0k7q — 05,10kq)

| ik (05i0kg — Gj-1.40kg) |

i .
(fkszcj,kcm,k’ - tkk’cj+1,k’cj,k> (0j+1,0kq — 05i0kq)

1
:_izE"

kk! T T
a + (tkk’cj,kcj—Lk’ - t;:k’cj—l,k’cjvk) (61,0 — 0,i0kq)

- . o | N .
Dok { <tchj,kcj+17q — thqCit1,4Cik Ojr1,i

i -
+ (tchj,kcj—m - tchjfl,ch,k) 5j—1,z'}

q 5. t e ol A
i 2 { (tqk’%qcﬁl,k’ baw Cj+17k/C],q>

T _oagx T )
+ (tqk’cj,qcy—l,k’ Lok Ci—1.1Cig
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When we subtract [k}, h;], the second line (with ¢;;) will cancel. The result is

[vaH] ~ Z[h;whi] - [hgvhj]

(2

tig

t x
+ (tchj,kcjflyq — thgCi1,4Cik ) Oj—Li

; .
B {<tchi,kci+1vq — TkqgCit1,qCik ) Oit1j

T w F : o
(Cj,kcﬁrl,q = 11qCit1,4Cisk djr1

T T
+ trg <Ci,kci—17q — thgCiz1,4Cik ) Oi-1,5

t « 1 t « 1
(tchj,kcjﬂ,q = UgCig1,9Cik | T thaCjCi-1, = thgCi—1,4Cik

T ) x T i ) x T
- { (tchj—l,kc]#] = 1gCjqCi—1k | T \thaCjt1 kCig — thqCjgCit1,k

Using this result along with equation (4.45), we get

k—0

J

: 1 ikacj __
hmEZ[Hj,H]e I =

T T N
(tchj—mcj,q UrqClqCi—1,k

10,
2
i T T
gk - (tchj,kcjfl,q = UgCi—1,4Cirk
E, (tych Cig—tr cl e
. q \ “kqbj—1,k"%q kq%j,qbi—1.k
1a,
2
ik | By (tegch ek —thcl
k \ UkqCj qCi—1k — UkgCj—1 kCig
iac T « 1
-5 [(Eq + Ek) <tchjfl,kcj7q — hqCigCi-1k
Jkq

So finally we get the energy current operator to first order in ¢y

Jg =

10,

h

ol

E,. + E)

9 ) (tkk’c;r'_Lijk’ — tZk'C}k'Cj—l,k)} (27b)

Current-current correlators

According to our procedure for finding transport coefficients as outlined in section 4.1 above,
our next step is to find the current-current correlators. We calculate three such expressions
here: (J.J.) that appears in the calculation of electrical conductivity and of thermopower,
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(JgJg) that appears in the calculation of thermal conductivity, and (JgJ.) that appears in
the calculation of thermopower. (Note that all three actually appear in the calculation of
thermal conductivity, but it will turn out that we need only the second. See section 4.2 for
more details.)

(Je(7)J(0))

The first step in this calculation is to find the time evolution of the current operator. Time
evolution of an operator is typically given by

Jo(t) = e J e~ (4.50)

and the imaginary time evolution that we want here is found by making the simple substi-
tution it — 7, giving (a specific case of equation 4.4)

Jo (1) = e Je ™. (4.51)

Actually finding the time evolution is in general quite difficult, but since we are only
interested in the case of very weak interchain coupling, we can find the result only to lowest
order in . This simplification makes explicit calculation feasible.

In the time-evolved current operator, equation (4.51), the term lowest-order in g is
given by replacing the full Hamiltonian H = Zj hj + h; by Hy = Zj hj; that is, we drop
the hopping terms entirely from the calculation of the time evolution.

With this approximation, each term h; in Hy now commutes with any fermion operator
not on chain j, so that

TH T —TH o 7> hi T -1t hi _ 7(hjt+h) T —7(hj+h;
e ey ~ el CiCirkr€ Yihi — o7(h J/)cjkcj/k/e (hjthyr) (4.52)
and if j # 7' (for instance if j' = j + 1) then
eT(hj+hj/)C}kcj/k/efT(hj+h]-/) — eTh]' C;kefThjeThj/ cj/klef‘l‘h]-/ (453)

Now we can calculate each of the two factors separately. We will show the first calculation
explicitly and just cite the result for the second since it is nearly the same. First, some useful
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lemmas:
Lemma 1:
(4, c}] = cleact — clcte,
= 5abc£ — clczca - chaTca
= (5abcl + cj,clca — clcaTca
= Ol (4.54)
Lemma 2:

n?}ccjk = ”ﬂfl([ny‘ka C;rk] + C}knjk)
= n;.’}g_l(c}k + c}knjk)

n%‘lc;k(l + 1)

= el (1 + )" (4.55)
Using the second lemma, equation (4.55), we have

eThj CTke—Thj — GTEknjkCT«ke_TEknjk
J

j
e
S (TE)™ | i ~rBuns,
N m) k| ik

L m=0
e
_ (TEk>m m .t —TErn;k
= m‘ n]kcjk, e
L m=0 ’
> m
_f (TE]C) m —1Ein;
=ch | D el GO
m=0 ’
— C'Ji"keTEk(1+njk)efTEknjk
_ TE, 1
=e ’“cjk

The result for the annihilation operator is similar, but the exponent is negative because

[0 &s] = [c}, nl]" = ~[na, ¢f]l = ~(c])" = ¢y (4.56)

To summarize:
C}k(T) = eThjc;ke’Thj = eTEkc;k (4.57)
cin(T) = eMice™ = e_TE’“cj.k (4.58)

Returning now to the calculation from equation (4.52), we have

TH 7 —-tH o, 7(Ex—Ey) .t .
e cppe T e K el Cir (4.59)
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With this result and the current operator already calculated above (equation 4.46), the
calculation of the time-evolved current operator becomes quite easy:
J(r) = 1acq Z BBy, ot (B —ER)yx T 4.60
e\T) = € kk'Cj1kCik — € k' Cj ke Ci— 1k (4.60)
kK

Note this is not Hermitian (assuming 7 € R), since it is evolved in imaginary time.

Now that we have the time-evolved current operator, we can find the correlation function
relatively easily. Before doing the actual calculation, we will briefly review what the ( , )
symbols mean in this context. The average denoted by (O) for some operator O is a thermal
average, meaning it is defined by

(0) = Tr[e P O]/ Tr[e 1] = Tr[e P 0]/ Z (4.61)

As with the time evolution, the fact that we are interested only in the result to lowest order
in the interchain hopping strength means that in the density matrix e ## we can replace
Hby Hy=>" ; hj. That part of the calculation will be shown explicitly below.
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Now let’s actually do the calculation:

T(Ek/ _Ek)

Ey—E 1
(6’7'( k k/)tkklcj—]_yk;cj,k’/ — e

tZka},k/Cj—Lk)

() 20) =~ (1) S5

e < 1 « T
Jkk' iqq’ X (tqq’cifl,qcivq’ — g Ci g Ci-1,q

T(Ey—Ey) T ) .
e H ok Laq/ Cjy 1Ci k' Cim1,qCird!

Ey,—E T T
—eT (B k’)tkk/th/ijLij,k/Ci,q'Cifl,q

. acq\?
- (F) =X e
jkk' iqq’ —e \k trt

o t ,
99 G 1 Ci—1,kCi—1,4C%5,q'

T(E /—Ek * * T . T .
+e7 (B )tkk'tqq'Cj,k/CJ—LkCi,q'CZfl,q

T(E—FE) 4% T . i .
T =B g € -1 k€)1 i

- XX

Ex—E T T
jkk' iqq +e7 Bk ’“’)tkk/t;q/Cj,Lij,k/Ci’q/Ci—Lq

™ En =B [ty ’20} k/cj—LkC;A kCi.k

(acq 2

5 T(Ex—E,r) 2.1 N
jkk' \ te W |t | Ci—1,kC5,k' Cj g1 Ci—1,k

acq\ 2 2 E, —E E,—FE
( ) Z’tkk” ert k)cjflvkc;—l,kcj',k’cj,k’+€T( g ’“')Cj,k'cj,kfcg—l,kcjfl,k

h/ “
Jkk'
aeq\ 2 e o
= (%) e (P = g i) + O = g )
Jkk'

The third line follows from the fact that the expectation value is calculated using a trace,
coupled with the fact that the two dropped terms can never be diagonal. We can now
calculate each expectation value in a relatively straightforward manner. For example, let’s
find <(1 - nj_l,k)nj7k/).

The first important point is that since in the Hamiltonian appearing in the density matrix
we have eliminated all terms that include operators acting on multiple different chains, the
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expectation value actually splits up into separate ones on each chain:
(1= njp)ngp) = Tele (1 —njyg)ng ]/ Trle 7]
<Hi¢j,j—1 TY[G*B}”D Tr[e a1 (1 — njoyp)] Trle™ngp]
[, Tr[e=#M]
_ Tefe P (1= ny )] " Trle P tin ]
B Tr[e=Fhi—1] Tr[e=Ah]
<Hi;éj71 Tf[e_ﬁhiD Tr[e 751 (1 = nj 1]
[T, Tele 7
(Hi# Tr[e_ﬂhi]> Tr[e=Phin ]
: [T, Trle 7]
= (1= nj1) (i)

= (1 = (nj-1,0))(njw)

So in reality we just need to calculate the expectation value of a single number operator,
(njx). That calculation looks like:

(njx) = Tr[e™ o]
! Tr[e=Fh]
_ TefemPrninn ]
Tr[e_ﬁEk:njk]
_ ank:O,l[eiﬁEknjknjk]
ank:m[e_BEknjk]

14 e BEx
1

1+ eBEr

which is just the usual Fermi-Dirac distribution. Plugging this result into (1—(n;_1 x))(n),
we get:

1 1
(T =mnjap)njw) = (1~
e 1+ efBr | 1+ ePEw

(1 + %) (1 + 9w
1
= e (1t B (4.62)
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This result is independent of j, so the sum over j in the current-current correlator just gives
a factor of the total number of chains, N. Then we finally get

3 e

Kk’

_N (agq)Q (;)2/% #(k, 1) 2

(Je(r) 1e(0)) = N (5

e (B —Eg) eT(Ex—E)

(11 ePBe) (11 PBw) | (11 cPBr) (1 + e PEw)
eT(E(K)—E(k)

(1+ e BER) (1 + ePEKRD)

em(E(W)—E(K) e
T U+ PE) (1 1 e PE)
acq\? (L 2/ "2 / )
=2N — EE E)g(E
(%) (52) [ BP0 | oy e
R dE dE'
AT ) (1 + e FF)

er E—-FE')

(
dE dE'
(14 eBE) (1 + e PE)

_ AN (a%q>2 < L )2 /EE t(E, E')[*g(E)g(E")

2

where in the third line we have changed variables from k and £’ to £ = E(k) and E' = E(k').
This produces two factors of the density of states (or equivalently the spectral function); we
also must change t(k, k') to t(E, E"), which is defined such that t(FE(k), E(k')) = t(k, k') for
all k, k'. We have also introduced a factor of 2 for the right- and left-moving excitations,
since each energy corresponds to two values of k, k &~ kr and k =~ —kp. The last line follows
from the fact that F and £’ are dummy variables and therefore the two terms are actually
identical so long as |t(E, E')| = [t(E', E)|, which we assumed to be the case when we said
that ¢z, depends only on the combination |k — E/|.
We are left with a rather nice expression for the current-current correlator:

a.a\ 2 2 oT(E—E')
2 0) =8 (%) (L) [ B a1 [ ot 1| 40

(4.63)

(Je(1)JE6(0)

Just as our first step in finding (J.(7)J.(0)) was to find the time evolution of the electrical
current operator J,, our first step now is to find the time evolution of Jg. Most of the work,
however, has already been done! As Jg (equation 2.7b) looks just like J. (equation 4.46) but
with a factor of average energy replacing the factor of charge, the time evolution calculation
is identical. The result is

iac E + E / T _ f T 7 — *
JE(’T) = 7 Z [(%) (6 (Ex—E) )tkk/C;717ij7k/ —e (B4, Ek)tkk/C;r»k/Cj_17k>:| (464)
kk!
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Then we can find (Jg(7)Jg(0)) just like we found the (J.(7)J.(0)) above:

() Ip0) =~ (%) 3

jkk' iqq’

Ep+ By T(Ex—E) T T(Ep—Eg) 4+ A1
(T) <€ k tkk'cj—l,kcjk' — e \Vk tkk’cjk’cjfl,k

Eq+Eqy U x« 1
X <T> (tqq/Ci_Linq/ — tqq’ciq’c’i*Lq

This looks just like the calculation with J. except that two factors of ¢ have been replaced
with two factors of average energy in the sum. The trace forces ¢ = k and ¢’ = k/, making
the two energy factors the same, so by analogy with the result for (J.(7)J.(0)) (replacing ¢*
by average energy squared), we get

(Je(7)JB(0))
R Ey+ Ep\° I o
- (ﬁ) > (%> [t (€7 TP = mj g i)mw) + €T E IO =g p0)ng 1)
Kk

_ 4N (%)2 (%)2 /EE (B, E')[2g(E)g(E") (E ! EI)Q {(1 + e;;;ii) ME,)} dE dE'

Again, we have a relatively nice expression for the current-current correlator,

(Je(T)JE(0))

—an (%)’ (%) [ s ey (55 E) I 5E;(1E+) | 4B 0

(4.65)
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<JE(T>J6<O)>

To calculate (Jg(7)J.(0)), we can again get the answer quickly by analogy with our results
for (J.(7)J.(0)).

) 0) =~ (%) 3

Jkk' iqq’

Ex+E, T(Ex—E,) T T(Epy—Ep) 4+ AT
<T> (6 k tkkz’cj,Lijk:’ — e \k tkk’cjk’cj—Lk

T ) « b
X (tqq’cz’—l,qczq’ — laqCig Ci-14

Ac 2 E +E' T ’— T — Ly
— 4 (ﬁ) Z(%) [t 2 (€7 7PN = g )mgpe) €T PR — g )ng 1))
k!

— 4Ny (%)2 (%)2 /EE/|t(E’ E')2g(E)g(E) <E Z E) [(1 . 65;;]5(1? eﬁE/)] dE dE'

This is a again a nice expression for the correlator,

(JE(7)Je(0))

—4Ng (%)2 (%)2[@ (B, E')2g(E)g(E') (E ! E) {(1 + e;;;zi) ew)} JE dE

(4.66)

Response functions

We have now calculated all the current-current correlation functions that we need in order to
calculate the desired transport coefficients. For the purposes of the remaining calculations,
it will be helpful to write all the correlators (equations 4.63, 4.65, and 4.66) in a single
expression. In particular, we have

(1(7)5:(0)) (4.67)

a2 [ L\? - (E+E\™ oT(E—E) ,
=4V () (%) /EE/“(E’E” g(E)9<E)( 2 ) [(1+65E)(1+65E’) BB

where j1 = J./q, jo = Jg, and ny is (i + 1 — 2).

Using this result, we want to calculate the L) coefficients, which can then be used to
find the physical transport coefficients via equation (2.2). Recall that the L) are given by
equation (2.4), reproduced here for convenience:
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L% = lim lim —
w—05—0 W

; B
| [ e i (2.4)
0 iw—w—+1i0
Fortunately we can use our expression that encapsulates all the relevant current-current
correlators, equation (4.67), to find all the L) at once.
Our first step is to non-dimensionalize our expressions so that the dependence on all
unitful parameters becomes explicit. We first follow the procedure from section 4.1 above

and change variables from 7 to 7/ = 7%, w ton = w%, and 6 to ¢ = 5%. This gives

L — Jim lim {‘T“T (5) /0 gt <Tffjl<f'>ji<o>>] (4.68)

n—04§—0 2T m iw—n-+1id’

Furthermore, in the expression for (j(7')j), we can switch the integration variables from E
to BE, giving:

(u(7")7:(0))

a2/ L 2 E+ E Nl ef’ﬁ(E—E’)/ﬂ
=4N (== — E,E"Ng(E)g(E' EdF'
(5) (%) [EE,“( Bl o) >( 2 ) [(1+eﬁE>(1+e—6E')}d !

(4.69)
v (5) (5) o0 [ 1wl 19 et 1ot 19
N

We next have to choose whether to integrate first over the rescaled energy coordinates (y
and y') or instead over the rescaled imaginary time 7. Since it is formally correct to view the
correlation function as a function only of 7 and then to integrate that, we will integrate over
y and g first. This convention matches the procedure described above in section 4.1 and
therefore also the procedure we follow numerically in analyzing our second model (section
4.3).

For this purpose, we need an expression for t(E, E’). As discussed in section 4.6 we
assume that t(E, E') is sharply peaked (width proportional to L™!) about £ = E’. In
particular, we use

HE, E') = %5@ _E') with §(0) = % (4.71)
so that . ) . I
il 19 = 76 (150 ) = SPst - ) win g0 = 5 @

where the subscript on the last delta functions indicates that §(0) comes from 6(y) with
y=0.
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In our expression, we have two powers of the delta function. The first is used as a delta
function to collapse the integral over ¢, setting 3y’ = y. The second just contributes a factor
of %%(O) = t. We thus find

(i(53(0)
v (5) (5) & [ 1wl 18 atwr ot 19

y+y/ n;] 67—/(y7y’)/7r .
dy d 4.
( 2 ) [<1+ey><l+e—y'> ydy  (473)

=N <%>2 - 26—<nu+2) 20 / 9*(y/B) (y)"" ! dy  (4.74)
f 27 L vy’ (I+ev)(1+e) '
2 (ns .
t (ny+1) 2 ni
_4NL <_) <vﬂ : > / URCIL T, -
h (27) (L ev) (1+e)
Note that 7/ has actually dropped out of the expression entirely! This seems worrisome,

since to find L from (5;(7")5;(0)) we are now supposed to Fourier transform a constant
function over a finite domain, which will give a Kronecker delta:

/ ¥ dr’ = 100 (4.76)
0

It is not at all obvious how this ought to be analytically continued in the fashion in — n+id’.
Instead of trying to justify some particular choice in this case, we will simply assert that
there must exist on physical grounds some regularization which makes the (unitless) quantity

Re (hm lim — [/ eQmTldT'} ) (4.77)
n—06'=0 n 0 in—n+id’

into some finite number. We call this constant A. There is precedent for this approach in the
literature. In particular, in reference [29], there is an unspecified scaling function Fy(w/T)
which, in the w — 0 limit, corresponds to our constant A.
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Using this approach, we find

Lt by 57 | S8 (2) [ i) (179
R Q) () () [t o

x lim lim %’ { /0 ’ €2in7/d7'/:| _— (4.79)

i &[5 (3 () |, o] oo

= 41;1:(\2@ (%)2 12353 /yy, a fe%)/(ﬁ)ini;y) @ (481)

= Aa;if,fz_n“ /y G fg)/ (ﬁ)ﬂ‘y) dy (4.82)

Note that in the last line we have used that fact that the volume of the system is {2 = Na.L.
We can also set h =1 to get a nice final answer for Re [L(“)}:

: AactPofm g*(y/B)y™
@] _
Re [L] = 24 / (1+e¥) (1+ev) dy (483)

We can now use equations (2.2) to get expressions for the conductivities and the ther-
mopower from L. The results are

Aa 2t2vﬁ (y/B)
L 2 / 4.84
T 1+ey J(1+ev) (4.84a)
/B)
o 1 lL(zz) (L(12))21 B Aat*v / v202(y/B) " (f % dy)
T2 - 11 = 1 — — T
T Lan 27 vy’ (I+ev)(1+e) fyy, % dy
(4.84D)
Lo 1, s dy
T - o ST (4.84c)
eT LD~ ¢ VL) ——

yy' (1+e¥)(1+ev)

Before inserting any precise expression for the density of states, we will simplify these
expressions in the case that the density of states is particle-hole symmetric, g(E) = g(—F).
This is the case in the Tomonaga-Luttinger model, although it is of course not precisely true
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in a typical real system. In that case, the integrand for L(!? is odd so that LU? = 0, giving
the nicer expressions

B Aaqe*t?vp 3 (y/B)
o = 27’(’4 i (1 +€y) (1 +€—y> (485&)
_ Aat’ V29> (y/B)
"7 o /yy/ (14+ev)(1+ev) dy (4.85b)
5=0 (4.85¢)

In a system with a density of states that is not particle-hole symmetric, L% will have a

correction that is higher order in the inverse of the bandwidth W (or more precisely, higher
order in K7'/W). In the case of the thermal conductivity, since there is a lower order term we
can safely ignore this higher order correction. In the case of thermopower, the lower order
term vanishes so that we need to consider the next order to arrive at the experimentally
observable result. See section 4.2 for the calculation of the thermopower correction.

After we find the corrected thermopower equation, we will proceed (in section 4.2) to
substitute the single-particle density of states for a Luttinger liquid into each expression and
derive how each transport coefficient scales as a power of the temperature.

Alternate approach to analytic continuation

Above, we performed the integral over the energies first and then the Fourier transform

(integral over 7). We believe that approach is the correct one, but it is worth exploring

what would happen if we instead integrated first over 7/. We will thus return to equations

(4.68) and (4.70) and rederive the transport coefficients, comparing our results at the end.
This time around, we start with the integral over 7’

T , 2int+(y—y') _ (y—y') _

/ eZmT e’ (y—y )/ﬂdT/ — 6 - 1 = — € } (486)
0 2in+(y—y)/m  2in+(y—y)/w
where the second equality follows because n is an integer so that e*"™ = 1.
Next we perform the analytic continuation, in — n + #6’. This gives
w=y) _ 1 1 (v=v) _1
© o ‘ , (4.87)
2in+(y—vy)/m 2 n+(y—vy)/(2r)+id

We now want to isolate the imaginary part. This is some quick algebra.

e—v) _ 1 B ew=v) _ 1 y n+(y —y')/(2r) —id
n+(y—y)/(2r)+id ( 2 ) (n+(y—vy)/(2m))* + 0" (4.88)

X

DO | —
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so the imaginary part is just

Y e=v) _ 1
(7= 7)) @ 1 5 ( 2 ) (4.89)

The first factor is a Lorentzian, which becomes a delta function in the limit of small §’. This
limit gives

2

with 0(0) = 1/¢’. (This will be used later on in the calculation. “Remembering” the

functional form that led, in approximation, to the delta function, and therefore also §(0) as

a function of the small parameter that goes to 0, will allow us to calculate as if we knew the

full functional form even while simplifying the calculation by use of a delta function.)
Using this result with equations (4.68) and (4.70), we get

ely=y") _
S+ (y — )/ (2m) (—1) , (4.90)

—iT m "
“ il | () [ e
. . Zﬁ ni+1) ac\2 (L 2
= I g (5) ()
x [ Iel5.5'18)Patul 1ot (V5 )
vy

; B~ (na+1) ac\2 [ L\?
Re[L(] =~ o= %V () (50

f7r e2int’ o' (y—y') /7 g ] nd /]
yay
(L+ev)(1+e) in—sn+id'

n—0n
_ ﬁ—(”iri-l) ac\2 [ L 2
=" @ W ( h) o

. 1 y+y/ LY
X lim — .y /B)|? !
[ [ s 18 awimat o) (U5 )

n—0n

- () ()

X [/yy [t(y/B.y'/B)P9(u/B)g(y' /) (y+y/>"“ {(1 +i§g§(_1{)e—y’)} dydy/}

« lim 1 [/ ,|t(y/ﬁ,y'/ﬁ)l2g(y/5)g(y’/ﬁ) (zﬂ;y')n“

5(n+ L) (e 2™ — 1) ,
1+ zy) (14ev) ] dydy]

where the fourth line follows because the delta function allows us to replace (y —y’) by —2mn
and the last line follows from the fact that

_(p—2m __ 1
lim —¢ =1

n—0 n

=2 (4.91)
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and from § (x /a) = ad(x) which provides an additional factor of 2. Also note that in going
from 0(% % Y to 6(y — /), 6(0) changes from 1/ to 1/(2rd) as can be confirmed by writing
out the delta function as a Lorentzian (equation (4.89)).

At this point it would be tempting to simply use the delta function appearing in our
expression for Re[L] to collapse the two integrals into one and replace t(y/3,y'/3) by
t(y/B,y/B). Depending on the order of various limits, however, this may not be correct. In
fact, when we treat t(y/f3,y'/B) carefully, we find (as discussed above and in section 4.6)
that it is also proportional to a delta function and in fact that this delta function is the one
we want to use to collapse the two energy integrals. As derived in section 4.6, the precise
expression we want to use for t(E, E') is

(B, B) = 5B ~ ) with 5(0) = % (4.71)
and hence
/ tv Yy — y’ tvﬁ L
tlbf19) = e (51 ) = b -y win a0 = 2 @)

If we try to evaluate our expression for Re[L)] with both possible choices for which
delta function to use to collapse the two integrals into one (the from #(E, E’) or the one from
analytic continuation), it will become immediately clear based on physical interpretation of
the results which choice is correct.

The first possibility is to use the delta function from analytic continuation of the integral
over 7. If we do so, we get

WER (S () [twts.utor s [ m s o
(4.92a)

() (%f/y (%5(00292@/5) [(1 Sl e—y)} dy
(4.92b)

= 4N6;z(n”+l) (%)2 (%)2 /y § +n:y) ((iy /fi e (4.92¢)

We can simplify this result using the fact that the total area, €2, is equal to the length of the
chains times the number of chains times the interchain spacing, or in other words 2 = Na.L.
This gives (also setting i = 1)

()] _ t2a Lty y"'g*(y/P)
Re[£("] = Z0e /(1 Ly (4.93)

Re[L] =
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The other possibility is to instead use one of the delta functions from ¢(E, E’). Then we
have instead

v = S (5 (o) [(7) o [ )
S (0 (2 [
() (@) L) [ oo
S G () L) [l e
() () [t
e [

These two expressions for Re[L()] differ by a factor of Lé/v. (As a quick check, note
that this is indeed unitless, since § has units of inverse time.)

Which version is more correct? On the one hand, § is an additional parameter that ap-
peared only in the context of analytic continuation and otherwise was not part of the physical
setup of the problem, and thus its appearance in our result is potentially problematic. On
the other hand, conductivity should be an intrinsic property, independent of the system size,
so a dependence on L in L) is certainly a problem. We find the argument that the con-
ductivity should be intrinsic to be more convincing, since it is possible to assign a physical
significance to ¢ while an extrinsic conductivity does not make sense. (Namely, 0 can be
introduced into the linear response formalism as an adiabatically slow rate of switching on
the perturbation that produces the linear response.|[3])

Mathematically, we still need to justify using the delta function from analytic continu-
ation to replace e?~¥ by e=2™ before sending w — 0. Thinking of this “delta function” as
a peak of width &, we really have —27n — ¢ Sy —y' < —27n+¢. Then —(e2™ —1)/n
becomes not just 2w as n — 0 but rather 27 (1 + ad’/n) = 27(1 4+ ad/w) where a is a number
of order 1 which could be positive or negative. This becomes just 27 as assumed above if
0 < w, the same order that we argued for in section 4.1 above.

We therefore use

. t2a Uﬁ—(nml) ynug2(y/5)
(i) — 2 ~¢
Rel L] 725 /y At er) (it en? (4.95)

As in our first approach to evaluating the analytic continuation in L, we can now use
equations (2.2) to get expressions for the conductivities and the thermopower. The results
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are
¢ 0’ 7 (y/B)
=gt == / d 4.96
°TT 720 S,y (14e¥) (14 e7v) Y ( a)
yg>(y/B) 2
o 1 |:L(22) (L(12))2} _ actQUT / y2g2(y/ﬁ) o (fyy/ TFe)(ite ) dy)
v L / - - 2(4/8)
T L 720 gy (1+e¥) (1+e) fyy/ (1+Zy)3(11+e—y) dy
(4.96D)
2(y/B)
LD 1S, e
- _ __fyy (1+ 2)(1+ ) (4.96¢)
eT LD e g%(

y/B)
yy' (1+ev)(1+e~v) dy

Assuming a particle-hole symmetric density of states, so that g(E) = g(—F), we get the
simplified expressions

_ 4t 9*(y/B)
0 = w25 /y, (1 + ey) (1 I 679) (4.97&)
_ act™T v (y/B)
K= 28 /yy, (14 e¥) (14 ev) (4.97b)
5=0 (4.97¢)

We can compare these results with those of equations (4.85), and we see that the integrals
that appear are precisely the same, but that the prefactors are different by a factor propor-
tional to 7'/0. The different approach to analytic continuation thus results in a different
power law of the transport coefficients as a function of temperature! This result is some-
what unfortunate, as it makes the results of the two approaches differ in an experimentally
measurable way.

This result, however, contains the nonphysical parameter 9, suggesting that indeed our
previous approach to analytic continuation was the correct one. (Note that although we
discussed one possible physical interpretation for J, it is formally supposed to disappear
from all expressions. That it is better to have § in our answer than L does not contradict
the fact that, on physical grounds, neither should appear.)

Since the two approaches affect ¢ and k the same way, the Lorenz number at least will
be unaffected by our choice of how to perform analytic continuation.

Moving forward with the calculation, we will return to the more correct results of equa-
tions (4.85) and neglect those derived in this section.

Correction to get nonzero thermopower

We now want to derive a nonzero expression for the thermopower by correcting the density
of states. We will denote the usual Luttinger liquid density of states by g (E), and we want
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to find some physically motivated correction, grr(E) — g(E).

To find such a correction, we will adopt the picture that the Luttinger liquid in question
arises from adding interactions to a 1D electron gas with a typically parabolic dispersion
E = % o k2. In that case, the density of states is dk/dE o E~'/2. For our purposes we
would like to shift the energies so that the Fermi level is labeled as £ = 0, in which case the
density of states becomes

gip(E)  (Ep + E)™V2, (4.98)

The Fermi energy acts as a kind of bandwidth in that it cuts off the otherwise infinite linear
dispersion, so we label it as W, and we use this 1D density of states as a correction to the

Luttinger liquid one:
gLL(E)

= e

This density of states is a phenomenologically reasonable model that captures the real phys-
ical behavior well enough to find a power law dependence on temperature. The most impor-
tant features are the violation of particle-hole symmetry by the introduction of a bandwidth
and the preservation of the density of states to lowest order in £/W when E is small (near
the Fermi energy).

The importance of the small F limit comes from the nature of the integrals appearing in
our transport coefficents. In particular, any function of the form

(4.99)

(07

Yy
(I+ev)(1+e)

(4.100)

is sharply peaked around y = 0 for any power «, and since these types of functions appear
in the integrand in our expression for L in our case only E ~ 0 will be important.

With this in mind, we can now expand our new density of states, equation 4.99, in the
small E/W limit. To first order, we get

9(E) = giL(E) (1 - lﬁ) (4.101)

or equivalently

o/ = 0/9) (1 57 ) (4.10)

Plugging this into the integral for L(!? that vanished, we have

y9°(y/B) _[yai/B)(L = o)
/y (I1+ev)(1+ e—y)d - /y (1+e¥)(1+ev) d

B ygir(y/B) Y9t y/ﬁ)
_/y(1+ey)(1+ey Wﬂ/ 1+ev)(1+e y)dy

The first term vanishes as before, since the integrand is odd in y, but the second term is
nonzero. That integral is, in fact, now the same one that appears in the calculation of L(2?)
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With this correction to L(!?)| we can now give a new expression for thermopower which will
give the lowest nonzero contribution, replacing equation (4.84c) above:

/B)
T f (lz-egyLLlie v) dy

- Wef gLL (y/8) dy

y (14+e¥)(14+e~Y)

(4.103)

Should we include this same correction in the calculations of the electrical and thermal
conductivities, 0 and k7 In the case of o, the first order correction to the integrand will be
an odd term and vanish, so the first nonzero correction will have an extra factor of (/W 3)?
in the integral and the correction term will therefore be smaller by a factor of (KT/W)?. If
this number were not much less than 1, then the entire Luttinger liquid picture would be
inapplicable, so we can safely ignore this correction.

A similar argument shows that both the lowest order correction to the L®? term in
# and the lowest order contribution to the (L1?)2/LUY term are also smaller by a factor
of (KT/W)? compared with the lowest order part of L(?? (equation 4.85b), so again the
correction can be ignored.

Transport coefficients with unspecified Luttinger density of states

For completeness and clarity, we list here our final expressions for the three transport coef-
ficients in terms of a corrected density of states, replacing equation (4.85).

Aace’t*vf 9iL(y/B)
= 4.104
7 o ), Arey(iten) ¥ (4.1042)
Aact* Yy 9iL(y/B)
K= / Tt en) (Lt dy (4.104b)

/B)
T fy (1ZiegyLL1z_e y)dy
W@ f gLL y/,B dy

y (14+ev)(1+e~Y)

(4.104c)

Lorenz number

One important quantity that can be derived from the transport coefficients is the Lorenz

number,
K
L= 4.105
o7 (4.105)

Looking at the Lorenz number has two very important advantages. First, the Wiedemann-
Franz law provides a benchmark value for the Lorenz number that is observed in Fermi
liquids; comparisons of the calculated Lorenz number with the Wiedemann-Franz law are
therefore very good tests of non-Fermi liquid behavior. Second, material-dependent constants
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such as the interchain spacing disappear in the ratio between the two conductivities, allowing
us to make specific numerical predictions that could be tested in an experiment.

If we calculate the Lorenz number using our results for ¢ and x from equations (4.104),
we get

v2gi (v/B)
k f 1+eyL)IZ1+e 1/ dy (4 106)

T2 92L(y/B)
@ J, s dy

Here we have put Boltzmann’s constant kg back into the expression to get the correct units.
Note that using our density of states correction from the previous section, our expression
for the thermopower is proportional to the Lorenz number:

el
S=-—x1L 4.107
o (1107)

Power laws and numerics using the Luttinger liquid spectral function

Finally, we can substitute an expression for the Luttinger liquid density of states into our
equations for the transport coefficients that are given above in equations (4.104) and (4.106).

As described in the next section, 4.3, a Luttinger liquid is characterized by an interaction
strength parameter that we call K. (This is the same notation as used in the book by
Giamarchi[31]; the same parameter is also labeled as g or as K2 in some works.[56, 55, 54,
71]) In the case of a non-interacting system, K = 1, while for repulsive interactions it is in
the range 0 < K < 1 and for attractive interactions K > 1.

The density of states is given by a power-law of the energy with an exponent dependent
on K [17, eq 61]:

/WP
E)=2———— 4.108
o(B) =215 s (4108)
where W is the bandwidth, v is a renormalized Fermi velocity, and ~ is defined by
K+ Kt
v = +T (2.11)

Note that v is a measure of interaction strength which is independent of whether the in-
teractions happen to be attractive or repulsive. It always satisfies v > 1, and v = 1 if
and only if the system is noninteracting. (In that case, the density of states is constant
since the Tomonaga-Luttinger model assumes a linear dispersion before the introduction of
interactions.)

Substituting this density of states into our expressions for the transport coefficients (equa-
tions 4.104) and the Lorenz number (equation 4.106), we get expressions in terms of dimen-
sionless integrals dependent on « that must be evaluated numerically. We will show the
derivation of this expression for o and then give the remaining results.
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o Aage 21521)6/ (mul (7)) ~2|y/W B2~
(1 + ey (1+e7v)
_ Aace’t?uf y (mol' (7))~ 2/ |y 201
274 (BW)20-1 J (14 e¥) (14 e7v)

(I e [,
o \W 26T (7)2 J, (1 +e¥) (14 e7Y)

As promised, we have written ¢ in terms of a dimensionless integral that we can evaluate
numerically, with all of the dimensionful constants including the power law dependence on
temperature being apparent in the prefactor. When we follow a similar procedure for each
of the transport coefficients, we ultimately get the following results:

dy

o a,et? T (v-1) y A / |y|20-1 " (2.120)
o\ W 26T ()% J, (1 +e¥) (1 4+e7Y) '
at® (T 2(v=1) A y2ly|?
= — d 2.12b
T (W) " 26T ()2 /y (I+er)(1tev)” (2.120)
1
1, ) drearen W
L=t (4.109a)
J Trenre Y
er
S =357 x L (4.109b)

The most interesting results to extract here are those that do not involve specific material-
dependent parameters such as the Fermi velocity v, the interchain spacing a., or the band-
width W. In particular, those do not appear in the temperature power laws, nor do they
appear in the Lorenz number at alll Thus we have two main results: (1) the temperature
dependence of the electrical and thermal conductivities and the thermopower, and (2) the
numerical evaluation of the Lorenz number as a function of the interaction strength ~.

(1) Here are the power laws, summarized:

oo 7?73 (4.110a)
K oc T2 (4.110b)
SxT (4.110¢)

A couple features are worth noting.

1. In the noninteracting limit we find o oc 77! and x o< T°.

2. At low interaction strength, the electrical conductivity decreases with temperature,
consistent with a picture of coherent transport in which increasing temperature leads
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Figure 4.3: Lorenz number in the generalized noninteracting model. The Wiedemann-Franz
Law is satisfied (L = Lo) in the noninteracting case v = 1 and is strongly violated for large
interaction strength.

to increased scattering. Conversely, at larger interaction strength the conductivity
increases with temperature, corresponding to incoherent transport with thermally ac-
tivated hopping. Taken together, this shows a crossover at v = 3/2 between a coherent
and an incoherent regime as interaction strength increases.

3. The thermopower is always proportional to the temperature, which matches the typical
behavior in a Fermi liquid.

(2) Our second main result is the numerical evaluation of the Lorenz number. This is
shown in figure 4.3, where it is plotted in units of the expected value from the Wiedemann-

Franz Law, or
P LA (4.111)
0 — 3 e . .

Our result agrees perfectly with the Wiedemann-Franz Law in the noninteracting limit of
~ = 1, but it shows a violation of the law with increasing interaction strength. The violation
turns out to be quite similar to a «? dependence, a fact which is not immediately apparent
from the graph but which can be explained intuitively. We discuss the physical reason for
the 2 dependence in section 4.3.

Here we will show numerically that the Lorenz number indeed scales as approximately

v If LLO had a precise power law dependence on 7, we could write LLO = v* for some constant

L —

a. Here Li follows only an approximate power law, so when we write
0 0

function a(y) which is approximately but not precisely constant.
To actually find this function a(v), we can take the log of both sides of the equation, in
which case we find that
_ log(L/Lo)

a(y) = log(7)

Y%, a is now a

(4.112)
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This is plotted in figure 2.2. As claimed, the exponent a is near to 2, though the value is
not precise and has some dependence on .

We can derive the precise value of the exponent at small v by expanding around the
noninteracting limit of v = 1.

To do this expansion, we write v = 1 + €, so that equation 4.112 becomes

a(y) ~ 110g ( LLO ) (4.113)

We next want to expand = to lowest order in €, giving

L__L

L~ Z ()
3 (1+1|f‘2;1e1)w dx
WQf%‘m

2+26
3 fO (14-e%) 1+e‘x)d
2 x2€
fO 1+e“” (1+e— z)d
2(1+2¢log(x))
3 f (1+ez Y(14e~ Z)dx

2 roo (14+2elog(x))
™ J, A+e)(1+e—2) dx

3 x2 22 log(x)
=)o e e 4o + 25 [y dte) (%+e myde
1

log(z)
d$+2€f0 M—lﬁx)dl‘

22 log(x)
dx + 26—2 fO mdl’

I armie de 1+2€f0®%
0 (I+e®)(1+e™®) J5 W
3 [ a2 a2 log(x) 00 log(z)
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This is of the form 1+ €A for small € so that log(L/Lg) ~ €A and therefore dividing by € (as
in equation 4.113) to get the exponent we find

a(y~ 1) =1-2log(m) + % (%’ (%) - %’(1)>
~ 2.3432 (4.114)

where 71 (v) is a generalized Stieltjes constant[13]'.
We thus conclude that in our noninteracting model,

L ~~*Ly (4.115)

for large ~, while
L ~~*3L, (4.116)

for v ~ 1.

4.3 Luttinger liquid model

The model we discussed above involves substantial simplifications, most notably the assump-
tion that the behavior of a Luttinger liquid compared with a noninteracting 1D system can
be largely captured in the density of states/spectral function alone.

We now want to perform an analogous computation on a more complete model to get
more rigorously correct results for the conductivities, thermopower, and Lorenz number in
the physical systems of interest. We would hope, of course, that the results turn out to look
similar so that future computations could take the relatively simpler approach detailed above.
In fact, what we find (as we will show in the remainder of these Supplementary Materials) is
that the first model does get some of the most important features right, notably the power
law dependence on temperature, but it fails to accurately predict the precise dependence of
transport on the interaction strength; for instance, in the more complete model we find that
the scaling of the Lorenz number with interaction strength, g, is closer to v* than to the ~?
dependence from the noninteracting model.

Luttinger liquid basics

Before we perform the actual calculation, it will be helpful to briefly review the properties of
Luttinger liquids. In the same way that any typical interacting system in three dimensions
shows the same generic behavior and is thus classified as a Fermi liquid, a typical conductive
1D system with interactions behaves as a Luttinger liquid[37, 31]. Fermi liquids look very
much like a noninteracting electron gas: the basic excitations are noninteracting fermionic

'For purposes of calculation, the generalized Stieltjes constant is implemented in the commercial software
Wolfram Mathematica as v, (v) = StieltjesGammal[n, v][121]
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quasiparticles, there is still a well-defined Fermi surface, and so forth. Luttinger liquids, on
the other hand, look remarkably different from a noninteracting 1D electron gas. In this
case, the interactions result in low-lying excitations that are collective and thus bosonic in
nature.

From a computational perspective, Luttinger liquids are a very attractive system to work
with because the interacting fermions in 1D become a system of noninteracting bosons,
resulting in an exactly solvable theory. Following the conventions of Giamarchi [31], the new
bosonic degrees of freedom are described using two field operators, 6 and ¢, that satisfy the
canonical commutation relations

[pi(x), 0 0;(2")] = iﬂéijé(x’ — ) (4.117a)
[pi(),0;(2")] = 5U81gn(x — 1) (4.117b)
[9i(), ;(z)] = [0 i(fﬁ)v@g( =0 (4.117c)

where z and z’ denote position along the Luttinger liquid and i and j denote species (eg
which Luttinger liquid the operator acts on). Additionally, ¢ and 6 have the nice property
that ¢f = ¢ and 67 = 6.

The bosonic fields are related to the real electrons in the system by the Fermion operators

Yy (x) = U, lim !

a—0 \/27ma

1 . .
wi( ) = UT (111_% \/%e*W(k‘Ffﬂ/L)xel(T‘d)(x)*@(ﬂf)) (4.118b)

where r is 1 for right-moving fermions and —1 for left-moving fermions.

We can calculate the fermion commutation relations from the boson ones by writing out
the exponentials and doing some algebra. The results, also using the fact that the Klein
factors U, anticommute for different species (left/right and/or different Luttinger liquids),
are just the usual Fermion anticommutation rules:

{ta(@), s(2")} = {9l (2), vl(x")} = 0
{Ul(@),¥5(2")} = Bé(x — 2')dag

eirtkp—m/ L)z o —i(ré(z)~(z)) (4.118a)

where B is a numerical constant that depends on our precise normalization convention. In
practice, instead of computing these from the bosonic commutators of equations (3.14), we
calculate these anticommutation relations by writing the fermion field operators as Fourier
transforms of the momentum-space operators ¢;,. This will allow us both to easily find the
value of the constant B and to relate the hopping term in the Luttinger Hamiltonian (see
section 4.3) to the one in the noninteracting model (section 4.2).
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Fourier transform definition of field operators

Our next step, then, is to formalize the relation between the v and ¢ operators. The general
form must be

P(r)=A Z ek ey (4.119)

and therefore also

Yi(r) = A e ] (4.120)
k

We can find the value of A by careful normalization. For the sake of concreteness, consider
a 1D chain with N sites, total length L, and periodic boundary conditions. Then £ takes
the values %’rn forn=0,1,---, N — 1. Note that the spacing in k values is dk = 2w /L. Also
suppose that the total number of electrons is N,.

Then we have

N~ [ (@) ds
= |A|2/<Z e‘ik””cLZeiq“”cq> dx

= APy <c;cq> x 216(q — k)
= |A[2§nk x 21y (g — k)
k q
= AP e x L/(S(q — k)dgq
= L|A|2k2:nk q
= L|A|2ink
p

= L|A|*N,

Thus |A| = 1/v/L, and we can choose A = 1/+/L.
With this value of A determined, we now have the relation between the real-space and
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Fourier-space creation and annihilation operators:
1 )
W(r) = 7 > et (4.121a)
k
1 .
Yi(r) = —=> e "] (4.121D)
VL
k

The inverse Fourier transform relations are

_ L e~ R (z) dx a
Cp = \/Z/ W(x)d (4.122a)

1 )
ol = —L/e’kw@/ﬁ(x) dx (4.122b)

We also want to find expressions for the creation and annihilation operators corresponding
to right- and left-moving real-space fermions, 1z and 1. These represent fermions with
momentum “near to” the right and left Fermi points, +kr. This is in quotation marks
because in fact we will still write g and 9, in the style of equations (4.121), as a sum over
all £ values in the range —oo to co; however, it will be “centered” at +kp in the sense that
the Fermi wave vector will be the new k£ = 0 point. Working this out in the example case of
g, we begin with:

1 ikx
Yr(x) = ﬁ Z e ey,

k%kp

Let k& = k?F+/€/:

1 : /
i(kp+k)z
- T 7 E :6 Ckp+k'
VL 4

Let Ck!' R = Ckp+k'-

eikp:v

1.0
— E 6zk wck’,R
VL 4

eikpx

= \/Z E emckﬂ
k

For left-movers, the definition is basically the same except that ¢y = c_g, 4, SO We use
the substitution k = —kp + K/, giving

—ikpx

\/Z § ezkxck,L
k

e

Yr(z) =
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In total, then, we have the four definitions

zk:Fm

Vr(z) =7 Z ke . (4.123a)

—”Lk:F:B
1 e

L) = 77 Ze el g (4.123b)

—zkpx
Z e ey (4.123c)

Ui

Wl ( \/_ Ze el | (4.123d)

To get the inverse relationships, we can multiply by e**#* on both sides and then compare

with the relationships between the centered (original) () and ¢, operators. For example,

,zkpz,l/} \/_ Z e’LkiL‘

Compare this with equation 4.121a and notice that it looks the same but with the substi-
tutions ¥ (z) — e *r%)p(x) and ¢, — cxr. Then if we make the same substitutions in
equation 4.122a, we will find the analogous statement for the right-moving operators, which

is
1 —ikz —ik
chr=—= | e e FYp(x)dr
== | Yn()

The four statements of this type are

ChR = \/_/ e~ ke threy b (1) da (4.124a)

_ ikx ikpx )T
b= T/e e p(x)d (4.124b)
’ L
1 —ikx ik
k= —= [ e e (v)dx (4.124c¢)
=]
1 ) .
C;L = ﬁ/e’kwe_m”wz(x)dx (4.124d)

For our later calculations, it will be helpful to rewrite the expressions above in terms of
a = +1, 1 for right-movers and —1 for left-movers. We have:

1 —ika  —iak
Cha = —= [ e e YY) (x)dx 3.29a
v/ Yul2) (3.290)

eiakpz

Volz) = > ey, (3.29b)

VL 5
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The fact that the 1 operators can be written as linear combinations of the ¢ makes it
immediately clear that {¢,(z),¥s(2")} = {@/}l(m),@bg(x’)} = 0 as claimed above. We can
also now easily and explicitly compute {7 (z),15(z")}.

We begin by calculating for the full ¥ operator, not just for ¥z and ¥, in which case
the  and S indices can be written as j and [, labeling specific Luttinger liquids on which
the 1y operators act. Then we have:

Wi, ule)} = 7 3 )

kq
1 i(kx—qx’
=7 Ze (kz—q )5qk5]l
kq
571 ik(z—ax)
= f e
k
5jl /eikz(ax—z )dk
2 J.
= 0ju6(z — ')

We also want to do the same calculation for ) operators for right- and left-moving excitations.
We must be a little bit careful, as there are two naive approaches, both of which are not
correct. First, we might look at just the technical definitions of 1)z and ¢, above (equations
4.123), which makes it clear that they are in fact both identical to each other and to 1 since
all we did is relabel indices. This would suggest that

{Vh(2), vr(a)} = (¥ (2),vr(@)} = {}(2),ve(a)} = (] (), ¥r(z')} = 6(z — @)

Alternatively, we might forget about equations (4.123) entirely, and instead make the natural-
seeming assumption that 1(x) = ¥g(x) + ¥ (z) and that right- and left-movers are com-
pletely uncorrelated from each other so that {1} (z), v (z')} = 0. In that case we would
find:

{01, (@)} = {YR(a’) + L (), Yr(z) +r(@)}
= {Vh(2), Yr(@)} + {Vh(2), ve (@)} + WL (@), vr(@)} + (VL (), dr(2)}
= {Vh(2), ¥r(2)} + 0+ 0+ {}(a), ()}

= 2{u}(2), ¥r(2)} = 2V} («), Ve (@)}

(), va(e)} = {0 ), ve@)} = 260 — o)

In practice, we will do something different from either of these options, but which captures
the spirit of both. In particular, the usual construction of the Tomonaga-Luttinger model
begins by linearizing a band structure around the Fermi points and then separating the
band into two independent linear bands with no correlation to each other. In this case,
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the equations (4.123) still apply, but ¢, g and ¢ are now considered to be completely
independent. In other words, we choose to forget that c; r = 42k, 1, Which we think of as
neglecting 2kp scattering between the Fermi points. In practice, this means that we assume
{cl o, e} = 0 for any k and &', and therefore also {¢}(x), (')} = 0 for any z and .

On the other hand, the k states in the sums in the definitions of both ¥ and ¢, are viewed
as a complete set (a whole band, not just half of one) and so {1} (z), Yr(2)} = 6(z — '),
not 6(z — 2’). This can also be confirmed by direct calculation from equations (4.123).
(Actually doing this calculation, there appears to be an extra factor of e=#*#@==) hut it can
be dropped because it is multiplied by a delta function that forces x = z’.) Note that this
implies that it is not correct to say that ¢ (z) = ¥r(x) + 1r(z). Instead of each excitation
in real space having a right-moving part and a left-moving part, our picture is that the
excitation is either entirely right-moving or entirely left-moving.

Fourier transform results summary

We have found the following relations between the operators in the momentum space and
real space pictures:

1 ikx
oy ; ey (4.121a)
1 —ikx
Ck = NG /e () dx (4.122a)

6iozkpcc )
Yalz) = e ehy (3.29b)
VT
1 —ikz _—iak
Cho = —= [ e e, (x)dx 3.29a
o= | alo) (320

where in the last two equations a is R or L when used as a label and is 1 or —1 respectively
when used in an expression.
From these relations, we also determined that

{tha(2),1hs(2")} =0 (4.127)
{¢l(2), L")} =0 (4.128)
{vl(2), ¥p(a")} = dapd(z — ) (4.129)

These results for the anticommutators are correct regardless of whether the indices o and 3
denote the Luttinger liquid on which the operators act, the direction of the excitations (R
or L), or some composite of these and other labels.
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Luttinger liquid Hamiltonian

The last thing that we need for computations on Luttinger liquids is the Hamiltonian itself.
When written in terms of the bosonic fields, the Hamiltonian is given by [31]

H = % / dz {%(v&)? (Vo) (4.130)

This Hamiltonian is quadratic, meaning that things like correlation functions can be calcu-
lated exactly. It is also worth making a quick note about the parameters that appear. K
is a measure of the strength of electron-electron interactions in the original fermion model.
In rewriting the theory in terms of the bosons, the interactions are now reflected simply in
numerical prefactors to existing (noninteracting) terms! K = 1 in the noninteracting limit,
and K <1 and K > 1 correspond to repulsive and attractive interactions respectively. The
parameter v is a renormalized Fermi velocity. (v depends on K [31, eq 2.43], but that will
not be important for our purposes.)

Our model

For our computations, we are of course are studying a system described not just by a single
Luttinger liquid but rather by many coupled Luttinger liquids. The total Hamiltonian that
we use is given by

H = Z H; = Z hj+ 1, (4.131a)
J J

h vK v

1
=32 [ [tap(o = )l (0)5010() + taali = 0]y ofe)isa(a') + b
(4.131c)

where h; is the Luttinger liquid Hamiltonian for chain j and h; has half of each hopping term
to and from chain j. (Note that we could have chosen to write the '’ term differently by,
for instance, only including the hopping to [but not from] chain j and removing the factor of
1/2, or only including hopping between chain j and chain 7 — 1 but not between j and j + 1
and again removing the 1/2. We have instead chosen to write the Hamiltonian this way in
anticipation of the calculation of the energy current operator.)

Electrical current operator

We derive an expression for the electrical current operator for this model in precisely the
same way as in the previous model:

9 q ikacj
Jo = lim = zj:[zvj, H]etkaei (4.40)

k—0
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where j indexes 1D chains, a. is the interchain spacing, and N; is the total fermion number
operator associated with chain j. For the Hamiltonian, H, we use the coupled Luttinger
liquid model from equation (4.131).

As in the calculations for the previous model, we begin by calculating the commutator
[N;, H]|. There are two parts that we need to calculate, [N;, h;] and [N;, h;]. The first is 0 for
the same reason as in the previous model: each h; only contains terms with an even number
of fermion operators and thus commutes with the number operator on a different chain.
(That [N;, h;] = 0 is less obvious in the case of i = j. However, N; as given in equation
(4.132) below looks like the hopping term h’; but with j —1 and j+ 1 both replaced by j and
with 2/ — = and f — «. Making these changes in our result for [N;, H] below, it is clear
that the commutator will vanish.) Physically, the vanishing of this commutator is because
each h; is the Hamiltonian of an isolated Luttinger liquid, on which the total fermion number
cannot change (independent of what the theory looks like, the underlying physical system it
represents must in fact have a conserved number of electrons). If h; does not connect states
with different fermion number, it must commute with the number operator.

It remains to find the commutator of the N; with the hopping terms of H, or [N;, h].
The number operator is given by

Ny = [ ol ale)inle) + 0] (o) o) (4132

Note that this expression does not contain terms like @Z)};wL. These would be expected if
Y(x) = Yp(x) + (), since we would then integrate over ¢T1); however, as discussed above
it is not correct to decompose 1 in this way because we have split the model into separate
bands. In that case, a term like w%wL would represent a scattering process rather than
particle enumeration.

The hopping terms from the Hamiltonian are the ones from equation (4.131), although
in this case we can simplify a bit by instead using the form

= S [ dede’ tosle )00 irra) + ¥l o000l (4.133)

a,5=R,L

since this has fewer terms. In the calculation of electrical current, the Hamiltonian only
appears in the form of H = ). H;, so that which H; we put the hopping terms in clearly
cannot matter and therefore we might as well take this form that somewhat simplifies our
calculations.

Even with this simpler expression, A still has 8 terms in total so that each commutator
[N;, h;] has 16 terms. Fortunately, the various terms are all quite similar so we only really
need the following two rules:

[AB,CD] = ABCD — CDAB = A{B,C}D — C{D, A}B (4.134)
{vl(x),1(2')} = dud(x — ') (4.129)
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We then perform the actual computation of the commutator:

[NjaH]:Z[Njahﬂ
_Z Z /dxda: da" tg, (' — ")

ioafy=

X [ o (2)0j.0(@), (W] 42" g1 (2" )+¢ZHB< )i (z"))]
i wja< Hbjo(@), 6] 5(2') i 4 (2")

_ vda! da t (o — 2 L@ W14 (a "> V! (@)} (@)
zz:aﬁyz—;%L/d o or ) +¢;a( ){ﬂ)]a() H—lﬁ( )}%’,'y(ﬂfﬂ)

— ol p @) {Win (@), ] (@) 1.0 (2)
[l (2)¥ip14(2")0apdsid(z — 2')

—¢T ($/)¢‘a($)5a (5'i+15(x_x”)
— dr d d " - ,3 Js a
zz:aﬁ’;%ll/ T axr axr tﬁv ¥ —x ) —H/J;@(x)wi,y(x//)éaﬁfsji—&—lé(x_x/)
L _¢3+1 /B(x/)wj}a(x)éory(sji&( - x”)
> [arar 11 ( = 2V (085010 — (' =2 500 () ]
Fig4( x_$)1/’;ra( T)Yj-1,7(2")0ap — tgy (2 — )¢]+15( Njal(z)day

afy=R,L
T dx (x —x 1/1 ()%Hﬁ( ') - w] la( z)jp(z ')
;R/ b lag@ =) | 1) — By s >]

Now we can again use the useful fact that for any operator depending on site j, O;,

zka o
]1:1_{1(1) ’ Z i1 — J mz 0, (4.45)

With this, we get our final result for the current operator:

_wcq aﬁx_m ( Jj-1,5(") = da
-HE Y [—tﬂ (@ = D0y o Wsale) | (4:135)

j aB=R,L

Thermal current operator

As in the noninteracting model, the expression for the energy current is

k—0

: 1 ikacy
Jp = lim — ;[Hj, Hetkaes (4.48)

where j indexes chains and H; is the portion of the Hamiltonian associated with chain j (so
> ;Hj=H ). There is some ambiguity here, since it is unclear for instance whether hopping
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terms from chain j to chain j 41 or vice-versa should be included in H; or in H; ;. We have
chosen to split the two hopping terms evenly between the two sites, so that H; is given by
the expressions in equation (4.131) above.

The first step in the calculation is to find the commutator of H; and H. This actually
simplifies quite nicely using the division into local and hopping terms, H; = h; + h7:

[Hj, H] =Y [Hj, Hi] = [hy, hi] + [hy, hi] + [, ba] + [, i) (4.136)

K3 3

The first term is 0 because each local Hamiltonian h, preserves particle number and hence
has an even number of fermion operators in each term; as discussed in section 4.2 above, this
leads to a vanishing commutator because fermion operators of two different species (say, on
two different chains) anticommute so that any pair of fermion operators of one species will
collectively commute with any fermion operator(s) of a different species.

Furthermore, the fourth term is second order in the interchain hopping strength, ¢, and
is thus negligible in the weak-coupling quasi-atomic limit. This gives the simplified result

[Hj7H] ~ Z[h;ﬁhi] - [hgvhj]

(2

Unfortunately, these commutators still require a substantial amount of computation. In
particular, we must compute terms like [1)] 10 (@)Vig(a’), (VO;(2))?]. After some algebra we
find the useful results:

[Via(2), VO;(2")] = amdyd(x — ') (x) (3.15a)
[, (x), VO; ()] = —améy;d(x — ')yl (x) (3.15b)
[Via(x), V@i(a)] = =050 (x — 2")i(x) (3.15¢)
Wl (2), V;(2))] = m6,;6(x — 2" )l (x) (3.15d)

where o may take the values R and L when used as an index and the values 1 and —1
respectively when used as a multiplicative factor. For the sake of completeness, we give a
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full derivation of the first of these results, equation (3.15a).

[ia(x), VO;(2')] = Uy lim lalkr=m/L) | mileae)=0(=) v, (a')|

o5 Vara
. 1 io(kp—m/L - (77’)71 n
= Ve iy e ) (i) = e, V8]

(adi(x) — 0;(2))"VO;(2') = (agi(z) — 0;(x))" VO (2') (agi(z) — 0i(x))
+ (adi(x) — 0;(2))" " ag(x) — 0;(x), V()]
= (agi(z) — 0:(2))" VO (2') (agi(z) — b:(x))
+ aind(z — 2') 6 (agi(z) — 6; ()"t

= V(') (agi(z) — 0;(x))" + ainmd(z — 2')di;(agi(z) — 0;(x))" !
[(aqﬁl(m) —0;(x))", Vej(x/)} = ainmd(x — $/)5ij(04¢¢(x) _ 91’(37))”_1
[Wia(2), V()] = Us lim — gilir—/1)

a—0 +/2ma

00 — (n—1) —
3 CP D i - of oy (adi(z) — 6s(@)" ]

eia(kF—W/L)e—i(aqf)i(m)—@i(x))aﬂ_é(x _ $/)6

ij

= amd(z — 2')8;via ()

For equation (3.15b), the only difference in the derivation is that (—i)" becomes ", so
when the extra factor leftover from shifting the summation index is multiplied by the i from
the commutator of ¢ and V@, we get —1 instead of 1. For the ¢ commutators, (3.15¢) and
(3.15d), the only difference is that [awg — 6, V6] is replaced by [a¢ — 6, V¢]; in the first case
we have a¢;(z), VO;(2')] = iand;j6(x — 2") whereas in the second we have —[6;(z), V;(2')].
To find this commutator, we can start from the commutator of ¢ and 6:

[9(x). 6(a")] = iZsign(a’ — 2) = [0(a"), d(a)] = ~igsign(a’ — )
= [0(2"), Vé(x)] = imd (2’ — x)
= —[91(:6), V¢](xl)] = —?:71'(5(%/ — SL’)dLJ

This is the same result as for [¢, VO] but with @« — —1. Thus the results (3.15¢) and (3.15d)
are found by making the subsitution & — —1 in (3.15a) and (3.15b). This completes the
confirmation of all four results given in equations (3.15).
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With some further algebra, the commutators in equations (3.15) lead to

s - | TN sy o D6 ] ) s

(4.138a)
(], (@) i1,6(2), (Vy(a’)?] = _ _27:_2?((&2 (—5(;:)?5:1)jzj15](x _(5)5_25625” ] Ul (@) ir16(x)
(4.138b)

and using these results, we can conclude that

5z+11 (B5V0;(x) — ag LNV ¢;(x))
[l (@) Yis1,5(x), ] = v 0ij KV9 () - V¢a( ) | V(@) bip(z)  (4.139)
+2 (5 + ) 6(0) (5z+1,j + 0i5)

In total, [}, h;] — [hi, h;] has eight such terms, which we must add up. We then also
perform a sum over the index i to find [H;, H|. In the case that the index ¢ (which labels the
various 1D chains) is either infinite or periodic, we can perform various tricks with relabeling
indices to cancel terms. When we do this, the eight terms with 6(0) end up canceling, so
that in the end we have:

[vm]ﬁ;b;?( Vi p(a) — [Via w]Tlcx V()
v Y. +H[Vja) m o) 1,p(x) — [V w] L) 0j5() o
Hyot1) = 5 [ teste! =) _( V]2 Ngae) — (V5150 () ) |
V)8l (@) a() — [V ]aw o(@)j1,5()
(4.140)
where K "
[Vily = O‘Evej(y) - ?V%’(?J) (4.141)

Finally, we can combine equations (4.40), (4.140), and (4.45) to calculate the current oper-
ator. The result is

Q..U ([vj]g'+[vj 1] )¢ ( )¢] 16( )
== Z/ ap(a’ — ) drda’| (2.26D)
jab — ([Vils + [V518) )y (@) hss()

Using the commutators given above, one can check that [wja(x), [V,]9] = —m6(0) (£ + L),

[Vja(x), V]3] = m6(0) (% + %), and hence [@D}a(x’)@/}j_w(m), [Vj_l]f, +[V,]¢] = 0, so the

current operator is indeed Hermitian.
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Current-current correlators

As in the noninteracting model, to find the transport coefficients using the Kubo formu-
las we must first find several current-current correlation functions, namely (J.(7)J.(0)),
(Jp(7)JE(0)), and (Jg(7)J.(0)). Those calculations are somewhat more involved in this
model, but we nevertheless present full details of our work here.

(Je(7)Je(0))

The first step in our calculation is to find the time-dependence of the current operator. We
first make the same approximation as in the previous model, namely that to lowest order
in the interchain hopping we can drop the hopping terms entirely from the Hamiltonian
appearing in the time-evolution operator,

e_TH —e 7 Zj Hj — eiTZj hi — G_THO (4142)

We will not calculate the time evolution explicitly, but rather we will just denote the time
evolution of each v (z) operator by v¥(x, 7). Since we use only Hy in calculating the time-
dependence, ¥ (x, ) is just the time-evolved fermion operator for a single uncoupled Luttinger
liquid.

With this approach, we can begin the calculation. First recall that we found above

_iacq op( — 2/ )] ( z)j-1,5(2) - da!
P [—tﬁ @ < 2], pla ')wj,am)]d ! 4159

j af=R,L

We thus have the corresponding time-evolved expression:

zacq aplx — 2 1/1 (@, )Y 52!, T) o do
Ay S |l e

J aBf=R,L

Note that the ability to distribute the time-evolution to the individual fermion operators
does not depend on any approximation, but rather is just a result of inserting a factor of
e~ THemH between the two operators in each term.

Next, in calculating (J.(7).J.), the brackets indicate a thermal average just as in the
previous model, and again we drop the interchain hopping from the Hamiltonian appearing
in the density matrix,

e PH _y e=BHo — =830 — He‘ﬁhj, (4.144)
J
an approximation that, along with the equivalent approximation to the time-evolution op-
erators, allows us to split the expectation value into a product of expectation values on
separate chains.
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With the preliminaries out of the way, we can proceed to the actual calculation:

Z Z /d:E1 dxo drs dry (ic{l) tap(1 — x2)tys (s — 24) (- )

ij  afByo

< e[ (21) (@) — ] (1)1 1,6(22)] >
)]

(o) =
_THWT (23)i1,5(2a) — YL 1 (73)1i 5(4

5 < eyl | ()i a(2)e TH@/JT},(SB:S)%—L(S(M) >

U\ + GTH%UTQ () Vj-1,8(w2)e” ™Yy (73)1)5(74)

_ < eThimipl | (zy)e Thimtemhin; 5(0)e Th]ww(ﬂ?s»)% 1,6(74) >
Z] + eThin ) ThjeThj_le 1,8(33'2) —7h; 11/}3 17(333)%,5(334)

s < Uy (@0, Ty (2, T (8)51,6(2) >
+¢T (21, T)Yj-15(w2, T)V; . (23)1),5(74)

= 0 (U1, (@1, )i -1,6(20)) (¥5.5(22, 7)) (w3))
+ 655 (] o (1, 7)1y (2) ) (W -1 5 (w2, TV (2 )>
= 0 (U1_, (@1 — 24, T)Wj-1.6(0)) (Vs 5(x2 — w3, 7)WL (0))
+ 03 (] o (21 — 2, T)5.5(0)) (W5 -1,8(w2 — 3, )Y, (0))
= 2655 () (@1 — 24, 7)0bj-1,6(0)) (s 5 (w2 — w3, 7L (0))
= 26100008y (] 1 o (11 — 24, 7)1 -1.(0 )><¢g6(l’2—$377)@/} 5(0))

In the third line, we eliminated two of four terms because they either move electrons to
lower j twice and never to higher j or vice versa. Either way, these terms are not diagonal
and vanish in the trace when calculating the expectation value. In the fourth line, we
used the fact that the Hamiltonian for each individual Luttinger liquid commutes with the
Fermion operators on other chains and the fact that we can ignore the hopping terms in the
Hamiltonian for purposes of time evolution if we want the conductivity to lowest order in ¢.
Likewise, in the sixth line I used the fact that the expectation values are taken with respect
to the ¢ = 0 density matrix if the conductivity is to be found to the lowest order in ¢, so that
the expectation value of a product of operators on two different chains is the product of the
expectation values of the operators on each chain taken independently. The second-to-last
line follows from the fact that the correlation functions don’t depend on which polymer is
under consideration, and the two terms differ only in the substitution j <> j — 1. The last
line follows from the fact that left-and right-moving excitations are uncorrelated.
We then have a complete expression for the current-current correlator:

(%9)" tap (21 — 22)tpa (25 — 21)
) =23"% / Ay ds ds dzy | <0 (01— 20, Ty -1.0(0)) (4.145)
;of X ($y(2 — 23, )] 5(0))
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Before we put in an exact functional form for the single-particle correlation functions, we
can make two more simplifying approximations. First, we will assume that a right-mover on
one chain can only hop to a right-mover on an adjacent chain and likewise for left-movers,
or in other words t,5(z — 2') is 0 for o # 5. This assumption is well-justified if we view
our system as initially coming from a 2D lattice tight-binding model. In that case, if we go
to Fourier components along one direction (along chains), the momentum in that direction
will be conserved when the excitation hops in the orthogonal (inter-chain) direction, which
in particular means that right- and left-movers will not be interchanged. This assumption
simplifies to5(x —2') to trr(z — 2')0ardsr +trr(x — 2')d0rdpr. By symmetry, it must be the
case that tgpr = trp, 80 tas(v —2') = t(x —2’)0ap Where t(z —2') = tgr(z —2') = trp(z —2a').
Additionally, hopping should be more or less local. This implies that t(x — ) should be
sharply peaked around x = /. For simplicity, we will assume a precisely peaked hopping:
t(x — ') o< td(x — x’), where on the right-hand side ¢ is a constant that does not depend on
position. As discussed in section 4.6, the precise expression we want to use is %(5 (x —a’).
Putting these two assumptions together, we get the nice simplification that

t
toap(x —a') = %%55(:6 — ) (4.146)

where t is a constant. With this simplification, our expression for the correlator becomes

1) =2 ()] S [ e [] sate = 27 O sale =2 0)

(4.147)

We can do even slightly better. Since the only dependence is on x — 2/, we can switch to
a coordinate system with variables x — 2’ and (x + 2’) /2.

Before actually making this variable transformation, let us note a sleight of hand which
we have glossed over. In modeling a given 1D chain, we can choose either to have periodic
or open boundary conditions, although either way we ought to get the same result when we
consider the limit of chain length going to infinity. Here we have mixed the two approaches:
in assuming that t,3 = td,s3, we argued using conservation of momentum along each chain,
but that argument if made rigorous requires periodic boundary conditions. On the other
hand, t(z — 2’) = td(x — 2’) requires open boundary conditions, since otherwise we would
have t(x —2') =t )", 0(x — 2’ — iL) where L is the length of the (periodic) chain. Since the
two models coincide as L — oo, I will continue to use them interchangeably in this manner.
The following coordinate transformation uses open boundary conditions, though the same
result is of course obtained with periodic ones if L — oo, a limit which we will take in the
calculations that follow.

With this caveat in mind, we can continue. Note that the Jacobian of the transformation
(x,2") — (””” x — z') has determinant —1, so there is no scaling factor needed for the
new integration measure that appears here. If we assume the polymer has total length L,
so that the integrals over x and 2z’ run from —L/2 to L/2, then we should find the limits
of integration in the new coordinates. Unfortunately, the integration region does not have
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horizontal and vertical sides in the new coordinates, so we must order the two integrals
carefully; the limits of the inner integral will depend on the value of the coordinate in the
outer integral.

In the new coordinate system the region of integration is diamond—shaped. The ends of

the diagonals are at £L/2 along “"’“" and at =L along x — 2’. To be explicit, we choose
:c—l—x

the outer mtegral to be over x — ' and the inner to be over , in which case the integral
over x — 2’ runs from —L to L, and the integral over the average coordinate runs from
(Jle—2'|=L)/2to (L—|x—=x \)/2 Thus the integral over ”"’3 gives a factor of L — |x — 2|
inside the = — 2’ integral (because there is no explicit dependence on x + 2'). Then for any
function f(x — '), we have the result that

L/2 L2 L
/ / dedx f(x —2') = / (L —|z|)f(x) (4.148)
-L/2J-L/2 -L

which in our particular case becomes

Do) Ll (C AL EROTEREEERT

acqt

() 2 (5

) (;jf;) S [ e [l % (0] s 00O 7)o 0]
” (4.149)

Fortunately, the second term can be neglected. As we will see shortly, the correlation
functions in the integrand are sharply peaked, going roughly as (cosh(mwz/v/3))~7 where 7 is
at least 1. Thus at any location x where the integrand is not negligible, |z| is on the order
of vf/m. This means that as long as vf3/m < L, we can neglect the second term completely.
Since we consider the thermodynamic limit, that will be the case for all T' # 0. Furthermore,
to make the problem computationally tractable we will let the limits of the x integral go
to +oo; this approximation is valid if and only if the integral is exponentially small when
|z| > L, which again is when L > vf/m. Thus the second term in equation (4.149) can
always be dropped in any case in which our calculation is valid. To ensure that we can
always drop the second term and also that we can extend the limits of the = integral to +oo,
we will henceforth assume that v /7 < L. We will therefore work with the expression

acqt

<Je(T>Je>w2L( ) Z / Az (U] o2, 700510 0N (e, 7L 00)]  (4.150)

Finally we should turn to known results from the literature for the correlation functions.
—Wj,a(ﬂfﬂ')?ﬂ;,a(o)) is the single-particle Green’s function, which is given by (see section
4.4):

a1 Yto
iakpx —ia ia 2
Golz,7) = - , , (2.29)
2ra % sinh <M) = Slnh (M)

vB/ vB/
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where a on the RHS is either +1 for right-movers or -1 for left-movers and 7 is a measure
of interaction strength as defined in equation (2.11),

K+ K1

5 (2.11)

Y
Recall that v = 1 in the noninteracting limit and ~ > 1 if there are either attractive or
repulsive interactions.

It is critical to realize that the expression in equation (2.29) is the Green’s function for
an isolated Luttinger liquid; we are able to use this expression because we dropped the
interchain hopping terms from the Hamiltonian appearing in the time evolution operator
and the thermal density matrix.

We also need an expression for <1/};7a(£€, 7)1;,4(0)). This will look similar to the Green’s
function, equation (2.29), but not identical. The correct expression is

= e
Gl yo a il (4.151)
ol—x,—7) = .
2ma vB o3 T—iT vB o z+ivT
- Smh(wm) ~ sinh (—vﬁ/ﬂ>

For a derivation, see section 4.4. We will call this function Gy (z, 7). To summarize, we have:

—(Wjalz, )1, (0)) = Galz,7) (4.152a)
— (Wl (2, T)0ja(0)) = Galz, 7) = —Gol—z, —7) (4.152D)

Substituting these into our expression for the current-current correlator, equation (4.150)
becomes

(Je(T)Je) = —2N.L (;;qé) Z/Ga(a:,T)Ga(—x, —7) dz|, (4.153)

where we have also summed over the chain index j to get a factor of ., the total number of
chains. We could also replace the sum over a with a factor of 2, as done in the last line above.
Physically, this is because for calculating the interchain conductivity, symmetry dictates that
left- and right-movers along each chain must contribute equally. Mathematically, however,
the fact that the integral does not depend on « is not immediately obvious, so we will leave
the sum over « in place for now so that later in the calculation we can show precisely how
a disappears.

The last step in calculating the current-current correlator is to substitute the actual
expression for the Green’s function as given in equation (2.29). (Note that this is also a
possible branching point for future work; (4.153) can serve as a starting point for adding
more features, such as disorder, to the model just by modifying the expression for the Green’s
function.)
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2
_ acqt o
(Jo(1)Je) = —2N,L <2ﬂh> %:/Ga(x, 7)Go(—, —7)dx
2 2 27y
acqt a”’ ™
— 9N.L s
¢ (27rh> (2ma)? (vﬁ)
N1 [(sinh (25 )\ ©
X Z/dx [Slnh <$—|—w7') inh <m>] <*3>
vB/m vB/m sinh (J:‘U-i-’L’L;rT)
Now we’ll make a substitution, (z/,7") = (7x/v8,77/f), to get
2 2 2y—1
t a“” T
g / ) = —2N,L acq m
(e(T) e) (27rh (2wa)? \ v
X Z/daz' [sinh (2/ + i7") sinh (2/ — z'q-’)]_7 sinh (" —i7’) :
o sinh (z/ 4 i7’)
Using some trig identities, we can helpfully rewrite the integrand:
2 27 2v—1
SRS S N (L iy (i
2rh ) (2ma)? \vp

2(7) sinh?(2’) — cosh?(2’) sin?(7’) — i% sin(27’) sinh(22)

COS
8 Z / da’ |:cosh(2x/)2fcos(2‘r’)i| v+l

The only term with o now vanishes because it is odd in 2’. So we see that, as predicted based on
physical grounds above, a vanishes from the expression.

acqt>2 a2 +1 (7r>271 /dx' cos?(7') sinh?(z’) — cosh?(z’) sin?(7')
Th) (2ma)? \vp [cosh(22") — cos(27/)]" !

4NL(

We can make the integral over x look a bit nicer by writing the numerator in terms of
27’ to match the denominator, which gives

o)) = AN, L (acqt)2 a2’ (l>2v_1/d:v'[ 1 — cos(27") cosh(2z") (4.154)

2rh ) (2ma)? \vp cosh(2a') — cos(27)]"*!

or, rearranging the prefactor a little bit to clean up the expression,

, B acqt\® 2a ma -t , 1 —cos(27") cosh(2z")
(Je(T')Je) = 4N.L ( Mi) Gray <U ﬂ> / d o 2e) —cos @ (4.155)

Note that a vanished from our expressions just as we expected it would.



CHAPTER 4. TRANSPORT IN COUPLED LUTTINGER LIQUIDS: DETAILS 98

The integral over 2’ can be done exactly (we have used the commercial software Wolfram
Mathematica) if the limits of integration are —oo and co. It is easiest to break the integrand
into two pieces with different x dependence. Both are of the form

/oo cosh(nz) —dx (4.156)
—oo (cosh(2z) — cos(27))”

with n = 0 or 2. For use both here and in the calculations for thermal conductivity and
thermopower, we will use a slightly more general result, as follows:

> cosh(nx) - . .
dr = 27+m 1 < T, _ . n >
/oo (cosh(2z) — cos(27))"™ ‘ fly,rym =g m)+ fly,7ym+ 5, m)
(4.157)
as long as n > 2(y +m), where
F N . 1 2T —2iT
oy =BG Emy by e

Y+n

and Fy(a; by, be; ¢; x,y) is the first Appell hypergeometric function|[82, §16.13]. Note that the
function f also has a relatively simple and convenient integral representation, namely

1
[y, 7.n,m) =/ (1 — 2t cos(27) + 2) 0™ gt (4.159)
0

This integral representation is derived from a similar one for F} in section 4.7.
Using equation (4.157), when we compute our two separate integrals over z, we get:

h 1 _ ovt+l
/_oo (cosh(2z) — cos(27))7+1 de=2"""f(y,7,1,1) (4.160a)

/—Z (COSh(2;;)Sil(Czoz)(27_))’y+l du =21 (f<7’ T 0’ 1) + f(V? T, 27 1)) (4160b)

Substituting these results into equation (4.155), we get:

(Jo(r')Je) =AN.L (a_qt) 27a (1)
‘ e\ 2nh ) (2ma)? \wp

X (2f(y,7',1,1) = cos(27') (f(7,7,0,1) + f(7,7,2,1)))  (4.161)
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Again rearranging to clean up the prefactor, we have an explicit expression for the cor-
relator in terms of the scaled imaginary time, 7'

(J.(7)J.) =4N.L (33392( 2 <2M>2v—1

2ma)? \ v

X <2f(fy, 7, 1,1) = cos(27') (f (v, 7,0,1) + f(7,7,2, 1)))

(4.162)

The units provide a quick check on the validity of this expression. The combination a/vf3

is unitless if # = 1. Likewise N,La/a? is unitless, as is Fy. All that remains is (achqt)Q, which

has units of (Coulomb meters/second)?, and Coulomb meters/second is precisely the correct
unit for electrical current.

Asymptotic behavior for small 7':

In section 4.1 above, we discuss the origin of numerical error in our results for the trans-
port coefficients. That error comes from the numerical integration of the current-current
correlation functions, so we need to know the rough order of magnitude of the size of those
integrals. The function (J.(7')J.) diverges at 7/ = 0 and 7, and these poles give the domi-
nant contribution to the integral from e to m — ¢ when the cutoff € is much less than 1. To
find the exact scaling with €, we therefore need the asymptotic behavior of (J.(7').J.) for 7/
near 0 and 7. Since the function is symmetric about 7 = 7/2, we can in fact look at just
7'~ 0. We now examine (J.(7").J.) in that limit.

The divergence of (J.(7').J.) as 7" — 0 comes from the divergence of the integrand in
equation (4.155) when x ~ 0. We can thus approximate the contribution of the pole to the
current-current correlator by taking a lowest order approximation of the integrand in both
2’ and 7/, which gives

/dl’/ 1— COS(27") COSh(Qx/) I /dx/[( (7_/)2 N (1'/)2 N (7_/)1—27'

[cosh(22") — cos(27)]"*! -~ )2 + ()2

(4.163)

Thus we conclude that for small 7/, (J.(7")J.) o< (7/)!727. Then integrating over 7’ from e
to ™ — €, the contribution from the pole at 7/ = 0 is proportional to €272?. This is the fact
used in our error approximation in section 4.1.

(Je(7)J6(0))

This calculation is similar to the one for (J.(7)J.), though the more complicated expression
for Jp compared with J, results in rather messier algebra. As a reminder before beginning
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the calculation, the expression we derived for the energy current is

(IV3l8r + [Vj-]2) ¥a(@)¥j-1,6(2)

ZaCUZ/ aﬂx — )

japB

drdx’ (2.26b)
— ([V=1]% + [V,08) ¥1_ (@) () ]

Again we will not give the time dependence explicitly, so we can immediately begin the
calculation:

(Je(r)Ts) =3 % / dy dzy dos dry ( 7;’ ) tag(zr — 22)tos(zs — 24) () (4.164)

ij By
eTH{ (IVilg, + [Vie 1]@)@/) (z1)i1,8(z2) }G_TH
B ([Vi- 1x1 ]m)% La(21)ig(22)
(o) = [ (V-2 + [V512,) 0] (a)idyo(ea) }
— ([VJ]ZS + [Vg 1]24) B! (23)1h-1,6(74)
e ([Vig, + [Vial}

o1 i 2) %’Ta(%)?/}i—l,ﬁ(@)e_TH
x ([Via]2, + [V512,) 11 (23)tys(2a)

3

+ e (V]2 + [Vil8,) ¢l o (20) i p(z2)e ™
x ([V512, + (Vo)) ¥l (23)1h-1.5(x4)

Note that @ = 6 and f = v in order to conserve the number of left- and right-movers
(mathematically this follows from the presence of the Klein factors, U)

e (V512 + [Vio1)2,) el (20) -1 5(wa)e ™™
x ([Vi-1)2, + [V512,) ¢1_ s(23)tsa (@)

= ;0050
S e (0 + V) V(oo

(
(Iv; }ﬁg +[Va]2,) ¥l (2s) - 1a(4)

_oc [Vj—l]fz) Yl (@)1 p(a2)e™™
= 2(51]5(165,3’7 < j 1 1,3 + [Vj]%l) @b;[il’/g(xg)wja(l‘gl)
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because the only difference between the two terms was j <> j — 1

eV, )e vl (T (r)e “THIV )2 0l 15T (2)
‘l'@TH[VJ 1]x2¢ga($l)¢3 1,6(72)e TH[VJ l]xzﬂ% 15(373)%&(374)
+e V]3] (931)% 18(@2)e ™[V 19 0 p(s)Yja(za)
+e V)0 00 (1)1 5(2)e V18 0L o(@3)thja (@)

= 20;j00508

(e [ ]]gl ;[ (951)7/’] 1,6(72)e TH[VJ 1]3;37/’; 15($3)¢]a(:v4)>

= 9ty | T Vil e (@)1 a(22)e TV ]E ()0 ()
HEOTI eV e, m(a:lm La(as)e ™V ]a ol 1o(T2) 0 (21))

(e [V ), 0 ()11, 6 (22)e V1200 (@30 (24))

[ (V18 00 (@1, T) e (@) (0 16(5527 TVl 5(xs))

([V; ]m i@, T)VoaB 0T (@) (Wl (1, T)ja (@)

(V J]x’h‘rw;ra(xl? V1% W50 (a)) (i -1,5(2, T)O]_y 5(3))

(V- 1]52,#/%1,6(@7T)¢;_175($3)>< 1o (21, 7) V]2, 50 (24))
(4.165)

= 20100504,

+
+
+

There are eight distinct types of two-point functions that appear in the expression: (t)T1)),
((VIT), (WTVIe), (VI [VIY), (o), ([VIveh), ([VIeT), and ([V]¥[V]gT). Two of

these we already know in terms of the single-chain Green’s function from our calculation of
(Je(T)Je) above,

—(Wja(, T)1]4(0)) = Galz,7) (4.152a)
~(Wlo (2, 7)5a(0)) = Gal2,7) = ~Gal~x,~7) (4.152b)

The remaining two-point functions can be calculated as derivatives of the Green’s function.
To demonstrate this, we first recall the definition of [V,]$:

h h

9,55 = a4 VO = 1 905(0) =V, [a - 0,0) — 0,00 (1141)

We can split this into right- and left-moving parts, those being proportional to a¢ — 8 and
—a¢ — 0 (which one is which depends on whether « is £1). Doing so gives

(Vily = —%Vy K% + %) (ag; —0;) + (% - %) (—ag; — Hj)] (4.166)

To check this, recall that o = £1, so o? = 1. At this point, we can drop the chain index j
because each two-point function we are evaluating contains operators for only a single chain
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and is independent of which chain that happens to be. Continuing with the calculation, we
will want two useful lemmas,

Va(ag(w) = 0(x))pl(z) = —ie™ 7V, (e eyl (2)) (4.167a)
Vo (ap(x) — 0(2))ha(x) = i€V (e M%), (z)) (4.167b)

These can be confirmed by writing out the expression for the fermion operators in terms of
the boson operators 6 and ¢.

We are now finally ready to compute the six remaining two-point function. We first
complete the computation for 7 = 0 and then make an argument that the time-evolution
only has the effect of changing G, (z,0) to G, (z, 7).

As a representative example, we will start by calculating ([V]%4! (2)1,(2")). Using equa-
tion (4.166), this splits into two terms,

(VI )a(a) = § (G + g5 ) (Felad = Ol )bala)
-« (% - ;) (Va(—a6 — O (@) (@) (4.168)

The first term features a factor (V,(a¢ — 0)¢! (2)1ba(2')), with a¢ — 6, while the second
contains (V,(—a¢ — 0)¢! (2)1h ('), with —ag — 6. We will later argue that averages of
the second type, containing (—a¢ — 0), will be either 0 or higher order in v3/L and hence
negligible. For now, we will explicitly calculate expectation values of the first type, containing
the combination (¢ — ). The calculations rely heavily on the lemmas (4.167).

We begin with the expectation value (V,(a¢ — )] (), (2')) and three others that are
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very similar to it:
(V. (06 — )l (2)ba(a) = (Va(ad — )L (2)bule)
= (—ieiakrry ekl (1)), (o)
_ _Z-efiakvax ( zakpm<wT (x)wa< ’)>)
— Z-efiakvax (ezakpr T — ill'l)>
— kg Gz — o) + 10y G — o)
(WL (2) V(0 = O)ala)) = (6l (@) (i€ V(757 o (a)) ) )
_ ieiakpx’vm/ (e—iakp:t:’ <wl (m)wa ($/)>>
_ _ieiakpm’vx/ (efiakp:v’éa(x i SL’/>>
= —akipéa(QT - ZE/) - ia:c’éa<x o ml)
= —Oékpéa(ﬂi - LCI) + Zaxéa(x - I/)
() V.0 — )L (")) = (1) (i b57 T (e () ) )
_ —ie_iakFx/Vm/ <eiaka/<¢a(x)¢l($/)>>
_ _’_ie—iakpx’vx/ <6iakF:L"Ga (fL’ . ZL‘,)>
= —ak:FGa(x — l‘l) + Z@/Ga(?ﬁ - l'/)
= —akpGy(z — 2') —i0,Go(x — o'
(V. (a6 — O)al@)h (@) = (i, < *“’W%( >>) a< ))
_ieiakvax ( 1akFxG .CL’ - I‘l )

; —ak‘FGa(:E — ZE/) —10,G ( )

103

The calculations for the expectation values from the ([V]y![V]y) and ([V][V]T) expres-
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sions are similar though a little more involved:
(Vo(ag — 0)tpa(2) V(g — )9l (a"))
_ <(ieiakp$vx(e—iakpx¢a(x))) <_Z-e—iasz’vx/(eiakFx’¢L(x/))>>
= ciokr@—a)y ( iakp (' —z) (Pa () ($/)>>
S AV < piokr (@' ) Golz — ')
= —¢iokr@=)y [iak:peiakF($'_‘”)Ga(x — ') 4 @D G (x — x’)]

_@iakp(x—x') (akF)QeiakF(I,_gc)Ga(x - lJ) + Z'Oékl!’emlﬁw(JC/_:E)a:JcGYoz (.1‘ - SL’/>
—iakpe @ =), Gy(x — 1) + FF @ =29 0, Gy (x — 2)

= —(akp)’Go(r — 2') — 2i0kp0,Go(x — ') + 02Go(x — )
(Valag — 0)}(2) Vi (a — 0)da(2"))
(e ke r, (ke (2)) (e V(e g (o)) ) )
= kY, 7, (R (] (@) (@)
= —¢lokr(@' =)y 7, <emkF(w_z/)éa(x — a:’))

_ _eiakp(x’—ar)vx |:—Z‘Oék’F€wékF z—z’ é (IL' _ l‘/) + eiockp(cc—x’)a ,é (l‘ o l‘/)]

B _eiakp(x’—x) (Oék )2 tokp(z—a’ é ($ _ l‘) _ ZozkzpemkF z— x’)a q ( . $/>
B +iakpei*r@=g Gy (x — 2') + ek r @9 0, G o (x — o)
—(akp)?Go(x — 2) + 2iakp0,Go(x — 2') + 0*Go(x — ')

Here we summarize our results so far:

— (Y (2)YL(2))) = Ga(z — o) (4.169a)
— (L (@)a(a)) = Galz — o) (4.169b)
— ((aV¢ — VO) 1ba (x)] (' > akpGo(z —2') +i0,Go(x — 2')  (4.169c)
<aw VOl ()¢l ; 10,6 )
_ ¢ )
<¢l( )(aVe — Vé’)xﬂ/}a ' > akpGo(r — o) —i0,Go(z — 2')  (4.169f)
{((aVe — VO),pa(2)(aVe — VO) bl (2)) = (akp)’Golx — ') + 2iakrd,Go(x — o)
— 02Gy(z — 2') (4.169g)
{((aVe — VO), ¢l (2)(aV — V) 1bo(2)) = (akp)’Golz — ') — 2iakrd,Go(x — o)
— 0?Go(z — ) (4.169h)

Notice the useful fact that for the two-point functions with one factor of (aV¢ — V@), it
does not matter whether that acts on the first or second fermion operator.
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This completes our calculation of the expectation values containing (a¢ — ), but what
about those containing (—a¢ — 0)? For the most part these terms will be 0. Look, for
instance, at

(—aVo(x,t) — Vob(x,1))ha (2, t)1ha(x")) (4.170)

This can be evaluated in a path integral formalism, integrating over the two functions ¢
and 6. The action breaks into two pieces, one for right-movers and one for left-movers,
S = Sgr+Sg, or equivalently S = S, 4+ S_,. S, depends on ¢ and # only in the combination
ag — 0, while S_,, contains only —a¢ — 6. Then the expectation value also breaks into two
separate pieces:

((=aVed(z,t) = Vab (2, 1)) va(z, t)a()) = (—aVed(z,t) — Vab(2,1))) o (Ya(z, )ha(2)),,
(4.171)
where (-), is evaluated with respect to the action S, and likewise (-)_, is evaluated with
respect to the action S_,. But S_, is invariant under the transformation —a¢(z) — 0(x) —
—(—a¢p(x)—0(x)), so the integrand in ((—aV,¢(x,t) — V.0(x,t)))_, is overall odd in —ap—

6 and hence vanishes. This means that indeed

(=aVad(x,1) = Vol (z,1))ha(z, t)¢a(z')) = 0 (4.172)

The same argument also applies to the expectation values from ([V]yf[V]y) and
([V]¥[V]¥T) that have (aV¢ — V) acting on one fermion operator and (—aV¢ — V) acting
on the other.

The only possible exception to this argument is when there are two factors of (—aV¢ —
V6). In general if the two factors are at different values of z, then it is still possible to perform
a transformation in the correlation function path integral where the signs are flipped at x
but not 2/, and the integrand is odd under such a transformation and thus again gives 0.
However, if x = 2/, this logic may not apply, so terms ([V]y[V]y) with two factors of
—aV¢ — V0 may give a contribution proportional to §(z — z’). However, these terms may
still be ignored because the expectation value ((—aVe¢(x) — VO(z))?) is finite, so that the
“delta function” has finite weight at x = 2’ and thus doesn’t contribute when we integrate
over x and z’. (It it a finite contribution on a set of measure 0 in the integration domain.)

We have thus far glossed over one potentially important part of our expression, namely
the (imaginary-) time dependence. What we really want to calculate is not just, for instance,

([V]2l(x)va(a’)), but rather ([V]2 (2, 7)ba(2")). First, note that [V]2 _is just the time

«

evolution of [V]2, or
. 0 K h
[vj]y,’r = vej (ya 7_) ?qu] (yv 7-) = vy Oégej(ya T) - ?Qb] (yv 7-) (4173)

This change alters neither our calculational procedure nor the form of the results. For
example, looking at ([V]3 ol (x,7)a (') instead of ([V]34](2)va(2’)), the difference is
that the left-hand side of equation (4.169¢) will be replaced with

(Ve (2, 7) = Vab(2, 7)) Y0z, T)a(2")) (4.174)
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but all that must be changed in 1 (z) o €(®?=% to get v(x,7) is to replace ¢(x) with
¢(z,7) and O(x) with 0(z, 7). Then just as at 7 = 0 an x derivative pulls down a factor
of (aV,p(x) — V,.0(x)), at nonzero 7 you get a factor (aV,¢(x,7) — V,0(x,7)). In short,
in the same way that the 7 = 0 results above were obtained by taking x derivatives of
the 7 = 0 Green’s function, the 7-dependent results can be obtained via derivatives of the
T-dependent Green’s function. The expressions look the same because the time evolution
operator commutes with taking a derivative with respect to x.

Thus to get the time-dependent versions of our above expressions from equation (4.169),
on the right-hand side we should just replace G(x — z') by G(x — 2/, 7).

At this point we can look at the full 4 terms from the current-current correlator, equation
(4.165). For instance, the first is

(V18 20l (@1, T)j0(2a)) (-1, (22, T) Vo]0 00 o(w3))

K h ~ a A
= — % (% + ?) (OszGa<ﬂU1 - 1‘477—) - ZaleOJ(xl - :L‘4,7')>
K h .
x _g (E + _K) (BkrGa(zy — 23, 7) + 10,,Gp(x2 — 3, 7))

This is a rather complicated expression, but it can be simplified substantially by making the
same assumptions on t,5(z — ) as made for (J.(7)J.) above, namely that t,5(x — 2') =
30ap0(z — ). Thus we only need to consider the case where a = , x; = x; = z, and
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x3 = x4 = 2'. In that case, the four terms from equation (4.165) look like

(V515 004 (@ ) (2)) ($j—1,0(z, T) V]3] o (2))
= % <[h{ + Z) (Oékpéa(ﬂj — 2, 7) = i0,Go(z — :1:’,7'))

« K h / . /
X =3 (h + K) (akpGa(z — 2',7) +i0,Ga(z — 2, 7))

i (I; + ;;) [(k‘F — iaagc)éa(w — 2, 7')} X [(kp +ia0,)Go(z — 2, T)]
(Vimlgrtiralm: M) o (@) Wa (@ )Vl tia)

a (K h .
) <h + K> (akFGa(x - xlvT) +10,Ga(x — x,a T))

a (K h ~ -
oy (h + K) (ak:FGa(:v — ', 7) —i0,Golx — 2/, T))
K  h\? N
=3 (h + K) [(kp + i00,)Gol(z — 2/, 7)] x [(kF — iady)Calz — x',T)]
(Vimlgrtimta(@ T)Vimal3tl o (@) (8l (2, 7)dja (@)
2
:i <Ih{ + Z) [(akF)QGa(m — 2/, 7) + 2i0kpd,Golx — 2, 7) — 02Go(z — 2/, 7)]
x Go(x —2',7)

(V18 -l D)V 15 a (@) ($m1,a(@, T 4 (2)

1 /(K h\? ) ) . . , 2 5
=1 <h + K) [(akF) Go(z —2',7) — 2iakp0,Go(x — 2’ 7) — 0G4

X Gol(z —2',7)

(x — o, 7')}

Combining the last two of these four contributions, we get (suppressing the factor of (K/h+
h/K)?/4 for now):
([Vio1)2 1@, 7)[Vima)20l ) (@) (Wl (2, 7)1 (2))
(V12 0 ) V3150 0)) (s TV ()
~ 2k2Go(x — o', 7)Go(z — 2/, 7)
+ 2ok p (0,Go(x — ', 7))Galz — &', 7) — 2iakp(0,Go(x — o', 7)) Gy (z — 2/, 7)
—(PColx — 2/, 7))Golx — ', 7) — (?°Colz — 2/, 7))C

alz =12, 7)
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We need to remember that we are integrating this over x from —oo to co, in which case we
can use integration by parts to move partial derivatives around, in particular to make the
last two terms identical:

) [k,%c;a(x — 7Gx — 2, 7)
+iakp ((&;Ga(x — 2 1) Cala — 2, 7) — (0sGa(z — 2, 7)) Gala — ', T))
H(0,G oz — 7', 7)) (0u G — 2, T))}

= 2[(kp +i0d,)Ga(z — 2',7)] X [(kF —iady) Gl — ', T)}

Now we can sum all four contributions (with the last two modified using integration by
parts as above), to get simply

(% + %)2 [(kr +i00,)Galz — 2, 7)] X [(k;F 00, Golz — Tﬂ (4.175)

Now we can recognize that, setting i = 1, the factor (K + K~!) is actually just 27y (see
equation (2.11)), so we have

(29)? [(kp + i00,)Gu(z — 2, 7)] X [(kF iyl — ', T)] (4.176)

We can substitute this rather nice result into the expression for the current-current cor-
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relator found in equation (4.164), getting

e\ 2
JE JE Z Z /dQTl d$2 dl‘g dl’4 <%> tag(l’l — l’g)t-yg(l'g — 1‘4) < s >

ij  afyo

Ut
_ Z Z /dxl dxy drs dry (%) 000,56 (x1 — 22)0(x3 — 24) (- )

i apfys

(V18 20l (1, T)bja(a)) (- 1/3(332, 7)[Vialg, ) 5(3))
+(IV; ]W% 1 (22, TV ]800 5(@)) (U)o (1, T)jal(@4))
+(IV J]W o1, ) V18 e (20)) (U1, (22, T 5(3)
+([V;-il,, T% 1(wa, UL g (23)) (Ul (21, 7) V12, 8 (w4))

(-++) = 20ij0a508+

([ Vile ha (@, Tl ))(% 1a(9«" T)[Vj—l]%w}_l,a(flf’)>
(o) =2 +([V;- 1]9”% 10 (2, )V ol ] o (2) (W, (fﬂ T)Yja(@’))

+ (V513 o (2, 7)[V12 %a( ))(% m(w T 1a(2)

+ [Vl timra (e, T (@) (W, )V ) ()

7)
= 872 [(kp + ia0,)Gol(z — 2, 7)] X [(kp — za@z)Ga(x -, 7')]

¢
Tp(r)Jg) = 292 [ 22
< E E i (27Th>

X Z / drdx’ [(kp +i00;)Go(x — o', T)] X [(kp — ia,)Go(z — 2, 7‘)]
The integrand is explicitly independent of j, so that sum just gives a factor of N.. As in the

case of (J.J.), it will also prove to be independent of a, but as in that case we will leave the
sum over « for the time being since the independence is not obvious. This gives

(Ju(1)Jp) = 2N (3;;) (4.177)

X Z / drdx’ [(kp +i00;)Go(x — o', T)] X [(kp —ia0,)Go(z — 2, 7')]
(4.178)

Finally, we change coordinates from z and 2z’ to x — 2’ and (z + 2)/2, in which case the
integral over the average coordinate gives L — |x — 2’| as discussed in the calculation of
(Je(T)Je). Again as before, we approximate this as just a factor of L since the second term
is negligible, in which case our final expression for the current-current correlator in terms of
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an as-yet unspecified Green’s function is

Ta(r) ) — 2N (acvt) Z/dgc [(kp +100,)Ga (2, 7)] X [(kp — i00,)Gal(z, )]

) (4.179)
or, substituting for G using equation (4.152b),

(Jg(T)JE) = —2N.L~? (;T“;) Z/dx [(kr + i00y)Go(z, 7) % [(kr — i00,)Go(—, —T)]

(2.28b)
To complete the calculation, we plug in the precise expression for the Luttinger liquid
Green’s function as given in equation (2.29) and integrate over . We can achieve a significant
simplification first by writing G, (x, 7) = e!*¥ f_(x, ), in which case
(kp +100,)Go(x,7) = ice™* 779, f, (2, T)

= iae" " f, (x,7)

and likewise

Qz

(kp —100,)Go(x,7) = —(kp — 100;)Go(—x, —T)

= —(—iae " krYQ fo(—x, —T)

= —jae M f (—x,—T)
where in the last line we got an extra minus sign from the chain rule. Then the integrand
simplifies to

ek f (2, 7) X —iae M (2, —T) = fau(®,T) fau(—2, —T) (4.180)
where
) ' ize _ Ioe
fla,7)=— — = (4.181)
2ma % sinh (—fj‘;ﬂ:) % sinh <—fjg/i:>
and thus
o) fo ) w2 o T+ vt (v + a) + coth T —ivT ( ) 2
(T T) fae(—2,—T) = — co a) + co —
’ ’ (4av)? vB/m " vB/m "
a\"T. x4t . ¢ —ivr\]77 [ sinh (f;;/l:)
X | — sinh sinh _—
'Uﬁ Uﬁ/’/T ’Uﬁ/ﬂ smh (ac—;z/v*r)
2 . «
1 (Cm>2v+2 (asm <ﬁ/ > —|—z’ysmh( oA/ >> sinh (f};}:)
o a2\ v ; ; +2 : x+ivT
16a’7= \ v [sinh <—“;E’/Z:) sinh <_€)_B,L/1;TT):|’Y sinh ( UE I )
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Now we can convert to our scaled (2’,7’) coordinates as we did in the case of (J.J.), to get:

1 am\ 2 (asin (277) 4 iy sinh (227)) sinh (z/ — i7")
16atn? (2)5) [sinh (2’ + 477) sinh (2/ — i77)]7"? (Sinh (' 4 i1’ )>

2+2 ar\ P2 [sin? (27') — 42 sinh? (227) + 2iasin(277) sinh(227)\ [ sinh (2 — i)\ “
~ 16472 <Uﬁ) ( [cosh(22') — cos(2¢’)]“’+2 ) (sinh (' + iT’))
2 lar 2+2 /6in? (277) — 42 sinh? (22') + 2iavsin(27') sinh(22)
- 16atn? <U5) ( [cosh(2x') — cos(277)]7F? )
y (cosQ(T’) sinh?(z') — cosh?(2') sin®(r') — i% sin(27") sinh(2x’)>

cosh(2z') — cos(277)

In multiplying the two numerators, the imaginary part will be odd in 2’ and thus vanish in
the integral, so we keep only the even part:

3 [ ar\ 272
~ 16air? (WJ’)
y ( (sin? (27) — 42 sinh? (227)) (cos?(7') sinh?(z’) — cosh?(2’) sin?(7')) + sin?(27') sinh2(2x’)>
[cosh(22") — cos(27/)]7T?

Note that the dependence on «a has again disappeared as expected.
Thus for the full current-current correlator we find the integral expression

(Jp(T)Jg) = AN,LA? <a0”t>2 Rl <”>2W+2 (“ﬁ> (4.182)

2rh ) 16a*m2 \vp T

. /dx, ((SmQ(QT') — 42 sinh?(22)) (cos (') sinh?(a') — cosh?(a’) sin?(7')) + sin?(27) sinh2(2x’)>
[cosh(2x') — cos(27/)]7 3

2 2v+1
APARRIE AN
= N.L 2 [ QcV e 4.183
7 <27rh> adm? <vﬂ> ( )
/d ) ((SmQ(zT') — 42 sinh?(22")) (cos (') sinh?(a') — cosh?(a’) sin?(7')) + sin?(27) sinh2(2:1:’)>
X T

[cosh(2x') — cos(277)]7F3

Assuming that each chain is infinitely long, so that we can let the limits of integration
in x go to 00, the integral over x can be done exactly. To do so, we split up the terms of
the numerator in the integrand by their z-dependence to get

t\2 2+ /a2 a + beosh(2z") 4+ ccosh(42") + d cosh(62")
Tp(r)J :NCL2<GCU> () /dm’( >
(/B(7)Je) T \2rn ) @i v [cosh(2a') — cos(27")]7F3

(4.184)
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where
0= %(2 cos(47) — 2 — 42) (4.185a)
b= iCOS(QT/)(l + %72 — cos(47")) (4.185Db)
c= }1(1 + 7% — cos(47")) (4.185c¢)
d= —%72 cos(27") (4.185d)

We thus have four integrals over x to perform. Using equation (4.157), we find the result:

> cosh(nz) i n n
/_Oo (cosh(2z) — Cos(27))7+3dx =27 (f(’Y,T, 3 5 3)+ f(y, 7,3+ 5 3)) (4.186)

so long as n < 6 + 27 (thus guaranteed for n < 8), where as above

Fi(y+nyy +m,y+myy +n+1;e*7 e 7)
Y+

fmmm) = (4.158)

and Fi(a; by, by c;z,y) is the first Appell hypergeometric function.
Specializing to the actual integrals over x that appear in equation (4.184), we have:

h 1 _ 9743
/—oo (cosh(2z) — cos(27))""? dv=277(7,7,3,3) (4.187a)

/°° cosh(2x)

oo (cosh(2z) — cos(27))7"

dw = 272 (f(7,7,2,3) + f(7,7,4,3)) (4.187b)

00 COSh(4fE) o2 i _ )
/_oo (cosh(2x) — cos(27'))7+3 dz =277 (f(y,7,1,3) + f(7,7,5,3)) (4.187c)
/Oo cosh(6x)

__ oy+2
~ (cosh(2x) — cos(27-))7+3 de =277 (f(v,7,0,3) + f(7,7,6,3)) (4.187d)

When all of these contributions are included, the result is a rather long expression, with
7 distinct f functions. This expression is not particularly enlightening, but we include it
here for completeness.
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(Jp(r')Jp) = N.Ly? (a"”t)Q . (27”)%+1 (3.231)

2rh ) 2a372 \ vf
_4(2 + 72 —2 COS(4T,))f(77 7—/7 37 3)

+cos(27)(2 + 72 — 2cos(47)) (f(~, 7, 2,3) + f(v,7',4,3))

+2(1 497 = cos(47))(f (7,7, 1,3) + f(7,7',5,3))

_72 COS(QT,)(]C(/% Tla 07 3) + f(% 7-/7 67 3))

Asymptotic behavior for small 7':

As we did for (J.(7')J.) above, we want to find asymptotic behavior for small 7’ for
purposes of estimating the numerical error in our evaluation of the transport coefficients
(section 4.1 above). We examine (Jg(7')Jg) in the limit of small 7/ by focusing on the
x,7" = 0 pole of the integrand in equation (4.184). We find

/dm’ (a + beosh(2x') 4 ccosh(4z’) + dcosh(6x')> ~ (5+7?) /dx/ (/)2 (7)?
(=

[cosh(22") — cos(27")]"" 20+ N2+ ()
o ()T (4.188)

Thus we conclude that for small 7/, (Jg(7')Jg) o< (7/)7'727. Then integrating over 7’ from €
to m — €, the contribution from the pole at 7/ = 0 is proportional to ¢ 27. This is the fact
used in our error approximation in section 4.1.

(JE(7)Je(0))

The calculation of this correlator is quite similar to the calculation for the previous two, with
a level of complexity that is between those two computations. The calculation itself follows
a similar procedure:
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= Z Z /dxl dxo drs dxy v (&)Qt glxr — x2)tys (3 — ) (- )
—~ & 2 \2rh/) @ K

([Vz‘]?l + [Vi_ﬂ@) Ol @)bis@) |

()= - <[Vz‘-1]§‘1 + [Vz]gz) %T,La(xl)ww(@) ]

x (011 (@) sa(aa) = 0L (@3)510(2)
_< e (IVilg, + [Vimilla ) la(@ i s(@a)e ™0l (ag)is(aa) >
N\ e (19, Vi) vl @) vs(e)e ] () 1,6(0)
et ([Vj]%Jr[Vj—l]gg) Yl @)1 p(@2)e ™l 4 (w8)1ja(aa) >
e ([V5-0)2, + (V506 ) W1 @) s(@a)e Ml (a1 a(ws)

eTH

= 0ij0as0py <

Note that o = § and 8 = 7 because of the U operators (Klein factors)

- 262‘j5a55,3'y <eTH ([vj]g1 + [Vj_l]gz) lb;[-a(-%'1)¢j717ﬁ($2)€_TH¢;7175(1:3)77/}]@(;[;4)>
because the only difference between the two terms was j <» j — 1

e [V12 0! (@)1 p(@a)e T o(23) o (4) >

— 26,1050
e ﬁ'Y< +eTH[ijl]%¢;a(x1)wj—l,ﬁ($2) TH?/JT 1,8(5173)77[)]04(354)

_ .. [ < TH[V ]xlea(‘Tl)w] 15('7:2) THwJ 16(1:3)w]a(x4)>

= 20100508y |+ (e[, 1j]x2¢]a($1)7/)y 1,8(72)e THT’[)] 1,6(8)Vja(24))
o5, [ ([V38, fa (@1 D)0 (2a))(05-1,5(02, TV 5(a3))
2000 | (9, e s VU @) L )

As before, we will assume that t,g(z —2’) = 3=0a30(x —2’). Then we can calculate both
of these terms, letting x; = 2o = x and 23 = x4 = 2’
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(V18 00, (@, ) (2)) (-1 (z, )y o (a7))

__ % (I; + Z) (akFéa(a: — ', 7) — i0,Go(x — x/77)) % Gl — 2/, 7)
- % <If§ * Z) [(kF — i00y) Gl — 33/77)] x Go(z —2',7)
([Vim1lz ¥j-10(z, TW] Lol /))(w;a(gg,T)[vj]g,wja(x/»
— 93/,7')) x G (z x/,T)

oK h , .
= — 5 <h + K) (akFGa(x - ,T) + 'La:cGa(SU

=5 (5 ) [l +i00,)Gale — 7)) x Galo =o'

The two contributions appear to be different, but recall that they are inside an integral
over x and hence we can modify them using integration by parts. This precisely converts
the two expressions into one another, so the two contributions to the correlation function

are actually the same. The sum thus gives

(V18 bl (@, 7)ja () (Y10, )L, o (7))
+([Vio1)2 ez, MY (@) (Wl (2, 7))

_ (5 + E) Gl — 2/, 7) (b — 100,) Gt — ', 7)

Vlabia(2))

h K
= —2v (Ga(x — 2, 7)(kp — ia@x)@a(:v —a, 7'))

This expression can be substituted into our calculation of (Jg(7)J) above

Z Z /d:E1 dxo drsdry — (2 h) tap(@1 — 22)tys(x3 — 24) (- )

ij afyd
act ? ' / . A /
= —2uy (27rh) ]Za/dx dx' Go(x — o', 7)(kp — ia0y)Go(x — ', T)

Now switch to relative and CM coordinates, again dropping the smaller second term, and perform

the sum over j to get:
act \? ~
= —2vyN.L <27rh) za:/cm Go(z,7)(kp — i020;)Go(z,T)

This is our final result in terms of the as-yet unspecified Green’s function

) Z/de z,7)(kp — i00,)Go(, 7)

(4.189)

(Jg(1)J) = —2vyN.L (
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or equivalently

(Jg(1)J) = 2vyN.L <2a;;) Z/d:p Go(z, 7)(kp — 100,)Go(—x, —T) (2.28¢)

The expression looks a little unbalanced at first glance, since the (kr — iad,) operator is
applied to G but not to G. This is artificial, however, since the operator is Hermitian and
could just as easily be applied to G instead.

Next, as with the other two correlators we will substitute in our expression for the Green’s
function, equation (2.29). As we did in our calculation of (Jg(7).Jg), we simplify the required
work by writing G, (z,7) = €**r® f,(x,7), in which case

(kp — i00,)Go(—x, —7) = (—iae )9, fo(—z, —T)

= iae‘wk”fa,x(—x, —7)
SO
Golz, 7)(kp—ia0,)Go(—, —7) = i fo (2, T) fou(—x, —T)
- T2-1g ( a )2v o sin (ﬁ;ﬁ) + 2y sinh (vﬁ/ﬁ> sinh (ig};) "

= ) . +1 . T+iT
8a?vfB \vp (smh <176/»LT> sinh (ig;;))v sinh (J/w)

If we now substitute this into our expression for (Jg(7)Jg), we can then convert to the
unitless coordinates ' and 7’ and simplify the expression:

(Ji(7)) = 207N, L (;ﬂ;)Q Za: / iz G, 7) (ki — i00,) G (—7, —7)

at 2 21 a \ %
= 20yN,.L
v (27rh) 8a2vf3 (vﬁ)
asin | - n) + 47y sinh (v 7T) sinh (i’ﬁ) :
v Z /d:L‘ B/ B/ B/ >

. +ir 7+l : T+iT
smh < I ) sinh <U;/7r)) sinh <y5/7r
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act 2072 g\
"NJy = 2vyN_.L —
(Je(m)]) = 2vy (27rh) Ra? <vﬁ>
asin (277) + 7 sinh (22) sinh (z/ — ia1’)
« Yo f O (e

(sinh (z/ — i7) sinh (z/ + i7")) sinh (2 + iar’)

act\°> 1 [(ma\?
= 20yN.L — | =
v (2%71) 8a?m? (vﬁ)

" Z / (asin (27) + iy sinh (22)) sinh? (2 — ia7’)
(sinh (2/ — i7') sinh (2’ + i77))7

act 242 ra\ P
= 2oyNeL (27rh) 8a?m? (ﬁ)
" Z /d , (asin (27') + dysinh (22')) sinh? (2/ — ia7’)
(cosh(2z') — cos(277))""?

The imaginary part of the numerator is

[7(0082(7/) sinh?(2’) — cosh?(2') sin?(7')) — sin’(27') sinh(2z) (4.190)

which vanishes in the integral over = (since this is an odd function and the denominator is
even). The remaining expression is

22 (g \ >
Tu(r')J) = 20YNL [ ==
(e(r)J) = 20y (27rh) 8a27? (vﬁ)
. / . 2 I /
XZ /d , (asin (277) + iy sinh (227)) sinh JE;B iat’)
(cosh(2z") — cos(27"))”

act 2’Y+2 Ta 2y
= 2vyN.L
v (27rh) 8a2m? <v5>
asm 27_ [0082(7'/) Sinh2($,) o COShQ(Z',) Sin2<7'/) + wsinh;(zx/):|

X dz’
Z / (cosh(22") — cos(27-’))7+2
a.t 27+2 Ta 2y
= 4vyN_.L c = (2=
o (2%5) 8a?m? (vﬁ)
sin(2r) [eos? () sinb? (o) — cosh(a') sin(r) + 222221
dz’
/ (cosh(2) — cos(27))
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We can pull the factor of sin(27’) out of the integral to get our final expression in terms of
an as-yet unevaluated integral over z. This gives

2 2
act 272 a7 .
<JE(T/)J> = 4U’}/NCL (ﬁ) W <ﬁ> sm(27")
y /d , cos?(7') sinh®(2') — cosh?(2') sin®(7’) 4 2 sinh*(22)
x
(cosh(2a') — cos(277))" "

(4.191)

Writing this in terms of 27’ gives

2 2 2y
N act 22 (ma . ,
(Je(r")J) = 20yN.L (_Qﬂ'h) 8% \ 05 sin(271")

y /dx’ 1 cosh(4a’) + cos(27') cosh(2z) — (1 + )
(cosh(2a') — cos(277))" "

(4.192)

Now we perform the integral over z. We can follow a similar procedure to the one used for
(Je(1)Je) and (Jg(7)JE), where we split up the terms in the numerator by their z-dependence
and compute each one separately. These z-integrals are found in equation (4.157), though
of course we must specialize to the case of m = 2. We get:

0o 1 oo

/oo (cosh(2x) — cos(27))7+2dm =2 f(7,7.2,2) (4.193a)

o0 cosh(2x) de — 9+ 1.9 3.9 L1031

/_oo (cosh(2z) — cos(27))"™? (f(r,7,1,2) + f(7,7.3,2)) ( )
)

> h(4z
/_ (cosh(Q;())S—<jos(27))v+2dx =27 (f(,7,0,2) + f(7,7,4,2)) (4.193¢)

Substituting these expressions into equation (4.192), we get the complete (though once
again relatively unenlightening) expression

(Je(r")JE) = 20YN.L ( ;ﬁ;)Q a217r2 (ij;“)h sin(27) (3.23b)
—2(1+ 1) f(7,7,2,2)
x| Feos2r)(f(v, 7, 1,2) + f(7,7',3,2))
+3(f(1.7,0,2) + f(y,7',4,2))

Summary of correlation functions

The key results for the various current-current correlators are somewhat lost above in a sea
of algebra, so we present them again here for clarity. In terms of an unspecified single-chain
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Green’s function we have:

(J(r)J) = —2N.L (‘2‘:}2) 3 / Gol,7) Gl —, —7)da (4.153)

(Jp(7)Jg) = —2N.L»? (;(;:;;) Z/d$ [(kF + 10:0;) G (, 7')} X [(/{:F — 100, )Gy (—x, —7')}
) (2.28b)
(Jp(1)J) = 20yN.L (;;2) Z/dx Gol(z,7)(kp — 120,)Go(—x, —T) (2.28¢)

Once we substitute the Luttinger liquid Green’s function as given in equation (2.29) and
simplify, we have (in terms of the scaled imaginary time 7" = 77/f):

(7)) = AN.L (acqt)2 2aq (71'@)271 /dx'[ 1 — cos(27") cosh(2x") (4.155)

2rh ) (2ma)? \vp cosh(2x') — cos(27/)]"
2 2y+1
t\" 27 (ma\""
NVg) = NLy? (=) = (X
(o) J) 7 (27?71 a’m? \ v

% /d:L‘/ <(1 + bCOSh(QaZ/) + CCOSh(4x’) + dCOSh(6aj/)
[cosh(22') — cos(27-’)]7+3
2 2
act AR AN
<JE(7")J> = 20yN_.L (%) W (w) SIH(QT/)
" /dm’ 1 cosh(42’) + cos(27') cosh(22') — (1 + 1)
(cosh(2a') — cos(277))"*?

) (4.184)

(4.192)

where in the expression for (Jg(7')Jg), the quantities a, b, ¢, and d are unitless functions of
7' as given in equation (4.185).

If we further perform the integration over 2/, the results are in equations (4.162), (3.23a),
and (3.23b) respectively. We have not actually reproduced the exact expressions in this
summary section since the results are relatively unenlightening. It is noteworthy, however,
that the expressions for (J.(7').Je) and (Jg(7’).Jg) are even about 7" = 7, while the expression
for (Jg(7')J) is odd. This will lead to vanishing thermopower (see section 4.3 below).

Response functions

Recall that the response functions are given in terms of the current-current correlators by
equations (2.2) and (2.4), reproduced here for convenience. The transport coefficients of
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interest are

62
o — ?L(”) (2.2a)
1 ” (L(12)>2
. {L( e (2.2D)
1 L2
where
L0 — i Jim — | =L / ’ dre™T(Tj,(7)7:(0)) (2.4)
w—06—0w | Q Jy w—sw+id

We first use these expressions to derive power law temperature dependence for the two
conductivities and to show that thermopower is 0, and then we calculate the Lorenz number
numerically to find its dependence on interaction strength v and the deviation from the
Wiedemann-Franz law.

Electrical conductivity

Our first step is to convert the integral over 7 to an integral over 7/ = T%, since we have
written our results for the correlation functions in terms of that scaled time variable. Then
equation (2.4) becomes

; 1 /l: g : /
(al) : : 1 iwpBT! [T A
LY = }Jlr% (lsm[l)— [—/0 dr'e (T751(7")5:(0)) . (4.195)

We will want to take the limit as w — 0, but in this case we will have neither an analytic
nor numerical result on which we can directly calculate that limit since the integrand still
depends on (3. However, if the limit is well-defined, then the limit as wf — 0 will be the
same as the limit as w — 0, so we can rewrite our expression in terms of wf3. We call this
quantity 2n as a reminder that the integral will only be computed for Matsubara frequencies
wyp, = 27n/B. The result will lead to a function that can be analytically continued in n-space,
and then the limit as the unitless variable n goes to 0 can be taken along the real axis. This
gives equation (4.68), or equivalently

L% = lim lim b {— /” dr'e* ™ <Tle(T/)ji(0)>:| (4.196)
0

n—05-0 2771 in—n—+id’

where §' = §/3/27 is still a small real number. As discussed in section 4.1 above, the value of
0" will never appear in our calculations, so its being scaled by 3 is not a problem. Specializing
to the case of the electrical conductivity, we combine equations (2.2a) and (4.196) to get

o = lim lim —©— {_i /0 ' dT’eQmT/<J(T’)J(O))] (4.197)

2
n—06—0 2mnT? | 7€) in—snis!
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Figure 4.4: Numerical part of o (second line of equation 4.199) for the Luttinger liquid

model, evaluated with cutoff e = 1071 (see section 4.1 for a definition and explanation of
the cutoff).

or in terms of the electrical current operator,

T . 1 —1 " / 2int’ /
o= 11111% (ISI_I)I[I) - |:7TQ /0 dr'e”™ " (J.(T )JJO))} (4.198)

in—n+id’

Finally we can substitute in our expression for the current-current correlator, equation
(4.162) to complete our calculation of the conductivity. The result is

4 2 2y—1
> N.L (a.qt 2a 2mra (4.199)
2n12Q \2rh ) (2ma)? \ vp

: : —t " inT!
x lim lim {E/OdT’eQ <2f(%7’,1,1)—008(27’)(f(%7’,0,1)+f(%T’,2,1)))1

in—n+id’

This leads to an overall temperature dependence of

(4.200)

A plot of the numerical evaluation of the second line of equation (4.199) for various values
of v is shown in figure 4.4, with error bars calculated as described in section 4.1. (In general
the errors are small enough that the error bars are barely visible.)

Thermal conductivity

The thermal conductivity is given in terms of the L) coefficients by equation (2.2b), or

S [Lm) _ <L(”)>T

k= T2 7,an)

(2.2b)
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Figure 4.5: Numerical part of s (second half of equation 4.202) for the Luttinger liquid
model, evaluated with cutoff ¢ = 10715 (see section 4.1 for a definition and explanation of
the cutoff).

As we will show in the following section, 4.3, the coefficient L(!?) vanishes in our model,
so that we only need to look at the first term. In that case, we combine (2.2b) with the
Kubo formula written in terms of the scaled imaginary time 7, as given in equation (4.196),
which gives:

T . 1 —1 " / 2int’ /
K= }lli% %15}% P [W_Q/O dr'e™"" (Jg (T )JE(O)>] N (4.201)

Finally, we substitute in the expression for the current-current correlator, equation (3.23a).
We then have:

N.Ly? (ant\? 1 (27a\*"" —i [T
g el (el ) limlim [— / dr'e® () (4.202)
20130 \ 2nh ) 2a®7? \ vf n=06-0 | N7 Jo in—sn-+io’
where (---) is the expression in the large parentheses in equation (3.23a).
This leads to an overall temperature dependence of

(4.203)

The numerical evaluation of the numerical part (unitless second half of equation 4.202) is
shown with error bars in figure 4.5.

Thermopower

The thermopower is given in terms of the L) coefficients by equation (2.2c), or

1 L(12)
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The numerator, L(*?) contains a Fourier transform of the correlation function (Jg(7)J),

and as calculated in section 4.3 above, that is given by

(Jn(7) ) = 207N, L ( Oct )2 ! <2m>% sin(27) (3.23D)

2rh ) a?m? \ vf

_2(1 + %)f(’% 7,7 27 2)
x | +cos(27)(f(v,7,1,2) + f(v,7,3,2))

+%(f(77 Tlv 07 2) + f<77 Tla 47 2))

This correlation function is odd about 7/ = 7/2, and thus as argued in section 4.1 above, we
conclude that
LM =0 (4.204)

We can then additionally conclude that the thermopower is precisely 0 in our model, which
makes sense given that our Hamiltonian is particle-hole symmetric. We thus conclude that

(4.205)

We view the equivalent of the correction to the density of states to get nonzero ther-
mopower from section 4.2 as beyond the scope of this dissertation. For a calculation of
nonzero thermopower in a model similar to ours, please see reference [98].

Lorenz number

Comparing the temperature power laws for electrical (equation 4.200) and thermal (equa-
tion 4.203) conductivities, we see that the thermal conductivity is one power higher in
temperature, which means that the Lorenz number = will be well-defined and temperature-
independent.

Furthermore, in calculating the Lorenz number we will find that all of the material-
dependent quantities in the expressions for the thermal and electrical conductivities will
precisely cancel and thus by evaluating the integrals over the Appell functions numerically
we will be able to find precise numerical results for the Lorenz number, allowing us to
explicitly find the violation of the Wiedemann-Franz law.

We will break the calculation into two parts. First we divide the unitful prefactors,
and then we numerically evaluate the integrals (including performing numerical analytic
continuation as described in section 4.1) to get the results shown in figures 4.4 and 4.5. The

prefactor portions are:
AN.L [(a.qt\> 2a (2ma\>!
O, =
Poo2nT2Q \2rh ) (2ma)? \ v

N.L~?* [a.vt S| oma\ 7t
K pr—
Pooonm3Q \ 21k ) 24372 \ vp
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Then dividing these and dividing by T we have:

K
L,=—2
P op T’

NeIn? (acvt)Q 1 <27r_a>27+1
2rT3Q \ 2mh 2a372 \ vp
AN.L (acqt)2 2 (27r_a>27_1
2rTQ \27nh /) (2wa)? \ vB
o'l (acvt)Q 2/a (27r_a>2
T2 \27h /) (2ma)? \ vB
acqt\2  2a
4 (27rqh) (2ma)?
¥2 .2 2ma 2
72v°(2/a) (w)
4¢°(2a)
k: 2
()
q
Comparing with the expected value from the Wiedemann-Franz Law, which is

2 2
Ly= = <k—B) ; (4.206)

3 e

we see that

L, =3 Lyy? (4.207)
Thus our complete result for L can be written as
L =~*Lg
. : —i [T 2int!
y 3 x lim (1;1_{% [ o dme®™ ™ () i

n—0§—0

lim lim [;—; fy dr'e?int (Qf('y, 7,1,1) = cos(27') (f(7,7,0,1) + f(7, 7,2, 1)))}

in—n+id’

(4.208)
where

—4(2 4+ % — 2cos(47)) f (7,7, 3,3)

+cos(27)(2 + 92 — 2cos(47)) (f(v,7',2,3) + f(7, 7,4, 3))
(«-)= (4.209)
+2(1 4+ 92 — cos(4m)) (f (v, 7, 1,3) + f(v,7,5,3))

_’72 COS<2T/>(f<77 Tl: 07 3) + f('}@ 7—/7 67 3))

The plot of L/Ly as a function of interaction strength «y is shown in figure 4.6. To find
the error bars, for each value of v we take many samples where the numerical integrals
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Figure 4.6: (a) Numerical evaluation of the Lorenz number as a function of v in the full
Luttinger liquid model. (b) Zooming in on small interaction strengths, the Lorenz number
approaches the expected value from the Wiedemann-Franz Law, Lg, in the noninteracting
limit v — 1. Numerical integrals are evaluated with cutoff e = 1071 (see section 4.1 for a
definition and explanation of the cutoff).

are allowed to vary randomly within their range of precision, and the Lorenz number is
recomputed using those values; the error bar indicates the smallest interval containing 68%
(one sigma) of samples in the resulting distribution of Lorenz number values. See section
4.1 for details.

We see from the graph that as expected, L/Lg goes to 1 in the noninteracting limit v = 1,
but the Wiedemann-Franz law is violated in the presence of interactions. As in the previous
model, this appears to follow a power law in 7, and we can confirm by plotting

_ log(L/Lo)

a(y) = loz(7) (4.112)

The result (with error bars now omitted for clarity) is shown in figure 2.3. It appears from
the data that L/Lg scales as approximately 7% for v ~ 1 and ~*? for larger v. While there
is no clear intuitive explanation for this precise exponent, there is actually a fairly simple
explanation for why we should expect L/Lq to scale as approximately 7 in this model and
~? in our earlier model.

Lorenz number scaling argument

Here we are interested only in the numerical value of L as a function of v, so we consider

B e

o (J(r) ) 210
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But if we look at our expressions for the current-current correlators,

(J.(F)].) = —2N.L (acqt)Q%: / G, )G (—, —7)da (4.153)

2mh
and
(Jp(7) ) = —2N.L? (%{Z) 5 / da [(kp + 100,)Ga(2, 7)) % [(kr — i08y)Ga(—2, —7)

(2.28b)
we see two main differences:

1. (Jr(7)JE) has a factor of 4% in front, which came from splitting the [V] operators into
parts proportional to ag — 0 and —a¢ — 6 as in equation (4.168). This gave one factor
of v for each [V] operator, or two factors in total for the current-current correlator.

2. (Jg(7)Jg) has derivatives of the Green’s function instead of just the function itself.
But the Green’s function looks roughly like

G(x) ~ f(x)™” (4.211)
so that taking two derivatives pulls down two factors of ~.

This explains why (Jg(7)Jg) (and therefore k) has roughly a factor of 4* that does not
appear in (J.(7)J.) (and therefore o), so that L ~ 2.

We also want to understand why the first model gives roughly L ~ ~2. In that model, the
distinguishing feature of (Jg(7)Jg) compared with (J.(7)J.) is two extra factors of energy
in the integrand. To be precise, in equation (4.67), n; is 2 for (Jg(7)Jg) and 0 for (J.(T)J.).
The energy for a linearized spectrum like the one we consider is proportional to £k — kp,
and if we convert the expression to real space like in section 4.5, this precisely gives the
modified derivative kp + i0,. This means that the noninteracting model still incorporates
the two factors that come from derivatives of the Green’s function.

What about the two factors of v from the [V] operators? In the real-space version of
the noninteracting calculation as presented in section 4.5, we see that the expression for the
energy current operator is much simpler than in the full interacting calculation. Nothing
like the [V] operators even appears. Thus these two factors of v are missing,.

Our conclusion based on these intuitive arguments is that in the noninteracting model
we would have L /Ly = v? and for the full Luttinger model we would have L/Ly = v*. These
are indeed close to the numerically observed values, which in the large ~ limit are v*% and
732 respectively. (In the latter case there is apparently a somewhat large correction due to
the precise functional form of the Green’s function, though the qualitative result that L is a
power law in 7 and with a higher power in the more complete model is consistent with the
simplified y* prediction.)
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4.4 Luttinger Liquid Green’s function derivation (and
G)

In our calculations above, we have used the following expression for the Green’s function of

an isolated Luttinger liquid:

2 2
iakpx o ;
Go(z,7) = —& “ L (2.29)
2ma | 2 ginh (25 2 sinh (2557

where 7 is related to the Luttinger interaction parameter K by v = (K + K1) /2.

It is surprisingly difficult to find in the literature a precise expression for the Green’s
function at finite temperature that includes all prefactors in a precise way.

One particularly clean discussion of the calculation, which we found helpful and enlight-
ening, is in reference [17]. Their equation (35), translated into the notation we use in this
work, states that for T'= 0 the Green’s function is:

I—« yta

Ga($,7'):—€iakpx|: —la ]{ 1 } (4.212)

2ra | x — T T + T

(Note that they define the Green’s function as — (¢} (x, 7)1, (0, 0)), but their result is actually
consistent with — (¢, (x, 7)17(0,0)) as we have defined the Green’s function here.) To go from
this expression to the equivalent one at finite temperature, we can look at various papers
that give the finite-T Green’s function but are just missing some important prefactors like
e re  One such result is equation (30) of reference [71]. Note that if we use that result,
we leave off the last factor because that arises in the semi-infinite case where the Luttinger
liquid has an endpoint, which is different from infinite-length 1D chains we consider here.
From that paper, it is apparent that the correct transformation to a finite temperature

result is given by
n
x £ vt — (ﬁ) sinh (x WT) . (4.213)
T vB/m

(Note that in the 7" — 0 limit, the right-hand side reduces to the left-hand side as ex-
pected.) This substitution transforms the 0 temperature result (equation 4.212) into the
finite temperature (equation 2.29).

We can also easily derive the correct finite-temperature result in the noninteracting case
by writing ¢ in terms of Fourier-space operators according to equation (3.29b) from section
4.3.

The calculation is as follows:
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_Ga(l‘7 T) = <¢a<x> T)@/)L(O, 0))

eiakpz - 1
(T ) (3

iakpx

e .
= > e (analn)ela)

Kk’

t~

iakpx

(& . _
_ - E :ezkxe TEga /b <Ck,aclta>

kE’

eiakpx

L Y e (1L —ng,, )
kk'

iokpx eikze—TEka/h

L —~ 1+ e BEka

e

Use Ei, = ahvk:

Let k' = ak:

iakpx eikxefﬂ'owk

L 4T e-pams
eiakpx eik:refﬂ—omk

= dk
o 1 + e—Balwk

eiakFx QaXoo eiak”xe—rvk’
= X a/ ——dk

e

27 Caxoe L+ e B
iokpx oo iak'x ,—Tvk!
€ € (&
= dk
27 /OO 1 + =Bk

Since 0 < 7 < hf:

_emk” T TV — iQx
2 | Pl phv/m

using csc(a) = i csch(ia):

 glokre im esely [ +iTv
21 | Pl Bhv/m

 elokre m—ﬂ—CSCh T +iaTv
21 | B Bhv/m
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Setting A = 1, this matches the Green’s function as given in equation (2.29) in the case
v=1.

We also want to write (¢ (z,7)1,(0,0)) in terms of the Green’s function. In the case
that 7 = 0, the relationship can be derived very simply, as

(W (2)1a(0)) = ({¥h(2), ¥a(0)} = a(0))(2)) = 6(2) + Ga(~2,0) (4.214)

The 6(z) part we can neglect. To see this, we will calculate (1] (x, 7)14(0,0)) in the nonin-
teracting limit the same way we calculated G, (z, ) above:
K

T T. T — e takre zkch
<¢a( ) )wa(070)> <( \/— Z ka ) (

—’LOC]{JFZ‘

= i Ze ik <Cka Cka>

kk'

Sl -

—iakpx

e
—ikx TE o/h
= g e b/ <ckacka>

kk’

—iakpx

e .
—ikx TERo/h
= I E (& ek / nEka(;kk’
kk'
e—iockpx e—ikxeTEka/h
L 1 + ePEka
k
—iakpx —ikx ,Tavk

€ €
L 1+ efatvk
k

efiakpx efikxeravk
= dk
2r / 1 + efolwk

. Y ’
e iakpx QX 00 e iak xe‘rvk ,
= X o ———dk

e

2r axoo 14 efivk
efiakpzv ) 67iak’xeﬂ-vk/ .
T on /OO 1 + ePok’
e~iakrr [ g TV — i0x
T o | Bho e ( Bhv/m )}

e~ iokrz [ 4 ar + iTv
= ——csch
2 | fhw ﬁhv/ﬂ

e~tekrr o W (® +iaTv
= —c¢sch [ ———
2 | Bl Bhv /T
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From these derivations, we see that for 7 = 0, equation (4.214) becomes
3(z) = (UL (x)1a(0)) + (Ya(—2)1'(0))

e—iakpm 00 e—iak/x e—iakpz 00 e—iak’z
. K + K
21 ) 1+ ePvk 2 ) oo 1+ e Bk

efiakpm [os} o

— e—zak T dk/
2 _

— efzakad(x)

= 0(x)

o0

so that the delta function comes from integrating over the infinite set of occupied states
below the Fermi level, where (1 + ¢°F) is 1. If we do proper normal-ordering or if we recall
that physically there is a finite band rather than states extending to infinitely low energy,
this contribution should vanish.

We thus conclude that in the case of 7 = 0, we have

Go(2,0) = (W1 (2,0)14(0,0)) = —Ga(—2z,0) (4.215)

At nonzero 7, since the Green’s function depends only on the combinations z + ivT, we
should expect that G will behave the same way, either sending x 4 ivT — x F tvT or keeping
x £ v invariant. Then we expect that equation (4.215) can be extended to 7 # 0 either by

Ga(2,7) = =Ga(—2,7) (4.216)

or by

Go(z,7) = —Go(—2x,—T) (4.217)

Our derivations for G and G in the noninteracting limit v = 1 are consistent with the latter
possibility, so we conclude that indeed

Go(z,7) = =Go(—z, —7) (4.217)

Of course, this result can also be derived by just following the same calculation that led
to the Green’s function in the first place. We will not show that calculation here.

4.5 Confirmation via special limits and
noninteracting models

To help verify our results, we will (1) compare the results of our two models in the nonin-
teracting limit, and (2) rederive the current operators for the real-space calculation directly
in the noninteracting limit. In both cases we verify that our results are correct.
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Comparison in the noninteracting limit

For concreteness, we will compare the two models for one particular calculation, namely
of (J.Je). We will begin from the noninteracting model in k-space and transform to real
space to show agreement with our direct Luttinger liquid calculation. Our starting point is
equation (4.63), reproduced here for convenience:

T (0)) = AN, (9) (L) B, E)[2g(E)g(E' " dE dE'
e e - c\ = = t 5 7 EdE
o) =8 (S0 () [ e e ) | i e
(4.63)
We follow the following steps:
acq\2 ( L 2/ NP ' erE-E) '
o(7)J.(0)) = 4N, = t(E, :
m12.0) =48 (%) () [ WEEVPABE) | i oy | B OE
Rewrite with 7/ = T%
2/ L\2 (T B(E—E") [
e’e:4Ncva/ B, E)2g(E)g(E' EdE'
e13.0) =48 (S0 (B) [ BBV | o o | A
Convert to an integrals over k and k'
acq 2 L 2/ N2 eT/B(Ek_Ek’)/T" ,
=4N, — tk, k dk dk
Substitute Fourier transforms for ¢(k, k') using equation (4.232) from section 4.6:
_ AN <CLCQ)2 £ 2/ 1/d d /|:t (z — /) 7Z‘O(kF($7{L'/)i| —ikx ik'z’ ?
= c 7 o " T X adx ol X e (& €
o7 B(B—Ey) ,
(1+ePPr) (14 e FEw) dk dk
d:L‘l d:L'2
4N, cq\ 2 s _ w - . _
_ (27T)2 (ahCJ) / dzs d‘%'/4 ta(l'l —IL'Q)C takp(x1 $2):| e zkm1ezk T2 |:to¢(x3 _x4)*ezakp(:r3 x4)]
dk dk

. Y
ezkxge ik'x4

e B(Ex—Ep)/x ]
X

(1 + eBEr) (1 + e‘ﬂEk’)

_ 4N, <acq>2/ dxy dxa [ta(m _:L,Q)e—iak’p(xl—xg)} [ta(l,3_l,4)*eiakp(x3—x4)}

(271')2 h dwg d1'4
7' BEy /7 ,—ik(x1—x3) —7'BE /7 ik (x2—x4)
w | fap e T g e T
1+ BBk 1+ e PEW
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Since 7" € [0, 7], both integrals over k converge. We also have to be careful here because
our starting point included both right- and left-moving branches of the band structure by
including a factor of two, so here we must pick one by specifying FEj. For left-movers,
E, = —hvk, while for right-movers E, = hvk. Here we assume right-movers. Performing
the integrals, we get:

_ 4N, (acq>2/ dxy dzo [ta($1 _x2)efiakp(x1—x2)} {ta(x?)_mzl)*eiakp(ngm)}

2m2 \h dzs dz
x [—Uﬁcsch < ”ﬁ( 5 —11) — w’)} [Uﬁcsch ( ”ﬁ( o — 1) H.T,ﬂ

As in our real-space calculation, we use t(x,2’) = %(5 (x — 2'), as derived in section 4.6 below, to
get:

_ 4AN. [acqt 2 ., - »
— 2n)1 ( - ) /dxl dxs [ wcsch <UB (x3 —x1) — W)] [Uﬁcsch< B(azl x3) + it
_ AN, [ acqt 27 7\? T , 2
~ g () (55) [ [ (o - 17|
Rewrite with center of mass and relative coordinates using equation 4.148 to get:
AN, [acqt 2 \? T ./ 2
= 20! ( 5 > (115) /daz (L —|z|) [csch (wx+w)]
_ ANCL [acgt\? (7 \° = A\

‘<2w>4< h ) (5) fe [h (ﬁ“)]

Finally, we rescale x to ' = %x, getting:

(T (7).7,(0)) :—g:)ﬁ (“%qt) <U B) / da’ [esch (o + i7')]?

Compare this with our Luttinger model result. One intermediate step in that calculation
looked like,

(Je(r")Je) = —2N.L acqt 2a_27 T 2y-1
e e/ — c 2mh (27'('@)2 U/B

_ (sinh (2 — i)\
X Za:/d:v' [sinh (2’ +i7") sinh (z/ — i7")] " (%) (4.218)

As we did above in choosing FEj, we will look at just the right-movers. (As shown in our
earlier calculations of the current-current correlator in this model, o actually drops out, so
this choice is purely about making the equivalence of the expressions manifest.) Thus we
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set &« = 1. We also consider the noninteracting limit v = 1 to show the equivalence of the
models in this limit. With these substitutions we have:

(Je(r)Je) = —AN.L <;;q7§)2 (2?2)2 (%)

X /dx’ [sinh (2’ + i7') sinh (2 — i7")] " (

_ _% (%W)Q (%) / da’ [sinh (2 + i7')]

which as promised is in agreement with the direct calculation from the noninteracting model.

sinh (' — i7’)
sinh («/ + i7’)

Noninteracting real-space calculation

The purpose of this section is primarily to confirm our expressions for the thermal conduc-
tivity in the real-space Luttinger liquid model, since that derivation is rather long and hence
is potentially prone to errors. We confirm the structure found above where we integrate over
shifted derivatives of the Green’s function of the form (kp + i20,)G.

Noninteracting real-space Hamiltonian

We begin by finding the Hamiltonian. We want this model to match the ones above, so we
begin with the Hamiltonian from our first model,

H= Z EkC}ijk — Z tkk’ (C}ij_;'_Lk/ + hC) (21)
jk

k'

First, we match to the real-space Luttinger liquid model by linearizing around each Fermi
point and separating the left-moving and right-moving parts of the spectrum (near +kp
respectively). In that case, Ey = ahvk where v = £1 for right- and left-movers respectively
and v is the Fermi velocity. This gives

H = Z ahvk‘c}kacjka - Z Ztkkz’,aﬁ (C;kacj'*‘Lk/ﬁ + hC) (4219)
jka jkk' ap

The conversion of the hopping term to real-space should give precisely the expression A
from our Luttinger liquid model above (equation 4.131). To convert the on-chain part of
this Hamiltonian, we substitute in our expressions for ¢, in terms of ¥,(z) as given in
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equation (3.29a). Then we compute (temporarily dropping the index j for convenience):

H = Z Ozhvkc,TC oCh.a
k,a

1 N 1 o /
— ahvk <_ ezkxezakpxwg(x)dx) <_ efzk:v efzak:pz wa(.f/)dI/)
e (7 il
_ hvz / iakp(z— z/),(pT )wa [ Zkelk z—az' ] dr dx’
= hvz / ke @Dyl (2)a(a’) { / ket dk:] dz dz’
= fwZa/eiakF(x_x/)wl(x)lﬂa(x/)(—i&c) [%/eik(x_’:/)dkl dx dx’

= —ilw Z a / i okr @2t (1)) (2)(0,0 (z — 2'))dx da’

Thus the whole Hamiltonian we will use is
H= Z H; = Z hj +
= —ihw Z / iokr (=l (2)).0(2)(0:6(z — 2'))dz da’ (4.220)

Wy=—3 zﬁ:/dx d:r' taﬁ(x — &)Wl (@)1 5(2") + tag(@ — )] (@) s(a) + h-C-]

Current operators

We now want to find the current operators, both for electrical current J. and thermal cur-
rent Jg. Fortunately, the expression for the on-chain Hamiltonian never appeared in our
calculation of J. above, so our answer must be the same here as in the Luttinger liquid
model (section 4.3). For Jg we do need a new calculation, though fortunately it will not be
particularly difficult.

As above, we find the energy current operator using the expression

ikacj
Jo = lim % Zj:[Hj, H)etkaes (4.48)

k—0

To calculate the commutator, we split up the Hamiltonian into the on-chain and hopping
portions and get

[Hj7H] - Z[HjaHi] = Z[hj7h] [hj7h;] [h;wh‘] [h}h;] ~ Z[h;‘ahi]_[h;vhj] (4'221)
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where as above the [h;, h] term is 0 and the [h, h;] term is second order in the hopping and
thus can be neglected. We next find [, h]:

(W5, hi] = ZHTU Z’y / dy dxy dus dy tag(x) — 29)eFF@ =2 (9§25 — 14)) [ ]
afy

[ vlae)tias(@e) + ¢l (@)e 0 s(r) g , }

= o e taaite

01 410 h o (1) Wiy (24) + 6yl (1) (224) ]
— 85420 _ J+1 il »J Y
02 = ) { +5ij¢;j1,a(ml)¢i7<w4) +5ij¢}j1,a(931)@/}m($4)

-4 (5(33 _ x4) { 51'3‘@7(953)%“,5(132) + 51'3‘1/1;7(953)%—1,5(962) }
e +0;,j410L (23)018(2) + 0ij 1L (23)155(x2)

We then subtract the same expression but with ¢ <+ j, and then we sum over i. The terms
that have ¢;; will all cancel in the sum since the Kronecker delta enforces ¢ = j and thus the
terms will be the same when we swap ¢ <> j, and we thus have:

[h;’ H] = ZHTU Z"}/ / d£C1 dLCQ dl'g dl’4 talg(lﬂl - xZ)eika(xgim)(aTSd(x?) - .1'4)) [ o ]
aBy
1 - 8 1l (21 Win (24) + 65 j1 0] (21)1his (24) }
[l=2 {5[%5(@ 72) [ =01l (21) 04 (24) = 054100 (1)1, (24)
B B 8yl (w3 )sp(@a) + 6yl (ws)hja(a2) H
Par0(1 = 4) [ —5j,i+1¢zty($3)¢w($2) — 61t ] (23) g (o)
Dl (@) 410(T0) + L, (1)) 14 (24) }
— S —
it =) | ) (1) = g 1 ()
B B Wl (@) ys(ae) + ¥l (23)15(x2) }
o0 — 74) { —pL (w3)_1,8(22) — UL (23)1h11,8(2)

We can next use the useful fact (equation 4.45) that for any operator depending on site j,
0;,

7

. 1 ikaj .
limg Z(Oj—i-l —0y)e™ = —WZ 0; (4.45)
J J

k—0
This gives
Jg = —iac% Z y/dxl drg drsdry tas(r1 — :Eg)e”kF(m_“)(amé(xg —14)) [ . }

JjaBy
[' ’ ] = 0p,0(x2 — 3) [qﬂ;fl,a(xl)wj’Y(wﬁl) - @/)]T-a(%)@/)j—l,y(m)} (4.222)
+ 0ay0(71 — 74) [w;—1,7<533)wj5(372) - w%(%)%fl,ﬂ(@)]
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Next we use the delta functions from [ . } to eliminate one index and one position coordi-

nate, getting

Jg = —iac% ZV/dx dg duy €T3 (0,,6 (g — x4)) [ -]

Joy
[ ] =t = 5) [0 (@) (22) = Lo (@)1 (2]
by — @) [0]1 (@) a(®) = U], (23)051.0(2)|
We can then perform integration by parts to move the derivative from the delta function:

JE:_ZQC%Z'}/\/dZL’dQng.ILL |:j|

Jory

[-+] = tay (2 — 23)e* P37 20(9, 5 (25 — 34)) [¢;—1,a(z)¢jﬁ(x4) - ?ﬂ;a(x)@/}j—lw(x@]

by = @)D, 5wy — ) [ (0)0ga(@) = v (2505 10 ()]

= toy (v — 23)e™ (9, 5(25 — 24)) [¢;_1,a($)¢m(x4) — lbja(x)i/}j—ln(ﬂ)}
~ Lyalwg = )OI (0, (g — 24)) |61 (23)05a(@) = 0], (23)851.0(2)|

= [y (tar @ = )™)Y ] 5y = ) [ (@) (0) = Lo (@)051 (2]
(O (o = 2)e =0 Gy — ) (0] (23)50 (@) — ] (23)051,a(2)|

= —er @) [(jykp + Oy, )tan (v — 3)] 0(23 — 24) [1/1;_1,@(13)%7@4) - wja(ij—m(m)}

) (i + Yol — )] 6(xs — 20) [y (03) () = U, (23)05 10 ()]

So now we can use the delta function of x3 and x4 to reduce to just two coordinates, x and

'

JE:—iac%Zy/dxdx’ [ ]

(] = = [@7kr + 0o (@ = 2)] [0 (@) (@) = Vo @)1
+ [(_i'YkF + ax’)t’ya(x/ - [E)] [@71“(33')%%93) - 1/}%@')%—1,@(93)}
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If we relabel x <> 2’/ and « <> v in the second term of [ . -}, this becomes

JE:—iaC%ZW/dxda:’ [ ]
jory

[-+] = = [0vke + O tan (@ = 2)) [0y 0 (@)1 () = vl (@)1 ()
+ [(=ivke + O0)tan (& = 2] [y o) (2') = Lo (@)1, ()]

and we can easily see that the two lines of [ . } are actually the same! Thus we get:

To = o 3" [ deds’ [(ivhe + 0o — )] [ U0 (0)(0") = (o)1 (0"
Jory
(4.223)
or rewriting to make the expression slightly nicer,

Jp = —iawwy / dx dx’ [(kp + 70, )t (x — 2')] [wj_l,a(l‘)%v(x/) - w;a(xﬁ/}j*lﬁ(‘r/)]

joy

(4.224)
Note that if we assume as we have done in the calculations of the current-current correlators
for the Luttinger liquid model above that t,s(x — 2') = 3=0a30(x — 2'), this becomes

1a.vt

Te =03 [ [ (ot (@) a0 = (Batfa(a)) yora@)]  (0225)

where l%a = kr —ia0,.

Current-current correlators

As noted above, J, in this model is necessarily the same as in our Luttinger liquid model from
section 4.3, and thus the correlator appearing in the calculation of electrical conductivity
must also be the same.

The correlator (Jg(7)Jg), however, could in principle disagree so we will calculate it here
and show that it agrees with the noninteracting limit of our earlier result. Since our earlier
result used to5(z — ') = tdapd(x — 2’), we will start with the expression for Jg that already
incorporates that simplification. We thus have:
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(Je(7)Js) = (‘”’t)

() = (Rt ol 7) Vale,7) (WJ (') i-15(2")
t (hatla(@, 1) soral@ 7) (Revly 5(@)) vis(@))
= a5 { (Bt} 1.0 (2:7)) 05 1.0(e)) (Biale,7) (Ravla (@) )
o+ dastiy ((Batrfa (7)) $ia@) ) (510l 7) (svl_o(2))

Next note that each correlator now has only a single value of j, meaning that it is a property
of a single 1D chain. Since all 1D chains are assumed to be the same, the exact value j or
7 —11is no longer important. In that case, the correlators don’t actually depend on j so that
the two terms are the same and the sum on j just gives a factor of V., the total number of
chains. Thus we’ll drop the j index and perform the sum. Thus overall we get a factor of
2N, to get:

(Jo(7)Js) = 2N, (’f> > [z {(avd.7)) vale)) (bale. ) (Ruvh(a))

(4.226)

Z/dwdm

ijaf

We can pull the derivatives out of the correlators to get

s(r)) = 2N, ()

X Z /dx dz’ [(kr —iad,) (Y1 (2, 7)ba(2))]x [(kr — iady) (Yu(z, T)0!(2))]
i (4.227)

We can then rewrite in terms of a single position coordinate to get

(Jp(7)Jg) = 2N.L (a;;ty

X Z /dx [(kr — iad,) (W] (2, 7)10a(0)) X [(kr + iady) (a(z, )0} (0))]
i (4.228)
Writing this in terms of the Green’s function we have

a.vt
(Jp(1)JEg) = 2N.L ( o

)QZ / dr |(kp = ia0,) Gl 7)| % [(kp + ia0,) Galz, )]
a (4.229)
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If this is compared with the noninteracting limit (7 = 1) of equation (2.28b) from our
Luttinger liquid model calculation, we find that they agree. This provides a useful con-
firmation of our lengthy and therefore error-susceptible calculation in the Luttinger liquid
model.

4.6 Form of the hopping, ¢,y and t(z,z’)

Both of our models involve some sort of hopping strength, tx; in the noninteracting model
and t(z,2’) in the full Luttinger model. In calculating the transport coefficients, we had
to make some assumptions about these transport coefficients. In particular, we used the
following expressions:

b = fo- (BRI (4.230a)

He, K) = %5(1@ _ ) with 5(0) = L (4.230D)

K, 2) = ——5(x — 2) (4.230¢)
2

In this section, we will derive (1) the relation between tx and t(z,2’) and (2) the precise
expressions given above.

To find the relation between tyx and t(z, z'), we begin by assuming that the Hamiltonians
we use for our two models describe the same physical system and thus can be directly related.
For convenience, we reproduce those two expressions here:

0= Z E’“Cykc]’f Zt’“"f’ < CinCirie £ huc ) (2.1)

kK’
H= Z H, = Z hj + (4.131)
J

hj:% [ o 5 90+ V0]

1
=32 / du di’ [t“ﬁ(” — 2Vl (@) s,5(2") + tag(a — 2V o (2)855(a") + huc,
ap

Our first step in equating these is to rewrite the hopping term of the latter Hamiltonian
(equation 4.131) with only two terms instead of four so that it more closely matches the
form of the noninteracting Hamiltonian. The Luttinger hopping term then becomes

>0 / dz da’ [tcxﬂ(x — )l ()41 ,(2") + h.c.] (4.231)
j oB

which is just the sum over j of the expression in equation (4.133).



CHAPTER 4. TRANSPORT IN COUPLED LUTTINGER LIQUIDS: DETAILS 140

We now substitute in expressions for the real-space fermion operators ¢ in terms of the
Fourier space operators ¢ and compare the two hopping terms to find the relation between
ti and t(x, 2"). We begin by dropping the sum over the chain index j since that appears in
both expressions. We can likewise drop the Hermitian conjugate term for our comparison,
since if the first term matches, that one will as well.

Then we have:

Z tkk/c}kcjﬂ,k/ = Z /dx dx’ [ta/g(x — x')@b}a(x)@bﬁm(x')]

kk! af
6—iakpaz ) ezﬂkpr’ .y
= Z dx dz’ [t sl —a) [ Z e~ Z et e
a jka J+1,kB
> / VL % VL 4

At this point, we must deal with an inconsistency in the way we have approached our two
models. In the noninteracting model, we did not split apart the two separate bands until
switching from an integral over k to an integral over E, while in the real-space Luttinger
model we have already done so. This is why there is a sum over a and 3 on the right-hand
side but not on the left-hand side. To correct for this difference in approaches, we assume
as above that t,z(x — 2') = dapt(z — 2’) and also add in a similar dependence on « and 3
on the left-hand side, txp — trr o = daptiw and sum over « and f:

T
g g tkk! CjpaCi+1k o

kk! o

iokpx’

—iokpx ) o,
= Z / dx da’ [t(x — ) [6 Ni7 Z e_lkxcj-ka] [e Ni7 Z etk Cj+1,ka] ]
« k k
1 . ’ - W)
=7 Z Z / dz dx’ [t(x — x')e"akF(x_z ) [e‘mze’k ¥ } C;kacj+1,kai|

kk!  «

1 . ’ . Sy
to = Z/d%’d.ﬁlﬁ/ |:t(.7§' o x/)e—zakp(x—x) [e—zkxezkx :|:|

It appears that either ¢z or t(x,z’) must still depend on . We will assume for now that
the dependence is in t(x, z’) so our final result is

1 . / . ENIW;
b = 7 /dm dx’ [ta(x B )} ek giki (4.232)

We can also invert this relation to get

—iakp(z—2") _ L
(2m)?

(4.233)

to(z —2')e

/dk dk/ tkk/eikme—ik'z/

Now we can finally put in some example expressions for these hopping strengths. We
begin with ¢, which we assume to be sharply peaked around k& = k’. To be concrete, we
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start with the expression
N2 /1.2
e = te_(k_k) /kg (4234)

where kg is some large momentum. This gives
to(x — o )eiokr(@=al) — —k:ox/_e (koz/2)* 5 — ') (4.235)
or equivalently (because of the delta function on the right-hand side)
tlx —a') = —k: ov/me” *oe /27 55 — o) (4.236)
On physical grounds, the real-space hopping should not grow with L, so we want kg oc L™

In particular, we choose kg = A/L where A is some unitless constant of order 1. Then we
have:

to = te~ (F=K)2/(A/L)? (4.237)

Ho—a') = Atf (AL 53 _ o) (4.238)

In the limit L — oo, this becomes

ek = tOkpr (4.239)
t(x —a') = A;ﬁé(m’ — ) (4.240)
m

1 2
§(z) = lim ——e "% /%, 4.241
(z) = lim o (4.241)
we can write
N2 2 Aﬁ L / 2 A\/_
by — te—B=KD?/(A/L)? _ 2V 7 (k=KD /(AJL)? IV T sl ) 4.949

in the limit L — oo, with §(0) = ﬁ%. Note that if we directly Fourier transform this
expression for ¢(k, k') to get t(x,x’), the result is

Atﬁ&x — '),
27

t(x —2') = (4.243)

precisely the same as what we found in the I — oo limit of the Fourier transform of tyz.
Our choice of ky was somewhat arbitrary apart from its proportionality to L™!, so we can
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also choose the constant A to have a convenient value. We pick A = 71/2 so that we end
up with the very nice expressions:

tgy = te” BRI/ (4.244)

He, ) = %wf ) with 6(0) = L (4.245)
n o t /

t(z,2') = 27T(5(x z') (4.246)

We can also get ¢(E, E’) by a variable transformation on t(k,%"). Our linear dispersion
implies that £ = +hvk, where for a given ¢(E, E’) function we are only on the right branch
or the left so that the sign of the dispersion is the same for both. This gives

t L
HE,E') = %5(E — E') with §(0) == (4.71)
v
Similarly we can also get the expression in terms of SF,
t L
t(BE,BE") = %ﬁé(ﬁE — BE") with 6(0) = B (4.247)
v

4.7 Definitions and identities for the F}
hypergeometric function

In our calculations for the full Luttinger liquid model, some exact integrals have provided
results in terms of the Appell hypergeometric function, Fi(a; by, ba;c;x,y). This is usually
defined in terms of an infinite series in the two variables z and y [82, §16.13][28, §5.7.1],

(@)itj(b1)i(ba), i

Fi(a; by, by c;2,y) = 1 (4.248)
;j (C)Z'Jrj?/!]!
where the Pochammer symbol (a),, is defined by
I'(a +
(a)n = <§(a)n) =afa+1)---(a+n—1) (4.249)

This series representation converges for |z| and |y| less than 1 and diverges otherwise
except in the case of very specific values of the a, b, and ¢ parameters that cause the series
to truncate. (In particular, this will happen if any one of a, by, and by is a negative integer.)

In our case, x and y are e*?", with absolute value 1, and the parameters are such that the
series in fact fails to truncate, so that the infinite sum does not converge. In this case, when

we give expressions in terms of Fj, we are implicitly referencing the integral representation
of the function [82, §16.15][28, §5.8.2],

Fi(a;by,by;c;myy) = %/{) N =) N = at) T (1 — yt) T2 dE, (4.250)
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valid when Re(c) > Re(a) > 0. In the regime where both the series definition and the
integral representation are valid, the two expressions agree and are thus interchangeable as
definitions for the Appell function. The integral expression is valid for the parameter regimes
of interest for our calculations, and in particular F} appears in our calculations only as

Fi(y +n;9 4+ m,y +m;y +n+ 1; €27 e2)
Y+n

fly,m,n,m) = : (4.158)
sothat a = vy+mn, by =by =v+m,c=a+1, 2 = €*, and y = e ?". Making these
substitutions into the integral representation for Fj, equation (4.250), we find the integral
representation for the f function as cited in section 4.3, namely

1
f(y,7,m,m) = / =11 — 2t cos(27) + 2)” 0™ gt (4.159)
0

A useful identity and its derivation

Here we derive the useful identity
flrmonom) = fly,7n,m+1)=2cos(27) f (v, 7,n+ 1 m+1)+ f(7,7,n+2,m+1) (4.251)

While this identity was never explicitly mentioned in the work presented above, in practice
we used it to get the result (4.157) and therefore also the expressions in equations (4.160),
(4.187), and (4.193). We initially did those integrals separately using the commercial software
Wolfram Mathematica, which in some cases gave the results we presented above and in others
gave an answer looking more like the right-hand side of (4.251). We used the identity (4.251)
to verify the consistency of the results and therefore to simplify all the results as much as
possible to arrive at the result given in (4.157).

Here we will provide a brief derivation of the identity. Beginning from the left-hand side
of equation (4.251), we have:

1
flysmm,m) =/ (1 = 2t cos(27) + £7) 70 at
0

! 2
1-2t 21) +t
/ 711 = 2t cos(27) + 7)) x ( cos(2r) ) dt
0

1 — 2tcos(27) + 2

1
:/ t7+”_1(1 — 2t cos(27) + tg)—(wrm“) x (1 — 2t cos(27) + tg) di

0

1

:/ (1 — 2t cos(27) + t2)"0Fm D gt

0

1
— 2cos(27) / D=L — 2t cos(27) 4 £2) 0D dt
0

1
+ / t7+(”+2)_1(1 — 2t cos(27) + t2)_(7+m+1) dt
0

=f(y,7n,m+1) = 2cos(27) f(y, 7 n+1Lm+ 1) + f(y,7,n+2,m + 1)
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This is actually a special case of a more general identity for the Appell function,

1
(a+ )aFl(a+2, b1+1,bo+1,c+2)

(c+1)c
(4.252)
where any unspecified arguments of the F} functions are assumed to be unchanged from
Fi(a,by, by, c,z,y). The derivation of this more general form is quite similar, but we will
show it here for completeness.

a
F; = Fl(bl—l—l,b2—|—1)—(x+y)EF1(a+1,bl—i—l,bg—l—l,c—i—l)—l—fcy

F(C) ! a—1 c—a—1 —b1 —bg
F :F(a)F(c—a) i (1 —1) (1 —at)™ (1 —yt)" 2 dt
I'(c) ' a—1 c—a—1 —(b1+1) —(b2+1) 2
:F( T ) (1 —1t) (1 —at)" (1 —yt) "1 — (x + y)t + xyt”) dt
a)l'(c—a) Jy
1—1 1
:F( )F((C) ) / ta_l(]_ i t)c—a—l(l . J]t)_(b1+1)(1 . yt)—(b2+1) dt
a)l'(c—a) Jy
I'(c) ' (a+1)—1 (c+1)—(a+1)—1 —(b1+1) —(ba+1)
_(x+y)F(a)F(c 2 t (1—1) (1 —2t)" T — yt) ™ 2T de
- 0
I'(c) ' (a+2)—1 (c+2)—(a+2)—1 —(b1+1) —(b2+1)
+l’ym t (1 —t) (1 —SE't) 1 (1 —yt) 2 dt
- 0

T(c)T(a+1)

=Fbi+ Lo+ 1) - @+ 95 0

Fl((l+1,b1+1,b2+1,6+1)

I'(c)l'(a+2)
I(c+2)(a)

=Fi(bi+1,bo+1)— ($+y)%F1(a+ Lbi+1,bp+1,c+1)

+xy Fi(a4+2,by + 1,y + 1,¢c+ 2)

(a+ l)aFl

(C—|—1)C (a+2,b1+1,b2+1,c+2)

+ xy

The prefactors are much simpler in our special case because the fact that ¢ = a + 1 leads to
some nice simplifications.
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Part 11

Study of the triangular lattice
Hubbard model using the density
matrix renormalization group
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Chapter 5

Chiral spin liquid phase of the
triangular lattice Hubbard model

In this chapter, I present my study of the triangular lattice Hubbard model using the den-
sity matrix renormalization group (DMRG) method on infinitely long cylinders with finite
circumference. This work is available on arXiv[111] and was done in collaboration with
Johannes Motruk, Michael Zaletel, and Joel Moore.

As with the study of coupled Luttinger liquids discussed in the preceding chapters, I
again use a technique developed for the study of one-dimensional systems to investigate
a two-dimensional one. In particular, DMRG is a variational method within the space of
matrix product states, which are efficient representations of one-dimensional gapped ground
states; limiting a two-dimensional triangular lattice to finite-circumference cylinders creates
effective quasi-one-dimensional systems to which DMRG can be applied.

In this chapter I present the experimental and theoretical context for the work, and I show
the results of my numerical simulations on a wide variety of cylinder geometries. In particu-
lar, I clearly demonstrate that the model has three phases as a function of electron-electron
interaction strength: a metallic phase with weak interactions, a magnetically ordered phase
with strong interactions, and a nonmagnetic insulating phase in between. Chiral ordering
from spontaneous breaking of time-reversal symmetry, a fractionally quantized spin Hall re-
sponse, and characteristic level statistics in the entanglement spectrum in the intermediate
phase provide strong evidence that the intermediate phase is in fact a chiral spin liquid.

Some details of the methods used are presented in the following chapter, and further data
to support the conclusions reached in this chapter can be found in chapter 7.

5.1 Introduction

Quantum spin liquids[8, 97, 145] have been the subject of considerable interest since the
concept was first introduced in 1973 by Anderson, who suggested that geometrical frus-
tration on the triangular lattice could lead to a resonating valence bond ground state of
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the antiferromagnetic Heisenberg model[4]. Although it is now known that the Heisenberg
model on the triangular lattice in fact exhibits a three-sublattice 120° order in the ground
state[46, 129], antiferromagnetic models on the triangular lattice remain some of the most
promising systems to realize a phase in which spins remain disordered even down to zero
temperature. The triangular lattice has seemed particularly promising since the work of
Shimizu et al., who found that the organic crystal k-(BEDT-TTF)yCuy(CN)3, which is well-
described by independent 2D layers with nearly isotropic triangular lattice structure, shows
no sign of spin-ordering even down to tens of mK, indicative of a possible spin liquid ground
state[105]. Subsequent studies of this crystal have found that the heat capacity is T-linear at
low temperature[135], suggesting the presence of low-lying gapless excitations, but also that
the thermal conductivity has no such T-linear contribution[134], indicating to the contrary
that there is a gap in the energy spectrum. The true nature of spin liquid phases in this and
other triangular lattice materials such as EtMesSb[Pd(dmit)s]2[50, 48, 133, 49, 81, 16, 132]
remains unclear.

Substantial theoretical effort has gone into answering this question, primarily in study-
ing the antiferromagnetic Heisenberg model with additional terms, such as second-neighbor
interactions and ring exchanges, that frustrate the expected three-sublattice order[79, 102,
35, 14, 73, 57, 43, 146, 34, 93, 147, 95]. The Heisenberg model and its extensions are derived
from a perturbative expansion of a model of itinerant electrons, the Hubbard model[68]; by
studying the Hubbard model directly, we can capture additional effects that may be im-
portant in actual materials, at the cost of increased computational effort—compared with
spin-1/2 models, the size of the local Hilbert space is doubled, so the system sizes that can
be accessed by full-Hilbert-space numerical methods are only about half as large.

Although there is now a wide variety of theoretical evidence pointing to the existence
of a non-magnetic insulating phase of the triangular lattice Hubbard model[76, 79, 64, 94,
113, 138, 137, 5, 114, 65, 72, 74, 106], there is still little agreement on the precise nature
of the phase. Some candidates, suggested by results on both the Hubbard and extended
Heisenberg models, include a U(1) spin liquid with a spinon Fermi sea[79, 102, 137, 14, 57,
72], a nodal spin liquid[114, 73], a gapped chiral spin liquid[53, 10, 43, 42, 131], and a Z;
spin liquid[146, 43]. In this work, we confirm the existence of a nonmagnetic insulating phase
of the Hubbard model on the triangular lattice at half filling, provide strong evidence that
it is a gapped chiral spin liquid, and comment on possible experimental signatures.

We study the triangular lattice Hubbard model on infinite cylinders with finite circumfer-
ence using the density matrix renormalization group (DMRG) technique[128, 127, 86, 99], a
variational method to find the ground state of a Hamiltonian within the matrix product state
(MPS) ansatz. This method has previously been applied to an extended Hubbard model on
a triangular lattice two-leg ladder, providing evidence for a U(1) spin liquid phase with a
spinon Fermi surface[72]. For systems larger than the two-leg ladder, to our knowledge there
exists only one prior paper[106] that uses DMRG to study the triangular lattice Hubbard
model. The authors of that study used the finite-system DMRG to confirm the existence
of a nonmagnetic insulating phase; in our infinite-system DMRG study, we study the na-
ture of the phase by investigating the entanglement spectrum and the response to adiabatic
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spin-flux insertion through the cylinder as accomplished by twisting boundary conditions.
We study the model on a variety of cylinders with different circumferences and boundary
conditions. With some cylinder geometries we find a chiral spin liquid phase regardless of
how we twist the boundary conditions, while for the others the chiral phase exists for some
twisted boundary conditions and in particular for those for which the ground state is closest
to obeying the symmetries of the full two-dimensional lattice. Taken together, the results
for the various cylinders point to the existence of the chiral spin liquid phase in the full
two-dimensional lattice as well.

The organization of the paper is as follows: in section 5.2, we introduce the model
we study and the mixed-space representation used in the simulations. In section 5.3, we
demonstrate the existence of metallic, nonmagnetic insulating, and magnetically ordered
phases of the model, and furthermore show that the intermediate phase breaks time reversal
symmetry. We present detailed results for five different cylinder geometries. Readers wishing
to see even more complete data are encouraged to also read chapter 7; those interested
primarily in the identification of the chiral spin liquid phase can proceed to section 5.4, in
which we show that the intermediate phase is in fact a chiral spin liquid. Finally, in section
5.5, we discuss the results, placing them in the context of recent experiments and other
theoretical studies.

5.2 The model

The model we study is the standard Hubbard Hamiltonian,

H=—t Z cjgcjg +He + UZ”n”w (5.1)

(ij)o i
where ¢, () is the fermion annihilation (creation) operator for spin ¢ on site i and n = ¢fe
is the number operator; (-) indicates nearest neighbor pairs on the triangular lattice (Figure
5.1). We work at half filling with net zero spin, so that »_,(n;) = >, (n,) = N/2, where N
is the total number of sites. This model has a single tunable parameter, U/t. In the limit
U = 0, the model is exactly solvable and at half filling forms a metal with a nearly circular
Fermi surface; in the limit U — oo, double occupancy is disallowed, so to lowest order in
perturbation theory in ¢/U, the model reduces to the nearest-neighbor antiferromagnetic
Heisenberg model[68], whose ground state exhibits a three-sublattice spin order[46, 129].
Between these two limits of U = 0 and U — oo there must be at least one phase transition,
from the metallic to the Mott-insulating phase; it is in the vicinity of this metal-insulator
transition that a spin liquid phase is likely to be found.

To study this model using the DMRG method, we wrap the two-dimensional triangular
lattice onto an infinitely long cylinder of finite circumference. We primarily use the so-called
YC boundary conditions (see reference [136], section 6.1), for which the triangles are oriented
such that one of the sides runs along the circumference of the cylinder. The YC4 lattice is
shown in Figure 5.1(a) as an example, with the dashed gray lines identified together with
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a b (o} : e : g :

Figure 5.1: (a) Triangular lattice on a cylinder of circumference 4 with YC boundary condi-
tions (YC4 cylinder); the dashed lines are identified together and run along the length of the
cylinder. (b) XC4 cylinder. (c)-(g) Horizontal lines show allowed momenta in the Brillouin

zone for the YC3, XC4, YC4, YC5, and YC6 cylinders, in order of increasing circumference.
The shaded circle shows the Fermi surface for noninteracting electrons (U = 0).

periodic boundaries to form a cylinder. We also consider XC boundary conditions, for which
one triangle side runs along the length of the cylinder. We show the XC4 lattice in Figure
5.1(b); an XCn cylinder, which exists only for even n, has a physical circumference of nv/3/2
lattice constants.

Denoting translation by one lattice constant around the cylinder by 7),, the YCn cylinder
has a discrete translation symmetry 7' = 1; we explicitly conserve the momentum quantum
numbers associated with this symmetry by rewriting the Hamiltonian in a mixed real- and
momentum-space basis with single-particle operators c;, ,, which both gives substantial
improvements in computational efficiency and allows us to separately find the ground state in
different momentum sectors.[78, 25] Similarly, for the XCn cylinders we define the translation
operator T;(C that translates between two-site unit cells around the circumference, with

(TyX C)n/ P = 1; we can again exploit momentum conservation, but with only half as many
quantum numbers.

In this paper, we particularly focus on the YC4 and YC6 cylinders, and we also present
and discuss data for the YC3, XC4, and YC5 cylinders. For the various cylinders, the
finite circumferences and periodic boundary conditions restrict the accessible momenta in
the Brillouin zone as shown in Figures 5.1 (c) through (g).

5.3 Phase diagram

Our goal is to show that the Hubbard model on the full two-dimensional triangular lattice
has a chiral spin liquid phase; we begin by establishing the phase diagram more generally,
showing the existence of the expected metallic, nonmagnetic insulating (NMI), and magnetic
phases, and we furthermore show that the NMI phase breaks time reversal symmetry.
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Of course, we have access in our simulations not to the full two-dimensional model but
rather to a collection of finite circumference cylinders. To overcome this impediment, we
employ three methods: (1) each phase that exists in the two-dimensional model should leave
characteristic signatures when restricted to a finite circumference cylinder, and we can look
for these signatures; (2) for each cylinder we can twist the boundary conditions to scan
the allowed momentum cuts (Figure 5.1(c)-(g)) through the full two-dimensional Brillouin
zone; and (3) we can compare the results for the various cylinders and look for trends and
commonalities. The third is self-explanatory; before presenting the data, we elaborate on
(1) and (2).

We first discuss how the various possible phases of the two-dimensional model should
manifest on the infinite cylinders we study. A metallic state will be gapless, as indicated by
a nonzero value for the central charge ¢ of the one-dimensional conformal field theory cor-
responding to the restriction of the two-dimensional model to the one-dimensional allowed
momentum cuts; in particular, if the Fermi surface intersects Ng of the allowed momentum
lines in the Brillouin zone (see Figure 5.1 (c) through (g)), the central charge will be ¢ = 2Np
(see reference [87] and section 6.3). The 120-degree magnetically ordered phase will be fully
gapped (¢ = 0) and symmetric on even circumference cylinders due to the integer-spin Hal-
dane gap[1] induced by the reduced dimension, but gapless on odd circumference cylinders;
the 2D spin-order should qualitatively manifest as large peaks in the spin-structure factor at
the K* points which diverge linearly with cylinder circumference. If the intermediate phase
is a U(1) spin liquid with a spinon Fermi surface, there will be a charge gap but no spin
gap, leading to cylinder central charge ¢ = 2Nrp — 1 and 2kp-singularities in the structure
factors[103, 102, 72, 30]. Finally, a gapped spin liquid will have ¢ = 0 and feature several
“topologically-degenerate” low-lying states whose energy splitting decreases exponentially
with circumference[124], along with other topological signatures we will return to in detail.
The chiral spin liquid in particular will spontaneously break time-reversal and parity sym-
metry, while retaining all others; time-reversal symmetry breaking is indicated by a nonzero
scalar chiral order parameter (S;-(S; x Si)), where ¢, j, and k label the vertices of a triangle
in the lattice[125]. In the simulations, all these properties must be assessed as a function of
the DMRG accuracy as captured by the bond-dimension y of the MPS ansatz.

We next discuss how, for a given cylinder geometry, twisting of boundary conditions
grants access to the full two-dimensional Brillouin zone. In particular, instead of using peri-
odic boundaries ¢; y—0, = Cry=r,0, We S€t Cpy—0, = it/ 20$7y:L7J, followed by the gauge
transformation ¢, ,, — iyl (QL)CM,U. Physically, this is equivalent to inserting a flux
through the cylinder of 6/2 for spin up electrons and —6/2 for spin down; this corresponds
to flux # for the spin degrees of freedom. Note that because the flux insertion is opposite for
spin up and spin down, this transformation does not break time reversal symmetry.

When the original Hamiltonian with periodic boundaries is written in the mixed-space
picture, some coefficients will depend on the momentum £ around the cylinder; the only effect
of the flux insertion is to transform those coefficients, with k = (27 /L)n +— (27 /L)(n+00/2).
This can be viewed as shifting the momentum cuts in the Brillouin zone, upwards for spin
up and downwards for spin down, as illustrated in Figure 5.2. Thus, by scanning 6 from 0
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Figure 5.2: (Color online) The effect of flux insertion on the mixed-space model is to shift
the allowed momentum cuts through the Brillouin zone. They shift upwards for spin up
electrons and downwards for spin down electrons, thus preserving time-reversal symmetry.
Note that for § = 47n for any integer n, the cuts are again in their original positions.

to 4w, we can access the full two-dimensional Brillouin zone, giving substantial additional
evidence for the two-dimensional model despite using only a single cylinder geometry.

The only physical effect of this flux insertion is from the twisted boundary conditions, and
in the two-dimensional limit where the cylinder circumference becomes infinitely large, the
effect on local properties like order parameters and short-range correlations functions must
go to zero. Thus the variation in these quantities with flux insertion serves as an indication
of the degree of “two-dimensionality” of the cylinders we study and thus of the reliability of
our results in predicting the behavior of the full two-dimensional model.

Note that the flux insertion can be performed adiabatically by first computing the ground
state with periodic boundary conditions and then increasing ¢ in small increments, at each
step using the converged ground state from the previous step as the initial state for the new
simulation. Notably, this procedure allows for detection of spin pumping from a quantized
spin Hall effect, which is a hallmark of the chiral spin liquid phase.

We now present results for the various cylinder geometries we have studied.

YC4

Out of the five different cylinders we consider, our most extensive data is for YC4, which
strikes a balance between two-dimensionality (favoring larger cylinders) and ability to con-
verge the DMRG simulations (favoring smaller ones).

On the YC4 cylinder with periodic boundaries we find three phases, corresponding to
the expected metallic, nonmagnetic insulating (NMI), and spin-ordered phases of the full
two-dimensional model; the phase diagram and the evidence for it are summarized in Figure
5.3.

The transition from the NMI phase to the spin-ordered phase at U/t ~ 10.6 is indicated
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by a peak in the correlation length; the appearance of large peaks near the K* points of the
Brillouin zone in the spin structure factor; and the vanishing of the chiral order parameter.
The spin structure factor in particular allows us to identify the high-U side of this transition
as the one-dimensional descendant of the two-dimensional magnetically ordered phase.

Because the metal is gapless, the metal to NMI transition (U/t ~ 8) is less obvious,
but it can be observed from the destruction of the Fermi surface and from the small-%
charge density structure factor (see page 186 in section 7.1), and also from the chiral order
parameter; although a nonzero value of the order parameter indicates time-reversal symmetry
breaking in both the metallic and NMI phases for finite bond dimension, an extrapolation in
the DMRG truncation error[45] shows that the symmetry is actually unbroken in the low-U
phase (see Figure 5.3(d) and page 184 in section 7.1). A further indication of the metal to
NMI transition comes from finite entanglement scaling[112, 90, 88]. If we cut the infinite
cylinder into two semi-infinite halves, we can calculate the entanglement entropy S between
them from the eigenvalues A? of the reduced density matrix of either side of the cut,

=— Z A2log(A2). (5.2)

In the true ground state this is an infinite sum; however, when running DMRG simulations
the MPS bond dimension y upper-bounds the number of non-zero \; in equation (5.2) and
thereby bounds S < log(x). In a gapless state the true S is infinite, as is the correlation
length &, but finite entanglement scaling predicts that the two quantities will scale with y

such that [19]
S ~ (¢/6)log(¢), (5.3)

which can be used to estimate the central charge c of the conformal field theory corresponding
to the gapless metallic phase. We show the central charge computed using equation (5.3) in
Figure 5.3(f).

In a gapped state S is finite [38, 6], so the DMRG estimate of S should converge as x
is increased; however, £ will also converge, and the two quantities may converge at different
rates so that the relative scaling between them becomes less reliable. In such a case, the
central charge can be more accurately computed by direct scaling of entanglement with bond

dimension,[112, 90, 88]
(1 + \/12/0) log (x (5.4)

We show the central charge computed using equation (5.4) in Figure 5.3(g).

Until U/t =~ 8, the central charge is constant with respect to U/t and is near to the value
¢ = 6 that we would expect for a metallic state ([87], 6.3). For U/t 2 9, it is clear from
Figure 5.3(g) that ¢ = 0, indicating that the phases are gapped. For intermediate values
of 8 < U/t <9, the central charge is still far from converged with bond dimension, but
it is plausible that it will extrapolate to zero; see page 190 in section 7.1. Note that the
apparently unsystematic behavior in Figure 5.3(f) near the previously identified transition
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Figure 5.3: (Color online) Results for the YC4 cylinder. Results are shown for a range of
MPS bond dimensions y as indicated in the lower right legend. (a) A nonmagnetic insulating
(NMI) phase appears between a gapless metallic phase at low U/t and a magnetic phase at
high U/t. (b) Correlation length in the “charge neutral sector,” in other words for excitations
carrying no charge, spin, or momentum. The vertical line at U/t = 10.6 is provided as a
guide to the eye. (c) Correlations lengths at the largest bond dimension in various charge
sectors. The sector (Q, S, K) corresponds to correlations (O;05) where Oy creates and Oy
annihilates an excitation carrying charge @), spin S, and momentum quantum number K.
(d) Spin structure factor: the curve shows the maximum value of the spin structure factor in
the Brillouin zone. The inset shows the spin structure factor in the high-U phase, with peaks
at the closest allowed momenta to the K* points, where they would be expected for 120°
magnetic ordering. Note that spin expectation values are reported here and throughout the
paper with /2 = 1. (d) Chiral order parameter (S, - (S; x Si)), where ¢, j, and k label the
three vertices of a triangle in the lattice, with an additional line showing extrapolation in the
DMRG truncation error[45]; see page 184 in section 7.1 for details. (f) Central charge of the
effective one-dimensional state as calculated by the scaling of entanglement with correlation
length, equation (5.3); this is the most accurate method for gapless systems. (g) Central
charge as calculated by the scaling of entanglement with bond dimension, equation (5.4);
this is the most accurate method for gapped systems.
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Figure 5.4: (Color online) YC4 cylinder with flux insertion 6, for x = 4000. (a) Absolute
value of chiral order parameter. The chiral phase exists for all twisted boundary conditions,
but the phase boundaries shift with 6. (b) Maximum of (S,S.) structure factor on allowed
momentum cuts in the Brillouin zone. (c) Transfer matrix estimate of the spin singlet gap;
see the text for details.

at U/t ~ 10.6 is due to a slight shift in the location of the peak in the correlation length
with bond dimension.

We can identify the locations of both phase transitions with more precision by studying
the entanglement spectrum, which is the list of values {—log(\;)}, for the same {\;} ap-
pearing in equation (5.2). We observe that the entire spectrum acquires an exact two-fold
degeneracy for 8.3 < U/t < 10.6 and an exact four-fold degeneracy for 10.6 < U/t (see page
192 in section 7.1), corresponding to the different projective representations of the symmetry
group carried by the entanglement spectrum|89].

We have thus far demonstrated that the YC4 cylinder with periodic boundary conditions
exhibits phases corresponding to metallic, time-reversal symmetry-breaking nonmagnetic
insulating, and magnetically ordered phases in two dimensions. We now turn to the results
of flux insertion.

We perform the flux insertion adiabatically, twisting the boundary conditions in intervals
of = w/12. Due to the much larger parameter space spanned by both U/t and 6, we restrict
our computations to a single bond dimension, y = 4000. Based on the data shown in Figure
5.3, we believe this bond dimension is sufficient to capture the qualitative behavior of the
system.

In Figure 5.4 we show several quantities computed as a function of both U/t and 6,
namely the chiral order parameter, the maximum value of the (S.S,) structure factor on
the allowed momentum cuts, and the inverse of the correlation length for operators carrying
no spin or charge as computed from the MPS transfer matrix spectrum. In the infinite
bond-dimension limit, the latter quantity would be proportional to the gap to excitations
with S, = 0; we present data only for a single finite bond dimensions and do not estimate
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the proportionality constant as a function of U and 6, but nevertheless a comparison of this
inverse correlation length across parameter space can indicate which phases are likely to have
a spin-singlet gap. Throughout the rest of the paper we will refer to this quantity as the
“transfer matrix estimate of the spin singlet gap.” All three quantities would be independent
of # in the limit of a very wide cylinder; here we see substantial variation, but at each 6 the
qualitative behavior as U/t is varied remains essentially the same.

Most notably, the chiral order parameter is nonzero in a region of roughly constant width;
furthermore, if for each 6 we find the maximum value of the chiral order parameter versus U/,
these maxima vary with 6 by only about 1/3 of the maximum at § = 0. The comparison
between the three figures also reveals behavior for all # that is in good agreement with
what we found with periodic boundaries. In particular, the degree of short-range magnetic
ordering rapidly increases at the right edge of the chiral phase, and furthermore the chiral
phase appears to be strongly gapped, consistent with the analysis of central charge.

YC6

We next present data for the YC6 cylinder, which is the largest, and thus presumably the
least impacted by finite-size effects, of those we study; this has the potential drawback that
the MPS bond dimension required to achieve a given level of precision scales as roughly
4% 5o the simulations are less converged than for smaller cylinders, but we find that the
qualitative behavior of the system is nevertheless clear.

The YCG6 cylinder is notable not just because it is the widest of those we study but
also because, as we show now, it has topologically degenerate ground states in two different
momentum sectors. Because we employ a mixed real- and momentum-space basis, we can
initialize the DMRG with states in different sectors of momentum around the cylinder per
unit length[140], k, and thus separately find the ground state in each sector. On the YC4
cylinder, the ground state always lies in the k£ = 0 sector, but for the YC6 cylinder we observe
low-lying states in two different momentum sectors, k = 0 and k£ = m. The relative energy
difference between the ground states in the two sectors is shown in Figure 5.5(a). There are
three apparent regimes of behavior: at low U, the k = 0 sector is clearly the ground state;
at intermediate U, the two sectors become close in energy, and the difference is decreasing
with bond dimension; at high U, the kK = 7 sector becomes the ground state, though again
the relative difference in energy decreases with bond dimension.

The low-U phase is expected to be metallic, with central charge ¢ = 10 ([87],6.3). Finite
entanglement scaling indeed suggests that the phase is gapless (see page 200 in section 7.2),
though an accurate measurement of the central charge would require a bond dimension
currently inaccessible to us, on the order of 50,000. (Extremely high entanglement in the
low-U region leads to very large DMRG truncation error, on the order of 10~#, even with
X ~ 10,000.) The high-U phase should be the one-dimensional descendant of the two-
dimensional 120° Néel ordered phase, and indeed at approximately the same value of U/t
where the k = 7 sector becomes the ground state, there is a rapid increase in peak height of
the spin structure factor in the k = 7 sector, as shown in Figure 5.5(b). In this phase, we
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Figure 5.5: (Color online) Results for the YC6 cylinder. (a) Relative energy (percent differ-
ence) between ground states in the symmetry sectors with £ = 7 and k = 0 around each ring.
(b) Maximum value of the spin structure factor for the two momentum sectors. Insets show
(lower right) the high-U spin structure factor for the k = 7 sector, with peaks at the K*
points as expected for 120° magnetic ordering, and (upper left) the corresponding real-space
(S-S) correlations to a chosen point (center on the top). (c) Chiral order parameter for the
k = 0 ground state. (d) Chiral order parameter for the k = 7 ground state.
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Figure 5.6: (Color online) YC6 cylinder with flux insertion 6, for x = 8000. (a) Absolute
value of chiral order parameter. (b) Maximum of (S.S,) structure factor on allowed mo-
mentum cuts in the Brillouin zone. (c¢) Transfer matrix estimate of the spin singlet gap.
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observe the expected peaks in the structure factor at the corners of the Brillouin zone (lower
right inset) and short range spin-ordering in the real-space spin-spin correlations (upper left
inset).

The intermediate phase, for U/t &~ 8 to U/t ~ 10, is the region where the relative energy
difference between the two momentum sectors is small and approximately constant; the spin
structure factors are also approximately equal. We identify the transition to the right by
the onset of the afore-mentioned spin ordering. To the left, the transition can be observed
by the k = 0 sector becoming the sole ground state and from the transition in that sector to
a metallic phase; as we show in section 7.2 (page 200), the latter can be seen qualitatively
from the entanglement spectrum and finite entanglement scaling—the low-U phase appears
gapless while the intermediate phase is likely gapped.

As with the YC4 cylinder, spontaneous breaking of time-reversal symmetry leads to a
nonzero value of the chiral order parameter in the metallic and intermediate phases, as
shown for the two momentum sectors in Figure 5.5 (c¢) and (d), though in the metal we
would expect the symmetry to be restored at larger bond dimensions. In the & = 7 sector,
which is the true ground state for high U, the chiral order parameter rapidly vanishes at the
spin-ordering transition. In the k£ = 0 sector, the chirality does not seem to drop abruptly
to zero; however, as can be seen in Figure 5.5(c), the chirality does rapidly decrease with
increasing bond dimension for U 2 10.

We can again acquire more information about the full two dimensional model by perform-
ing adiabatic flux insertion to scan the allowed momentum cuts through the full Brillouin
zone; we perform the flux insertion using the £k = 7 ground state as the initial state with
0 = 0, and we perform all computations with y = 8000. Although the bond dimension is
twice that used for YC4 flux insertion, the results are much less converged. Nevertheless,
some qualitative features can be captured at least qualitatively, as shown in Figure 5.6. In
particular, there is a chiral phase for all 8, which has weak local magnetic order and a sizable
spin singlet gap. The chiral region extending to higher U around 6 = 27 is likely an artifact
of the finite bond dimension: all local properties at 27 flux are essentially identical to those
of the £ = 0 ground state with periodic boundaries, and as noted above, the chiral order
parameter is far from converged at y = 8000 above U 2 10.

YC5

The YC4 and YC6 phase diagrams discussed above are qualitatively similar; both show a
chiral intermediate phase in the vicinity of U/t = 10, which is present regardless of the twist-
ing of the boundary conditions. The same is not true for the YC5 cylinder—with periodic
boundary conditions, § = 0, there is no spontaneous time-reversal symmetry breaking for
any U. However, when we perform flux insertion we find that the chiral intermediate phase
does still exist, for 7 < 0 < 37 and 8 < U/t < 10. This is shown in Figure 5.7.

To understand this data, it is important to note that, unlike for YC4 and YC6, we have
used a two-ring unit cell; this allows us to initialize the DMRG simulation with a product
state that is half-filled both for spin up and spin down, and additionally allows us to access
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the momentum sector with momentum = around the cylinder per unit length. The two ring
unit cell allows the ground state to break translation symmetry along the cylinder, which
indeed occurs. Figure 5.7(a) and (b) show the chiral order parameter on the two rings of
the unit cell. As shown in Figure 5.8(b), the degree of symmetry-breaking decreases as the
MPS bond dimension used in running DMRG is increased, though it appears that even at
infinite bond dimension the symmetry will remain broken.

The chiral phase observed for YC5 seems to be the same as that found in YC4 and
YC6 even if it does not extend through all boundary condition twists #. This is partially
confirmed by considering the peak height of the (S.S,) structure factor and the Transfer
matrix estimate of the spin singlet gap, shown in Figures 5.7(c) and (d), respectively. As
with YC4 and YC6, the chiral phase has a degree of short-range spin ordering which is
intermediate between that of the metal and of the high-U phase and has the largest spin
singlet gap of any region of the phase diagram. We also show below, in section 5.4, that this
chiral phase shows the same signatures of the topological chiral spin liquid as do the YC4
and YCG6 phases.

As evidence for the existence of the chiral phase in the full two-dimensional model, the
YC5 results are somewhat ambiguous. Neither § = 0, for which there is no chiral phase,
nor ¢ = 2m, for which the phase exists, is a priori “better” or more representative of the
two-dimensional model. However, further insight can be gleaned by understanding the effect
of the twisted boundaries on the spin degrees of freedom that are the relevant ones for a spin
liquid phase. Indeed, we believe that the # = 27 boundary conditions turn out to be the
more representative ones.

In particular, we can look at the strength of (S,.S.) correlators on bonds between adjacent
sites; the results are shown for four bond dimensions up to 11314 for U/t = 10 in Figure
5.8(c) and (d). Evidently, for flux near § = 0, there is huge anisotropy, with spin correlations
much stronger on bonds around the cylinder circumference than for diagonal ones. As flux
increases from zero, the anisotropy steadily decreases and shows only a change in slope
upon entering the chiral phase; the anisotropy is smallest precisely where the chiral order
parameter is largest. Assuming that the true intermediate phase of the two-dimensional
model does not break the model’s C5 rotation symmetry, the 6 for which the YC5 cylinder
exhibits a chiral phase are precisely those in which the symmetry of the spin correlations
is most two-dimensional. We also test this explanation by explicitly adding anisotropy to
the model to weaken the bonds around the cylinder circumference; indeed, with the hopping
strength on these bonds reduced by 10%, a chiral phase appears even at zero flux (see page
208 in section 7.3).

YC3

The YC3 cylinder is the smallest, and thus presumably least representative of the two-
dimensional model, of all those we have studied; we nevertheless include our data for com-
pleteness. With periodic boundaries, 8 = 0, we find much the same behavior as for YC4
and YC6, with an intermediate chiral phase between a metallic phase and a short-range
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Figure 5.7: (Color online) YC5 cylinder with flux insertion 6, for x = 4000. (a) Absolute
value of chiral order parameter; at finite bond dimension the translation symmetry is broken
along the cylinder, and here we show the larger of the chiral order parameters between the
two distinct rings. The chiral phase exists at intermediate U when 6 is approximately in
the range 7 to 3. (b) Smaller of the two chiral order parameters. (c) Maximum of (S.S,)
structure factor in the Brillouin zone. (d) Transfer matrix estimate of the spin singlet gap

magnetically ordered one. As partial evidence, we show the chiral order parameter versus
U/t in Figure 5.9(a), with additional data available in section 7.4. Note that as with YC5,
we use a larger unit cell (in this case four rings) and find that for finite bond dimension the
model has a only a two-ring translation symmetry; in the figure, the two curves in for each
bond dimension correspond to the chiral order parameter on the two distinct rings.

With flux insertion the behavior is quite different, and, as we show in Figure 5.9(b), the
chirality vanishes for 7 < 6 < 3, essentially the opposite of the behavior observed for YC5.
In Figure 5.9(c) and (d) we also show the peak height of the spin structure factor and the
transfer matrix estimate of the spin singlet gap. The relationship between these quantities
and the chirality is quite different from what we observe for all three cylinder geometries
discussed above, so it is not clear that the chiral phase observed here corresponds to the one
found for the larger cylinders.
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Figure 5.8: (Color online) Flux insertion for YC5 cylinder with U/t = 10, for a range of bond
dimensions. (a) As noted in the text, a two-ring unit cell allows for translation symmetry-
breaking. Here we label the distinct rings of the cylinder in the unit cell and the three bonds
in each ring that may have different (S,S,) correlations. (b) Chiral order parameter on ring
1 (upper curves) and ring 2 (lower curves) of the unit cell. It appears that lower curve is
converged for the largest y, while the upper one is not, but it does not appear that the two
will become equal even in the infinite x limit. (c) (S,S,) for nearest neighbor bonds on
ring 1 as shown in panel (a); the symbol for each data point indicates it corresponds to the
bond labeled by that symbol in (a). We do not show the strength of the down-triangle bond
because for each x and 6 it is equal to that of the up-triangle bond to better than one part in
108. In the 2D model, all three bonds are equivalent; on the YC cylinder the vertical bonds
are inequivalent to the two diagonal ones. (d) (S,S.) for ring 2.
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Figure 5.9: (Color online) Results for the YC3 cylinder. (a) Chiral order parameter on
each of two ring s (circle and triangle symbols, respectively), plotted versus U/t for a range
of bond dimensions. The behavior is qualitatively similar to that of YC4 and YC6. (b)
Chiral order parameter versus U/t and flux insertion 6, for y = 4000. Here we show just
the smaller of the chiral order parameters on the two rings, but the qualitative behavior is
essentially identical at this bond dimension. (c) Peak height of the (S.S.) structure factor
in the Brillouin zone. (d) Transfer matrix estimate of the spin singlet gap.

XC4

Finally, we place the model on the XC4 cylinder, which is the second smallest cylinder
after YC3.! With periodic boundaries, we find very weak time reversal symmetry-breaking
for all U/t, which decreases with bond dimension; this is shown in Figure 5.10(a). The
extrapolation to infinite bond dimension is not entirely clear, but it is likely that the true
ground state preserves the symmetry.

With flux insertion, we find that a chiral phase again appears, as shown in Figure 5.10(b).
We also show the peak height of the (S.S,) structure factor and the transfer matrix estimate

deally we would also consider the XC6 cylinder, but we are unable to reach large enough bond dimension
to converge the DMRG; at our largest accessible bond dimensions, there remains a strong symmetry-breaking
effect from the orientation of the DMRG snake.
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Figure 5.10: (Color online) Results for XC4 cylinder. (a) Chiral order parameter versus U/t
for a range of bond dimensions, with periodic boundary conditions. This likely extrapolates
to zero. (b) Chiral order parameter with flux insertion. (c¢) Maximum of (S,S,) structure
factor on allowed momentum cuts in the Brillouin zone. (d) Transfer matrix estimate of the
spin singlet gap.

of the spin singlet gap, in Figures 5.10(c) and (d), respectively. As with YC3, there is no
clear relation between the three quantities that we found for YC4-6. However, like with
YC5, the chirality appears near where the nearest neighbor spin-spin correlations are most
isotropic. In the high-U, mid-flux region (with large spin singlet gap in Figure 5.10(d)), the
diagonal bonds are much stronger than the horizontal ones, whereas in the rest of the phase
diagram the opposite is true; the chirality is strongest precisely on the border between these
two regions. Furthermore, the anisotropy is much larger in the region with exactly zero
chirality than in the region where the chirality likely extrapolates to zero but is nonzero at
finite bond dimension.
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Figure 5.11: (Color online) (a) Momentum- and spin-resolved entanglement spectrum for
the YC6 cylinder in the intermediate phase, for the ground state in the & = 0 (left) and
k = m (right) sectors; these correspond to the trivial and semion sectors of a chiral spin
liquid (CSL) respectively. Insertion of 27 flux interchanges the two topological sectors,
though as discussed in the text there is a subtlety due to working with a fermion model. (b)
Momentum- and spin-resolved entanglement spectrum for the YC4 cylinder, with periodic
boundaries at U/t = 10.2 (left) and with 27 flux inserted at U/t = 11.6 (right), corresponding
to the highest chirality in each of the two topological sectors. (c) Entanglement spectrum
for YC5 with 27 flux, U/t = 10, between two-ring unit cells (left) and between the rings in
the unit cell (right), again corresponding to the two topological sectors. (d) Spin pumping
as a function of flux insertion in the intermediate phase for YC4 (U/t = 10) and (e) for YC6
(U/t=09).

5.4 Identification as a chiral spin liquid

We have demonstrated, for both the YC4 and YC6 cylinders, the existence of an interme-
diate phase which is nonmagnetic and which breaks time-reversal symmetry; we have also
demonstrated that the phase is gapped for YC4 and likely gapped for YC6. We have fur-
thermore observed this same phase for the YC5 cylinder for a range of twisted boundary
conditions, and we have observed some similar behavior for the YC3 and XC4 cylinders. We
now show that the chiral phase observed on the YC4-6 cylinders can in fact be identified as
a chiral spin liquid (CSL)[53, 125].

A CSL is a topological phase with four degenerate ground states on the infinite cylin-
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der[123]. Each minimally entangled ground state[144] spontaneously breaks time-reversal
(T") and parity (P) symmetries, as indicated by a nonzero value of the chiral scalar order
parameter; the two possible chiralities account for a two-fold degeneracy in the ground state
manifold, which could be lifted by a P, T-breaking perturbation such as a magnetic field.

The remaining degeneracy is topological and is robust to such perturbations; the two
topologically degenerate sectors, called the trivial and semion sectors, are distinguished by
the respective absence or presence of a pair of semionic spinons, fractional excitations that
carry spin-1/2 but no charge, separated to the ends of the cylinder at +00.[123, 84] In a
pure spin system, insertion of 27 flux creates a pair of spinons and separates them to the
ends of the cylinder, thus exchanging the two ground states and also pumping a net spin of
exactly 1/2 across any cut through the cylinder; this latter property indicates that the CSL
has a spin Chern number of 1/2 and a corresponding quantized spin Hall conductance[33].

In contrast, insertion of 27 spin-flux in the Hubbard model imposes antiperiodic boundary
conditions on the cylinder, since €™ = —1. The Hamiltonian is thus modified by 27 flux
insertion, so that the question of whether the two ground state sectors are exchanged under
flux insertion, as they are in a spin-model CSL, is ill-defined; instead, 27 flux insertion
converts between one sector of the original Hamiltonian (with periodic boundaries) and the
opposite sector of the Hamiltonian with antiperiodic boundaries, which should still lead to
the same quantized spin pumping as for a spin model.

Each ground state of a CSL has a chiral edge mode with a universal low-lying spectrum;
when the state is placed on an infinite cylinder, this edge spectrum appears in the entan-
glement spectrum for a cut between rings of the cylinder.[60, 66, 91] The edge modes are
described by a chiral SU(2); Wess-Zumino-Witten (WZW) conformal field theory[122, 20];
labeling them by spin and momentum quantum numbers (see reference [141], section 6.4), for
a given spin the number of levels at successive discrete momenta around the cylinder follows
the counting (1,1,2,3,5,---).[75] The spectrum is degenerate under s, — —s,, where s, is
the spin quantum number of the entanglement level; the spin quantum numbers are integers
in the trivial sector and half-integers in the semion sector, leading to two-fold degeneracy of
the spectrum in the latter case.

We observe all of these signatures of the CSL phase. On the YC6 cylinder, we have
already identified above two nearly degenerate low-lying states, in the ¥ = 0 and k = 7
momentum sectors; within each sector, by initializing the DMRG with different product
states, we are able to converge to both chiralities (see page 201 in section 7.2), thus finding
all four degenerate ground states. The chiral order parameter in each sector, indicative
of time-reversal and parity symmetry-breaking, has already been shown above in Figures
5.5 (c¢) and (d) and Figure 5.6(a); note that these figures show the absolute value of the
order parameter, which is independent of the chirality to which the DMRG spontaneously
converges.

The spin- and momentum-resolved entanglement spectra for the ground states in the two
sectors are shown in Figure 5.11(a), where we have excluded levels corresponding to charge
fluctuations between rings of the cylinder in order to highlight the spin degrees of freedom.
Both spectra show the expected WZW level counting in the low-lying states, and the spin
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quantum numbers of the entanglement levels are integer for the £ = 0 ground state and
half-integer for £ = m, allowing us to identify the low-lying states in the two momentum
sectors with the trivial and semion topological sectors respectively.

Alternatively, 27 flux insertion should convert between the two topological sectors. We
already noted in section 5.3 above that indeed the local properties like spin-spin correlations
and the chiral order parameter look nearly identical between the k = m sector with 27 flux
and the k& = 0 sector with periodic boundaries, which is consistent with this picture. (In
principle these should also be equal to the local properties of the & = 7w sector with periodic
boundaries, but that may not be true at finite bond dimension, and may also be violated
even in the true ground state due to the finite circumference of the cylinder.) In the SM,
we show the equivalent of Figure 5.11(a) with the & = 0 entanglement spectrum replaced by
the k = m spectrum with 27 flux, and evidently it is nearly identical.

To see the equivalent of Figure 5.11(a) for the YC4 cylinder, because we find only one
ground state sector, with £ = 0, we must use the latter method. In Figure 5.11(b), we show
the spin- and momentum-resolved entanglement spectrum for YC4 in the k£ = 0 sector, with
periodic boundaries at U/t = 10.2 and with § = 27 at U/t = 11.6; as shown in Figure 5.4(a),
these values of U/t are each at the peak of the chiral order for their respective amounts of
flux insertion, #. For the YC5 cylinder, as with YC4 we find a ground state only in the £ = 0
sector, although with two rings per unit cell, this includes both £ = 0 and k = 7 per ring.
In this case, however, we cannot observe both topological sectors by looking at ¢ = 0 and
27 since the chiral phase exists only for 7 < 0 < 37. Instead, we make use of the fact that,
for any cylinder with an odd number of spin-1/2 per ring, translation along the cylinder
converts between topological sectors[142], so that we can just consider a single wavefunction
and examine its entanglement spectrum both between two-ring unit cells and between the
two rings in the unit cell; the result is shown in Figure 5.11(c).

With flux insertion, we also observe the quantized spin Hall effect, as shown for the
YC4 and YC6 cylinders at U/t = 9 and 10, respectively, in Figures 5.11 (d) and (e), with
a pumping of exactly spin 1/2 per 27 flux insertion. For YC6, for which the chiral order
is roughly constant at U/t = 10, the flux insertion proceeds at a constant rate. For YC4,
the shifting boundary of the chiral phase with flux insertion causes some deviation, but the
qualitative behavior is the same.

5.5 Discussion

By employing the DMRG method to study the triangular lattice Hubbard model on infinite
cylinders in a mixed real- and momentum-space basis, we have observed that the model
exhibits three phases: a metallic phase, a nonmagnetic insulating phase, and a magnetically
ordered phase. While the nature of the intermediate phase depends on the precise boundary
conditions used, with flux insertion through the cylinder we find that for each cylinder
geometry there is a region with spontaneous time-reversal symmetry breaking, as indicated
by a nonzero chiral order parameter. In particular, this chiral intermediate phase exists for
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all values of flux insertion for the YC4 and YC6 cylinders and for a large range of flux for
the YC5 cylinder; the YC5 chiral intermediate phase appears precisely for those amounts
of flux insertion for which spin-spin correlations are most consistent with the symmetries of
the two-dimensional lattice.

Furthermore, we have shown for the YC4, YC5, and YC6 cylinders that the chiral phase
shows the characteristic entanglement spectrum of a CSL with two topologically degenerate
ground state sectors, and for YC4 and YC6 we have demonstrated a fractionally quantized
spin Hall effect. The phase additionally appears to be gapped. Along with the nonzero chiral
order parameter, this evidence strongly suggests that the nonmagnetic insulating phase is,
in fact, a chiral spin liquid. This is, to our knowledge, the first clear demonstration of a
chiral spin ligid in a time-reversal symmetric model of itinerant fermions.

The apparent gapped nature of the spin liquid in our simulations is consistent with
the thermal conductivity measurements on x-(BEDT-TTF),Cuy(CN)3 reported in reference
[134]; some recent studies[81, 16] also suggest gapped thermal conductivity in
EtMesSb[Pd(dmit)s]s, although this is disputed[132]. On the other hand, our conclusions
do not agree with those of past studies of this model using the DMRG method: the study
on the two-leg ladder found a gapless spin liquid phase[72]|, while the DMRG study on a
finite XC6 cylinder found an intermediate phase that appeared gapped but with a rapidly
decaying chiral-chiral correlation function[106]. The two-leg ladder study used a modified
Hamiltonian with some longer-range interactions, so the disagreement on the nature of the
spin liquid is not surprising. The discrepancy with the XC6 finite cylinder study is more
difficult to explain. One possibility is that, as with the XC4 and YC5 cylinders in our study,
the XC6 cylinder will exhibit a chiral phase after flux insertion; we are not able to reach
high enough bond dimension to converge the XC6 cylinder, and thus are unfortunately not
able to test this possibility.

It is also useful to briefly consider other candidates for the intermediate phase. In par-
ticular, it is worth investigating the possibility of the intermediate phase being a Dirac spin
liquid (DSL), both because there has recently been evidence in support of a DSL in frustrated
spin models[39, 41] and because the CSL can be derived by gapping out the Dirac cones in
a DSL, so that one might imagine a DSL in two dimensions becoming a CSL due to finite
cylinder circumference or finite bond dimension. The first scenario is difficult to rule out,
given that the CSL would still be the true ground state up to some cylinder circumference
which could be much larger than what is accessible, but there is also no particular evidence
from our data to support this scenario. The second scenario we do rule out, by analyzing
the low-lying excitation spectrum using the MPS transfer matrix spectra; this analysis is
described in detail in chapter 7 using a technique described in chapter 6.

If the CSL is indeed the ground state in the full two-dimensional triangular lattice Hub-
bard model, in real materials well described by this model we would expect regions of both
possible chiralities to coexist, with a finite temperature phase transition to long-range chiral
order at a temperature of the same order of magnitude as the chiral domain wall tension,
possibly reduced due to entropy from the gapless edge modes located at the domain walls.
We measure this domain wall tension for the YC4 cylinder by finding an optimized compos-
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ite wave function that transitions from the ground state with one chirality to the ground
state with the other, and we find a domain wall tension of approximately 0.0065¢ per lattice
constant; this calculation is described on page 193 in section 7.1, below. Using estimates for
t for real materials[105], this is about 4K X kz. The corresponding phase transition may
be related to the observed feature in the heat capacity, thermal conductiviy, and magnetic
relaxation rate at about 6K in k-(BEDT-TTF),Cuy(CN)3[104, 135, 134].

At very low temperatures in a single-domain sample, we would observe a quantized
thermal Hall conductance, K, = ”2’2‘22T; note that this is twice the value of the Majorana-
like plateau recently reported in a-RuCl; [58]. Above the finite temperature transition, or
at lower temperatures in the presence of time-reversal symmetry-breaking disorder, there
would be regions of both possible chiralities, with gapless edge modes between them; below
the percolation threshold, this could lead simultaneously to the observed gapless behavior in
the specific heat[122, 135] and gapped behavior seen in thermal transport measurements|134].

An applied magnetic field could in principle break the degeneracy between the two
chiralities, but this effect is extremely small at experimentally accessible field strengths.
If the magnetic flux through a triangle in the lattice is ¢, perturbation theory in ¢/U
gives a term [24(t%/U?)sin(¢) (S - (S x S)) /A?] in the effective spin Hamiltonian; using our
measured value for the chiral order parameter and estimated parameters for x-(BEDT-
TTF),Cus(CN)3[63, 105], in a 10 T field the energy splitting between ground states for
the two chiralities is about 1 ueV per lattice site, so at 1 K the favored chirality would be ex-
pected to be just 1% more prevalent. It is thus not surprising that experimental results[135]
do not see a significant effect from applied magnetic fields up to 10 T.

Further theoretical work must address the question of whether the chiral phase we find
on the cylinders we have studied indeed extrapolates to the full two-dimensional model. Our
results strongly support this conclusion: on the YC4 and YC6 cylinders the chiral phase
exists for a large range of U/t independent of the flux insertion that scans the allowed
momentum cuts through the full two-dimensional Brillouin zone, and furthermore on the
YC5 cylinder the same phase appears when the twisted boundary conditions lead to spin
correlations that approximately obey the symmetries of the full two-dimensional lattice. In
other words, the chiral spin liquid is always present in the model as a competing phase, and
it seems to be favored in those situations that best represent the two-dimensional system.
The existence of the chiral spin liquid in two dimensions could be further confirmed either
by using larger circumferences, which would be computationally expensive, or by fully 2D
methods such as projected entangled pair states (PEPS)[115, 24].




168

Chapter 6

Techniques for two-dimensional
density matrix renormalization group
computations

In this chapter, I discuss a number of useful methods that my collaborators and I used in
applying DMRG to a two-dimensional model by placing it on finite cylinders. In particular,
I discuss:

1. Different possible boundary conditions for placing a two-dimensional lattice on a cylin-
der;

2. Converting the triangular lattice Hubbard model from real-space to mixed real- and
momentum-space;

3. How the central charge, a property of one-dimensional systems, should appear on the
quasi-one-dimensional cylinders;

4. How charges are associated with the entanglement spectrum of the MPS for the ground
state;

and

5. How the transfer matrix spectrum of the MPS can be used to study the excitation
spectrum of the model.

These discussions will be useful in understanding the data described in the previous chapter,
and hopefully also more generally as a partial guide to studying two-dimensional systems
with DMRG.
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(a) (b)

Figure 6.1: (a) Lattice vectors a and b on the triangular lattice. (b) Corresponding reciprocal
lattice vectors and the first Brillouin zone.

6.1 Compactification to a cylinder

The DMRG [128, 99] is a method for finding the ground state of a one-dimensional model,
so it cannot be used to study a full two-dimensional system, such as the triangular lattice
Hubbard model, directly. Instead, we must take 1D strips of the lattice with some finite
width. In particular, we identify the two edges of the strip with each other, using periodic
boundary conditions; this eliminates edge effects, giving the best approximation to the 2D
model that we can achieve with a strip of finite width.

To pick the 1D strip that defines the cylinder, we follow these steps:

1. Pick two points of the lattice, and declare them to be equivalent.

2. The line between the two points is the width of the strip or equivalently the circum-
ference of the cylinder.

3. The line passing through the identified point (ie both points, since they are the same)
and perpendicular to the circumference is the glued edge of the cylinder.

It is important to note that choosing any cylinder of this type automatically guarantees
periodicity of the Hamiltonian along the cylinder, so we once again have a translation-
invariant system. To see this, let the lattice vectors a and b be as shown in Figure 6.1,
and a the lattice spacing. Then, noting that a?> = b? = @ and a-b = a?/2, if the edges
are perpendicularly separated by n,a + nyb for some integers n, and n, (as must be true
given the above procedure), then one can check that the vector (2n, + ny)a — (2n, + ny)b
is perpendicular, and both coefficients are integers. This is a vector that points along the
length of the cylinder, and it is an integer linear combination of the lattice vectors, so the
Hamiltonian is invariant under this translation. (In some cases, the actual period may be
smaller than this, eg if n, = 0 and n, is even.)



CHAPTER 6. TECHNIQUES FOR 2D DMRG 170

(b) () (d)

Figure 6.2: (a) Periodic boundary conditions on the cylinder are defined by identifying the
point x with the points labeled in the figure as 1, 2 and 3, which correspond to (n,,n;) =
(4,0), (3,1), and (2,2) respectively. (b) Cylinder from identifying point * with point 1,
called YC4 boundary conditions. This is the same cylinder one would get by adding sites
at the hexagon centers of a zigzag nanotube. (c) Cylinder from identifying point x with
point 2. Note that this case has a 26-site unit cell, making it computationally intractable.
(d) Cylinder from identifying point » with point 3, called XC4 boundary conditions. This
corresponds to adding sites at the hexagon centers of an armchair nanotube.

Allowed cylinders and the consequences of choosing one

We now have a general procedure for generating cylinders to which the 2D triangular lattice
Hubbard Hamiltonian can be restricted in a natural way, namely by picking pairs of points
on the lattice to identify with each other. If we fix the cylinder circumference (in Manhattan
distance, ie the minimum number of lattice vectors to go between equivalent points; this is
not the physical circumference in general) to be a particular integer, L, there are exactly
| (L + 1)/2] unique cylinders of this type that can be constructed, which are given by fixing
one point in the 2D lattice and identifying it with with each of the |[(L 4 1)/2| points
separated by ng,a + nyb such that n, +n, = L and n, € {|L/2],|L/2| +1,---,L}. The
three points for n = 4 are shown in Figure 6.2(a). All other lattice points that are equidistant
(in Manhattan distance) from the fixed point give physically equivalent cylinders by rotating
or reflecting the 2D lattice. The resulting one-dimensional strips (with a cylinder formed
by identifying the edges) are shown in Figures 6.2(b), 6.2(c), and 6.2(d); the first and third
cylinders are called YC4 and XC4, indicating that a lattice vector runs, respectively, along
the y or the z direction[136]. In general, the YCL cylinder is one with (n,,n) = (L,0) and
is defined for any L, while the XCL cylinder can be constructed only when L is even and
corresponds to (ng,ny) = (L/2,L/2).

The choice of boundary conditions has important consequences, both for the physics
of the model and for the computational efficiency of the DMRG. The first implication of
the choice of boundary conditions is that the allowed momenta in the Brillouin zone are
restricted. The allowed inequivalent momenta in the full 2D model are those in the first
Brillouin zone, which is shown for this model in Figure 6.3(a). However, if we define a
cylinder by identifying, with periodic boundary conditions, two points that are separated by
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Figure 6.3: (a) Allowed momenta in the first Brillouin zone of the full 2D triangular lattice.
(b) Allowed momenta for YC4 boundary conditions. (c¢) Allowed momenta for the (ng,ny) =
(3,1) boundary conditions. (d) Allowed momenta for the XC4 boundary conditions. Note
that in (b)-(d), if the hexagons are tiled, then the allowed cuts form 4, 1, and 2 distinct lines
respectively, corresponding to different numbers of conserved momenta in the Hamiltonian.

n.a—+nyb, then an eigenstate at momentum k = ¢,k, + ¢k, (¢, and ¢, can be arbitrary real
numbers) must satisfy ¥y (x) = ¥ (x +n,a+ nyb), or equivalently (due to Bloch’s theorem)

1 = el(naatnpb)-(cakatepks) _  2mi(nacatnpcs) (6.1)
which requires that n,c, + nyc, be an integer. Each integer corresponds to a particular line
through the Brillouin zone. For example, in the case of the YC4 cylinder, where n, = 4 and
ny = 0, there is no restriction on ¢, but ¢, must be an integer multiple of 1/4. This leads
to the cuts through Brillouin zone shown in Figure 6.3(b). The corresponding cuts for the
other two possible choices of boundary conditions are shown in Figures 6.3(c) and 6.3(d).

A related consequence of the choice of boundary conditions is that certain types of multi-
sublattice orders may or may not be allowed. This is extremely important for the triangular
lattice Hubbard model, which in the limit U — oo reduces to the nearest neighbor Heisenberg
model and thus should have a three-sublattice 120° Néel order. Notably, this order is not
allowed on the YC4 cylinder, since the four sites around the circumference cannot be assigned
to three distinct sublattices in a consistent way.

Another physical consequence of the choice of boundary condition is that the final cylinder
circumference can vary in size. In the case of YC4 boundaries, the cylinder has circumference
4a, while for XC4 boundaries it is just 2v/3a. This is also reflected in total length of the
allowed cuts through the Brillouin zone; these have lengths 4 x (47 /a+/3) and 2v/3x (47 /a+/3)
respectively. This means that with a given number of sites L in the unit cell, the YCL cylinder
may be “more two-dimensional” than the corresponding XCL cylinder, though this effect is
presumably less important than the question of which multi-sublattice orders are or are not
allowed.

Finally, an appropriate choice of boundary conditions can dramatically speed up numer-
ical computations by introducing additional conserved quantities. The YCL cylinders have
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discrete L-fold translation symmetry around the cylinder, leading to L conserved momenta.
These correspond to the cuts through the Brillouin zone. The XCL cylinders (well-defined
for even L) similarly have L/2-fold discrete translation symmetry, giving L/2 conserved
quantities. The distinct conserved momenta correspond to distinct allowed cuts through the
Brillouin zone (figure 6.3): if the BZ is tiled, then the allowed cuts actually form 4, 1, and
2 distinct lines for the three respective boundary conditions.

As noted in section 5.2, we primarily use the YC boundary conditions. There are two main
reasons: (1) by choosing different cylinder circumferences, we can try to stabilize/destabilize
different phases and in particular we can frustrate the expected high-U magnetic order to
make a spin liquid phase more robust and easier to observe; and (2) with YCL boundary
conditions we can use a mixed real- and momentum-space basis with L conserved momenta,
which both gives a dramatic improvement in computational efficiency and allows us to sep-
arately find the ground state in different momentum sectors.

6.2 Mixed-space Hamiltonian

As a reminder, the model we study is the standard Hubbard Hamiltonian,

H=—t Z cjacjo +He + UZnian (5.1)
(ij)o i

on the triangular lattice. However, this is written in real space, whereas we actually perform
the DMRG simulations reported in the previous chapter in a mixed real- and momentum-
space basis, a method developed in reference [78]. Here I show precisely how that transfor-
mation works, for both cases of YC and XC boundary conditions.

Y C mixed-space Hamiltonian

The first step is to convert the triangular lattice model into an effective model on the square
lattice, which we do as shown in Figure 6.4(a). We then label each site by its horizontal
position x and vertical position y, giving the square lattice Hamiltonian

H=-t Z [Ciyocx-i-l,y,a + C;r:yaca:,y-l—l,a + Cjﬂyacw—l—l,y-f—l,a + HC] + U Z nzyanyi‘ (62)

TYyo Ty

We convert to the mixed-space basis by Fourier transforming in the y direction. For a
cylinder with circumference L, this looks like

1 )
_ i(2m/L)ky
Coyo = ——= E e Coko 6.3
YVL A ’ (6.3)
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Figure 6.4: The triangular lattice in Figure 6.2(b) is converted to the square lattice with
diagonal couplings shown in (a). As before, the dashed gray lines are identified with each
other to form a cylinder. In Figure 6.2(b) that line runs straight along the physical cylinder;
that same line running lengthwise for the YC4 triangular lattice now makes a helix around
the square lattice cylinder, shown as a dashed blue line. In (b), we show the effective
lattice in the mixed real- and momentum-space, with hopping that is diagonal in the vertical
coordinate, k. The arrow next to each hopping term or on-site energy indicates its strength
and phase; note that the hoppings are for the cic, 41 terms and that the complex conjugate
should be taken for the cc' terms. Hopping terms that are exactly 0 have been omitted
completely, but these are specific to the YC4 cylinder shown in the figure. In each vertical
column, the different momenta are mixed by the interaction term (not shown).

where k is an integer and (27/L)k is the momentum when the lattice constant has been set
to 1. The resulting Hamiltonian is

H=— tz [2 cos((2m/ L)k)nako + <(1 + e RY e Hc)}
zko

+(U/L) Y ehntspigoChinCon g0 (6.4)

zkk'q

with £ 4+ ¢ and k£ — ¢ defined mod L as usual.

To actually run the DMRG, we treat this new model as an effective square lattice on the
cylinder, with on-site energies —2t cos ((27/L)k) and hopping only horizontally with a value
also depending on k. This is shown in Figure 6.4(b).
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(a) (b)

Figure 6.5: The triangular lattice placed on a cylinder with XC boundary conditions as in
Figure 6.2(d) is equivalent to the square lattice with alternating diagonal couplings shown
in (a), with the dashed lines identified with each other to form a cylinder. When the
Hamiltonian is rewritten in mixed real- and momentum-space, the hopping terms (equation
(6.6)) are as shown in (b), where the arrow next to each hopping term or on-site energy
indicates its strength and phase; terms that are exactly 0 have been omitted, but note that
these are specific to the XC4 cylinder shown in the figure. In each vertical column, the
different momenta are mixed by the interaction term (not shown).

XC mixed-space Hamiltonian

I now quickly repeat the same steps for a cylinder with XC boundary conditions. In this
case the lattice shown in Figure 6.2(d) becomes the effective square lattice in Figure 6.5(a).
Again labeling the horizontal coordinate of each point by z and the vertical coordinate by
y, the real-space Hamiltonian is

H=- tz [(Z (Cjﬁyacz,erl,cr + C:JJrcycha:Jrl,y,U) +Z C;fcyacx+1,y+1,a +Z ClyoCerl,erl,zy) + H.c.
o

y y even y odd

H U Ny, (6.5)

Yy

The unit cell now has two sites in the y direction, so there are only half as many distinct
momenta; labeling the mixed-space unit cells by x and k,, there will again be two sites
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per unit cell. However, we do not perform the Fourier transform this way. Instead, we
apply precisely the same transformation as in the YC case, equation (6.3), with the result
that k, = (k mod 2) x 47 /L, compared with k x 27 /L for the YC cylinder. This mismatch
between the operator index k and the actual momentum appears as terms in the Hamiltonian
coupling k with k £+ L/2:

H=-tY {2 cos((27/ L)k)nare + (1 + cos ((27/L)k)) (chGCHLkJ + H.C.)

zko

— 08 (2/ LK) (el poCorr koo + He ) |

+ (U/L) Z Clkacx,k-i-q,aC;fclc’ocw,k:’—qp (66)
zkk'q

The mixed-space hopping terms for XC4 are shown in Figure 6.5(b).

6.3 Expected central charge in the metallic phase

As reported in chapter 5, we numerically observe for the YC4 cylinder a central charge ¢ ~ 6.
This is the expected result for the metallic phase, based on an exact tight-binding solution
for the non-interacting limit of U = 0 on the full 2D lattice. In that limit, the Hamiltonian
becomes:

H= -2t Z Nygo (cos(2mk) + cos(2mq) + cos(2m(k — q))) (6.7)

kqo

where the momentum in the Brillouin zone is given by k = kk, + gk, for the reciprocal lattice
vectors k, and k; as shown in Figure 6.1(b). In the ground state, all states with negative
energy will be occupied and all with positive energy will be empty, defining a nearly circular
Fermi surface with approximate radius 47/(3v/3a) [for comparison, the side length of the
hexagonal Brillouin zone is 47/(3a)].

When the system is restricted to a finite cylinder, we can then count how many of the
allowed momentum cuts cross the Fermi surface. This is shown visually in Figure 6.6 for the
YC4 and YC6 cylinders; the number of cuts crossing the Fermi surface is 3 for YC4 and 5
for YC6.

Each distinct cut through the Fermi surface corresponds to two species of free fermion,
one for spin up and one for spin down, and each free fermion contributes a central charge of
1[87]. Thus we conclude that the expected central charges at U = 0 and therefore throughout
the metallic phase are 6 and 10 for the YC4 and YC6 cylinders, respectively.
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(a) (b)

Figure 6.6: (a) The shaded circle denotes single-particle eigenstates that are filled in the
U = 0 limit of the model on the full two-dimensional lattice. The blue lines are the allowed
momentum cuts for the YC4 cylinder; evidently, three of them cross the Fermi surface. (b)
Same for the YC6 cylinder, with 5 lines crossing the Fermi surface.

6.4 Labeling the entanglement spectrum by quantum
numbers

Recall that the entanglement spectrum is the set of values {log()\;)} where the {)\;} are the
coefficients of the Schmidt decomposition

) = > M) ) (6.8)

for a cut between any two rings of the cylinder[66].

We use a matrix product state with all legs labeled by conserved charges, so that when
we perform the Schmidt decomposition as in equation (6.8), each Schmidt state [¢1) is an
eigenstate of three operators: total momentum around the cylinder, spin up occupation
number, and spin down occupation number. We then label the \; by the corresponding
integer eigenvalues.

However, for iDMRG the left and right Schmidt states extend to infinity, and it is not
obvious how these integer charge labels correspond to “physical” values of the charge because,
for example, the total spin up occupation is infinite in each of the two halves. Thus our charge
labels actually give the total charge relative to some point on the cylinder (arbitrarily chosen
as a result of details of the DMRG algorithm) which may be far from the cut we consider in
the Schmidt decomposition.

We can fix this ambiguity by subtracting a constant offset from all charge labels so that
the net charge on each of the two semi-infinite halves, defined by

where (), is the charge label of \;, is 0. A more rigorous treatment of this subtraction is
given in the Supplementary Material of reference [141], section II(B).
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After making this correction, each Schmidt value )\; is labeled by a set of “physical
charges” including the momentum and total spin ((ny —ny)/2). The latter may be a half-
integer if, as in the semion sector of a chiral spin liquid (CSL), there are fractionalized
quasiparticles.

6.5 Matrix product state transfer matrix and the
excitation spectrum

As noted in section 5.3, excitation gaps in the physical system can be estimated from the
eigenvalues of the matrix product state (MPS) transfer matrix spectrum. Here we elaborate,
showing how flux insertion can be used to partially map out the two-dimensional excitation
spectrum versus k, and k,. This is similar to the method used in references [39, 41]. We use
this technique to show that our data do not clearly indicate a susceptibility towards a Dirac
spin liquid state; see sections 7.1, 7.2, and 7.3 below.

One-dimensional version

Consider a one-dimensional system, with its ground state given by an MPS. For clarity, we
suppose a one-site unit cell and a right-normalized MPS with the transfer matrix as shown in
Figure 6.7(a). If all legs of the MPS tensors are labeled by conserved charges, then transfer
matrix eigenvalues can be labeled as well. As an example, suppose the conserved charge is
S,. Then the transfer matrix can be decomposed into independent sectors with a conserved
charge on each leg, as in Figure 6.7(a). The total charge coming in from the right is so — sy,
while the total charge going out on the left is s; — s3. An eigenvector of this sector of the
transfer matrix will have outgoing charge to the left of sy — s4 so that the product is nonzero,
and the outgoing charge of the product will be the left charge of the transfer matrix, or
s1 — s3; since the product is a scalar multiple of the original vector, we can conclude that
S1 — S3 = S — 84 in any sector of the diagonalized transfer matrix. (In other words, the
transfer matrix being diagonalizable means that all blocks with s; — s3 # sy — s4 must be
identically zero.) In this way, each eigenvalue of the transfer matrix can also be labeled by
this conserved charge, s; — s3.

We can then relate these conserved charges to physical excitations in the system. Assume
a transfer matrix eigenvector with total outgoing conserved charge s and apply an operator
ST inside the transfer matrix as shown in Figure 6.7(b); the outgoing conserved charge of
the combined object is s+ 1, and it will transform according to the s+ 1 block of the transfer
matrix. Thus if the 1 eigenvalue corresponding to the normalization of the MPS is in the
s = 0 sector, the s = 1 sector of the transfer matrix will describe the physical evolution with
translation in x of excitations with S, = 1.

In fact, the eigenvalues of the transfer matrix spectrum give very specific information
about the excitation spectrum in each charge sector. Letting the eigenvalues be denoted by
A = e "% it is believed to be true that for each such eigenvalue there is an excitation of
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;gjsz s2 SptS
Sy Sy 3 S
Figure 6.7: (a) The MPS transfer matrix, here shown for a right-normalized MPS with a
one site unit cell, can be decomposed into blocks labeled by a conserved charge on each
leg. s1 — s3 = s9 — 84 for every nonzero block if the transfer matrix is diagonalizable. (b)

The charge of the transfer matrix corresponds to the physical charge of an excitation, here
demonstrated via a spin-1 excitation produced by the ST operator.

the system with energy E' = ve and momentum k, = ¢/a; v is a scale factor that is the same
for every excitation.[143] At finite bond dimension it will be impossible to map out the full
excitation spectrum since k, is continuous, but the transfer matrix spectrum will include
the minima of the excitation spectra versus k,. Thus by looking at the low-lying eigenvalues
in each charge sector, it is possible to observe the smallest excitation energies for different
types of excitations and the corresponding k,. For example, the low-lying s = 0 eigenvalues
give the spin singlet gap; it is similarly possible to compute the triplet gap from the s =1
sector.

Hubbard model and the two-dimensional excitation spectrum

Now suppose that the system is the square lattice Hubbard model (lattice constant a) on a
cylinder with a circumference of L sites, in particular in mixed real- and momentum-space,
with conserved quantities (ns,ny,k,), so that the conserved spin is (ny — ny)/2 and the
conserved charge is ny + n;. Here we label the k, eigenvalues by integers from 0 through
L — 1 for a cylinder of circumference L, and they should be multiplied by 27/a to get the
true momentum.

Then suppose that in some charge sector, for example k, = 1, ny = 1, nj = —1, the
smallest eigenvalue is at k, = m/a. This means that in that charge sector, the lowest energy
excitation has Ak, = m/a, and that it has a Ak, corresponding to a transition between two
of the allowed momentum cuts, at Kk = n and kK = n + 1. This would seem to indicate that
Ak, = 27 /a, but there is an important, and very powerful, exception.

As described in section 5.3, when we perform flux insertion that twists the boundaries
oppositely for spin up and spin down electrons, we shift the momentum cuts through the
Brillouin zone in opposite directions. Compared with the charge neutral sector, the excitation
in sector (1, —1,1) is created by some combination of the operators c%k +1€L,k and the physical
shift in &, between the annihilated electron and the created one is actually (27/a)(14-6/(27)).

Using this, we can, for each 6, find the Ak, for the lowest energy excitation in each
charge sector and its corresponding Ak, then scan 6 from 0 to 47 to map out how both
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Figure 6.8: (a) Sample tight-binding model for demonstration of excitation spectra from
MPS transfer matrix spectrum. Hopping is —¢ on solid bonds, 4+t on dashed bonds, and
interaction is zero. The red rectangle shows the unit cell. (b) Dispersion for this model,
plotted as a function of (n,,n,) where k = n,k, + nyk,. The reciprocal lattice vectors are
k, = (r/a)z and k, = (27 /a)y where a is the lattice constant.

the minimum excitation energy and its corresponding Ak, vary with Ak,. (Note that the
particular way that momentum cuts shift will depend on the charge sector.) This provides
a one-dimensional cut through the minimum of the excitation spectrum vs k, and k,.!

To demonstrate the technique, consider the noninteracting model shown in Figure 6.8(a),
with hopping —t on solid bonds and +¢ on dashed bonds; this is just the U = 0 Hubbard
model on a distorted triangular lattice with staggered 7 flux. The exact solution is given by

E(ng,ny) =+ (4 cos®(2mny) + €™ 4 e e~ i2m(natny) _ 1‘2> (6.10)
= & (4 cos*(2mny) + 2(2 — cos(2mn,) + cos(2mn, + 47ny))) (6.11)

where n, and n;, give the momentum as k = n.k, + nyk,. This dispersion is shown in
Figure 6.8(b) and evidently has Dirac cones at (ng,ny) = (0,+1/4). In Figure 6.9 we show
in the left two columns the following quantities for a circumference 4 cylinder: the allowed
momentum cuts through the Brillouin zone at 6 = 0; the allowed cuts at 0 = 27; the low-
lying transfer matrix spectrum versus € in the spin 0 and spin 1 sectors, with eigenvalues
colored by momentum quantum number; the low-lying transfer matrix spectrum for all theta
versus n, in the spin 0 and spin 1 sectors; and the low-lying spectrum for all theta versus n,
in the spin 0 and spin 1 sectors. In the right two columns we show the same for L = 5.
The S, = 0 spectra in Figure 6.9 are discrete with respect to both momenta n, and ny, a
fact which we briefly explain. These excitations correspond to applying either a c} followed

by ¢4 or ci followed by c¢;. For ny, at zero flux each creation and annihilation operator
must lie on one of the allowed momentum cuts, and the difference in the momenta of ¢’ and

1One caveat to this technique: the scale factor v relating the excitation energies to the transfer matrix
eigenvalues may not be constant with flux insertion. However, this does not appear to be a problem in
existing results in the literature.[39, 41].
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Figure 6.9: Transfer matrix spectra for the ground state of the model shown in Figure
6.8(a), computed using DMRG with a bond dimension of 4000. Left two columns, top
row: allowed momentum cuts for a square lattice on a circumference 4 cylinder at (left)
zero flux and (right) 7 flux. Black dots indicate the locations of the Dirac cones. Second
row: low-lying transfer matrix spectrum versus flux ¢ in the S, = 0 (left) and S, = 1 (right)
sectors. Colors indicate the momentum quantum number of each eigenvalue, as given by the
legend in the third row. Notes: (1) we omit the eigenvalue of the transfer matrix that equals
1, which just gives the normalization of the state; (2) the bottoms of the Dirac cones are at
nonzero energy due to finite bond dimension; and (3) some data points may be hidden, e.g.
k = 0 behind k£ = 2. Third row: transfer matrix spectrum for spin 0 and spin 1 versus n,.
Fourth row: spectrum versus n,. Note that part of the S, = 0 spectrum is near the right
edge. Right two columns: same data for a cylinder with circumference L = 5.
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Figure 6.10: Conversion from momentum space on the square lattice representation of the
triangular lattice back to momentum space for the original lattice. (a) The original tri-
angular lattice is shown in the top right, with a one ring unit cell. For running DMRG
with YC boundary conditions, we convert to the square lattice shown at top left. Using the
MPS transfer matrix from the computed ground state, we find the excitation spectrum as
a function of k in the Brillouin zone for the square lattice, bottom left; the momentum is
given in terms of n, and n,, fractions of the reciprocal lattice vectors k, and k;. The cor-
responding momenta in the Brillouin zone for the original triangular lattice, bottom right,
can be computed by using the corrected k, and k; while keeping n, and n; the same; this is
demonstrated by the point n, = n, = 1/4 at the intersection of the dashed gray lines. (b)
Same but for the YC boundary conditions with a two-ring unit cell. At bottom right, we
show how the reduced Brillouin zone with two rings fits into the one-ring Brillouin zone. (c)
Same but for the XC boundary conditions.

c is discretized to one of the L allowed transitions between cuts. As flux is inserted, the
momentum cuts shift, but they shift together for ¢! and ¢, so that the momentum transfer
remains discretized. (This does not happen for S, = 1 because the cuts for ¢! and c_, shift
oppositely.) This discretization in n, will be present for any spinful fermion model in the
S, = 0 sector. The discretization in n,, on the other hand, is specific to this model. In
particular, for this model the local minima of the excitation spectrum with respect to n,
at fixed n; remain at the same n, when the initial and final momenta in the k, direction
(separated by the momentum of the excitation, n;,) are varied. Recalling from above that
the transfer matrix spectrum eigenvalues generally give the local minima in the excitation
spectra, this leads to discretization in n,. In more complicated models, the S, = 0 will
not be exactly discretized, though it may still have a tendency to cluster around lines of
discretized momentum.

To confirm that the transfer matrix really gives the two-dimensional excitation spectrum
as claimed, we point out several features of the spectra. (1) For spin 0 excitations, where
the momenta of ¢’ and ¢ move together, Ak, is quantized, and the Dirac cones appear in
the k& = 0 sector whenever an allowed momentum cut hits one. For L = 4, they also appear
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P 0 /2

Figure 6.11: (a) Low-lying part of the transfer matrix spectrum for the noninteracting model
of Figure 6.8(a), vs k, in the Brillouin zone of the original triangular lattice. (The lattice
constant is set to 1.) Note that transitions between the Dirac cones appear at Ak, = 0,
+7/4/3 as expected. (b) Same, versus k,, with transitions between Dirac cones appearing
as expected at Ak, =0, £7.

simultaneously for k = 2 because the separation between the cones is twice the separation
between allowed cuts. (2) For spin 1 excitations, the Dirac cones appear for L = 5 in the
Ak = 2 sector at § = 7 corresponding to a transition from the lower cone with k, = 4 for
spin down to the upper one with k, = 1 for spin up and at ¢ = 37 in the Ak = 1 sector
corresponding to a transition from the upper cone with £, = 2 for spin down to the lower one
with k, = 3 for spin up. (3) Dirac cones appear at Ak, = 0 for L=5 in the spin 0 sector but
not in the spin 1 sector, since cuts for spin up and spin down can never both pass through
the same Dirac cone at the same time given their spacing.

On the triangular lattice

Finally, we describe how this approach can be applied to the triangular lattice. To ac-
tually perform our DMRG simulations, we convert the triangular lattice into a distorted
square lattice, as shown for YC and XC boundary conditions in Figure 6.10. Following the
method above will give the excitation spectrum as a function of k, and k, in the effective
square/rectangular Brillouin zone.

We then write the overall momentum as k = n.k, + nyk, as above, and simply keep n,
and n; constant while replacing k, and k; by the corresponding reciprocal lattice vectors of
the triangular lattice, as shown in Figure 6.10. As an example, we can place the staggered-
flux hopping model above onto the original triangular lattice; in terms of the new k, and k,,
the L = 4, spin 1 spectrum versus k, and k, from Figure 6.9 will be as shown in Figure 6.11.
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Chapter 7

Chiral spin liquid phase of the
triangular lattice Hubbard model:
additional data

In this chapter I present a large amount of additional data from my study of the triangular
lattice Hubbard model whose results were presented in chapter 5 above. The data is organized
here by cylinder geometry, in the order YC4, YC6, YC5, YC3, and finally XC4. Perhaps of
particular interest will be the data on transfer matrix spectra for the YC4, YC6, and YC5
cylinders.

7.1 YC4 additional data and analysis

Correlation lengths in different charge sectors

As described in chapter 6, the MPS transfer matrix can be decomposed into blocks in different
conserved charge sectors, and this allows the computation of a correlation length £ in each
sector. In Figure 5.3(b), we show the correlation length as a function of U/t for a range of
bond dimensions in the (@, S,, K) = (0,0,0) sector, in other words the correlation length
for operators carrying no charge, spin, or momentum around the cylinder. In Figure 3(c),
we show for the highest bond dimension the correlation length in all four charge sectors that
have the largest £ for some U/t. Here we show the comparison between correlation lengths
in different sectors in slightly more detail.

In Figures 7.1 and 7.2 we show the correlation lengths for the (@, S.) = (0,0), (1,1/2),
(0,1), (2,0), and (2,1) sectors with K = 0 and 1; in the first figure the correlation lengths
are separated by K and in the second by (@, S,). There are several notable features: (1)
The large peak at U/t ~ 10.6 appears only in the (0,0, 0) sector. (2) The longest correlation
length is in the K = 1 sector for large U, and in the K = 0 sector elsewhere. (3) Below
U/t =~ 8, the longest correlation lengths correspond to charge fluctuations. Where the
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Figure 7.1: Correlation lengths computed from the MPS transfer matrix (y = 11314) for
operators with (a) K =0 and (b) K = 1. Each line corresponds to a charge sector (@, S,),
see legend in panel (b).

(@, S,) = (1,1/2) fluctuations have the longest correlation length, this is consistent with a
metallic state. Above this, charge fluctuations are gapped and the spin correlations are the
largest. (4) At lower U the (@, S,) = (2,0) fluctuations have the largest correlation length,
potentially indicating a susceptibility to superconductivity. However, this is far from the
chiral phase in which we are interested, so we have not investigated this possibility.

Chiral order parameter and extrapolation

In Figure 5.3(e), we show the chiral order parameter (S; - (S; x Si)), where ¢, j, and k
label three lattice sites at the vertices of a triangle, as a function of U/t at different bond
dimensions. We additionally show an extrapolation in the DMRG truncation error; here we
explain the details of the extrapolation method.

At each value of U/t, we have values of the order parameter for five different bond dimen-
sions, namely 2000, 4000, 5657 ~ 4000v/2, 8000, and 11314 ~ 80002, and corresponding
DMRG truncation errors, p. The error in the energy of a state should scale linearly with
the truncation error, F = Ey,, + A X p,[45] but the error in other observables may scale in a
more complicated manner. For the chiral order parameter, we assume a scaling of the form

(Si - (Sj x Sk)) = (Si - (S; X Si))tim + A x p° (7.1)

used in reference [45], Figure 8. The data and best fit curves for several specific values of
U/t are shown in Figure 7.3; in particular, we show U/t = 8 at the upper end of the metallic
phase, U/t = 10 where the chiral order parameter is near its peak, and U/t = 11 in the
high-U phase. (The optimize.curve_fit function from Python’s scipy library fails to find
the best fit of this form for U/t 2 11.5, beyond which we use instead a linear extrapolation
from the few highest bond dimensions.)

We also show in Figure 7.4 the best fit results if we do a simple linear extrapolation from
the three highest bond dimensions; we show the best fit line with the data for U/t = 8 and
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Figure 7.2: Correlation lengths for operators with (@, S.) = (a) (0,0), (b) (0,1), (c) (1,1/2),
(d) (2,0), and (e) (2,1). Each line corresponds to a charge sector K, see legend in panel
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Figure 7.3: Chiral order parameter versus DMRG truncation error, for (a) U/t = 8 in the
low-U phase, (b) U/t = 10 in the intermediate phase, and (c) U/t = 11 in the high-U phase.
Gray lines show best fit curves of the form C + A x p?, allowing for extrapolation to the
limit of no truncation error/infinite bond dimension.
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Figure 7.4: In (a) and (b), we show the same data as in Figures 7.3(a) and 7.3(b) respectively,
but with linear best fit lines computed using the points with the three lowest truncation errors
in each case. The result is essentially unchanged in the intermediate phase. In (c), we show
the extrapolation as a function of U/t using this linear fit method. The actual data is the
same as in Figure 5.3(e).

U/t = 10, as well as the equivalent of Figure 5.3(e) with the extrapolation line determined
using this linear fit. (The best linear fit at U/t = 11 is simply a flat line at 0.) This
method makes it seem that some time-reversal symmetry breaking may survive in the low-U
phase, but comparing the fitted curves for U/t = 8 using the two methods, it appears that
the nonlinear fit is significantly better, and that one predicts the expected vanishing of the
chiral order parameter in the low-U phase.

Despite the disagreement at low U, in intermediate phase the two extrapolation methods
give essentially similar results, as seen in Figures 7.3(b) and 7.4(b); the chiral order clearly
remains nonzero in the limit of infinite bond dimension/zero truncation error.

Metal-insulator transition
Singularity at the Fermi surface

One sign of a metallic, or Fermi liquid, state is the presence of a singularity at the Fermi
surface in the occupation (ng). We do not observe a singularity at any finite MPS bond
dimension, but by measuring (nx) as a function of U/t and bond dimension we can observe
the approximate location where the singularity would appear. We perform this computation
for the YC4 cylinder.

We compute the correlators (cgjkyncmyﬁ for x in the range —50 to 50, then compute the
occupation for spin up by

50
(M k1) = Z eik”x@g,kmcx,kyﬁ- (7.2)
r=-50

The range of 50 is about an order of magnitude larger than the correlation length, and the
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Figure 7.5: Spin up occupation in the Brillouin zone, (ni), for (a) U/t = 0 (exact result),
(b) U/t = 6 in the metallic phase, (c¢) U/t =9 in the spin liquid phase, and (d) U/t = 12
in the high-U phase.
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Figure 7.6: (a) Maximum gradient of the occupation, as a function of U/t and bond dimen-
sion, showing a transition between U/t ~ 8 and U/t = 10. (b) Height of the peak at the
Fermi surface found by including a factor of |x| in the Fourier transform in equation 7.2.
The vertical line at U/t = 8.5 appears to be the approximate location of the transition.

results are converged in the sense that when (nyy) is plotted, the curves from using 40 vs 50
points are essentially indistinguishable.

In Figure 7.5 we show the spin up occupation in the Brillouin zone (computed with bond
dimension x = 4000) for U/t = 6 in the metallic phase, U/t = 9 in the spin liquid phase,
and U/t = 12 in the high-U phase, as well as the exact tight-binding result for U = 0 as a
comparison. The behavior is clearly qualitatively different at high U compared with low U.

To make the transition more evident, we also show the maximum gradient of the occupa-
tion vs U/t for several bond dimensions in Figure 7.6(a). If there is indeed a singularity in
the limit of infinite bond dimension, the maximum gradient should extrapolate to infinity,
which appears to be the case at U/t = 6. If, on the other hand, there is no singularity,
then the gradient should converge as the bond dimension increases, which is clearly the
case for U/t 2 10. The exact location of the transition remains unclear, however, since for
8 < U/t < 10, it is not clear whether the gradient will diverge or not.
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Another possibility for observing the transition is to add a factor of |z| in the Fourier
transform in equation (7.2), which converts the singularity at the Fermi surface into a peak.
We can then plot the peak height, which is shown in Figure 7.6(b). This allows for a
somewhat more precise determination of the transition location, at U/t ~ 8.5.

Density structure factor

The metal-insulator transition can also be observed in the density structure factor,

S(q) = (on(q)on(-q)) = é > e Sn(x)dn(y)) (7.3)

x7y

where dn(x) = n(x) — (n(x)) = n(x) — 1. Near q = 0, the structure factor should satisfy
S(q) o< ¢? if the state has a charge gap and S(q) o ¢ if it does not. Both behaviors can be
captured by the functional form

S(q) x /¢®+m?—m, (7.4)

for an “effective mass” m that goes to 0 when the state is gapless.

To distinguish between the gapped and gapless behavior, it is sufficient to consider a
one-dimensional cut through S(q), namely S(g,, g, = 0), and this has the benefit of being
quite efficient to compute in our mixed-space MPS. Our local sites are labeled by (z,k,),
and in terms of the operators n,x, = c;kychy the g, = 0 structure factor is

S(qx) Z " ((Aorfian ) — (Nok) (Pair)) - (7.5)

xkk’

We compute the (nn) correlations out to a distance of 200 rings of the cylinder; even at the
largest bond dimension (11314) and the smallest U (with the slowest decay of the correla-
tions), we find that numerical error is larger than the actual correlations beyond 125 rings,
so this range is more than enough for accurate results.

In Figure 7.7 we show S(¢,,q, = 0) for a range of bond dimensions, with the structure
factor for U/t = 7, 10, and 12, in the metallic, intermediate, and ordered phases, respectively;
for each U, S(g,) is normalized so that the maximum is 1 for the highest bond dimension.
Qualitatively, it is clear that the dispersion at U/t = 7 looks linear whereas at the two
higher values of U it appears quadratic, which confirms that the metal-insulator transition is
between 7 and 10. To get a clearer picture of the transition, we fit the part of the structure
factor with |g,| < m/12 to a curve of the form (7.4) and extrapolate the mass m as a power
law in the DMRG truncation error. In Figure 7.8, we show the mass computed for each U
and Y, as well as two different extrapolations to infinite bond dimension. The metal-insulator
transition appears to occur at U/t ~ 8, roughly consistent with the rest of our analysis.
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Figure 7.7: (a) S(q,) at U/t = 7, normalized so the maximum value for the highest bond
dimension is 1. The dependence on ¢, is approximately linear near the origin. (b) U/t = 10.
The dependence on ¢, is quadratic. (¢) U/t = 10. The dependence on ¢, is again quadratic.
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Figure 7.8: Best fit curvature, measured by the mass m of equation (7.4), near ¢, = 0,
for a range of bond dimension and extrapolated as a power law in the DMRG truncation
error. Vertical lines indicate the phase transitions as argued for in chapter 5 and in section
7.1 below. Evidently this measure of the metal-insulator transition lines up well with the
onset of the chiral phase. Note that at low U the extrapolation is much farther from the
data than at high U, so the apparently slightly negative mass is likely still a finite bond
dimension effect; if the highest bond dimension is not used, the extrapolation appears even
more negative, supporting this view.
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Finite entanglement scaling

In chapter 5, we show in Figure 5.3(f) and (g) the central charge, a characteristic property
of the conformal field theory describing a gapless one dimensional system, computed as a
function of U/t using the scaling relations[19]

S = (¢/6)log(&). (7.6)
and [112, 90, 8§]

(1 + JT/Q log (x (7.7)

respectively.

Both approaches clearly show a finite central charge at low U, with a value of approx-
imately ¢ = 6, which is exactly what we expect for a metallic state on this cylinder as
discussed in section 6.3 above. At high U the latter approach clearly shows ¢ = 0 while the
former requires some extrapolation of the finite bond dimension results. In the intermediate
phase the second approach gives ¢ = 0 at least for U/t = 9, but the behavior between about
U/t = 8 and 9 is unclear. To provide some further clarification, we discuss here the precise
way that we compute the central charge and discuss the extrapolation to the true, infinite
bond dimension ground state.

We first explain further how we calculate the central charge. At each U/t and each
bond dimension, we can calculate the total entanglement entropy S for a cut between two
rings of the cylinder, and also the correlation length (Figure 5.3(b)). As both become large,
they should scale according to equation (7.6), but the relation will be inaccurate when both
quantities are small because non-universal offsets will be comparatively large. The coefficient
is thus best approximated by the derivative, ¢/6 ~ dlog(§)/dS, and we calculate discrete
approximations to this derivative from the values of S and £ at successive bond dimensions;
the lines in Figure 5.3(f) and (g) are labeled by the larger of the two bond dimensions used
in calculating the discretized derivative. So for example the yellow (most accurate) line in
the figure is computed using the ground state wave functions for bond dimensions 8000 and
11314.

In Figure 7.9, we show the central charge estimates using equation (7.6) at U/t = 9 and
at U/t = 13 versus 1/x, where the x used is the geometric mean of the two bond dimensions
used to calculate the derivative. In the high-U phase we show a linear extrapolation to
infinite bond dimension; although it appears to show a small but nonzero central charge,
that is not really a reliable result. For example, the use of the geometric mean of the
two bond dimensions used in computing the derivative is an arbitrary choice, particularly
because the error may be determined mostly by the smaller bond dimension, and using that
bond dimension for the horizontal axis would shift the graph to the right. At U/t =9, it
is essentially impossible to extrapolate the central charge at all as the shape of the curve is
completely unclear.

In fact, in both phases, and particularly in the high-U phase, the entanglement appears
to be converging with increasing bond dimension, as shown in Figure 7.10, which is indicative
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Figure 7.9: Central charge vs 1/x for (a) U/t = 9 and (b) U/t = 13. Both seem to
extrapolate to finite values, but this is misleading, as discussed in the text.
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Figure 7.10: (a) Entanglement between rings of the cylinder as a function of U/t for different
bond dimensions. It is nearly converged in the intermediate and high-U phases, indicating
that they are gapped. (b) A close-up slice at U/t = 13. Note that the vertical scale is only
about 2% of the value of S.

of a gapped phase that should have ¢ = 0. The apparent nonzero central charge comes from
the fact that both the entanglement and the correlation length are still growing very slightly
at the accessible bond dimensions.

Another option, then, is to compute the central charge directly from the scaling of en-
tanglement with bond dimension, using equation (7.7). In the gapless low-U phase, this is
less accurate than the computation of ¢ from scaling with &, but at higher U it is indeed
more converged. Slices at U/t = 9 and 10 in the intermediate phase and U/t = 13 in the
high-U phase are shown in Figure 7.11. It is still not completely clear that system is gapped
at U/t = 9, but that is likely a finite bond dimension effect, as the later point in the same
phase, at U/t = 10, clearly shows ¢ = 0.
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Figure 7.11: Central charge vs 1/, calculated by scaling with bond dimension, for (a)
U/t =9, (b) U/t = 10, and (c) U/t = 13. The latter two clearly extrapolate to 0,
suggesting that both the intermediate and high-U phases are gapped. The extrapolation at
U/t = 9 still appears to go to a nonzero value (approximately 1/2), but this is likely still a
finite bond dimension effect.

Entanglement spectrum degeneracy

As reported in chapter 5, the entanglement spectrum of the ground state on the YC4 cylinder
acquires an exact two-fold degeneracy when entering the intermediate phase, at U/t ~ 8.3,
a fact that we demonstrate here. Figure 7.12 shows the low-lying levels in the entanglement
spectrum in the ground state as a function of U/t.

The two lowest-lying levels appear to come together somewhere in the vicinity of U/t = 8,
and then pairs of levels come together at U/t = 10.6. This onset of four-fold degeneracy
from two-fold degeneracy at U/t = 10.6 is visually obvious in the figure: each pair of
lines that come together at that point do so at a sharp angle, so that the slope of the
entanglement spectrum lines appears discontinuous at that point. The precise location of
the first transition, from a nondegenerate entanglement spectrum to two-fold degeneracy, is
not clearly visible in the same way.

To more precisely find where the two-fold degeneracy onsets, we take all of the entan-
glement levels for a given value of U/t and a given bond dimension, and group them into
adjacent pairs, with the lowest two levels together, the third and fourth together, and so
forth. We then find the separation within each pair, and average the separation over the
lowest N pairs, for some large N. (We do not average over all pairs because the highest
ones will be inaccurate for any finite bond dimension.) The logarithm of this average can be
plotted vs U/t for each bond dimension, which is shown for N = 1000 in Figure 7.13(a)(a).
The curves for different bond dimensions all sit roughly on top of one another until around
U/t = 8, where they start to deviate. For each bond dimension the separation drops towards
0 before flattening off at some finite average separation; as bond dimension increases, this
flattening out happens at successively smaller separations. It is still difficult to identify the
exact onset of degeneracy in the infinite bond dimension limit, but it appears to be some-
where within the region highlighted by the vertical gray bar, from U/t = 8.1 to 8.6. The
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Figure 7.12: Entanglement spectrum in the ground state of the YC4 cylinder, as calculated
for bond dimension y = 8000.

value of U/t ~ 8.3 used in Figure 5.3 is approximately the center of this region.

For confirmation that this is indeed what a finite bond dimension approximation to an ex-
act degeneracy should look like, we have also followed the same procedure with entanglement
levels divided into groups of four, plotting the average separation between the highest and
lowest levels in each group, which should go to 0 at the onset of four-fold degeneracy. This
is shown in Figure 7.13(b). This indeed shows essentially the same behavior at U/t = 10.6
as does the average pair splitting at U/t ~ 8.3, so we believe this is a valid and relatively
rigorous way to locate the onset of degeneracy.

Chiral Domain Wall

As there is a two-fold degeneracy arising from the two possible chiralities, at nonzero temper-
ature there will be regions of each chirality with domain walls between them. We characterize
these domain walls by considering a finite cylinder segment, assuming an infinitely repeat-
ing MPS on each end; these half-infinite MPSs are taken from the ground states previously
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Figure 7.13: (a) Log of the average separation within pairs of entanglement levels, with
1000 pairs included in the average. The gray bar shows the regions U/t € [8.1,8.6]; onset
of 2-fold degeneracy is somewhere in this region, though the precise location is still difficult
to determine. (b) Log of the average separation between the top and bottom entanglement
levels when grouped into fours, with the lowest 500 groups included (the same total number
of entanglement levels). The vertical line at U/t = 10.6 is the onset of 4-fold degeneracy.

found for each of the two chiralities, with opposite chiralities at the two ends. Within the
finite cylinder, we optimize the MPS tensors to minimize the energy as usual, resulting in
the minimal energy configuration that interpolates between the two chiralities. This is the
same method used in reference [141].

Here we show results for the YC4 cylinder at U/t = 10, deep in the chiral phase. The
shape of the domain wall can be observed by calculating the chiral order parameter (S-(SxS))
on successive triangles proceeding along the finite segment. On each ring of the cylinder,
there are two inequivalent triangles, one which points left, and one which points right (see
Figure 5.1), and we calculate the order parameter on both. Note that all triangles in a
particular ring with a given orientation are necessarily equivalent in our mixed real- and
momentum-space basis. Figure 7.14(a) shows the evolution of the chiral order parameter
across a finite segment of length 24 rings, with both triangle orientations; note that at
each end the chiral order parameters for the two triangle orientations converge to a single
constant value, the same one shown in Figure 5.3(e). Figure 7.14(b) shows the dependence of
the domain wall shape on the MPS bond dimension; although the behavior is quite different
comparing the low bond dimension of 2000 with the higher ones, it appears to be essentially
converged by x = 4000.

We can additionally calculate the energy cost of creating the domain wall by comparing,
for each bond dimension, the minimized energy with the domain wall present with the
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Figure 7.14: Shape of the domain wall between regions of the two different chiralities, as
measured by the chiral order parameter for local triangles on each ring of a finite cylinder
segment: (a) computed for y = 5657 for both triangle orientations, and (b) for the left-
pointing triangles at three different bond dimensions, showing convergence by x ~ 4000.

minimized energy at the same bond dimension with just a single domain. The total energy
cost of the domain wall on the YC4 cylinder, which is nearly converged for x = 4000, is
approximately 0.026¢, giving a domain wall tension of 0.0065¢/a. Using estimated values
from the literature[63, 105], this gives for the organic crystal xk-(BEDT-TTF)3Cuy(CN)3 a
tension of about (4K) X kg.

Flux insertion data

In chapter 5, we show in Figure 5.4 the evolution of several quantities with flux insertion,
including the chiral order parameter, the peak height of the spin structure factor, and a
qualitative estimate of the spin singlet gap from the MPS transfer matrix spectrum. We also
show the spin Hall effect in the chiral spin liquid (CSL) phase via spin pumping with flux
insertion in Figure 11(d) and the spin- and momentum-resolved entanglement spectrum in
the two topological sectors of the CSL in Figure 11(b). Here we provide some additional data
on the evolution of the system with flux insertion, including fidelity, transfer matrix spec-
trum estimates of gaps to other types of excitations, and the evolution of the entanglement
spectrum with flux insertion.

In Figure 7.15 we show a variety of quantities versus U/t and flux insertion . In particu-
lar, we show (a) the transfer matrix estimate of the spin triplet gap, showing the distinction
between the two high-U phases; (b) the transfer matrix estimate of the charge gap, showing
the metal-insulator transition; (c) the fidelity with flux insertion, showing some phase tran-
sitions clearly; (d) the entanglement between rings; and (e) the truncation error in the last
sweep of the DMRG simulation, showing that the accuracy of the simulation is essentially
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Figure 7.15: Various quantities for the YC4 cylinder vs U/t and flux insertion 6, with
X = 4000. (a) Transfer matrix estimate of the spin triplet gap. (b) Transfer matrix
estimate of the charge gap. (d) Fidelity of the flux insertion—in particular, we show
1—|((0) (0 + 7/12))]?, so that a very large value would indicate a loss of adiabaticity. We
see phase boundaries but no such non-adiabatic evolution. (d) Entanglement between two
rings of the cylinder. (e) Log base 10 of the truncation error at the last step of the DMRG
simulation.

constant with flux insertion within each phase. All quantities clearly delineate the chiral
phase.

We can also further examine the spin pumping from flux insertion at U/t = 10 shown
in Figure 5.11(d). Compared with the spin pumping for YC6 (Figure 4(b)), there is sub-
stantially more deviation from a straight line, which arises because of the large shifts in the
phase boundaries with flux insertion. In particular, the spin is pumped more quickly when
the chiral order parameter is larger, and less quickly when it is smaller. This phenomenology
can be seen clearly by looking at spin pumping at smaller and larger values of U which
clearly cross phase boundaries; in Figure 7.16 we show the spin pumping for U/t = 9.2 and
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Figure 7.16: YC4 spin pumping: (a) U/t = 9.2 and (b) U/t = 11.0.

U/t =11. At U/t = 9.2, the system is in the chiral phase until shortly before 27 flux, where
it enters the left-most nonchiral region seen in Figure 5.4(a), at which point the pumped
spin plateaus at exactly 1/2. The spin pumping continues upon reentering the chiral phase.
(Note that for smaller U, since the sign of the chirality is randomly opposite upon reentering
that phase, the spin pumps back down to 0 at 47 flux instead of up to 1.) At U/t = 11,
there is initially no spin pumping, but it begins after entering the chiral phase; the pumping
stops again once the system once more enters the nonchiral phase after 37 flux.

Transfer matrix and the two-dimensional excitation spectrum

In section 6.5 above, we discuss how the MPS transfer matrix spectrum gives the excitation
spectrum of the system. In particular, for a given U, flux insertion allows us to trace out a cut
through the minimum of the excitation spectrum as a function of k, and k,. In Figure 7.17
we show the transfer matrix spectrum for spin 1 excitations at U/t = 10 versus flux insertion,
k., and k,, at bond dimensions 2000, 4000, and 8000. Note that for this data, flux insertion
was not performed adiabatically, but rather the DMRG was performed independently for
each 6; however, adiabatic flux insertion at y = 4000 gives a nearly identical result.

This data is somewhat difficult to interpret due to the shifting of phase boundaries with
flux insertion. Another possibility is to, for each flux #, take the transfer matrix spectrum
corresponding to the U/t with the greatest chirality in order to find the transfer matrix
within a single phase. This is shown (for x = 4000) in Figure 7.18.

Comparison with Dirac spin liquid

One purpose of this analysis is to check whether the Dirac spin liquid (DSL) is another
candidate state for the two-dimensional model, which seems plausible given that the DSL
can become a chiral spin liquid when the Dirac cones are gapped out. A DSL on the triangular
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Figure 7.17: Low-lying part of the S, = 1 part of the transfer matrix spectrum for U/t = 10
on the YC4 cylinder at xy = 2000 (left column), 4000 (middle column), and 8000 (right
column), plotted versus flux inserted (top row), k, (middle row), and k, (bottom row). (The
lattice constant is set to 1.) Color corresponds to the momentum quantum number of the
excitation as given in the panel in the upper left. Vertical lines correspond to momentum
transfers between possible Dirac cone locations in the Dirac spin liquid; they do not clearly
correspond to features observed in our data.
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Figure 7.18: Low-lying transfer matrix spectrum where, for each amount of flux inserted,
6, we use the U/t with the largest chiral order parameter to “track” the chiral phase. (a)
Spectrum plotted versus k,. (b) Spectrum plotted versus k,. (c) Location of the maximum
U/t used for each 6.

lattice can be constructed with fermionic partons with staggered 7w flux. There are several
valid gauge choices, one of which is the model shown in Figure 6.8(a) above; the three
inequivalent gauge choices give Dirac cone pairs at (k,, k,) = +(7/v/3,0), £(7/2,/(3), 7/4),
and +(7/21/(3), —7/4). The momenta of the corresponding transitions are indicated by
vertical lines in Figures 7.17 and 7.18.

When plotted at constant U/t = 10, the minima in the spectrum do not appear to
line up with the transitions between expected locations of the Dirac cones. When plotted
instead at the approximate center of the chiral phase, the minima are in fact at (Ak,, Ak,) =
+(27/ V3, 0), which corresponds to one of the Dirac cone pairs. However, this result is at a
single bond dimension, and these minima do not extend far below the rest of the spectrum,
so it is difficult to reach a clear conclusion.
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Figure 7.19: Evidence for metal to spin liquid transition in the & = 0 sector for the YC6
cylinder: (a) At U/t ~ 8.5, there is a qualitative change in the behavior of the finite
entanglement scaling. To the left the scaling of entanglement with bond dimension appears
chaotic, which is not surprising for a gapless system when the bond dimension is very small
compared with the size of the Hilbert space; to the right the behavior becomes systematic,
because the DMRG converges much more accurately even at low bond dimensions when the
system is gapped. (b) The same transition is also visible in the entanglement spectrum,
plotted here for y = 8000. The dense levels in the upper left are characteristic of a metallic
state. At U/t ~ 7.5 there is a large increase in the separation between the lowest levels,
and the low-lying levels become much more sparse in general, showing a transition into a
non-metallic state. (Note that the coloring indicates degeneracy of the levels: yellow is
non-degenerate and blue is 3x degenerate).

7.2 YC6 additional data and analysis

Metal to CSL transition in £ = 0 sector of YCG6 cylinder

For the YC4 cylinder, we used finite entanglement scaling to show that the metallic phase
is gapless with ¢ = 6 and that the intermediate and high-U phases on that cylinder are
gapped. For the YC6 cylinder, much larger bond dimensions (about 16x larger) are needed
to achieve the same accuracy, so we cannot estimate the central charge accurately. However,
if we plot the central charge as estimated using equation (7.7) for pairs of bond dimensions
(as described in section 7.1) as a function of U/t, we can still observe a qualitative change in
the behavior of the system at one particular point, as shown in Figure 7.19(a). This behavior
is consistent with a gapless metallic phase at low U and a gapped phase at intermediate U.

The transition can also be observed in the entanglement spectrum. Metallic phases
charactistically have very densely spaced levels, which as shown in Figure 7.19(b) is true for
the YC6 cylinder when U/t < 8 but is no longer true beyond that point. Just to the left
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of that same point, there is a corresponding rapid increase in the separation of the lowest
levels; on its own, that feature would not be sharp enough to identify a transition, but in
combination with everything else, it provides some additional evidence for the location of
the transition.

The two indicators of a transition are slightly displaced from each other, but both are
in the vicinity of U/t ~ 8, so we identify that region as the approximate location of the
transition.

Four-fold ground state degeneracy

As shown in Figure 5.5(a), for the YC6 cylinder we find low-lying states in two different
sectors of momentum around the cylinder per ring. In addition to this near-degeneracy,
which as explained in chapter 5 is between the trivial and semion topological sectors, we also
observe an additional two-fold degeneracy between the two different possible chiralities.

When finding the ground state using the DMRG method, one begins with some initial
matrix product state; if the ground state is not degenerate and the algorithm does not get
stuck in a metastable state, the final wave function should be approximately independent
of the initial state. If, on the other hand, there are multiple degenerate ground states, the
algorithm will converge to one or another of them depending on the initial state used. (It
will also tend to converge to minimally entangled states within the ground state manifold
and not superpositions of them.[141])

In our case, over a wide range of U/t for a bond dimension y = 8000, we initialized the
DMRG with ten different random product states. In the center of the CSL phase, the energies
of the final states within each momentum sector varied by up to about 0.01%, meaning that
none of the final states were metastable. Although none of the states were numerically
identical, they can be separated into two groups within which they are essentially the same,
with an overlap per ring of about 0.99998; the overlap between states in opposite groups
is about 0.22 per ring. That these two groups correspond to the two possible chiralities
of the time-reversal symmetry-breaking phase can be seen from the momentum-resolved
entanglement spectra, shown in Figure 7.20 for representative final states in each of the
two groups for each topological sector for U/t = 9: the spectra are almost precisely related
by k — —k. (Note that parts (a) and (c) are essentially the same as the left and right
respectively of Figure 5.11(a).)

Flux insertion data

In Figure 5.6, we show the chiral order parameter, peak height of the spin structure factor,
and transfer matrix estimate of the spin singlet gap. As for the YC4 cylinder in section 7.1
above, we show here in Figure 7.21 a number of additional quantities versus U/t and inserted
flux, 6, with bond dimension y = 8000. The relative behavior of the various quantities is
consistent with what we found for YCA4.
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Figure 7.20: Spin- and momentum-resolved entanglement spectra for the four degenerate
ground states of the YC6 cylinder with U/t = 9. (a) and (b) show the two chiralities for
the k = 0 (trivial) sector, and (c) and (d) show the k = 7 (semion) sector.

Unlike for YC4, here we actually observe a failure of the adiabatic flux insertion, for
U/t = 7 and 7.2; this is visible in all quantities and is especially clear from the measurement
of the overlap between the ground states with successive values of 6, Figure 7.21(c). The
overlaps in this case are much smaller than those corresponding to phase boundaries, as
seen at higher U; this is quite useful because it confirms that those phase boundaries do not
indicate a loss of adiabaticity. The fact that the chiral phase gives way to a (lower energy)
non-chiral phase near 27 flux might be concerning, but in fact the drop in energy is already
much smaller for U/t = 7.2 than for U/t = 7, and it is likely that this is just the right-most
edge of the metallic phase. So this could correspond to the nonchiral region extending to
about U/t = 10 for YC4, and it is simply easier to maintain adiabaticity with flux insertion
for YC6 at xy = 8000 than YC4 with y = 4000 even with the much larger 6 step, so that
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Figure 7.21: Various quantities for the YC6 cylinder vs U/t and flux insertion 6. (a) Transfer
matrix estimate of the spin triplet gap. (b) Transfer matrix estimate of the charge gap. (c)
Fidelity of the flux insertion, measued by 1 — |(1)(6)[¢)(0 + 7/3))|>. For the two smallest
values of U there is a loss of adiabaticity. (d) Fidelity with the left two columns removed to
more clearly show the results in the rest of the phase diagram. (e) Entanglement between
two rings of the cylinder. (f) Log base 10 of the truncation error at the last step of the
DMRG simulation. The error is quite large even at high U, indicating that these are the
least converged of our results; this is why the chiral phase appears to extend to high U near
27 flux.
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Figure 7.22: The transformation of the YC6 spin- and momentum-resolved entanglement
spectrum with flux insertion for U/t = 9, beginning in the semion sector (as shown in Figure
7.20(c)): (a) 27 flux converts the system to the trivial sector (compare with Figure 7.20(a))
and (b) an additional 27 flux, or 47 total, returns to the initial state.

the transition into this phase happens later than it ought to. (Additionally, at 47 flux the
nonchiral phase is much higher in energy than the chiral one, again supporting the fact that
adiabatic evolution is easier to achieve here.)

We also briefly discuss the evolution of the entanglement spectrum. In Figure 5.11(a),
we show the spin- and momentum-resolved entanglement spectrum in the trivial and semion
sectors; these two sectors are the respective ground states at U/t =9 inthe k =0 and k =7
momentum sectors. Alternatively, we can observe both sectors using flux insertion, as we
did for the YC4 cylinder (Figure 5.11(b)). Beginning with the ground state with periodic
boundaries in the & = 7 sector, with entanglement spectrum given in Figure 7.20(c), and
adiabatically inserting 27 flux indeed produces an entanglement spectrum consistent with
the trivial sector of the CSL, as shown in Figure 7.22(a). An additional 27 flux converts
back to the semion sector, as shown in Figure 7.22(b). The spin multiplets in the spectrum
are slightly less well converged after the flux insertion, but the qualitative behavior is exactly
the same as at 0 flux.

Transfer matrix and the two-dimensional excitation spectrum

As with YC4, we compute the transfer matrix spectrum for spin 1 excitations versus flux
6, k;, and k,. In particular, we show in Figure 7.23 the spectrum for U/t = 9, deep
in the chiral phase, at bond dimension 8000. The relatively low bond dimension given
the circumference makes it difficult to reach any meaningful conclusions as to whether the
observed state is consistent with a chiral spin liquid formed by gapping out a Dirac spin
liquid. Note however that the observed minima at this bond dimension are not consistent
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Figure 7.23: S, = 1 part of the transfer matrix spectrum for the YC6 cylinder with U/t = 9,
with y = 8000. Color indicates the momentum quantum number of each transfer matrix
eigenvalue. Vertical lines correspond to possible locations of Dirac cones for a Dirac spin
liquid. (a) Plotted versus flux inserted, 6. (b) Plotted versus k,. (c) Plotted versus k.

with the expected momenta of transitions between Dirac cones, though there are local minima
at (kg k,) = £(27//3,0).



CHAPTER 7. TRIANGULAR LATTICE HUBBARD: ADDITIONAL DATA 206

Spin triplet gap estimate Charge gap estimate 1-(fidelity vs theta)
4m 7 A7 . 0.016
20 3.0 T
18 - 0.014
16 3 25 3m 0.012
» - - 0.010
19 Eor 20 g on 0.008
4 . = ).006
1.0 15 = 0.006
0.8 m 7T 0.004
0.6 L0 0.002
0 v
8 10 12 6 8 10 12
U/t U/t
(b) (c)
4 1-(fidelity vs theta) Entanglement (min) logy(trunc. err.)
7T
4.5
0.0030 ? -338
3l | Rooos 40 —40
b= = 42
£ 0.0020 < 3.5
Bon ] —4.4
5 0.0015 & 3.0 46
™
| [0.0010 . —4.8
m — 2.5 5o
0.0005 e
2.0 —5.2
0
8 10 12 10 12 10 12
U/t U/t
(d) (e)

Figure 7.24: Various quantities for the YC5 cylinder vs U/t and flux insertion 6. (a) Transfer
matrix estimate of the spin triplet gap. (b) Transfer matrix estimate of the charge gap. (c)
Fidelity of the flux insertion, measued by 1 — |(4(8)|4)(6 + 7/12))|>. At small U there is a
loss of adiabaticity between 37 and 47 flux. (d) Fidelity with the leftmost columns removed
to more clearly show the results in the rest of the phase diagram. (e) Entanglement between
two rings of the cylinder. There is symmetry-breaking between the two rings of the unit
cell; here we show the smaller of the two entanglements—between the two rings in the unit
cell and between unit cells. (f) Log base 10 of the truncation error at the last step of the
DMRG simulation.

7.3 YC5 additional data and analysis

Flux insertion data

In Figure 5.7, we show the chiral order parameter, peak height of the spin structure factor,
and transfer matrix estimate of the spin singlet gap. Here we show in Figure 7.24 a number
of additional quantities versus U/t and inserted flux, §, with bond dimension y = 8000. In
the chiral phase, the relative behavior of the various quantities is consistent with what we
found for YC4 and YC6.

As with YC6, adiabatic flux insertion leads to metastable states at low U, as seen by
the assymetry around 27 flux at low U; there is a sudden jump back to the ground state
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Figure 7.25: Low-lying part of the S, = 1 part of the transfer matrix spectrum for U/t = 10
on the YC5 cylinder at x = 2000 (left column), 4000 (second column), 8000 (third column),
and 11314 (right column), plotted versus flux inserted (top row), k, (middle row), and k,
(bottom row). (The lattice constant is set to 1.) Color corresponds to the momentum
quantum number of the excitation as given in the panel in the upper left. Vertical lines
correspond to possible Dirac cone locations in the Dirac spin liquid; they do not clearly
correspond to features observed in our data.

between 37 and 47 flux as seen by the line of low fidelity in Figure 7.24(c).

Transfer matrix and the two-dimensional excitation spectrum

We again compute the transfer matrix spectrum for spin 1 excitations versus flux 6, k., and
k,. In particular, we show in Figure 7.25 the spectrum for U/t = 10 at bond dimensions
2000, 4000, 8000, and 11314.

As with YC4 and YC6, above, we investigate how the transfer matrix spectrum does or
does not correspond to a possible Dirac spin liquid (DSL). In this case, our particular goal
is to check the possibility that the non-chiral state found near 0 flux could be a DSL, which
becomes gapped out near 27 flux, thus becoming a chiral spin liquid instead. We see no
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Figure 7.26: Chiral order parameter versus U/t at zero flux for y = 4000. (a) With isotropic
hopping in the Hubbard model, there scalar chiral order parameter is zero. It appears
nonzero at low U, but this is not systematic and is likely a finite bond dimension effect.
(b) When hopping on bonds around the cylinder is weakened by 10%, the chirality becomes
large, of the same order as that observed for YC4.

evidence for this conclusion.

There are minima in the excitation spectrum at the values of # where the transition
between chiral and non-chiral states occurs, and these points will plausibly become gapless
in the infinite bond dimension limit; however, the momenta corresponding to these gapless
points are completely different from the transitions between expected locations of Dirac cones
for the DSL, indicated by the vertical lines in Figure 7.25 (also at the edges of the plotted
region in k).

Instead of a transition between DSL and CSL, the most plausible explanation is that
there is simply a gap closing at a second-order transition between the chiral spin liquid and
a bond-ordered state (see chapter 5).

Appearance of chirality with hopping anisotropy

In chapter 5 we argue that the nonchiral state at intermediate U near zero flux may be pre-
vented from becoming the chiral spin liquid due to a large degree of anisotropy in the spin
interactions. To test this, we explicitly introduce a hopping anisotropy in the model, weak-
ening the bonds around the cylinder by 10%, thus producing more isotropic spin interactions
that are therefore more consistent with the symmetries of the two-dimensional model. This
indeed gives rise to nonzero scalar chirality at zero flux, as shown in Figure 7.26.
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Figure 7.27: Various quantities for the YC3 cylinder vs U/t and flux insertion 6. (a) Transfer
matrix estimate of the spin triplet gap. (b) Transfer matrix estimate of the charge gap. (c)
Fidelity of the flux insertion, measued by 1 — |(¥(0)[¢( 4+ 7/12))]°. (d) Entanglement
between two rings of the cylinder. The unit cell is four rings, and here we show the smallest
entanglement across any of the four distinct cuts. (e) Here we show just the largest of the
four entanglements; it is nearly identical to the smallest. (f) Log base 10 of the truncation
error at the last step of the DMRG simulation.

7.4 YC3 additional data and analysis

Flux insertion data

In Figure 5.9, we show the chiral order parameter, peak height of the spin structure factor,
and transfer matrix estimate of the spin singlet gap. Here we show in Figure 7.27 a number
of additional quantities versus U/t and inserted flux, 6, with bond dimension x = 4000. The
relative behaviors of the various quantities do not match what we observed for the larger
cylinders, so it is unclear whether the region with nonzero chirality corresponds to a chiral
spin liquid.
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Figure 7.28: Various quantities for the XC4 cylinder vs U/t and flux insertion 6. (a) Transfer
matrix estimate of the spin triplet gap. (b) Transfer matrix estimate of the charge gap. (c)
Fidelity of the flux insertion, measued by 1 — [(1)(6)[¢( 4+ 7/12))|>. (d) Fidelity with the
rightmost columns removed to more clearly show the results in the rest of the phase diagram.
(e) Entanglement between two rings of the cylinder. (f) Log base 10 of the truncation error
at the last step of the DMRG simulation.

7.5 XC4 additional data and analysis

Flux insertion data

In Figure 5.10, we show the chiral order parameter, peak height of the spin structure factor,
and transfer matrix estimate of the spin singlet gap. Here we show in Figure 7.27 a number
of additional quantities versus U/t and inserted flux, 6, with bond dimension x = 4000.
Again the relative behaviors of the various quantities do not match what we observed for the
larger cylinders, and also the chirality at zero flux likely goes to zero with increasing bond
dimension (as shown in Figure 5.10(a)), so it is unclear whether the region with nonzero
chirality corresponds to a chiral spin liquid.

Note that as with YC6 and YC5, there is some nonadiabaticity in the flux insertion, in
this case at U/t = 11.8 and 12. The state at near zero flux is metastable, about 1% higher
in energy than the state near 47 flux.
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