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Abstract| Mammalian cortical networks are active before synaptogenesis begins in earnest, 

before neuronal migration is complete, and well before an animal opens their eyes and begins to 

actively explore their surroundings. This early activity undergoes several transformations during 

development. The most significant of these is a transition from episodic synchronous network 

events, which are necessary for patterning the neocortex into functionally related modules, to 

desynchronized activity that is computationally more powerful and efficient. Network 

desynchronization is perhaps the most dramatic and abrupt developmental event in an otherwise 

slow and gradual process of brain maturation. In this Review we summarize what is known about 

the phenomenology of developmental synchronous activity in the rodent neocortex and speculate 

on the mechanisms that drive its eventual desynchronization. We argue that desynchronization 

of network activity is a fundamental step through which the cortex transitions from passive, 

bottom-up detection of sensory stimuli to active sensory processing with top-down modulation.  

 
 
[H1] Introduction 
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The development of cortical structures has fascinated neuroscientists since the time of 

Santiago Ramón y Cajal. The principal insights made in the 20th century about neocortical 

development (including the discoveries of axonal pathfinding, radial cortical neuronal migration 

and critical periods of plasticity) were initially all related to anatomical observations about the 

structure of the brain. Our understanding of early patterns of network activity was delayed, relative 

to these discoveries, because the development of techniques to record from large numbers of 

neurons in intact circuits lagged behind those used to reveal neuronal structure. Although 

electrophysiological techniques enabling recording from populations of neurons in the mature 

cortex have been available for more than 100 years, it was not until the 1990s that scientists 

began to use electrophysiological approaches and calcium imaging to record activity from 

populations of neurons in the developing brain. These pioneering studies revealed that the earliest 

forms of spontaneous activity in the neonatal rodent cortex are characterized by bursts of 

synchronous firing across large cohorts of neighboring neurons1-6.  

Over the last three decades, numerous studies have contributed a wealth of information about 

developmental network activity in different species. This led to two principal discoveries. First, 

that activity is highly synchronous during the earliest stages of brain development, but undergoes 

some transformations during this time. And second, that activity eventually transitions into a 

desynchronized network state, in which the number of neurons that participate in each network 

event is drastically reduced. This desynchronization coincides with major milestones in the 

animal’s behavior (such as eye opening or the onset of exploration in rodents)7 and transforms 

the neocortex from a passive detector of sensory inputs to a sophisticated agent that processes 

these inputs to affect behavior. 

The first goal of this Review is to summarize what is known about the different patterns of 

synchronous neuronal firing during development, building on other excellent reviews8-18 and 

providing our own interpretation of the state of the field. The second, and perhaps more important, 

goal is to discuss the mechanisms that bring about developmental transitions between different 

network states, focusing on the rather abrupt desynchronization and sparsification of cortical 

network activity. We will also speculate about the roles that synchronous activity may play during 

development and how changes in the developmental timing or extent of desynchronization could 

lead to neurological or psychiatric symptoms. 

One of the challenges when approaching this topic is making sense of the terminology that is 

used to describe developmental network activity. Many terms are used to describe similar patterns 

of network activity during development, including early network oscillations (ENOs), giant 
depolarizing potentials (GDPs) and spindle bursts, creating unnecessary confusion. This 
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situation has arisen because of the use of different experimental preparations (such as brain 

slices versus in vivo recordings) and different recording techniques (such as electrophysiology 

versus calcium imaging), or because studies have focused on different brain regions or animal 

species. Here, we make a concerted effort to simplify and clarify the matter. First, we focus on a 

single brain region, the neocortex, and on events that take place in early postnatal rodents. 

Although much pioneering research on developmental network activity was carried out in the 

hippocampus, recent in vivo studies in the neocortex have investigated the important relationship 

between sensory inputs and early network activity. Second, we incorporate the results of different 

studies into a single, cohesive narrative about developmental changes in network activity. This 

requires some interpretation of the available data and, inevitably, some readers may disagree 

with our take; however, we hope that this will lead to a healthy debate. Third, we propose a new 

unifying term to refer to neuronal activity during early development (that is, prior to 

desynchronization): synchronous network activity (SNA). Because prolonged periods of 

silence between synchronous events are a prominent characteristic of this developmental pattern, 

some might prefer to use qualifiers, such as intermittent SNA or episodic SNA. It is important to 

note that it is difficult to reach a consensus when choosing a term to describe a complex and 

varied phenomenon. Although developmental network activity presents in different ways 

(especially when measured using different techniques), we believe that a unifying term is useful 

because there is one prominent feature of this developmental activity that is shared: the activity 

is synchronous.  

Although much of the research on cortical SNA during development has been carried out in 

brain slices (BOX 1), in vitro imaging of early network activity has limitations. For example, the 

intermittent synchronous network events that are characteristic of the developing brain in vivo 

cannot be detected in acute brain slices from mice or rats older than postnatal day (P)73-5. This 

suggests that basic circuits in vitro are capable of generating some avtivity spontaneously. 

However, the natural evolution of SNA likely requires intact long-range connectivity and brainstem 

neuromodulator inputs, which are disrupted by slicing the brain. In support of the need for 

neuromodulation, pharmacological manipulations of acetylcholine can induce synchronous 

network events in vitro19. Additionally, more recent in vivo studies have identified transitions 

between different patterns of activity that had not been observed in slices. Thus, in this review we 

emphasize in vivo studies of SNA and discuss how it is modulated by peripheral inputs and 

brainstem neuromodulation, both of which are absent in slices. 

 

[H1] SNA in neonatal cortical circuits 
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[H2] What is meant by synchronous activity? 

To help  explain our proposed use of the unifying term SNA to describe developmental 

network activity, it is important first to consider what the term synchrony means. At short time 

scales, synchrony refers to the notion that individual spikes (action potentials) are being produced 

by two or more neurons at approximately the same time (or phase, if their activity follows a 

rhythmic oscillation), typically within a few milliseconds of each other. This is usually defined as 

spike synchrony. At longer time scales (for example, the behavioural time scales at which 

neonatal mice respond to stimuli as they explore their surroundings), synchrony is often defined 

as an elevated pairwise correlation between the spike trains of two or more neurons. The 

correlation of their spike trains, defined as rate synchrony, is calculated by  binning recording data 

into certain time windows: that is, grouping the values of continuous data into a smaller number of 

‘bins’ (for example, by averaging across 100 ms of recordings).  

Studies of early network activity have consistently documented a high degree of rate 

synchrony during early postnatal cortical development, which is why we favour the term 

‘synchronous’ to refer to this activity over terms like GDPs or ENOs, which fail to convey this 

important characteristic.  

 

[H2] SNA recorded in vivo  

The first recordings of SNA were independently obtained using two distinct approaches: 

calcium imaging, and electrophysiology. The former has been extremely useful in characterizing 

the changes in pairwise correlations between neurons throughout development, the spatial 

characteristics of SNA, and the contribution of specific interneuron subclasses to these 

correlations, while the latter technique has given us valuable information about how brain 

oscillations at different frequency bands change across development.  

 

The first in vivo recordings of SNA with cellular resolution were achieved in newborn mice 

using 2-photon calcium imaging at P56. The field of view was restricted because imaging was 

done through a small fiber optic implant, but synchronous firing of large ensembles of neurons 

could clearly be resolved. The temporal dynamics of these network events were similar to those 

of the cortical ENOs previously described in vitro3. Since then, many in vivo calcium imaging 

studies have investigated SNA in early postnatal mice across different cortical areas and 

layers7,20-27. These studies described periodic calcium transients that are synchronous across 

most neurons in the field of view and occur in one of two distinct patterns (Fig. 1a). In the first 
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postnatal week, SNA manifests as brief, intermittent, synchronous calcium transients that are 

spatially restricted within clusters of neurons, with the greatest degree of correlation occurring 

between neurons that are located within 100 µm of each other20. Then, in the second postnatal 

week, SNA appears as larger and less circumscribed calcium events that involve partially 

overlapping neuronal ensembles. This progression of SNA is discussed in more detail below.  

 

Using in vivo electrophysiology in the primary somatosensory cortex (S1) of unanesthetized 

newborn rats, early network activity appears as spindle bursts28. These are brief (lasting <2 s) 

spindle-shaped neural oscillations in the local field potential that have a frequency within the 

theta range (4-20 Hz) and are nestled within delta waves (slow, intermittent depolarizations 

occurring every 10 secs). Spindle bursts occur infrequently, being separated by several seconds-

long periods of inactivity (Fig. 1b). Nearly identical spindle bursts were later observed in the 

neonatal primary visual cortex (V1)29-31. It is noteworthy that cortical neurons in culture also show 

synchronous bursting when recorded by electrophysiology32-34. This suggests that synchronous 

bursting activity of cortical neurons is a characteristic of immature networks.  

Based on electrophysiological recordings, several different stages of network activity in 

neonatal rodents have been described10,13,15. First, at P0-P2, activity is dominated by slow delta 

waves. This is followed at P3-P8 by the appearance of spindle bursts nestled within the delta 

waves. A third stage (P8-P11) is still characterized by spindle bursts, but these now co-exist with 

short bouts of GABA-driven early gamma oscillations (EGOs), which have a much higher 

frequency (30-50 Hz) and are more prominent in superficial cortical layers13,14. EGOs can be 

observed as early as P2 in rodents and are initially driven by feedforward excitatory input from 

the thalamus35; when interneurons later become integrated into the cortical microcircuit (by the 

end of the first postnatal week), EGOs are mediated by GABAergic inhibition 36-38. More recent 

findings suggest that the development of network activity is a continuous (rather than step-wise) 

process in which network events gradually increase in both frequency and amplitude as 

development proceeds39. In support of this, the long-range synchrony of spindle bursts across 

both hemispheres increases gradually during the first postnatal week35.  

The similarities between SNA recorded with calcium imaging or with electrophysiology in 

neonatal cortical neurons suggest that they represent the same phenomenon. Indeed, later 

studies that combined in vivo extracellular recordings with two-photon calcium imaging confirmed 

that spindle bursts are the electrophysiological correlates of synchronous calcium events in the 

developing neocortex24,40.  
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[H2] GABAergic contributions to SNA 

Early in vitro calcium imaging studies suggested that interneurons participate in SNA3 and 

subsequent studies in vivo confirmed the interplay of excitatory and inhibitory neuronal activity 

during development22,41-45, although the specific contributions of different subclasses of inhibitory 

interneurons remained a mystery. A recent study characterized the synchronous activity of 

inhibitory cells between P4 and P9 as GABAergic calcium events (GCEs)46 and showed that 

interneurons of the major subclasses manifest GCEs with different characteristics. For example,  

between P7 and P9, precursors of parvalbumin (PV) neurons derived from the medial ganglionic 

eminence (MGE) tend to segregate into spatially clustered assemblies of neurons with 

synchronous activity to a greater extent than other subclasses derived from the caudal ganglionic 

eminence46. In contrast, somatostatin (SST) interneurons, which also derive from the MGE and 

are the first subclass of interneurons to establish functional synapses with cortical pyramidal 

cells47,48, do not form such assemblies and the frequency of their GCEs is lower46. Elucidating the 

unique roles of different subclasses of inhibitory neurons in generating SNA and shaping mature 

circuit dynamics is an area of active research.  

 

[H2] Activity patterns in the embryonic rodent neocortex  

In recent years, recording activity in vivo in the embryonic rodent brain with cellular resolution 

has finally become achievable49-51. Using an ingenious approach for para-uterine calcium imaging 

of individual mouse embryos, it was possible to record from cortical neurons as early as embryonic 

day (E) 13.551. This revealed that activity of embryonic cortical excitatory neurons manifests in 

two phases: a transient phase of sparse activity that takes place at E14.5 and is followed by two 

days of little or no spontaneous activity, and then a second, more stable phase of activity after 

E17.551, in which activity is synchronous across different neurons. This matches well the results 

of earlier studies that used transcranial calcium imaging in mouse embryos and revealed that 

spontaneous activity in S1 manifests as distinct patches of synchronously active neurons52.  

 

[H2] Developmental sequence of network activity  

Taking into consideration all the available in vivo data, we can now infer the developmental 

sequence of SNA in the rodent brain and can speculate on the mechanisms that mediate the 

specific activity patterns seen at each stage and their functional contributions (discussed in more 

detail in later sections) (Fig. 1). Although we have focused on evidence from rodents to generate 

this sequence, it is important to note that SNA is highly conserved across species (BOX 2). 
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Importantly, although we have split this sequence into discrete stages for the purposes of this 

article, the reader should recognize that the transitions between these patterns are gradual.  

Stage 1 takes place roughly between E14 and E17. The earliest pattern of network activity in 

the embryonic brain, seen at E14.5, is sparse and non-synchronous51. Additional in vivo studies 

will be necessary to determine whether the scattered activity of individual neurons in the 

embryonic brain at this stage is dependent on gap junctions. At present, the mechanisms and role 

of this activity remain a mystery.  

Stage 2 takes place between E18 and P8. Beginning between E17.5 and E18.5, synchronous 

network events become apparent. These take the form of localized, well-circumscribed events 

that tend to be brief (lasting <2 s) and are interspersed between sustained periods (>5 s) of no 

activity20,23,51. This SNA is uniquely patchy, as well-demarcated, non-overlapping clusters 

(patches) of neurons fire synchronously. These patches correspond to individual cortical columns 

(groups of neurons that are arranged in a cylindrical structure and span the cortical thickness)53. 

Stimulation of the whisker pad at E18.5 triggers localized calcium events in layer 452 of S1 that 

are reminiscent of this patchwork pattern23. This implies that these patches represent functional 

protomaps (primitive patterning of the neocortex that eventually corresponds topographically to 

functional units responsible for processing different sensory modalities54) and reflect the 

synchronous firing of thalamic neurons that project to sensory cortices. In other words, passive 

whisker movements in utero may generate peripheral inputs that shape protomaps in S1. During 

the first postnatal week, similar patches of synchronous neurons are also apparent in cortical 

layers 2 and 320,25. At the electrophysiological level, this pattern of activity manifests as spindle 

bursts and EGOs28,36. EGOs may enable spatiotemporal thalamus–cortex synchronization across 

the entire sensory processing hierarchy from the thalamus to the sensory cortex 36. Borrowing 

from the terminology used by Mizuno et al.25, we suggest that this stage be referred to as 

patchwork SNA. We propose that the term ENO be reserved to describe the similar events 

observed in vitro. This SNA pattern, which peaks between P5 and P7, seems critical for patterning 

the neocortex into functional assemblies of neurons subserving similar roles. Although V1 lacks 

the striking anatomical segregation of functionally-related neurons that is seen in S1, in vivo 

calcium imaging also reveals clusters of co-active neurons (so-called low participation events) in 

this cortical region21.  
Stage 3 takes place between P8 and P11. Patchwork activity is eventually replaced by more 

diffuse, partially overlapping events that spread beyond anatomical boundaries (such as columns 

or barrels)20,25. Such synchronous events can propagate locally over short distances in a halting, 

chaotic fashion, reminiscent of lightning flashes. Although this SNA does not demonstrate a 
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sustained directional vector, it has historically been referred to as wave-like SNA6,25,55. At the 

electrophysiological level, these network events still manifest as spindle bursts and EGOs (with 

the latter reflecting an increasing role of GABAergic inhibition). Interestingly, the synchronous 

activity of inhibitory interneurons in S1 undergoes a similar transition from small barrel-sized 

patches to larger wave-like events, as GCEs more than double in size between P4-6 and P7-946. 

Both patchwork SNA and wave-like SNA may reflect bottom-up influences on cortical activity, 

which is important for both patterning of circuits at the structural level and for simple detection of 

sensory stimuli23,52(Fig. 2; Fig. 3). However, the synchronous nature of the activity precludes the 

discrimination of inputs or other more sophisticated sensory processing.  

Stage 4 begins at P12 and continues through adulthood. By the end of the 2nd postnatal week, 

and with the maturation of glutamatergic neurotransmission and the increasing influence of 

GABAergic inhibition within cortical circuits, the activity of cortical neurons becomes 

desynchronized and sparse (as the proportion of cells participating in a given spontaneous 

network event decreases drastically)7,20. We propose the term sparse network activity to 

describe this final mature stage of network activity. The exact mechanisms driving this network 

transition are not yet known. At a time that coincides with rhythmic whisking and eye opening, this 

developmental desynchronization allows for the rapid refinement of sensory-evoked responses56-

58. Furthermore, sparse activity of neurons is essential for coding information and is more efficient 

from an energy expenditure standpoint 59-61. 
 
[H1] Mechanisms of SNA 

Despite our growing understanding of the phenomenology of the various developmental 

patterns of cortical network activity, many of the mechanisms responsible for SNA and its 

subsequent desynchronization remain a mystery. In this section we first consider whether SNA is 

generated intrinsically in the cortex or triggered by bottom-up inputs and then review the potential 

mechanisms that bring about network synchrony during development (Fig. 3). Notably, most of 

the pharmacological experiments that have informed current hypotheses have only been carried 

out in acute brain slices. Thus, it is presently unknown whether the proposed mechanisms also 

apply in vivo. Because SNA involves bursts of neuronal firing, we believe that it may be helpful to 

consider these synchronous network events as an early manifestation of Up states7,62 (BOX 3) 

and thus, although not discussed here, the mechanisms involved in generating Up and Down 

states may also be pertinent to SNA.  
 

[H2] Is cortical SNA intrinsically generated or triggered by bottom-up inputs?  
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An ongoing debate in the field concerns whether SNA in the cortex is spontaneous and 

generated intrinsically or is a response to external inputs from the periphery or from other brain 

regions. The available evidence suggests that some developmental cortical activity recorded in 

vivo is triggered by bottom-up inputs from the thalamus, which in turn could be driven by peripheral 

sensory inputs (such as myoclonic twitches in the pup28) or spontaneous activity in peripheral 

sensory organs (such as retinal waves55 or spontaneous activity in the cochlea63). Nevertheless, 

the neocortex is certainly capable of producing synchronous events in the absence of external 

inputs. Indeed, organotypic neonatal brain slice cultures that are completely deprived of sensory 

inputs manifest bursts of synchronous firing34.  

At least some of the SNA observed in the developing sensory cortices is inherited in a bottom-

up manner from their respective thalamic relay nuclei (the lateral geniculate nucleus (LGN) for V1 

and the ventral posteromedial nucleus (VPM) for S1)18. Spontaneous correlated activity in the 

developing retina is present long before the onset of vision64,65 and propagates across the entire 

visual processing hierarchy55,66,67. Similarly, correlated activity in the cochlea is relayed to the 

neurons of the inferior colliculus and eventually to the auditory cortex63. Finally, in the 

somatosensory system, many synchronous events in S1 reflect the propagation of tactile inputs 

from the periphery28. It is also possible that the thalamus could generate spontaneous activity, 

even in the absence of sensory inputs, and transmit it to sensory cortices. Voltage dye imaging 

has shown that most cortical SNA is preceded by thalamic activity, and stimulation of the VPM 

triggers spindle bursts in S138,68. Thalamocortical loops are already present and functional in the 

neonatal brain52, meaning that synchronous events within the thalamus can propagate all the way 

to the cortex69. As peripheral inputs travel up the sensory processing hierarchy, there is evidence 

that thalamocortical circuits amplify these signals 67, and this is thought to aid in sensory 

detection13. 

Experimental manipulations of bottom-up inputs also support the notion that peripheral 

sensory inputs contribute to SNA. Injecting lidocaine into the whisker pad of mice greatly 

diminishes patchwork events in L4 of S1 at P123. Lesioning thalamic barreloids also reduces 

spontaneous activity in S138. Likewise, acutely reducing thalamic activity at P4-5 with 

chemogenetics in mice abolishes patchwork SNA, but the same manipulation done later (at P9) 

does not significantly affect SNA frequency, suggesting that sensory inputs are less involved in 

shaping the wave-like SNA that occurs at that age23. Additionally, direct thalamic stimulation in 

rodent pups can trigger bursts of activity in S138, as can whisker movements70. Furthermore, 

spindle bursts recorded in S1 or V1 are reliably associated with spontaneous myoclonic jerks 

(muscle twitches)28 and spontaneous retinal waves29,55, respectively. Thus, there is evidence that 
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synchronous activity originating in the periphery can spread all the way to the cortex in a bottom-

up manner.  

On the other hand, it could be argued that embryonic cortical circuits may rely more on 

internally generated spontaneous activity than on bottom-up inputs to shape their early 

connectivity, because of the relative absence of sensory stimulation in utero. Furthermore, there 

is evidence that spontaneous SNA in the newborn rodent brain can occur independently of 

peripheral sensory inputs, although the events are less frequent. For example, spindle bursts in 

S1 that are typically associated with hindlimb motor twitches can persist after spinal cord 

transection28. In vibrissal S1 (barrel cortex), synchronous network events in L4 neurons are either 

unchanged or somewhat less frequent after the infraorbital nerve that transmits whisker inputs 

from the mystacial pad is severed25,70. Similarly, repeated whisker plucking starting at P2 either 

has no effect on the early postnatal synchronous activity of excitatory neurons in S120,26 or causes 

a modest decrease in the frequency of synchronous interneuron activity46. Activity also persists 

in the mouse visual cortex after the surgical removal of one eye, albeit at lower rates21,71, and in 

ferret visual cortex after optic nerve transection72.  

Taken together, the available data suggests that the neocortex is intrinsically capable of 

generating SNA and that such activity is not solely a reflection of external sensory information 

passed on by thalamic relay nuclei (Fig. 2). Developing neocortical circuits are nevertheless 

primed to receive an array of bottom-up inputs, including retinal waves and sensorimotor inputs 

arising from myoclonic twitches, spontaneous whisker movements or passive tactile stimulation 

by the dam and littermates73. This sensory experience shapes SNA into functional modules 

designed for optimal detection of sensory inputs, which ultimately influence cortical patterning. 

Hence, blocking thalamic waves in the auditory nucleus causes an expansion in the barrel field in 

S169, while attenuating thalamic activity leads to an enlargement of barrels and impairs whisker 

discrimination26. 

 

[H2] Electrical synapses via gap junctions  

Gap junctions, which form direct conduits between adjacent cells74-77, often come to mind as 

potential mediators of synchronous calcium events involving clusters of neurons. During patch-

clamp recordings in early postnatal mice or rats, the dye tracers used for subsequent 

morphological reconstruction of neuronal processes tend to spread to neighboring neurons, 

revealing the presence of gap junctions78,79. Neuronal domains observed in vitro are sensitive to 

gap junction blockers79. Preferential electrical coupling via gap junctions between sister excitatory 

neurons (those generated from consecutive asymmetric divisions of a single radial glial 
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progenitor) promotes their synchronous firing in ontogenetic columns at P1-P2, but not after P680, 

which could help ensure that they eventually have similar feature selectivity81. In an in vivo study, 

administration of the gap junction blocker carbenoxolone at P8-1021 reduced the frequency of 

synchronous events with high neuronal participation (>80% of cells) in V1, which represents only 

a fraction of all SNA. However, because carbenoloxone can affect neuronal membrane 

conductance independently of its effects on gap junctions82, additional in vivo studies with more 

specific pharmacology will be needed to determine the role of gap junctions in generating and/or 

propagating SNA.  

 

[H2] Excitatory and inhibitory chemical synapses  

Pharmacological experiments have demonstrated that glutamatergic neurotransmission is 

critical for SNA. In neonatal rat cortical slices, ENOs are blocked by antagonists of AMPA, Kainate 

and NMDA receptors4,83. In the intact neocortex of P3-P6 rats, spontaneous and sensory-evoked 

spindle bursts rely on AMPA receptors84: the AMPA receptor specific antagonist, CNQX, 

suppresses the fast oscillatory component of the spindle bursts. By contrast, antagonists of both 

NMDA and AMPA receptors are necessary to eliminate the slower delta component of spindle 

bursts85.  

GABAergic synaptic activity also plays a significant role in modulating SNA. In one in vitro 

study, the GABAA receptor antagonist bicuculline modestly reduced the frequency (and increased 

the amplitude) of cortical ENOs in slices from newborn rats4. However, subsequent in vivo studies 

demonstrated that the role of GABAergic transmission in SNA is complex. In the rat barrel cortex 

at P2-6, blockade of GABAA receptors with gabazine nearly doubled the occurrence of 

spontaneous spindle bursts, whereas the GABAA modulator diazepam reduced their frequency84. 

Other studies confirmed the effects of gabazine using widefield calcium imaging in P3-4 mice in 

hippocampus and visual cortex but observed only a negligible impact of diazepam on SNA40,86. 

Interestingly, there is some evidence that GABA signaling could be important for the spatial 

compartmentalization of SNA, as spindle bursts spread over a larger cortical area in the presence 

of gabazine84.  

Knockdown of Gabrb3, which encodes the b3 subunit of the GABAA receptor, in cortical 

excitatory neurons led to significant increases in the percentage of neuron pairs exhibiting 

correlated firing and the percentage of neurons participating in synchronous network events in 

mice at P7 and P1441. Similar increases in network synchrony were obtained by deleting the g2 

subunit of GABAA receptors, suggesting that these receptors limit the spread of synchronous 

network events in early postnatal mice.  
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The effects of GABA on postsynaptic cortical neurons are depolarizing at early postnatal ages, 

but later switch to become hyperpolarizing87,40,88,89. This begs an obvious question: are the effects 

of GABAergic transmission on SNA during early cortical development caused by GABA’s 

depolarizing or hyperpolarizing effects? In L4 of mouse S1 the GABA polarity switch occurs at the 

end of the first postnatal week90, which coincides with the transition from patchwork to wave-like 

SNA. However, pharmacological studies do not support a role of depolarizing GABA in SNA. 

Bumetanide, an antagonist of the NKCC1 chloride co-transporter that negatively shifts GABA 

polarity so that it becomes less depolarizing, has no effect on spindle bursts or synchronous 

calcium events40,84,86. Moreover, deleting NKCC1 from telencephalic glutamatergic neurons has 

no effect on network activity in visual cortex in vivo, despite significantly attenuating the 

depolarizing actions of GABA86. In fact, chronic neonatal bumetanide treatment does not seem to 

negatively impact the developmental trajectory or behavior of mice91,92.  

We also do not fully understand which subclass of inhibitory neurons mediates GABA’s effects 

on SNA. SST neurons are the first MGE-derived interneurons to differentiate and assume their 

identity (in late embryonic development)93. Interestingly, transient thalamocortical inputs to SST 

neurons form in the first postnatal week but disappear at later stages93,94. Thus, SST neurons 

might be implicated in the transition from patchwork SNA to larger wave-like SNA. Indeed, 

suppressing SST neuron activity in mice leads to larger spread of SNA in the second postnatal 

week, at least in V144. 

 

[H2] Acetylcholine and other neuromodulators  

The neocortex is always under the influence of neuromodulation by noradrenaline (NA), 

acetylcholine (ACh), serotonin (5HT) and dopamine95. Cholinergic and catecholaminergic 

projections massively innervate the mouse neocortex after birth96. In the context of SNA, ACh has 

been well studied, although the mechanisms through which it is thought to influence SNA are 

complex and depend on whether it acts via muscarinic or nicotinic receptors19,97. Repetitive 

stimulation of the cholinergic basal forebrain at 10 Hz in P5-6 rats induces ipsilateral spindle bursts 

in V1, while intracortical injections of the muscarinic antagonist atropine reduce their occurrence30. 

Whether other brainstem neuromodulators play any role in SNA is largely unexplored; however, 

in one study, application of NA directly to the cortical surface of rats desynchronized activity in V1 

and eliminated light-evoked bursts31.  

 

 

[H1] Function of SNA  
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Several hypotheses have been put forth regarding the roles of SNA12,15,98,99. The most 

compelling of these proposes that SNA provides a means for co-active neurons that will eventually 

belong to the same functional unit (those that respond to stimuli from the same eye or from the 

same whisker, for example) to establish a blueprint of their future connectivity, a functional 

protomap of sorts100. A growing number of studies support this appealing and intuitive model, 

which appears to take place in several stages that coincide with transitions in SNA types 

throughout development. Importantly, changes in the developmental trajectory of SNA, whether 

environmental or genetic, are also likely to impact higher cognitive function and behaviors that 

emerge later in life, as seen in various neurodevelopmental conditions (Box 4). 

 

[H2] Patchwork SNA patterns topographic maps  

In vivo calcium imaging studies in S1 of P4-P7 mice20,23,25 as well as voltage dye imaging in 

P3-P6 rats73 have shown that the clusters of neurons involved in synchronous network events 

have diameters that correspond to the size of columns or individual barrels. Based on this, a 

Hebbian ‘fire together - wire together’ process — whereby SNA provides an instructive signal for 

the arealization of the neocortex into functional domains — has been proposed. This 

‘constructionist’ view argues that synchronous activity in lower brain regions patterns developing 

circuits in higher-order areas99. Importantly, this activity need not be triggered by sensory inputs; 

it can be spontaneous and internally generated. With ongoing maturation of the sense organs and 

greater motor activity of the animal, the neocortex may increasingly rely on sensory experience 

to refine an initially crude map based on a ‘best guess’99.  

One prediction of this model is that SNA shapes structural connectivity to match the functional 

domains of the neocortex. For example, thalamocortical axons from the LGN to V1 are initially 

diffuse; after birth, their exuberant branching in L4 undergoes a pruning process that restricts their 

arbors to a single column101. The same is true for axonal projections from VPM to S1102,103. 

Bottom-up signals from thalamocortical axons trigger de novo cortical SNA (or pace spontaneous 

SNA), providing an instructive role in this sculpting, and thus in cortical arealization. This process 

begins a few days before birth, at the time that thalamocortical projections reach the subplate 

(Fig. 3)104,105. Blocking synaptic activity in S1 for several weeks after birth disrupts the topographic 

refinement of thalamocortical connectivity and columnar organization into barrels106. On the flip 

side, electrical stimulation of adjacent regions of the VPM in slices from E18.5 mice triggers 

patchwork SNA in distinct columnar regions in S1, as does mechanical stimulation of adjacent 

areas of the whisker pad in vivo52. In the auditory system, blockade of spontaneous thalamic 
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waves from E14.5 onwards led to a reduction in the size of auditory cortex (with a corresponding 

increase in the size of S1), suggesting that late embryonic thalamic activity regulates cortical 

arealization69. Because these manipulations do not change the size of thalamic nuclei, this 

regulation is likely to occur in a bottom-up manner. Interestingly, at P2-3 in vivo, the horizontal 

spread of SNA across the cortex is significantly more extensive in VPM-inactivated mice than it 

is in controls and, strikingly, barrels are no longer anatomically evident at P452. This illustrates 

how bottom-up tactile information (conveyed by the axons of VPM relay neurons) influences 

patchwork SNA and the importance of this in creating the topography of barrel protomaps. 

Similarly, spontaneous retinal waves107 are important for patterning along the entire visual 

pathway hierarchy65,108. Not only are they required for the refinement of both retinogeniculate and 

geniculocortical projections109-111, they are also necessary for shaping activity in higher visual 

areas112. Spontaneous retinal activity passes to V1 via the LGN, but also to higher-order visual 

areas in a parallel, modular fashion via the superior colliculus and higher-order thalamic nuclei. 

Only later are corticocortical connections established.  

 

[H2] Wave-like SNA shapes long-range connectivity  

The evidence discussed in the previous section suggests that patchwork SNA that matches 

bottom-up synchronous activity within the thalamus, whether spontaneous or sensory-evoked, is 

vital for the maturation of thalamocortical projections and cortical arealization in the first postnatal 

week in rodents. As neocortical networks transition to larger wave-like events later in development 

(Fig. 2), the thalamus must lose some of its protagonism in shaping cortical SNA to allow for top-

down modulation of this information. Indeed, a lesser influence of bottom-up activity on the cortex 

after P8 would also be necessary for more complex intracortical computations to emerge 

(including those that require context from higher-order cortical areas), as the brain prepares to 

transition from sensory detection to sensory processing. Interestingly, after the second postnatal 

week, activity from the retina does not drive V1 as strongly as it does in the first postnatal week113. 

We favor a model in which patchwork SNA first establishes the local functional connectivity of 

a cortical unit (such as a barrel), but larger wave-like SNA later drives more diffuse and/or broad 

functional connectivity, such as that underlying the salt-and-pepper distribution of neurons that 

respond to surround whiskers114. The onset of rhythmic whisking, together with the sudden 

increase in the density of SST inhibitory synapses during the second postnatal week115, could be 

responsible for this transition. Interestingly, the inhibitory tone from SST neurons to pyramidal 

cells decreases in V1 after eye opening, while perisomatic inhibition mediated by PV interneurons 

increases116. Subsequently, the wave-like activity would promote long-range connectivity across 
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functionally related areas. For example, twitch-associated activity that spreads from S1 to motor 

cortex68 may be a blueprint for reciprocal sensory-motor connections117. As attractive as this 

model may seem, it has not been thoroughly tested in vivo and, in particular, a role for SNA at 

older ages (P8-P11) has not yet been confirmed. Nevertheless, recent modeling studies lend 

support to the notion that different patterns of spontaneous activity during development could 

refine network connectivity via different activity-dependent plasticity mechanisms118. Specifically, 

they predict that local low-synchronicity events in V1 (which originate from the retina21) refine the 

topographic map (by providing coincident thalamic pre-synaptic and cortical post-synaptic activity 

under Hebbian covariance rules); by contrast, high-synchronicity events (which arise within V1) 

homeostatically regulate connection strength by scaling their amplitude in an activity-dependent 

manner118. Further experimental work will be needed to support these predictions and expand 

them to other sensory cortical areas.  

 

[H2] SNA regulates developmental neuronal cell death  

The participation of both excitatory and inhibitory cortical neurons in SNA is known to be 

important for their survival119. A significant proportion of cortical pyramidal neurons and 

GABAergic interneurons succumb to a wave of apoptosis during early postnatal development. 

The excitatory neuron population decreases by approximately 12% between P2 and P5, while the 

inhibitory neuron population decreases by approximately 30% between P5 and P8120-123. 

Increasing pyramidal cell firing during this period prevents interneuron apoptosis, resulting in a 

higher density of interneurons in adulthood120. Increasing activity of interneurons also increases 

their survival121,122. Interestingly, it has been shown that the interneurons that eventually die 

previously exhibited slightly less correlated activity than those that survive22 and that increasing 

network synchrony can prevent interneuron apoptosis. Thus, SNA that mediates coupling 

between excitatory and inhibitory neurons during early brain development ensures the survival of 

neurons43,124, while those neurons whose firing is uncorrelated with the network undergo 

apoptosis. 

 

[H1] Desynchronization of network activity  
As important as SNA is for cortical patterning, synchronous firing of neurons is grossly 

inadequate for neural coding, as complex computations cannot be produced from all-or-none 

firing of large groups of neurons. Ultimately, sparse, decorrelated activity is necessary for the 

neocortex to perform the sophisticated data processing required to encode sensory information 

and to generate complex behaviors. In 2009, two studies demonstrated that such 
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desynchronization takes place by the end of the second postnatal week7,20. Subsequent studies 

confirmed both the timing and extent of this dramatic network transition in rodent S123,25,56,125 and 

V121,126,127.  

The transition to sparse, desynchronized activity is dramatic because of the sheer magnitude 

of change in correlation coefficients (50-75% decrease, depending on the study) and because it 

occurs over just a few days, which is remarkable considering the lifespan of the animal (2 years). 

Calcium imaging in mouse S1 revealed that the transition happens at around P11-P1520,125, while 

multiunit recordings in rat pups revealed that the firing of pyramidal cells in V1 undergoes this 

change overnight between P11 and P1231. 

In many ways, P10-P12 represents a crucial age for development in rodents. Eye opening 

and several other important behavioral milestones occur at this age (Fig. 3). In the rodent whisker 

system, vibrissa movements undergo a transformation from uncoordinated, brief unilateral 

whisker movements (predominantly retractions) before P11 to oriented and purposeful rhythmic 

whisking at ∼8-12 Hz when scanning object surfaces (palpation whisking) after P14128,129. After 

P12, mice and rats begin to leave the comfort and protection of their dam to explore their 

surroundings127. The second postnatal week is also a time of massive growth in the neocortex, 

as synapse density nearly quadruples between P10 and P15130. This would be expected to cause 

an increase in network events (Up states).  

 

[H1] Mechanisms of desynchronization  
The mechanisms responsible for desynchronization are not well understood. Some potential 

candidates can be ruled out. For instance, massive synaptogenesis during the 2nd postnatal week 

should not, by itself, drive decorrelation of network activity because it is rather gradual (although 

sudden phase transitions can happen as a result of more gradual changes in a single parameter 
131). Similarly, although the changes in sensory experience at approximately P12  are more abrupt, 

desynchronization happens nonetheless in the absence of such inputs71.  

Desynchronization requires excitatory neurons not to fire during every surge of depolarization 

that occurs in the cortex (Fig. 1b). This could be accomplished via changes in the intrinsic 

excitability of the neurons, by increases in inhibition or by the disappearance of signals that 

synchronize network activity.  

 

[H2] Changes in intrinsic excitability 

One main difference between activity before and after desynchronization is that neurons in 

the adult neocortex fire more sparsely than those in the neonatal cortex7. As described in Box 3, 



 17 

mature cortical neurons no longer fire with every Up state. The simplest way to lower the 

probability that a neuron will fire in an Up state is to decrease its intrinsic excitability. The input 

resistance of excitatory neurons, which governs their intrinsic excitability, remains constant (at 

approximately 5 GW) during late embryonic development, but there is a substantial drop after 

P2132, followed by additional drops at P8-P10 and P14-P1620. What drives these changes? 

Increases in leak conductances, as a result of increased expression of a potassium channel or 

an increase in the hyperpolarization induced current, Ih, for example, would be sufficient. Indeed, 

in brain slices, Ih in cortical neurons becomes more prominent after birth132. However, to our 

knowledge, experimental manipulations of Ih to deliberately affect the timing of desynchronization 

have not been performed.  

 

[H2] Changes in GABAergic activity  

There are several ways by which changes in inhibition during development could contribute 

to neuronal desynchronization and sparsification.  The end of the second postnatal week is a 

period of major changes in inhibition at the cellular level. One of these is the gradual increase in 

the number of both GABAergic interneurons133 and their inhibitory synapses47,130. Although the 

first synapses in the rat neocortex are observed at E16134, it is not until P5 that most cortical 

pyramidal cells show evidence of inhibitory post-synaptic currents135 and the connection 

probability between fast-spiking interneurons and pyramidal cells is low before P8-P10 37. The 

relative number of PV-expressing interneurons also increases dramatically between P5 and P16, 

as does the number of their perisomatic synapses onto pyramidal cells between P7 and P1447. A 

prominent role of inhibition in desynchronization is supported by experimental manipulations. 

Selective optogenetic stimulation of inhibitory neurons in the prefrontal cortex of early postnatal 

mice triggers a decrease in network synchrony42. Similar results were observed when PV 

interneurons were activated with optogenetics at P1043 or with chemogenetics at P11136. 

Interestingly, chronic chemogenetic inhibition of SST interneurons from P8 to P10 also leads to a 

decrease in correlation coefficients, suggesting that these two subclasses of interneurons may 

work synergistically to promote network desynchronization136.    

After approximately P10-P12, PV neurons both gradually activate their Pvalb promoter137 and 

begin to express Kv3.1b channels138, a subclass of voltage-gated potassium channels that 

enables their fast-spiking behavior139,140. Thus, PV neurons assume their fast-spiking identity (and 

exert a more potent inhibition on pyramidal cells) around the time that cortical networks 

desynchronize. By contrast, SST interneurons assume their identity much earlier, expressing Sst 
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in late embryonic development93,141, and their density increases more gradually142, making them 

less likely to be involved in desynchronization.  

The decorrelating effect of inhibition on network activity could also occur indirectly via 

oxytocin. A recent in vivo calcium imaging study demonstrated that oxytocin can decorrelate 

network activity in mouse V1 at P9-P13 (though surprisingly not in S1) by activating 

interneurons27. Earlier in vitro experiments had reported that oxytocin increased the firing of fast-

spiking interneurons143,144. Knowing that the related neuropeptide arginine vasopressin also 

increases interneuron firing and mediates similar network desynchronization in the hippocampus 

in vitro145, it will be interesting to decipher the role of these and other neuromodulators in 

developmental network state transitions. 

Another potential mechanism for desynchronization is the developmental change in GABA 

polarity, from depolarizing to hyperpolarizing146. Studies have demonstrated that, as early as P3-

P4, GABAA receptor-mediated responses are depolarizing in vivo; however, these responses 

appear to be sub-threshold and to result predominantly in inhibitory effects (via shunting)40,147,148. 

Additional studies are needed to establish whether these depolarizing effects of GABA have an 

excitatory influence on the network in vivo. Excitatory actions of GABA have been reported in the 

hippocampus (though not in V1) before P3, but GABA subsequently becomes inhibitory 89,149. 

These findings therefore suggest that the developmental GABA polarity shift occurs a few days 

before network desynchronization31,89,90. Developmental changes in the expression of NKKC1 and 

KCC2, the main potassium and/or chloride co-transporters responsible for GABA’s actions, also 

precede the timing of desynchronization150-152. Thus, the GABA polarity switch is unlikely to be 

the main driver of network desynchronization.  

 

[H2] The disappearance of Cajal-Retzius neurons  

The second postnatal week is also when the density of Cajal-Retzius (CR) neurons in the 

cortex decreases dramatically. These neurons, a subclass of GABAergic interneurons, are the 

earliest generated neurons in the brain (born at around E11153) and eventually populate the 

marginal zone (future L1)154. They eventually all but disappear due to programmed cell death and 

by P12 only 3% of the original CR neurons remain155. Interestingly, CR neurons make synapses 

with the apical dendritic tufts of pyramidal cells in deeper layers156 and CR neurons themselves 

manifest synchronous firing during early postnatal development157. Thus, their disappearance 

might represent the loss of one of the principal synchronous inputs that excitatory neurons receive 

during early development. It would be interesting to test whether optogenetic activation of CR 
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neurons in vivo can trigger SNA in pyramidal cells and whether chemogenetically silencing them 

might trigger premature desynchronization.  

 

[H2] Changes in the subplate  

The subplate, located below the cortical plate during embryonic development158,159, eventually 

becomes cortical L6b160. Subplate neurons are believed to play temporary roles in cortical 

maturation before they disappear by the end of the first postnatal week in rodents161. They are 

the first cortical neurons to receive thalamocortical axons and to respond to sensory stimuli162. 

Indeed, the subplate serves as a transient relay station for thalamic information reflecting 

peripheral stimuli to cortical L4 long before L4 receives inputs directly from the thalamus163. The 

subplate also sends feedback projections to higher order thalamic nuclei, and the ensuing 

thalamus–subplate–thalamus circuit loops164 are likely to help amplify peripheral inputs163. These 

early thalamocortical loops may also serve to produce spontaneous cortical activity that mimics 

sensory information as a way to ‘rehearse’ such patterns in the absence of inputs. Eventually, 

with the increasing influence of the sensory periphery, direct connections from the thalamus to L4 

replace the connections to subplate neurons, and this culminates in the death of most subplate 

neurons by P21159.  

Some in vitro data supports a model in which, at early postnatal ages, much of the neuronal 

activity within a cortical column originates in the subplate and spreads via gap junctions, whereas 

a few days later (between P5 and P7), after subplate neurons begin to disappear 165, similar 

events are synaptic and mediated by NMDA receptors19. Future in vivo studies in late embryonic 

stage rodents51 could test how the subplate contributes to SNA and whether its disappearance 

contributes to desynchronization. 

 
[H1] Future directions 

We still know relatively little about the phenomenology of SNA and the different network 

transitions. Despite exciting new evidence revealing what activity looks like in the embryonic 

rodent brain51, we do not fully understand how it emerges or the influence of bottom-up sensory 

inputs (not just in neocortex but in other brain regions as well). Because recording neuronal 

activity in the human brain in utero is not presently possible, it will be important to determine 

whether organoid and/or assembloid technology will eventually produce the major network state 

transitions mentioned herein. Recent studies suggest that cortical organoids, over the course of 

10 months, can mature to generate intermittent synchronous activity that is reminiscent of SNA 

observed in vivo166,167.  
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Although the role of bottom-up inputs and the thalamus in driving SNA has been established 

(Fig. 2; Fig. 3), how activity can be intrinsically generated in the absence of such inputs remains 

a mystery. For instance, is SNA in primary motor cortex different because this region does not 

receive sensory inputs via thalamic relay nuclei? Additional electrophysiological studies that 

permit the simultaneous recording of thalamic and cortical neurons could help fill this knowledge 

gap in ways that calcium imaging (which suffers from limited temporal resolution and is restricted 

to upper cortical layers) could not. 
What determines which neurons participate in SNA and when they desynchronize? 

Optogenetics experiments could test whether activating transient neurons in the developing 

neocortex (such as CR neurons and sublate neurons) is sufficient to unleash synchronous 

network events. The same applies to ‘hub’ cells, a minority of GABAergic interneurons with a high 

functional degree of connectivity that allows them to orchestrate network activity during 

development168,169. Intriguingly, targeted holographic photostimulation of single cortical hub cells 

in vivo can desynchronize spontaneous network bursts at P8-P11, while inhibition of these cells 

increases local synchrony in response to sensory stimulation45.  

The mechanisms driving the major network state transitions, and in particular 

desynchronization, also remain largely unknown. In vivo studies could take advantage of 

optogenetic and chemogenetic manipulations of specific subclasses of inhibitory interneurons (as 

has been done recently43,136) to further explore their role in these transitions, or use 

pharmacological manipulations to test the role of brainstem neuromodulators or neuropeptides 

like oxytocin. It would also seem important to use gain or loss of function manipulations of gene 

expression for candidate molecules that could mediate desynchronization. Transcriptomic studies 

could help identify candidate genes whose expression changes drastically around the time of 

desynchronization. A recent study revealed that the onset of vision selectively drives the 

specification of excitatory neurons in upper layers of V1, but not of other cell types170. Because 

much of the brain development that occurs during the second postnatal week is orchestrated by 

brain-derived neurotrophic factor (BDNF)171, including the maturation of GABAergic 

interneurons172, it could contribute to desynchronization. It would be interesting to explore whether 

manipulations of BDNF or its receptor TrkB have an impact on desynchronization. 

Finally, a useful approach to understand network transitions will be to use computational 

frameworks to model SNA and make testable predictions of which parameters can desynchronize 

activity. Early efforts have pointed to inhibitory interneurons as potential mediators of this network 

transition42,173 and shown that adaptation of global high-synchronicity events to levels of recent 

cortical activity could also contribute to developmental sparsification of network activity118. 
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Clearly, the next decade will bring exciting new information about the evolution of cortical 

network activity throughout postnatal development. This will undoubtedly help us understand how 

differences in the trajectory of this activity can lead to symptoms of neurodevelopmental 

conditions (Box 4). 
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Fig. 1: In vivo cortical network state transitions across development  a, In vivo calcium 

imaging in mice reveals four different patterns of cortical network activity throughout development: 

sparse embryonic activity, patchwork activity, wave-like activity and sparse and decorrelated 

activity. The schematics depict the spatial organization of each of these patterns of activity and 

the appearance of typical calcium traces from excitatory pyramidal neurons at different postnatal 

ages. At the embryonic stage, calcium events are initially sparse and decorrelated across 

neurons51. At late embryonic stages (from embryonic day (E)18) calcium transients become 

longer and are highly synchronous across clusters of neurons that correspond to cortical columns; 

they can be triggered by activity that originates in the thalamus or emerge spontaneously27,52. This 

patchwork pattern persists throughout the first postnatal week but then evolves into longer calcium 

events that appear to flicker across the cortex in a wave-like manner20,23,25. Eventually, after 

postnatal day (P)10-12, cortical activity becomes desynchronized and calcium transients are 

smaller in amplitude and more frequent7,20. An approximate timeline for each of these activity 

patterns in mice and humans is provided174. b, In vivo electrophysiology recordings also reveal 

an evolution of network activity across development. Schematic illustrations of typical extracellular 

recordings (top) of the local field potential (LFP, which reflects the firing of hundreds of neurons) 

show that activity is discontinuous during the first week of postnatal development. Neurons fire in 

infrequent bursts (asterisks) separated by long periods of electrical silence31. When the LFP is 

recorded via an extracellular electrode or via electroencephalography (EEG, trace in blue insett), 
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this activity appears as spindle bursts on top of a slower delta wave, as illustrated in the 

schematic28. Toward the end of the first postnatal week these spindle bursts evolve into early 

gamma oscillations13. After P10-P12, the network events become smaller in amplitude and more 

frequent. The decrease in the silent periods has given rise to the term ‘continuous’ activity to 

describe activity at this stage13. Schematic illustrations of typical intracellular patch-clamp 

recordings reveal that synchronous network events in the first postnatal week are akin to large 

Up states, a term used to describe transient depolarizations associated with slow wave sleep175. 

Action potentials generated by different neurons participating in these Up states coincide with the 

peaks of the spindle burst oscillation. After P10-P12, neurons fire more sparsely and only in a 

subset of the Up state-like network events, giving rise to desynchronization of network activity. c 
In mice, the end of the second postnatal week in mice marks an abrupt turning point in cortical 

development from synchronous activity that is largely driven by bottom-up sensory information 

and is important for developmental patterning of circuits and for sensory detection, to 

desynchronized activity that is dominated by intrinsic activity and is increasingly driven by top-

down inputs (from higher-order regions), which is important for sensory processing.  

 
 

 
Fig. 2: Thalamocortical influences on cortical network activity during development.  
Cartoons of a generic thalamocortical circuit, showing the evolving influence of sensory inputs 

through thalamic relay nuclei, as well as interneuron connectivity, on cortical network activity at 

three different postnatal ages in mice. During the first postnatal week (based on studies in animals 

between postnatal day (P) 0 and P2), subplate (SP) neurons, as the major cortical recipients of 

thalamic afferents at this stage, have a transient role in the regulation of network activity. 

Somatostatin (SST)-expressing interneurons also receive thalamic inputs and are the first to 

synapse onto excitatory pyramidal neurons (with the GABA that they release having a 

depolarizing effect)40,89. At this stage, sensory inputs primarily reflect spontaneous activity in 

sensory organs (retina and cochlea) and myoclonic twitches. Early in the 2nd postnatal week (P8), 

parvalbumin (PV)-expressing neurons and spiny-stellate neurons in layer (L)4 begin to receive 

direct sensory inputs via thalamic relay neurons. These include inputs generated as a result of 

spontaneous whisker movements (eyes are still closed). In turn, spine stellate neurons project to 

pyramidal neurons in L2/3 for further sensory processing. The disappearance of the subplate 

along with developmental apoptotic death of SST and PV neurons (as well as Cajal-Retzius 

neurons in the marginal zone (MZ)) might play a role in the transition to larger wave-like events 
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at this stage. Surviving SST neurons continue to target dendrites of Pyr cells. Finally, toward the 

end of the second postnatal week (P14), as more PV interneurons assume their identity and exert 

an even greater inhibitory influence in the cortex, they help to drive the desynchronization of 

network activity. SST inhibition of Pyr cell dendrites also strengthens at this stage. By then, cortical 

activity increasingly reflects top-down modulation from higher order brain regions. LGN: lateral 

geniculate nucleus; VPM: ventral posteromedial nucleus. 

 
Fig. 3: Mechanisms of desynchronization and other network transitions 
Changes in cortical network activity are illustrated in the context of developmental events at the 

synaptic, cellular, and circuit levels, as well as within the framework of major behavioral 

milestones. At the synaptic level, the main events driving desynchronization are the 

disappearance of gap junctions, a switch in the polarity of GABA signalling (from depolarizing to 

hyperpolarizing), changes in input resistance, a massive increase in glutamatergic and 

GABAergic (first SST then PV) synapse density and the stabilization of dendritic spines (excitatory 

synapses). At the cellular level we highlight the elimination of Cajal-Retzius and subplate neurons, 

which could play transient roles in the intrinsic generation or pacing of SNA at earlier stages, the 

arrival of thalamocortical (TC) axons in the cortex and their arborization/pruning and the period of 

developmental apoptosis of interneurons. At the circuit-level, we indicate the transitions between 

the main patterns of activity observed with calcium imaging or electrophysiology, how this activity 

changes from synchronous (and discontinuous) to desynchronized (and continuous), the 

increasing influence of brainstem neuromodulation, the relative switch from bottom-up to top-

down modulation, and the important shift in cortical circuit function from developmental patterning 

to sensory processing. Finally, at the behavioral level, we highlight the unique events that take 

place at around P12 (such as eye opening and rhythmic whisking). The arrow at the bottom 

indicates how these developmental processes are initially driven primarily by genetic programs, 

then require neuronal activity, and eventually require sensory experience. 

CR: Cajal-Retzius neurons; L: layer; LGN: lateral geniculate nucleus; MZ: marginal zone; PV: 

parvalbumin interneuron; SP: subplate; SST: somatostatin interneuron; TC: thalamocortical; 

VPM: ventral posteromedial nucleus. 

 

Box 1: In vitro studies of developmental cortical network activity 
Synchronous neuronal events were first described in vitro, where calcium imaging in acute 

cortical slices from rats aged between postnatal day (P) 0 and P7 revealed small clusters of 

neurons that simultaneously exhibit calcium transients (rapid changes in the fluorescence 
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intensity of a calcium indicator molecule)1. Originally termed neuronal domains1, these calcium 

events are mediated by gap junctions between neighboring neurons, but not by synaptic 

activity (as they were insensitive to tetrodotoxin (TTX), a sodium channel blocker that prevents 

action potentials) (see the schematic representations of these events in the figure, part a). A 

related network phenomenon has been observed in vitro in the neonatal rat hippocampus176 

and mouse neocortex83 and was termed a synchronous plateau assembly (SPA). It is 

important to note that, although calcium imaging is typically used by neuroscientists to record 

neuronal activity (fluorescence intensity changes are considered a surrogate for action 

potential firing177), calcium transients can also reflect increases in the intracellular 

concentration of calcium ions that are unrelated to neuronal spiking177. Furthermore, to our 

knowledge, activity akin to neuronal domains or SPAs has only been observed in vitro. As 

such, the significance of SPAs or neuronal domains and their potential role in cortical 

maturation remain unclear.  

 

Several groups later discovered a different pattern of network activity in the developing cortex, 

known as an early network oscillation (ENO). ENOs are synchronous calcium transients that 

reflect action potential firing (they are sensitive to TTX) and rely on both excitatory and 

inhibitory synaptic transmission (see the schematic representations of these events in the 

figure, part b) 2-5. Subsequently, a study in early postnatal rat cortical slices proposed a 

developmental sequence in which ENOs appear first but are then followed by giant 

depolarizing potentials (GDPs)83. GDPs had been originally discovered in electrophysiological 

studies of hippocampal slices and are synchronous network events that are driven by 

depolarizing GABAergic transmission87. The main differences between ENOs and GDPs lie 

in their spatiotemporal dynamics — with ENOs being slightly longer and much less frequent 

— and in their sensitivity to the GABAA-receptor antagonist bicuculline (ENOs are not 

sensitive)83.  

 

 

 

Box 2: SNA in other brain regions and other species  
The occurrence of synchronous network activity (SNA) during development is not unique to 

the sensory cortices or even to rodents or other mammals. Similar patterns of correlated 

network activity have been observed in the thalamus, hippocampus and the spinal cord. 

Correlated firing of developing thalamic neurons has been documented as early as E14.5 in 
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in vitro mouse preparations69,178. Several studies have suggested that SNA within the cortex 

originates in the thalamus, where synchronous events may be triggered by peripheral sensory 

inputs or may occur spontaneously18,36,38. SNA in the hippocampal CA1 region or the 

entorhinal cortex of neonatal mice has been documented in vivo179-182. Bursts of neuronal 

activity have also been recorded in the neonatal rat spinal cord and were closely linked to 

spontaneous hindlimb myoclonic twitches 183. Whether SNA also occurs in the neonatal 

amygdala, striatum, cerebellum or other brain regions remains to be determined, but there is 

no reason to believe that early patterns of activity in those regions would not be synchronous. 

For example, in vitro studies have revealed synchronous activity patterns in the embryonic 

and neonatal striatum184,185. Future studies using silicon probes should aim to record SNA in 

these deep brain regions that are not accessible to conventional two-photon calcium imaging.  

 

Synchronous activity has been found across the animal kingdom, from invertebrates to 

mammals. In Drosophila melanogaster larvae, activity is synchronous and is referred to as 

patterned stimulus-independent neuronal activity186,187. Correlated activity has also been 

described in the tectum of the tadpoles of Xenopus species 188. More recently, SNA was 

reported during cortical development in dunnarts (a marsupial species) as early as Stage 23 

(equivalent of E15 in mice)189. Owing to their unique maturation in the pouch, these non-

placental mammals may be particularly well suited to uncover the mechanisms that mediate 

different synchronous activity patterns, such as patches in the developing somatosensory 

cortex and waves in the visual cortex189.  

 

 

Box 3 – Can developmental synchronous network events be considered Up states?  
In neonatal rodents, synchronous network activity (SNA) manifests as brief (lasting less than 

2 s), non-rhythmic bursts of firing across groups of neighboring neurons, separated by long 

periods (lasting up to tens of seconds) of no activity. During anesthesia or slow wave sleep in 

healthy adult animals, the dominant electroencephalography (EEG) rhythm is the slow 

oscillation (0.1 Hz). Patch-clamp recordings have shown that the electrophysiological 

signature of this slow oscillation is the Up and Down state transition190. During an Up state, 

the resting membrane potential (Vm) is in a stable depolarized state, during which action 

potentials may occur. By contrast, a Down state features a more hyperpolarized Vm, and 

action potentials are unlikely to occur190. This definition is consistent with computational 

models of bistable networks that exhibit Up and Down transitions and function in an inhibition 



 39 

stabilized regime191,192. During sleep or quiet wakefulness (and during anesthesia) the Vm 

continuously undergoes Up–Down state transitions 193. By contrast, during attentive 

wakefulness, it has been argued that neurons are persistently in the Up state175,194,195, even 

as early as P14 in rodents196. 

 

We speculate that the synchronous network events observed during development, a time 

when animals are mostly inactive and often asleep, can be viewed as ‘primitive’ versions or 

precursors of Up states. In support of this argument, both in vivo and in vitro whole-cell 

recordings during early postnatal development (including experiments involving simultaneous 

calcium imaging and electrophysiological recording) have shown network events that are very 

reminiscent of Up states7,44,57,62,197,198. These synchronous network events involve 

depolarizations lasting 1-2 seconds, during which neurons fire action potentials (like Up 

states), as well as prolonged periods when activity is absent (like Down states). Nevertheless, 

we acknowledge that the mechanisms underlying SNA and Up states could differ; for example, 

SNA can be generated intrinsically in the cortex or can be triggered by bottom-up signals from 

the thalamus or the periphery, whereas Up states in the adult brain are mainly self-generated 

intracortical events195. As the brain matures and the number of synaptic connections grows 

rapidly, the frequency of Up states also increases (Fig. 1b)7,13. However, the probability of 

action potential firing during any Up state decreases dramatically in rodent neocortex at 

around P127, leading to a sudden decrease in pairwise correlation coefficients in the spiking 

of different neurons. Hence, even though many more depolarizing events (Up states) occur in 

the neocortex after P12, neurons are much less likely to participate in each of these events, 

leading to desynchronization.  

 

 

Box 4: Network synchrony and neurodevelopmental conditions 

Synchronous bursting activity has been reported in the electroencephalogram (EEG) of 

preterm human neonates at 24-27 weeks gestational age199. Infrequent periodic bursts of 

activity (with a frequency below 1 Hz, in the slow delta wave range) were separated by periods 

of prolonged electrical silence (lasting up to 20 s). The EEG of extremely preterm infants also 

showed discontinuous bursting activity200. During quiet sleep, these bursts tended to be 

synchronous over large cortical areas, if not the whole brain10. Each event, lasting between 1 

and 5 s, was characterized by rapid oscillatory activity in a delta brush pattern (with a 

frequency between 8 and 25 Hz), similar to the spindle bursts observed in rodents. A minority 
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of these bursts closely follow spontaneous myoclonic twitches of the limbs174, just as in 

rodents. In full term human babies, network desynchronization occurs around the time of 

birth31. 

 

The study of cortical network state transitions is relevant not just to human brain maturation 

but also to the emergence of neurotypical behavior and of neurodevelopmental conditions. 

Given the importance of SNA for patterning functional connectivity within and across cortical 

areas, one would assume that mutations in genes associated with neurodevelopmental 

conditions, environmental insults or exposure to CNS-acting drugs or medications that affect 

SNA could negatively impact map formation. In turn, alterations in SNA and the ensuing 

changes in circuit assembly, could have implications for behavior. Indeed, manipulating the 

activity of pyramidal neurons in the medial prefrontal cortex of neonatal mice by 

optogenetically inducing rhythmic activity impaired their subsequent performance on an array 

of working memory tasks and impaired social interactions later in adulthood201. It is also 

conceivable that subtle changes in the timing or magnitude of network transitions, especially 

desynchronization, could occur in neurological or psychiatric conditions. Indeed, seizures in 

humans frequently manifest for the first time soon after birth. The highly correlated neuronal 

activity in developing cortical circuits is a network regime that could predispose neonates and 

infants to seizures and epilepsy because, under certain circumstances (such as fever, 

infection or intracranial hemorrhage), it could switch to a more unstable regime in which 

synchrony propagates in a runaway fashion. Furthermore, EEG patterns in premature infants 

correlate with neurodevelopmental outcome200.  

 

Autism and intellectual disability are also first recognized in infants or toddlers. Several studies 

have shown changes in cortical network synchrony in various animal models of these and 

related conditions. For example, the Fmr1 knockout mouse model of fragile X syndrome 

shows atypically high network synchrony in vivo196,202,203 and in vitro204. Likewise, fusion 

organoids derived from patients with Rett syndrome show hypersynchronous network 

activity205. By contrast, however, cortical neurons in the Cntnap2 knockout mouse model of 

cortical dysplasia-focal epilepsy syndrome show reduced correlation coefficients206. 

Neuropsychiatric conditions with a later age of onset, like schizophrenia, may also be 

associated with differences in SNA; the prefrontal cortex of a ‘dual-hit’ genetic-environmental 

mouse model of schizophrenia exhibits reduced network synchrony at P4-P1042.  
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GLOSSARY OF TERMS 
 
Synchronous network activity (SNA): Synchronous activity occuring during development that 

is mediated by chemical synapses and involves most of the neurons within a local network, 

manifesting either as brief (< 3 s) bursts of activity within clusters of neighboring cells or as larger 

events that propagate locally within a cortical region.  

Early network oscillations (ENOs): Synchronous network events recorded in vitro using calcium 

imaging in the hippocampus and neocortex during the first postnatal week and driven by 

glutamatergic neurotransmission.  

GABAergic calcium events (GCEs): Synchronous calcium events specifically involving 

GABAergic interneurons. 

Giant depolarizing potentials: Spontaneous network-mediated synaptic events observed in 

vitro in the developing hippocampus that are driven by GABAergic neurotransmission. 

Patchwork SNA: The predominant pattern of synchronous network activity (SNA) seen between 

E18 and P7 in the rodent neocortex. In patchwork SNA, largely non-overlapping well-

circumscribed clusters or patches of neurons fire synchronously, with their firing being separated 

in time by long periods of quiescence. 

Neuronal domains: Gap junction-mediated calcium signals that appear synchronously across 

small clusters of neighboring neurons in acute brain slices from neocortex; they are not mediated 

by action potentials, and it is unclear whether they occur in vivo. 

Sparsification: Process occurring alongside desynchronization, in which the network activity 

transitions to a state in which relatively few neurons within the population are firing at any given 

time.  

Wave-like SNA: The main pattern of SNA observed in rodent neocortex during the second 

postnatal week. Wave-like SNA involves large, partially overlapping neuronal ensembles and the 

activity propagates haltingly, between short periods of quiescence. 

 

Neural oscillations: Emergent phenomena of brain circuits that reflect the rhythmic or repetitive 

firing patterns of groups of neurons. Oscillations can occur spontaneously or in response to 

sensory stimuli, and often reflect the interaction between excitation and inhibition. 
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Spindle bursts: A specific pattern of spontaneous neural activity observed in the immature cortex 

using electrophysiology that is characterized by a fast oscillatory component (approximately 4-20 

Hz) occurring on top of a slower delta wave. Spindle bursts are brief (<2 s) and reflect the 

synchronous firing of many neurons. 

 
Up state: A stable depolarized state of the resting membrane potential (Vm) during which action 

potentials may occur. They are brief (< 2 s) and separated by periods when the Vm is more 

hyperpolarized (Down state) and action potentials are unlikely to occur. Transitions between Up 

and Down states are seen during sleep or quiet wakefulness. 
 
Gap junctions: Structures consisting of heterameric connexin channels in the plasma membrane 

that form direct conduits between adjacent cells and allow the rapid exchange of small molecules 

between neighboring neurons during; they are responsible for the dye coupling phenomenon 

observed in whole cell patch-clamp recordings in acute brain slices. 
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