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A computational model of cognitive interference without neural inhibitory
mechanisms
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Informatics Research Centre, University oftSke
PO BOX 401, Skvde, Sweden

Robert L owe (robert.lowe@his.se)
Informatics Research Centre, University oftSke
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Abstract dence has uncovered that areas of motor and premotor cor-

. . . tex that become active during physical movement overlap
Interference between one cognitive behavior or sensory stim-

ulus and subsequent behaviors is a commonly observed effect With areas activated during the reading of the specific tdfic

in the study of human cognition and Psychology. Traditional movement, e.g. hand, foot (Hauk et al., 2004). Buccino et al.
connectionist approaches explain this phenomenon by mutu- (5005 for instance found an interference effect when human
ally inhibiting neural populations underlying those behaviors. . . .
Here, we present an alternative model, relying on a more de- Subjects, required to produce hand or foot responses ticpart
tailed use of synaptic dynamics, in which populations of purely  ular verb forms, produced physical movements apt to the ac-
excitatory neurons can nonetheless interfere with each other, tjon described in the particular sentence. Latency of respo
causing inhibition of activation for a varying amount of time. . . .
The fundamental, biologically motivated, mechanism in the increasedin this case as compared to when a movement was
model relies on current “spilling over” from an active neu-  required that was inapt to the particular action descrilseé (

ral population into another one, thereby depleting the latter ~parsiet al.. 2010. for a more detailed discussion)
population’s synaptic resources. The principles underlying the " ! '

model may find applications even in the design of problem- Models exist that attempt to capture empirically demon-
solving artificial neural networks. _ N strated features of the interference phenomenon specified a
Keywords: Neural modeling; Synaptic dynamics; Cognitive  the |evel of both connectionist and more neurobiologically
Interference. . - -
motivated levels of abstraction. A seminal model of Mc-
I ntroduction Geoch (1932) proffered a connectionist account of interfer

The eff . ; oterf in th ence whereby responses learned during a given time win-
e effects on cognitive performance loterferencein the 45, \yoy1q compete for retrieval by way of mutual inhibi-

process of associatir_1g temporally Con_tiguous behavior§ YFion. Essentially, this offered a classical account oftidis-
events is a well studied phenomenon in the research discf,. giimyii inhibiting the influence of task-specific stifiu

plines of psychology apd animal learning. Simply, it Cotssis The learned associative strengths of the responses detgtmi
of the effects on working memory or memory recall of thethe ‘winner’ which was, however, premised on the biologi-

preﬁenlce Of,St'mlfJ“ (or.m?tor actlvatlor;s) that are nqngai cal implausability of there being independence, as opposed
to the learning of particular response/event associatiéms to overlap, between the available responses.

the case of animal learning, it is best understood as entail- ] N i ]
ing distractorstimuli introduced prior to (proactive) diea Mensink & Raaijmakers (1988) provided a stochastic
(retroactive) a task stimulus designed to be reliably gredi S€arch model of retrieval that was able to describe behav-
tive of another (e.g. rewarding) stimulus. In human leagnin i0ral data accounting for many of the effects of interfeesnc
interference can manifest in learning deficits subsequent t€-9- Proactive inhibition, retroactive inhibition, spaneous
pairing either context relevant (Oliveri et al., 2004) ozon- ~ '€COVery - where previously learned associations become be
gruent (Buccino et al., 2005) motor actions and verbal gehaviorally extinguished but, presumably still reside innme
scriptions. In every day human activities, the interfeeeats 1Y
fect has implications for recall of important events, e.ge e More recently, neural models have been put forward to ac-
witness testimony (see Bouton, 2007). count for the ability of organisms to retain spatial infotina
Laboratory controlled studies of interference often méili  about stimuli over delay periods in the face of distractiing (
the delayed matching-to-sample (DMTS) paradigm wherebyerfering) stimuli. Spencer et al. (2009) have described ho
the subject is required to produce the desired behavioral rehe tuning of parameters of an interaction kernel on a dynami
sponse over a pre-determined delay period (or inter-stismaul neural field representing spatial working memory permigs th
interval). In such cases, interference is a function of thedevelopment of activation peaks. These peaks are sustained
strength of a ‘distractor’ stimulus and may induce forget-through the use of tuned local excitation and global inhibi-
ting (cf. Roberts & Grant, 1978), impaired learning (Revusky, tion parameters on the kernel that afford more or less rebust
1971) or memory retrieval deficits (Gordon et al., 1981). ness to noise and distractor stimuli presented to the $patia
Some forms of associative learning may be more or lesfield. Self-sustained activity can be achieved througtabist
prone to the interference effect. Recent neuro-scientific e unit dynamics ¢f. Amari, 1977) such that input or noise in-
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duced supra-threshold individual unit activity may be main

tained even following the withdrawal of the input. Neural O O O
field and bistable dynamics through the effective couplihg o » O * O O

spatially mapped locally excited activation peaks in défe e O O 00O
fields provide mechanisms for coping with interference ef- 1 2
fects over delays between events of motor sequences to be ﬁ

associated.

The assumption in the above-mentioned models and the-
ory is that interference (or distracting stimuli) induce in Figure 1: Schematic of the neural model. Two connected
hibitory effects on the activity of applicable functiondf-c  populations represent the neural substrate of a behavier. T
cuits or psycho-behavioral states whereas chaining ofaacti behavior is triggered if the second population fires aftigr tr
tions within populations of units entails excitatory aitiiy ~ gering current arrives at the first one (large arrow). Weak
In dynamic field theory, for example, distracting stimuli in spillover current, by itself insufficient to trigger the tefior,
duce elevated levels of global inhibitory activity servit@y  can also arrive at the first population (small arrow)
suppress existing continuous attractor states (i.e. aiiv

peaks) potentially below threshold levels thus serving as a
medium for forgetting. cells. Spillover has recently been recognized as a modylato

Connectionist and population coding models seeking to en@ﬁeCt that may play a significant role in brain functioning,

hance comprehension of the interference effect typicadly d e.g. in the communication between the brain stem and cere-

not concern themselves with the biophysical details of thé)ellum (N|sh_|yama & Linden, 200.7)’ Hllustrating that neUrg
neuron units implied in the modeling approach, relying sjm-communications do not necessarily rely solely on canonical

ply on ‘point-to-point’ synaptic transmission. Howeveone synaptic transmission. .

sidering that associations of activation may be somatetopi 1€ré: We propose a neural model of the interference ef-
cally realized in the brain, i.e. via neighboring or overlap €ct based primarily on synaptic dynamics. We model a se-
ping populations of neurone.g.Chersi et al., 2010), and that duence of two neural connected populations and show that,
current in a given population typically overlaps with or may if spillover c_urrent from_ neural _CII’C_UI'[S external to the ded
otherwise ‘spill over’ into another population, it may be in €ach the first population, activation of the second popula-
structive to produce more detailed neural models taking int 10" may be prevented. Since we are mainly interested in

account these effects in order to better understand neutral s € Possible effects of the spillover current, we do not hode
strates of behavior. or make assumptions on the precise underlying mechanisms.

. . Nonetheless, we show that interference effects can be ob-
A precedent for modelling the effects of a non-synaptic

. ~served even though all currents are excitatory. Our modsl th
neuromodulatory process only recently thought io playas'gdeparts from the classically conceived models focusing on
nificant cognitive role exists. Nitric oxideN(©) gas is an

int lul ianalli hanism found i i ; inhibitory inter-population inducement of interferenc®ur
Itn er—cef iJharbS|g.naN|gg mec .anlsmﬁ omtm _Inhgarlqus s rllf aim is to demonstrate that neural or neural network models of
uresc? te ra||n. d.ﬁm'.SS'odnS atec dnf?'g tot”m? Cz Sdinterference may be insufficient when focused solely orrinte
e vt o s b e popaon PO Do sy ransision KA

s N counting for biophysical dynamics when designing computa-
modelled (Philippides et al., 1998) and an analogue has be 9 Phy y gning P

lied in the d i of i botics (Husbands et al [bnal models or artificial neural networks may provide valu
applied in the domain of cognitive robo ics (Hus anads €t al aple insights to the fields of animal learning and psychalogy
1998). Recent evidence also suggests a functional role in
homeostatic regulation of essential metabolic variatdeg. ( M ethods

Canabal et al. 2007).

The particular inter-cellular signalling mechanism we are
concerned with here involves current that affects neighbou We model the neural and synaptic dynamics following a stan-
ing regions of cells through non-standard synaptic trassmi dard model. The synaptic dynamics in particular take into ac
sion. A complete discussion of the different mechanismsount the fact that synaptic transmitters (or simply resesiy
that can cause current from one neural population to leakare finite and both short term facilitation and depressian ca
or “spill over” into another population is beyond the scope o result from their dynamics (See Tsodyks et al., 1998, for a
this paper. However, an interesting example of such a curdetailed discussion). Briefly, depression is caused bygeco
rent spillover can for instance be observed when ionic neunizing that synaptic resources may be “active” (in the syicap
rotransmission at the synaptic cleft is not fully absorbgd b cleft or at the post-synaptic receptors), “inactive” (refng
the post-synaptic receptors of the receiving cell. lond spi to the pre-synaptic terminals and thus unavailable) ordvec
over the synaptic cleft and can thereby affect neighboringered” (at the pre-synaptic terminals and available foraste
neurons, possibly of other populations leading to slowgis into the synaptic cleft on arrival of pre-synaptic curresmy
increases in excitatory post-synaptic currents in thecedfk  making the post-synaptic current dependent on the praporti

Neural and synaptic dynamics
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of active resources. The corresponding mean field equatior
are adapted from Tsodyks et al. (1998) with minor modifica-
tions to make the bounded nature of the resources explicit:

% - % —min({p).(Uge) (ME() (1) 1 : ; ‘

% — 9 min((p), (U PE®) @)

Tin

wherep anda denote recovered and active resources respec
tively. Only recovered resources can generate post-signapt
current (by becoming active) and active resources affect th
amplitude of post-synaptic current (Eqgn. 5).The firing rate ~ ‘ ‘

E(t) is discussed further belowJd; is a time-varying and 00wy 2000 2500
firing-rate dependent parameter which models short term

synaptic facilitation believed to be caused by residual cal

cium in the synaptic cleft. It is governed by the following Figure 2: The effects of weak, moderate and strong
equations: spillover current. Solid (broken) line represents firing rate

in first (second) population. Spillover current begins d1,t=
behavior triggering at t=1600msAJ Spill-over current is in-
d<l;t§E> _ <TU§§> +min(1— (Uge) ,Use (1- (Uge)) E (1)) ts)m;f]icient to prevent activgt_ion of second populat_ion_gjglrin
facil ehavior triggering. B) Spill-over current causes significant
(3)  but sub-threshold activation in the first population and- pre
(Ude) = (Ugg) (1—Usg) +Use (4)  vents triggering of the second population later aB) $pill-
over current is sufficient to prematurely trigger the bebavi

Population dynamics

To model the effect one population of excitatory neurons may
have on another, we also follow the model by Tsodyks et al. Results
(1998). The mean firing rate of a given populatiois thus

dependent on the incoming current from other populatibns We model two connected populations of neurons (Fig. 1)
and external current arriving directly at population: which are meant to represent the neural substrate (or part

thereof) of an observable cognitive behavior. Such an ar-
dE rangement is for instance thought to underlie action execu-
Tegqr = —E+9| > Jrar+l (5)  tion in the motor cortex (Chersi et al., 2006). The behavior
r is “triggered” if external current arriving at the first pdau
_tion is of sufficient amplitude to cause activation in the-sec
whereJ;; denotes the absolute strength of the connectiongg population. In other words, a behavior is successfully
from r" to r multiplied by the average number of such con- yjggered if the second population fires after the first one wa
nections andy, is given by Eqn. 2. It can be noted here that ¢jmulated (Fig. 2A, after 1500ms). We caiiggering cur-

the original model is more complex since it also caters for in (gt any current that, in the absence of spillover current ef-
hibitory populations, but those aspects are not relevathteo o5 is sufficient to trigger the behavior.

present work.g, finally, is a transfer function, for which we

. P Conversely, we model spillover current as a type of exter-
use a standard sigmoid with a threshold: Y b yp

nal current arriving at the first population but of insuffitie
2 amplitude to cause the activation of the second population
g(x) = max<0,1<4_x>/3 - 1) (6)  (Figs. 2A and B, the first 1000ms). For the present illus-
te trative purposes, the spillover current is modeled asngsti
Two or more populations governed by the above dynam100ms and increasing linearly by a small amolsgf; dur-
ics can then be seen to form the neural substrate of an ofi?g that time. After 100ms, the current dies away instanta-
servable behavior. In our model, the parameter choices ar@gously. Ispii has a range of possible values, with the exact
Trec = 1000MsTin = 100msTt4ci = 530msUsg = 10-8and  choice affecting overall behavior, which is explored beltiw
J = 4. These parameters have been chosen to produce begihould be noted that the observation of the reported interfe
shaped activation curves in the neural populations (rattzer ~ ence effect does not critically depend on this particulaict
undesired firing patterns). They mostly (except where disfor modeling the spillover current. Of importance is merely
cussed below) affect the firing rates of the neural poputatio the fact that supra-threshold activation is generatedatitkt
but the precise choices are not critical for illustrating #f-  population in some way.
fect described in the present work. To illustrate the effect spillover current can have (Fig, 2)
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we first determine a sufficient triggering current for the be-effect during an attempt at triggering the behavior but weak
havior in a control case with no spillover current. We thenenough not to cause this triggering by itsedfd. Fig. 2B).
measure the post-triggering firing rate of the second pepulaWe define “measurable effect” simply as a difference in time-
tion in situations where the triggering current was predede course and/or peak values in the firing rate of the second pop-
by a spillover currendt ms earlier. Any change in firing rate ulation, thus not excluding the possibility of a facilitati ef-
compared to the control case is of interest. fect.

We find, however, that any spillover current sufficient to
cause a measurable effect prevents activation of the second
population (Fig. 3). The duration of this interference can
vary and depends on the strength of the spillover curregt (Fi
3A). For values near the lower boundary, the effect disafgpea
if the behavior is triggered around 460ms or later after term
nation of the spillover current. Near the upper boundary, th
interference window can last up to about 2800ms. For very
small values of the spillover current, it is possible to avoi
the interference effect if the behavior is triggered vergrai
after the end of the spillover current (up to 340ms in the best
case), since synaptic resources are depleting more slowly.

The maximal duration of the interference window is mostly
affected by the choice afec. Interestingly, however, it is not
reached monotonically. Rather, as can be seen in Fig. 3A, a

threshold value for spillover current exists below whick th

° ey 0 P ame ™ interference effect disappears after a fraction of its mmaxi

effect. Above the threshold, the interference effect lésits

its entire possible duration.
Figure 3:Interference effect. Y-axes indicate spill-over cur- |t would theoretically be possible for the spillover curren
rent strengthispi, normalised so that values of interest fall {5 cause a delayed activation in the second populatiorerrath
between 0 and 1. Rectangle indicates this region of intereghan complete inhibition. This would be apparent if the time
(bounds oflspi). X-axes indicate values fat. the waiting  petween the peak activation of both populations was a func-
time between end of spillover and start of behavior-triguer  tjon of the strength of the spillover current. However, atste
current. Figures are grayscale ranging from black (0) tdevhi \ithin the context of the work presented here, no such ef-
(maximal values of the plotted parameters)) Eiring rate of  fect was found. Fig. 3B shows that, if the spillover current
the second population determined by chosen valudspaf s within its bounds, it will either cause complete interfer
andadt. Black region indicates no firing (and therefore inter- ence or, with a sufficient waiting period between spillover
ference). Other regions show firing rates all at similarselo gpq behavior-triggering current, no effect at all. It stbul
to maximal levels. The interference effect thus eithereaas pe noted however, that on a behavioral level, delays cdn stil
strong suppression of firing rate or no significant effectlat a pe gpserved. This would correspond to a control mechanism
Further, thedt values for which the interference effect is ob- \hich re-triggers the behavior after noticing that theiatiat-
served depend on the valuelgf (see text). B) Time delay  tempt was not succesful. Modeling these control mechanisms

between peak of activation in first population and correslpon i getail is, however, beyond the scope of this work.
ing peak in second population. If the second peak was inhib-

ited, this information does not exist (solid gray area). iBeg Fundamental cause

with Ispir > 1 shows premature activation (little to no time de- Since the behavior of the system described here is modulated
lay, dark colors) of second population due to excessivef hi only by synaptic dynamics, the cause for the observed inter-
values oflspjj (see Fig. 2C). Region withpj < 0 shows nor-  ference effect is also found therein and illustrated in Fg.

mal separation between peaks (see Fig. 2A). Region withilny activity within the first population will cause a reduc-
rectangle (0< Ispii < 1) shows separation similar to the nor- tion of recovered synaptic resources (as they become hctive
mal case withispii < O but not to the premature activations Since the amount of synaptic resources activated by incom-

I nterference without inhibition

A

Ispm (normalised)

observed whehpii > 1. Thus, if both populations firdspii ~ ing current is proportional to the recovered resourcesefew
does not significantly affect the timing between peaks in theecovered resources mean smaller increase in curreiggif
region of interest (rectangle). is very small, recovered resources do not deplete dragtical

during spillover current (Fig. 4A) and a following triggeg
Since spillover current that is too low (Fig. 2A) or too high current can have normal effects. I is larger, the recov-
Fig. (2C) is not going to cause any interesting effects, we deered resources do deplete drastically but over a relativaly
fine lower and upper bounds b, as follows: the spillover time-course (Fig. 4B). This slow depletion allows active re
current should be strong enough to cause some measuratdeurces to inactivate quickly enough to keep the proportion
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the 1500ms mark (as opposed to, e.g. self-sustaining,ichaot
A or oscillatory behavior), spillover current always apgetar
cause interference effect.

‘ Discussion

i The model presented in this paper departs from the more clas-
sical artificial neural network models in its use of more de-
- tailed biophysical dynamics. By taking into account the fac
C that synaptic resources are finite, we have been able tatinhib
the execution of a behavior even though all currents within
the model are excitatory. While our model merely provides
e an alternative account compared to those relying on irdmipit
dynamics, it does not necessarily replace them. However, it
does illustrate the power of more detailed biophysical dyna
ics in a model. There is therefore a necessity to move beyond
Figure 4:Synaptic resources. Solid (broken) line represents simple point-to-point artificial neural networks if the pose
recovered (active) synaptic resources from the first pepulagf sich a network is to explain cognitive phenomena.

tion corresponding to the firing rates seen in Fig. 2. Spétov Although we do not provide an extensive parameter explo-

current begins at t=0, behavior triggering at t=1600m8) ( (51jon here, the findings are rather robust. The parameters o
Spill-over current causes a small decrease in recoveregpsyn o synaptic model affect the firing behavior of the popula-

tic resources but thg ,t“g_ge””g current can actiyate Sﬁfﬁc tions more than the effect of the spillover current (the main
amounts to cause firing in the second populatid) %pill- gy ceptions to this are of coursge andTaci). Likewise, we
over current causes complete but slow depletion of recaverey, ot need to formulate any strong assumptions on the pre-
resources. Not enough resources can recover and the fractiQica nature of the spillover current because the critiqaéets
activated by the triggering current is insufficient to cafise g marely the activation generated within the first popotati

ing in the second population.Cy Spill-over current causes g effect is thus general but further work would be needed
complete and fast depletion of recovered resources. Cong explore the effects of different values fogc andtfagi re-

sequently, the proportion of active resources becomes suffineively. For instance, one could discover values fochi

ciently high to trigger the behavior prematurely. the spillover current causes both facilitation and intenfiee
(or only facilitation). However, it should be noted thatshi

of active resources below the necessary threshold forerigg Would mainly be interesting from a theoretical perspective
ing the second population. At the same time, the depletion i§iNce typical shor_t term facilitation time-courses tendto
significant enough that a later triggering current canntt ac faster than depletion ones (Tsodyks et al., 1998). In faet, r
vate a sufficient proportion of resources either - we observéted work (Chersi etal., 2010) which is concerned with mod-
interference. Finally, a very large value kafy works just eling both mterfgrence and facilitation effects _sm_u&auslly .
like a triggering current: recovered resources activatekiy has found that in such cases, neural dynamics including in-
enough to push the proportion of active resources over thBibitory currents may provide a better explanation.
triggering threshold before it can decrease again due v ina  Besides their role as explanatory tools for cognitive phe-
tivation. nomena, neural networks also find applications as compu-
Thus, the interference effect described here relies orva slotational problem-solving tools. By illustrating the eftec
but significant depletion of synaptic resources. In thetbry, ~ synaptic dynamics can have on the overall output of our
effect of reduced available resources could be offset by th&odel, we show that moving beyond the traditional connec-

synaptic facilitation mechanism implemented here. Howeve tionist models of nodes simply connected by a signed weight
sinceTsaqil is usually shorter thame, this is not observed in  can be worth considering. While this will not extend the set of

051

the present model. computations that a neural network can perform, it may sim-
] plify the topology or facilitate training. Such benefits kav
Effects of parameter choices for instance been previously found in GasNets (Husbands et

Naturally, the exact values, most notably for the lower gmd u al., 1998). These networks have proven particularly amlenab
per boundaries of the spillover current, depend on the galueto efficient search of task solution space as cognitive oot
chosen for the synaptic parameters in the model. The mostontrollers situated according to spatial and temporal-env
important ones are the synaptic strength and the proportioronmental constraints. This adaptive potential is tapped u
of synaptic resources liberated. We do not address these éfig a diffusive, non-purely point-to-point synaptic moatul
fects in detail here but did find in a brief exploration that, a tory network. Exploration of the interaction of classigall
long as parameters are kept within ranges that allow a belleonceived synaptic transmission and less orthodox means of
shaped activation of both populations as seen in Fig. 24 afteinter-cellular communication may provide scope to investi
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gate spatial and temporal interactions relevant to theysthid McGeoch, J. A. (1932). Forgetting and the law of disuse.
cognitive phenomena particularly in an embodied contefkt (  Psychological Reviey89, 352-370.

Parisi, 2004). Again, these are possibilities that needeto bpensink, G. J.-M., & Raaijmakers, J. G. (1988). A model
explored further in future work. for interference and forgetting®sychological Reviey®5,
434-455,

_ _Nishiyama, H., & Linden, D. J. (2007). Pure spillover trans-
We have presented a model that can explain temporal inter- ission between neurondlature Neuroscience 0, 675-
ference effects without relying on inhibitory dynamics lret 677.
underlying neura_ll cwcunry. Rathgr, the behavior 1S ew Oliveri, M., Finocchiaro, C., Shapiro, K., Gangitano, M.,
solely by synaptic dynamics which are modeled in a simple Caramazza, A., & Pascual-Leone, A. (2004). Al talk
yet biologically plausible way. The contributions of thistk and no acti(,)n' A transcranial mag,net-ic stimula.\tion study
are twofold: (1) We provide an alternative explanation for a of motor corte;< activation during action word production
range of interference effects which does not rely on explici Journal of Cognitive Neurosciences, 374-381 '
inhibitory dynamics. (2) We highlight the benefits of mod- o . T "
eling synaptic and biophysical dynamics in more detailhbot Parisi, D. (2004). Internal robotic€onnection Sciengésé,
as a computational tool which may find applications even in 325-338.
artificial neural networks and as an explanatory mechanisrPhilippides, A., Husbands, P., & O’'Shea, M. (1998). Neural

Conclusions

as illustrated in the present paper. signaling - it's a gas! In L. N. M. Boden & T. Ziemke
(Eds.),Proceedings of the 8th international conference on
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