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Abstract

Robust Perception and Auto-teaching for Autonomous Robotic Systems

by

Zining Wang

Doctor of Philosophy in Mechanical Engineering

University of California, Berkeley

Professor Masayoshi Tomizuka, Chair

Modern autonomous robotic systems are equipped with perception subsystems to handle
unexpected failure cases and to navigate more intelligently in the unstructured environment.
Robots navigate in a cluttered environment full of noise and disturbance. Robust perception
extracts target objects from visual observations while rejecting all the noise and disturbances.
It also focuses on increasing the redundancy by fusing information from multiple sensors.
However, the vision sensor is mounted on the robot system and is affected by the model
uncertainty of the robot. Therefore, auto-teaching is proposed to handle the modeling er-
ror of the robot by calibrating the model parameters while estimating states of the target
object. On the other hand, robustly detecting target objects is the prerequisite for auto-
teaching without human intervention, which requires studying perception and auto-teaching
simultaneously. In addition, perception is also an essential part for perceiving the complex
environment, where deep learning methods are becoming the mainstream recently. However,
robustness of learning-based perception algorithms is not well explored.

In this dissertation, robust perception is discussed for robots carrying vision sensors and
auto-teaching is developed for robots to recover from failures. Robustness of the perception
subsystem is considered by developing global methods to reject disturbances and sensor
fusion to improve redundancy. Several methods are proposed in both classic computer vision
and deep learning areas with applications to two kinds of autonomous robotic systems,
namely the industrial manipulator and the autonomous vehicle.

For the industrial manipulator discussed in Part I of this dissertation, the name hand-eye
system is conventionally used referring to a robot arm holding vision sensors. Chapter 2
models the system and builds the motion block. The kinematic model is used for visual-
inertial sensor fusion and generating the calibration parameters for auto-teaching. Planning
and tracking control of the system are necessary for auto-teaching and ensuring the quality
of visual data captured by the hand-eye system.
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Industrial manipulators and their target objects have rich geometric information and ac-
curate known shape, which is more suitable for classic computer vision (CV) methods.
Chapter 3 and 4 constructs the robust perception block of the hand-eye system. Chap-
ter 3 proposes several global shape matching methods for two kinds of visual inputs, namely
image and point clouds. We globally search all potential matches of deformed target objects
to avoid local optimals caused by disturbances. Chapter 4 introduces probabilistic infer-
ence to increase the robustness against noise when matching detected objects temporally.
The proposed probabilistic hierarchical registration algorithm outperforms the deterministic
feature descriptor-based algorithm used in state-of-the-art SLAM methods.

Visual detection is not robust against model uncertainty of the system and only gives 2D
location of the object. Auto-teaching simultaneously calibrates the parameters of the systems
while estimating the state of detected objects. Chapter 5 introduces the auto-teaching
framework directly using the perception results from Chapter 3 and Chapter 4. Visual-
inertial sensor fusion is used to increase the calibration accuracy by taking the robot motion
measurement into account. Chapter 6 proposes an active auto-teaching framework which
closes the calibration loop of the hand-eye system by planning optimal measurement poses
using the updated parameters.

Autonomous vehicles operate in a more versatile scenario where target objects are complex
and unstructured. Deep learning-based methods have become the paradigm in this area in
recent years, but robustness is the major concern for scaling up its application in the real
world. In Part II of the dissertation, the robustness of learning-based detectors is discussed.
Chapter 7 proposes two camera-LiDAR sensor fusion detection networks to increase the
performance and redundancy of the detector. The proposed fusion layer is very efficient and
back-propagatable which perfectly suits the learning framework. In Chapter 8, we further
dive into the training and evaluation procedure of learning-based detectors. A probabilistic
representation is proposed for labels in the dataset to handle the uncertainty of training
data. A new evaluation metric is introduced for the proposed probabilistic representation to
better measure the robustness of learning-based detectors.
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Chapter 1

Introduction

1.1 Background of Robust Detection and

Auto-teaching

Robots are becoming more and more intelligent and are getting involved in the daily life
of the society, especially for the emerging autonomous driving cars and robot manipulators
which are being tested extensively. The general structure of an autonomous robotic system
interacting with the environment is shown in Figure 1.1. The environment with which the
robot interacts is complex, and a robust perception subsystem is necessary for extracting
semantic and geometric information from the surrounding environment [1]. There are many
concepts for robust perception. Some aim to extract more exclusive features and do global
search of target objects to reject disturbances. Others improve the redundancy by fusing
information from different sensors. These methods have been actively explored in the classic
computer vision (CV) area for separating interested and non-interested objects in cluttered
scenes, reconstructing 3D poses of target objects, tracking multiple objects that are similar
to each other and keeping track of certain objects when some sensors are blocked.

Deep learning-based perception subsystems, however, are not well studied in terms of
robustness although they have superior performance and generalization capability than clas-
sic CV methods in autonomous robots. It is difficult to fuse multiple sensors in a network.
Moreover, failure of networks is also hard to be identified and tracked. Researchers are get-
ting aware of the problem and various solutions are being explored. Fusion structures for
networks are developed but the efficiency and training capability are the major concerns.
Probabilistic detection networks try to estimate the uncertainty of their own predictions,
but there is no evaluation mechanism for the predicted distributions.

The robot is sometimes affected by large disturbances which cannot be handled by the
perception subsystem itself. For example, a manipulator may encounter severe failure which
significantly changes the workspace and deteriorates the fine-tuned parameters. The percep-
tion subsystem may not be able provide accurate information anymore because the sensors
are carried by the robot having model uncertainty. In this case, auto-teaching is proposed to
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Figure 1.1: General structure of a robot with perception subsystem.

let the robot recover from failure on itself by calibrating the parameters without human in-
tervention. It closes the perception loop to handle model uncertainty as shown in Figure 1.1.
The auto-teaching is still somewhat an open-loop system. Although the control loop is
closed, the calibration loop is open because the trajectory for calibration is not affected
by the updated parameters and surrounding objects. Since the accuracy of auto-teaching
depends heavily on measurement of the surrounding objects, designing the trajectory that
better observes the object is important for improving the performance. Therefore, active
auto-teaching is proposed which adds another feedback to the trajectory planner as shown
in Figure 1.1.

1.2 Hand-eye System and Autonomous Driving

System

Hand-eye System

Mobile robots and industrial robots usually interact with the surrounding object with a robot
arm. Industrial robot manipulators, such as those from FANUC, ABB, Yaskawa, Kawasaki
and KUKA as shown in Fig. 1.2, are designed to minimize compliance for better precision in
their working environment. Some manipulators are equipped with visual sensors to improve
position precision and accuracy. Other popular robots in various areas, such as those from
Intuitive Surgical, Rethink robotics and Willow Garage as shown in Fig. 1.3, are less precise
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but their tasks are more unstructured. Having a vision system is necessary for these robots
to explore and understand the surrounding environment in order to conduct complex tasks.

The visual sensors, which are usually RGB or RGBD cameras, are mounted on the robot
to obtain the view from the end effector as opposed to a global view by a camera away from
the robot. The field of view of the local vision sensor is limited but can move with the robot.
The robotic system with a camera mounted on the robot is referred to as a hand-eye system
in many references such as [2, 3, 4, 5, 6, 7]. Chapter 2 through Chapter 5 mainly deal with
problems of the hand-eye system.

(a) A FANUC robot. (b) An ABB robot. (c) A Yaskawa robot.

(d) A Kawasaki robot. (e) A KUKA robot.

Figure 1.2: Examples of industrial robot manipulators.

Autonomous Driving System

The emergence of autonomous driving systems nowadays depicts a bright future with im-
proved road efficiency and safety, while also raising many challenging tasks. Autonomous
driving vehicles interact with a highly dynamic and complex environment. As the first step
of perceiving the surrounding environment, detection is the fundamental part of the percep-
tion system of driverless cars. The detection targets include static objects like traffic signals,
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(a) Surgical robot from Intuitive
surgical.

(b) Dual hand ma-
nipulator from Re-
think Robotics.

(c) Dual hand manipulator from
Willow Garage.

Figure 1.3: Examples of other robot manipulators.

road landmarks and trees, as well as dynamic objects like other vehicles, pedestrians and
cyclists. The sensor configuration of a typical driverless car is shown by Fig. 1.4. 3D LiDAR
and camera suite are the two types of perception related sensors. They are responsible for
collecting 3D location and motion information of surrounding objects. These two types of
sensors provide significantly different formats of data for perception and how to combine
them is an essential problem in 3D detection.

Figure 1.4: Sensor configuration of an autonomous driving vehicle [8].

For autonomous driving vehicles, we focus on 3D detection of dynamic objects with
deep learning methods, since deep neural networks have become the standard framework for
detecting unstructured objects. Sensor fusion can effectively improve the performance and
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redundancy of the system. Several fusion methods of combining 2D camera and 3D LiDAR
information are proposed in this work. The proposed fusion method is very efficient and
provides an approach to fuse most state-of-the-art convolutional neural networks for different
sensors. In addition to improving the robustness of learning-based methods, the evaluation of
robustness is also important. Existing benchmark dataset only provide deterministic labels
and evaluation metrics which do not capture the uncertainty of detection outputs. This
problem is growing into an active research area where new datasets and evaluation methods
are being developed.

1.3 Dissertation Outline

Several methodologies are developed for robust perception of two autonomous robotic sys-
tems: industrial manipulators and autonomous driving systems. Robust classic and deep
learning-based CV methods are improved by introducing global methods and sensor fusion.
Auto-teaching and active auto-teaching are proposed to further improve the robustness and
performance of the perception subsystem. Classic CV methods and auto-teaching are imple-
mented on an industrial manipulator. Fusion-based deep learning methods are utilized for
the autonomous driving system and a new evaluation methodology is proposed for robust
learning-based CV methods. The dissertation is organized as follows.

Industrial Manipulator System

In Part I of the dissertation, an industrial manipulator system, which is a wafer handling
robot used in the semiconductor manufacturing industry, is studied. Chapter 2 models the
hand-eye system which refers to the industrial manipulator carrying vision sensors on its
end effector. Chapter 3 and 4 introduce several robust perception algorithms designed for
identifying target objects in the robot workspace. Chapter 5 and 6 develop the auto-teaching
structure to close the perception loop of the robot, improving the performance and robustness
of the system.

Hand-eye System of Wafer Handling Robot

This chapter builds the basic geometric, kinematic and dynamic models of the hand-eye
system which are fundamental for the perception subsystem of autonomous robots since the
sensor moves together with the robot. On the one hand, Sensors fusion for robust perception
relies on the geometric and kinematic model. On the other hand, auto-teaching relies on
calibration parameters in the model of the hand-eye system. Motion planning and control
methods are introduced where optimal trajectory planning is developed to guarantee safe
and smooth navigation of the robot. Automatic tracking controller tuning minimizes the
vibration of the hand to ensure the quality of visual data.
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Robust Detection of Objects in the Robot Workspace

This chapter proposes robust detection of target objects from various data formats provided
by vision sensors, including images and point clouds. The common idea behind these methods
is that the shape models of target objects are known. Images and point clouds are rich in
shape features but are also full of noise, distortion and disturbances. Global-matching is
desired to find the best match to the target object. For images, basic geometric segments
are available and Hough-based global voting is proposed for matching shapes consisting of
basic segments. For point clouds, efficient global non-rigid point registration is proposed
which searches for the best rigid transformation globally and allows non-rigid deformation
to handle the noise and distortion. The robustness of proposed methods is evaluated with
real objects in the robot workspace, including wafers and chamber openings.

Robust Multiple Object Tracking

Detection extracts target objects from each frame and detected objects are independent
across different frames. It is tracking which associates objects in the time space. In Chapter 4,
visual and motion readings from the robot are fused for robust tracking of objects returned
by Chapter 3. A probabilistic hierarchical registration algorithm is proposed to handle the
point-to-point matching noise, which outperforms the deterministic feature descriptor-based
algorithm used in state-of-the-art SLAM methods.

Auto-teaching with Visual Inertial Sensor Fusion

Perception subsystem is coupled with the kinematic model of the hand-eye system since
vision sensors are mounted on the robot. When model uncertainty is present, which often
occurs when certain failure happens, perception performance will be deteriorated. Auto-
teaching stabilizes the system against model uncertainty by automatically calibrating the
parameters using the observed object and motion data. First, an Unscented Kalman Filter
is introduced to leverage the perception output from SLAM and motion output from robot
forward kinematics. Later on, visual and inertial data is further fused to form a joint
optimization in the proposed SLAM-MOT method. It is shown that calibration parameters
converge quickly and precise 3D reconstruction of target objects is achieved.

Active Auto-teaching of Wafer Handling Robot

The calibration loop of auto-teaching depends on the motion of the robot which is related
the visibility of objects. In order to maximize the performance of auto-teaching, active
auto-teaching is taken to close the calibration loop by providing designed measurement pose
feedback to the motion block. We use optimal experimental design to measure the optimality
of the measurement pose for calibration and to guide the planning of the next observation.
The uncertainty of estimated parameters is reduced and the accuracy of the estimated 3D
object location is increased compared to the auto-teaching method.
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Autonomous Driving System

The autonomous driving system is considered in Part II of this dissertation where deep learn-
ing methods are more popular. For learning-based perception methods, robustness is not
well studied. In Chapter 7, fusion layers are developed for the sensor fusion of learning-based
detection networks. In Chapter 8, we further dive into the training and evaluation proce-
dure of learning-based detectors. Uncertainty models and evaluation metrics for detection
datasets are proposed.

Deep 3D Detection with Camera-LiDAR Sensor Fusion

Sensor fusion for deep learning-based CV methods are developed in Chapter 5. Specifically,
we focus on fusing the image and point cloud from camera and LiDAR equipped on the au-
tonomous driving vehicle. Fusion does not only improve the performance, but also introduces
robustness to deep neural networks by adding redundancy and taking more information into
account. Two fusion structures, namely a sequential one and a parallel one, are proposed
for efficient end-to-end fusion of single sensor networks. The proposed sparse pooling layer
design for parallel fusion shows significant advantage against existing state-of-art structures.
It allows efficient transformation of the multi-view features at any stage of the network with
fast inference speed and high accuracy. Moreover, the proposed layer is not restricted to de-
tection only, it can be directly used in other perception tasks, such as semantic segmentation
and tracking, to enable end-to-end deep sensor fusion.

Robustness Evaluation of Learning-based Detection

The availability of real-world datasets is the prerequisite for developing object detection
methods for autonomous driving. While ambiguity exists in object labels due to error-prone
annotation process or sensor observation noises, current object detection datasets only pro-
vide deterministic annotations without considering their uncertainty. This precludes an
in-depth evaluation among different object detection methods, especially for those that ex-
plicitly model predictive probability. In Chapter 8, we propose a generative model to estimate
bounding box label uncertainties from LiDAR point clouds, and define a new representation
of the probabilistic bounding box through spatial distribution. Comprehensive experiments
show that the proposed model represents uncertainties commonly seen in driving scenarios.
Based on the spatial distribution, we further propose an extension of IoU, called the Jaccard
IoU (JIoU), as a new evaluation metric that incorporates label uncertainty. Experiments on
the KITTI and the Waymo Open Datasets show that JIoU is superior to IoU when evaluating
probabilistic object detectors.



8

Part I

Industrial Manipulator System
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Chapter 2

Hand-eye System of Wafer Handling
Robot

2.1 Introduction

This chapter studies the modeling, planning and control of this system which are low-level
parts that enable the other high-level parts studied in the following chapters. The robot
system we work on in this paper is a wafer handling robot that works in the factory interface
(FI) of the semiconductor industry. A typical working environment is shown in Fig. 2.1.
The factory interface (FI) connects consecutive wafer processing procedures in different tools
during the semiconductor manufacturing process. The clean environment and high precision
requirement in FIs prevent human contact, therefore wafer handling robots work in FIs to
transfer wafers. The typical work of a wafer handling robot is to pick up wafers from the
wafer station (or FOUPs) and put them into the processing chamber through a narrow
opening called load lock, or transfer wafers between workstations.

The wafer handling robot is able to move around in the FI automatically. The robot is
not allowed to touch any tools in the FI, but a no-touch sensor such as a laser sensor and
camera can be carried by the robot. The camera is configured to be mounted on the arm of
the robot as shown by Fig. 2.2.

2.2 Kinematics and Dynamics Modeling of Hand-eye

system

The robots are driven by motors at its joints and the vision sensor moves together with the
robot. Therefore, the kinematics and dynamics of the robot are required. This section will
first introduce the coordinates of the hand-eye system and introduce some general trans-
formation. Then the detailed parameterized model of the hand-eye system studied in this
thesis will be formulated.
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Figure 2.1: A photo of the factory interface with a wafer handling robot.

(a) A photo of the hand-eye system. (b) Simulation of the hand-eye system.

Figure 2.2: Demonstration of the hand-eye system of the wafer handling robot.

The Coordinate System and Transformations

There are several important frames in the hand-eye system, which are shown in Fig. 2.3.
The world frame is the coordinate system of the workspace and it is usually static and fixed.
The base frame is the coordinate of the base of the robot and it may be mobile. The end
effector frame is where the robot physically interacts with the environment and conducts
various tasks. The end effector is usually at the tip of the robot arm. The camera frame
is the coordinate of the camera mounted on the robot. The coordinate systems are linked
by rigid transformations that describe the motion of the robot. The world to base trans-
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formation, Twb, is from the world frame to the base frame and describes the motion of the
robot base. The base to end effector transformation, Tbe, describes the motion of the robot
arm which corresponds to the so called forward kinematics of the robot. The end effector
to camera transformation, Tec, describes the geometric relationship between the perception
sensor and the robot manipulator and is important for visual-guided manipulation. The
world to camera transformation, Twc, is used in detecting target objects. These transforma-
tions Twb, Tbe, Tec, Twc are conventionally denoted as Z−1, B−1, X,A−1 in hand-eye calibration
papers [7].

base

end-effector

camera

𝑻𝒘𝒃

𝑻𝒃𝒆

𝑻𝒆𝒄

world

Figure 2.3: An illustration of the hand-eye system with important coordinates and transfor-
mations.

These transformations are usually represented as homogeneous transformations contain-
ing rotation and translation. For example, Twb can be written as a 4 × 4 matrix in (2.1)

Twb =

[
Rwb twb
01×3 1

]
, (2.1)

where Rwb ∈ SO(3) is the rotation matrix from world frame to base frame and twb is the
position of the origin of the base coordinate system expressed in coordinates of the world-
centered coordinate system. The homogeneous transformations can be combined with matrix
multiplication which forms a chain of rigid transformations. For example, the world-camera
transformation can be derived as

Twc = TwbTbeTec, (2.2)
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and a point (xc, yc, zc) in the camera frame has position (x, y, z) calculated in the world
frame as 

x
y
z
1

 = Twc


xc
yc
zc
1

 . (2.3)

The inverse of Twc is also called the extrinsics of the camera E := T−1
wc .

Kinematics of the Wafer Handling Robot with Camera

The robot used in this thesis is an atmosphere wafer handling robot. The robot works in
the semiconductor industry. It picks wafers from the wafer carriers (FOUPs) in the FI for
processing and puts the processed wafer back to another FOUP for further transferring. The
geometry of the robot consists of cylinders and extrusion of polygons that approximates the
shape of the robot. The actual shape of the robot is very close to the modeling used here.
This robot transfers 300mm wafers represented by thin cylinders. Fig. 2.4 shows the solids
used for modeling of the robot and the names of each joint which are JT2, JT4, JT6 and
JT7. There is another joint JT3 not marked in the figure which drives the Z axis of the
robot.

Figure 2.4: An illustration of the geometry of the wafer handling robot.

The parameters of its kinematic chain are shown in Fig. 2.5. The angles of JT2, JT4,
JT6, JT7 are θ1, θ2, θ3, θ4, respectively. The height of the robot is determined by the position
h of JT3. These four angles and the height determine the positions and orientations of all
robot parts in the XY plane. l1, l2, l3, l4 are the lengths of links. h01 is the initial height
of link4 and α, β are the orientations of two blades. Then Tbe from base to blade 1 can be
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derived as

Tbe1 =


cosα 0 sinα l1 cos θ1 + l2 cos θ12 + l3 cos θ123

0 1 0 l1 sin θ1 + l2 sin θ12 + l3 sin θ123

− sinα 0 cosα h+ h01

0 0 0 1

 , (2.4)

where θ12 = θ1 + θ2 and θ123 = θ1 + θ2 + θ3. The Jacobian for velocity calculation is given in
(2.5) by derivation. Acceleration is given by (2.6). Sometimes the acceleration at the wafer
center needs to be considered.

Figure 2.5: An illustration of the geometric parameters of the kinematics of the wafer han-
dling robot.


vx
vy
vz
ωα

 =


−l1 sin θ1 −l2 sin θ12 −l3 sin θ123 0
l1 cos θ1 l2 cos θ12 l3 cos θ123 0

0 0 0 1
0 0 1 0



θ̇1

θ̇12

θ̇123

ḣ

 ,

⇒ J :=
d(vx, vy, vz)

d(θ̇1, θ̇2, θ̇3, ḣ)
=

−l1 sin θ1 −l2 sin θ12 −l3 sin θ123 0
l1 cos θ1 l2 cos θ12 l3 cos θ123 0

0 0 0 1




1 1 1 0
0 1 1 0
0 0 1 0
0 0 0 1

 ,
(2.5)
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
ax
ay
az
γα

 =


−l1 sin θ1 −l2 sin θ12 −l3 sin θ123 0
l1 cos θ1 l2 cos θ12 l3 cos θ123 0

0 0 0 1
0 0 1 0



θ̈1

θ̈12

θ̈123

ḧ



+


−l1 cos θ1 −l2 cos θ12 −l3 cos θ123 0
−l1 sin θ1 −l2 sin θ12 −l3 sin θ123 0

0 0 0 0
0 0 0 0




...
θ 1...
θ 12...
θ 123

ḧ

 .
(2.6)

The positioning of the camera, as demonstrated in Fig. 2.2, is right behind the tip of the
robot arm at blade 2. The wafer points to the same direction of the blade or tilts downward
by angle βc. By using the conventional coordinate system of the camera (Z axis of camera
points forward), the end effector to camera transformation is then

Te2c =


0 −1 0 0

sin βc 0 − cos βc d sin βc + h cos βc
cos βc 0 sin βc d cos βc − h sin βc

0 0 0 1

 . (2.7)

The dynamics of the robot is derived by Euler-Lagrangian equation as (2.8)
1 1 1 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


[
d

dt

(
δL

δq̇′
− δL

δq′

)]
= τ, (2.8)

where q′ :=
[
θ1 θ12 θ123 θ124 h

]T
is the generalized coordinates transformed from q′ :=[

θ1 θ2 θ3 θ4 h
]T

and τ is the vector of torques applied to JT2, JT4, JT6, JT7 and JT3
of the robot.

L :=V1

(
θ̇1

)
+ V2

(
θ1, θ12, θ̇1, θ̇12

)
+ V3

(
θ1, θ12, θ123, θ̇1, θ̇12, θ̇123

)
+

V4

(
θ1, θ12, θ124, θ̇1, θ̇12, θ̇124

)
+ Vw

(
q′, q̇′

)
+ Vcam

(
q′, q̇′

)
,

(2.9)

where V1, V2, V3, V4 are the kinetic energy of the four links. And Vw, Vcam are the kinetic
energy of wafers and the camera. The detailed dynamic equation is skipped here because it
is too complicated. During the implementation, it is derived by the symbolic math toolbox
in MATLAB. The torque calculated from the dynamic equation can be used to obtain the
torque requirement of a trajectory given the joint space angle, velocity and acceleration
reference. It is also used for the feedforward control of the trajectory to get better tracking
performance.
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2.3 Path Planning of Wafer Handling Robot

In order to navigate the workspace safely, the robot must plan trajectories without colliding
with other objects. In order to navigate the workspace efficiently, trajectories should be
optimized. However, finding a collision-free and time-optimal trajectory at the same time is
very difficult. Optimization-based trajectory planning methods highly depend on the initial
condition [9, 10, 11]. It is likely that some undesirable situations may trap the robot in an
infeasible solution. Many trajectory planning methods that start from scratch [12, 13, 14]
take the two-stage framework which separates finding the feasible path and optimizing the
final trajectory to reduce the complexity of trajectory planning problem. In this section, we
introduce the path planning method which is widely used for finding the feasible path.

Search-based Path Planning in Discretized Joint Space

The joint space, or configuration space [15], contains all possible geometric states of the
robot. One approach to solve the path planning problem is by discretizing the configuration
space and searching for a feasible path among a finite number of paths in the discretized
space. The advantage of search-based method is that the computational load is bounded
and predictable once the resolution is decided. The main disadvantage is the so-called curse
of dimensionality. The mesh points required for an n-dimensional space is exponential to
the dimensionality. Discretization in a high dimensional space is intractable due to the
exponentially growing worst case number of points needed to examine. Therefore, it is only
practical to implement it in the 4 to 5 dimensional path planning in joint space of the
robot. The path planning problem of the wafer handling robot is at the margin of using the
discretization.

The A* algorithm [16] is a typical search-based and is used in this work. The common
procedure of the algorithm is first determining from which child the tree should expand and
then to which direction. The most important components of the A* are the closed and open
sets and heuristic function. The open set stores all the children in the tree that can be
expanded. On the other hand, closed set stores the nodes in the tree that should not be
examined. The closed and open sets ensure no loop or revisit is made during the search. The
heuristic function assigns a value to all the discrete points in the configuration space, which
guides the choice of child and direction of expansion. The heuristic function reflects the prior
knowledge from the planning problem from the user. When there is no obstacle and h and
cost are both assigned as Euclidean distance, then A* will give a straight line immediately.
In fact, when the heuristic function coincides with the true cost from each node to the goal
point, then A* will return the shortest path with highest efficiency. The more user knows
about the problem, the more efficient A* will be. An admissible heuristic function will make
A* return the shortest path. When the cost is Euclidean distance, a Euclidean distance
heuristic function is always admissible.



CHAPTER 2. HAND-EYE SYSTEM OF WAFER HANDLING ROBOT 16

Experimental Results using A* Path Planning Algorithm

The A* is implemented in the joint space with the cost and heuristic functions assigned as
the Euclidean distance in the joint space. If the computation time is limited to 2-3 minutes
in MATLAB, the path planning is guaranteed to finish with a 1-degree resolution when only
3 joints are considered. Planning in the 5-dimensional space requires a much coarse mesh of
around 5-degree resolution. The feasibility of each node w.r.t. collision can be pre-calculated
by checking the collision at each configuration. The initial open set is composed of only the
start point. The initial closed set contains all the joint angle combinations where the robot
interferes with obstacles. In order to increase the efficiency of the algorithm, the open set
and closed set are also stored as properties in each node. When the algorithm needs to know
whether a node is in the open set, the closed set or neither of them, it refers to the matrix
that stores the node’s state instead of searching through the open set and closed set.

The A* algorithm is performed for the path planning between different configurations of
the robot listed in Fig. 2.6. The figure demonstrates the four configurations used for A* path
planning. Position is the fully retracted state. Their positions in the configuration space are
shown in Fig. 2.7. The plot is of the 3-dimensional projection of the joint space with JT2,
JT4 and JT6 coordinates. The surface in blue is the boundary of the free space.

Figure 2.6: An illustration of the start and end points chosen for evaluation planning algo-
rithms.

The curse of dimensionality is the largest problem faced by planning methods in discrete
space. Some recent effort [17] has been made concerning the A* algorithm. Despite the
shortcoming of planning in high dimensional space, smoothness is also a problem. The
path output of the discrete planning method can be smoothed by fitting it with a spline
curve. However, the sharp turns in the path will still have large curvature when fitted by a
continuous curve, which causes more effort in robot dynamics.
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Figure 2.7: An illustration of the configuration space with A* planning results.

Another problem is the difference between optimality in discrete space and continuous
space. Fig. 2.8 shows the shortest path in a discrete rectangular space with uniform mesh.
Regardless of the planning algorithm, the discrete shortest path has a large deviation from
the true shortest straight-line path in continuous space. This deviation usually happens
when the moving distance in two coordinates differs a lot. The deviation is observed in the
experimental results of the wafer handling robot where the planned paths are usually very
close to the obstacle, causing safety concern although the path is theoretically feasible.

Sampling-based Path Planning in Continuous Joint Space

The sampling-based method samples for feasible points randomly and links the sampled
point as a new node to expand the existing tree. The sampling step is very fast since it only
needs to generate random values and check the feasibility, which easily generalizes to the
high dimensional space. Moreover, the sampling is not restricted to a discretized space. The
disadvantage of sampling-based methods is that there is no guarantee in finding a path and
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Figure 2.8: Difference between discrete shortest and continuous shortest path.

it does not find the optimal path in a finite time period. In this work the path planning in
5-dimensional joint space is done by the RRT* algorithm [18] because of their advantage in
computational time in high dimensional space compared to the A* algorithm.

RRT* is a modified version of RRT which allows optimal planning. Optimal planning is
realized by introducing a cost function to all nodes and an additional step after expanding
the random tree. The edges are changed locally near the new sampled node if any node in
the neighborhood can achieve a lower cost by linking from the new sampled node. The cost
function can be the length of the path from the starting point. RRT* converges to a global
optimal path in possibility, which means the possibility that the returned path has global
minimum cost approaches one as the number of samples approaches infinity. RRT* does not
stop when it finds a feasible path, but stops when the cost modification converges. RRT*
is widely used in path planning and has the potential to be modified to become an optimal
trajectory planning method [19, 20].

2.4 Time-optimal Trajectory Optimization of Wafer

Handling Robot

The path planning result from Section 2.3 cannot be directly implemented to the robot since
the time information is not included. Even if we can always parameterize the path with time,
the generated geometric path does not serve as a good candidate for time-optimal trajectory.
The path may have too large curvature which requires large acceleration. The robot will need
to slow down when there is a sharp turn. Moreover, having all joints accelerating together
in the same direction will result in a large equivalent inertia. This will result in a large
torque input to maintain the acceleration which violates the torque limit. In order to get
a trajectory that can be deployed to the robot, not only geometry, but also the kinematics
and dynamics of the robot must be considered. The kinematic constraints are usually the
velocity and acceleration bound. The dynamic constraints limit the control signals (usually
torque).
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Representation of trajectory

Some trajectory optimization methods solve the trajectory directly where the kinematic
constraints are easier to be evaluated and satisfied, such as Trajopt [9] and CHOMP [11].
However, the control signal constraints involve the inverse dynamic function which is difficult
to calculate. Other methods solve the control signals instead of the trajectory function so
that dynamic constraints can be easily satisfied, such as the ILQR [21, 22]. However, the
kinematic constraints require the forward simulation with the dynamic function which is
complicated and not robust. In this work, we take the first strategy because there are more
kinematic constraints and our objective is to minimize the execution time of running the
trajectory.

Trajectories in this work are regarded as curves in joint space that are parameterized
w.r.t. time. Piece-wise polynomials, specifically, B-spline curves are used to represent the
trajectory. Compared to using control sequences [9, 10], this requires much less memory.
The reference at arbitrary time can be easily and precisely calculated from polynomial func-
tions with only tens of values stored. More specifically, the B-spline is used to represent
trajectories.

Splines, which are piece-wise polynomial functions, are widely used in representing the
trajectory because of their convenience for curve fitting. The popular s-curve and trapezoidal
trajectory [23] used for the motion of manipulators are usually defined by a cubic or quantic
spline. The continuity is controlled by the order of the polynomial. Since the space of a
certain order of polynomials can have multiple basis, different types of splines with different
basis functions bring various parameterization to the same group of trajectories. B-spline is
a spline function defined by control points that do not lie on the curve as shown in Fig. 2.9.
The parameters of a B-spline are the control points P1, P2, · · ·Pn and knots t1, t2, · · · tn+k+1.
k is the degree of the spline. Knots recursively defines the basis functions of B-spline by
(2.10)

Ni,k (t) =
t− ti
ti+k − ti

Ni,k−1 (t) +
ti+k+1 − t
ti+k+1 − ti+1

Ni+1,k−1 (t) , t ∈ [ti, ti+k+1] . (2.10)

Control points serve as weights for the sum of basis functions which fully define a B-spline.

B (t) =
n∑
i=1

Pi ·Ni,k (t) , (2.11)

where n is the number of control points. A B-spline with n control points has segments n−k
which are polynomials of order k. When knots are not equal to each other, which is the
common case, the order of continuity of a B-spline is equal to k − 1. For example, a cubic
B-spline is second order continuously differentiable. This means if time is chosen as knots of
the cubic B-spline, then the acceleration will be continuous.

The most important property that makes B-spline suitable in this work is the local
support property of its basis functions. The fact that basis functions have local support
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Figure 2.9: Illustration of a clamped cubic B-spline [24].

means that changing the parameters, namely control points and knots, will only change the
value and derivatives of the spline in a small interval. For example, changing Pi in a cubic
spline will only affect the values and derivatives in (ti, ti+4). This feature is highly preferred
in the optimization as it creates a sparse gradient and hessian matrix.

The derivative of a B-spline is still a B-spline, but with one less degree. Therefore, the
properties will all be preserved in the derivative function. When a trajectory is represented
by a B-spline, the velocity, acceleration and jerk functions will be (2.12)

B′ (t) =
n−1∑
i=1

Vi ·Ni,k−1 (t) , Vi =
k

ti+k+1 − ti+1

(Pi+1 − Pi) ,

B′′ (t) =
n−2∑
i=1

Ai ·Ni,k−2 (t) , Ai =
k − 1

ti+k+1 − ti+2

(Vi+1 − Vi) ,

B′′′ (t) =
n−3∑
i=1

Ri ·Ni,k−3 (t) , Ri =
k − 2

ti+k+1 − ti+3

(Ai+1 − Ai) .

(2.12)

This means we can compute the “control points” for velocity, acceleration and jerk functions,
which are V − i, Ai, Ri respectively. The value of the function is bounded by these control
points because of the convex hull property of B-spline. The convex hull property states that
the curve will stay in the convex hull containing all control points. Note if cubic B-spline is
used to represent the trajectory, the acceleration function will be a 1-degree B-spline, which
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is a linear interpolation in (2.13) between the control points for acceleration

B′′ (t) =
n−3∑
i=1

[Ai (t− ti+3) + Ai+1 (ti+4 − t)] · 1[ti+3,ti+4] (t), Ai =
k − 1

ti+k+1 − ti+2

(Vi+1 − Vi) ,

(2.13)
where 1[a,b] (t) is an indicator function.

We always want to fix the start and end points in a trajectory and sometimes we also want
to specify the departure and arrival velocity and acceleration. However, general B-splines
with strictly increasing knots always have 0 initial and end value. To take control of the
initial and end value, some knots are fixed. Take cubic spline as an example, the following
setting of knots in (2.14) will clamped the initial position, velocity and acceleration to (2.15).
An exemplary clamped cubic B-spline is shown in Fig. 2.9.

t1 = t2 = t3 = t4,

tn+1 = tn+2 = tn+3 = tn+4.
(2.14)

B (0) = P1, B (T ) = Pn,

B′ (0) = V1 =
3 (P2 − P1)

t5 − t1
, B′ (T ) = Vn−1 =

3 (Pn − Pn−1)

tn+4 − tn
,

B′′ (0) = A1 =
2 (V2 − V1)

t4 − t2
, B′′ (T ) = An−2 =

2 (Vn−1 − Vn−2)

tn+3 − tn+1

.

(2.15)

Formulating time objective trajectory optimization

The time optimal trajectory planning problem can be formulated to a nonlinear optimization
problem. Here the optimization refers to optimizing both the shape and time scale of the
trajectory instead of just parameterizing a path with fixed geometry. Many existing works
fix the shape of the trajectory when doing optimization [12, 14], but the geometrically fixed
initial trajectory does not provide a good candidate for time-optimal trajectory. Others [9,
10, 11] optimize the shape and time scale simultaneously but start with a geometrically
infeasible trajectory. Optimization-based methods are easily affected by the initial condition,
which may result in an infeasible local optimal output. Therefore, choosing a feasible initial
condition for optimization is important. In this thesis, the initial condition is provided by
the proposed path planning method so as to prevent the trajectory from being trapped by
infeasible solutions.

The optimization problem is formulated as in (2.16), where g denotes the nonlinear
inequality constraint and h denotes the nonlinear equality constraint. The dimension of
the joint space is D = 5, the number of control points is n and the order of the B-spline
is k. All the parameters that define a B-spline function should be optimization variables
since we want to have free control of both the geometric shape and time consumption of the
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trajectory. The difference between adjacent knots are defined as ∆ti := ti − ti−1. Using ∆ti
can ensure the monotonicity of knots is always satisfied during optimization.

minimize
n+4∑
i=1

∆ti

over x =
(
P

(1)
1 , · · ·P (1)

n , · · ·P (D)
1 , · · ·P (D)

n ,∆t1,∆t2 · · · ,∆tn+k+1

)T
∈ RK×n+n+k+1

subject to gcollision (x) ≤ 0

gacc (x) ≤ 0

gjerk (x) ≤ 0

gtorque (x) ≤ 0

hacc (x) = 0

Avelocity · x = (vstart,vend)

∆t2 = ∆t3 = ∆t4 = 0

∆tn+k−1 = ∆tn+k = ∆tn+k+1 = 0

P1 = Pstart

Pn = Pend

∆ti ≥ 0, i = 2, · · · , n+ k + 1

Avelocityx ≤ vmax.
(2.16)

The linear equality constraints with matrix Avelocity is to guarantee that the departure
and arrival velocity are the desire ones vstart and vend. The nonlinear constraint gcollide uses
the signed distance defined in [10] between each part of the robot arm and each obstacle.

gcollide := dsafe −min {dsigned (A,B) |A ∈ robot arm, B ∈ obstacles} , (2.17)

where dsafe is the clearance specified to be kept between the robot and obstacles. gacc, gtorque
uses the second and third derivative of B-spline curves defined in (2.12) to set the limit of
acceleration and jerk to amax and jmax. hacc uses the second derivative of B-spline curves to
set the start and end acceleration to astart and aend. The computationally heavy work is in
calculating the gradients of these nonlinear constraints and it is done by the symbolic math
toolbox.

Experimental Results and Discussion

The optimization is solved by the MATLAB Optimization toolbox with the non-linear op-
timization function ”fmincon”. The optimization time and the resulting optimal execution
time of trajectories are listed in Table 2.1. the optimized trajectories in joint space are
compared to the A* planned path in Fig. 2.10. The dashed curves are the paths planned by
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A* algorithm and the solid curves are the trajectories after optimization. The time-optimal
trajectories are much smoother in the joint space

Trajectory Optimization control Trajectory
name time(s) points time(s)

traj01 10 14 1.134
traj02 5 10 0.869
traj03 25 18 1.440
traj12 26 18 1.469
traj23 15 16 1.271

Table 2.1: Optimization time and resulting trajectory running time.

Figure 2.10: Trajectory optimization result in joint space.

The optimality is verified in the time plot of traj02 shown in Fig. 2.11. Note that the
lower bound of the time consumption of a trajectory is the maximum time consumption of
trapezoidal trajectories for each joint. If one joint is following a trapezoidal trajectories that
saturates at each time step, then the trajectory is globally time-optimal.
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Figure 2.11: Optimal traj02 with zero end velocity

The Fig. 2.12 shows the result when traj02 is given a non-zero departure velocity at JT4.
In this case, JT4 moves fast at the beginning so the robot very quickly leaves the region
that is vulnerable to collision. Other joints are allowed to move at the beginning since JT4
is no longer the limiting factor of the trajectory. JT6/7 become the ones that possess the
longest distance. Here they are following a trapezoidal trajectory of acceleration because
torque requirement never reaches its limit. This is the global time-optimal trajectory in this
case.

The time-optimal trajectory optimization is applied to optimize a wafer handling process
which contains two fixed way-points between two FOUPs so that there are three separate
trajectories to be designed. Although we cannot change the location of way-points, we
can change the velocity at both way-points. We show that the total execution time of
running these three trajectories can be reduced by optimizing the trajectories with different
connecting velocity settings in Table 2.2. The first row is the original velocity setting. It
can be seen from the table that the overall running time can be reduced with the proposed
method.

The future work is to improve the global optimality of trajectory planning methods. Most
optimization methods only converge to locally optimal solutions. Recent topological path
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Figure 2.12: Trajectory optimization result in joint space.

planning methods [25] provides all the topologically inequivalent feasible paths that have
the potential of becoming a global time optimal solution. Time optimal RRT* trajectory
planning [19, 20] provides another approach for global optimal solution.

2.5 Tracking Controller Tuning for Hand Stabilization

The vibration of the robot hand is very important for the wafer handling robot, not only
because the wafer should be transferred smoothly [26], but the camera should also be held
steadily to ensure the image quality. Although the trajectory is designed in Section 2.4 to
be smooth, significant vibration can still occur due to the motor controller. The low-level
controller of the wafer handling robot is studied in this section.

Dynamic Models of Joints

There are 5 motors that actuate the robot as stated in Section 2.2. High Frequency response
is the property that is directly related with vibration. However, since the robot dynamics is
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Velocities Length of Length of Optimization
at way-points middle trajectory(s) 3 trajectories(s) time(s)

v1 = [0, 0, 0, 0, 0] 1.623 3.123 40
v2 = [0, 0, 0, 0, 0]

v1 = [0.39, 0.39,−0.55, 0.16, 0] 1.591 2.871 89
v2 = [0, 0, 0, 0, 0]

v1 = [0, 0, 0, 0, 0] 1.648 3.008 29
v2 = [0.41, 0.41,−0.55, 0.14, 0]

v1 = [0.39, 0.39,−0.55, 0.16, 0] 1.615 2.755 67
v2 = [0.41, 0.41,−0.55, 0.14, 0]

Table 2.2: Optimization time and resulting trajectory running time.

non-linear, the frequency responses of the motors will change at different robot poses. The
low-level controllers, which need online calculation, are required to be fixed linear filters in
the robot. Therefore, the dynamics of the joints are modeled as multi-modal linear transfer
functions and the fixed structure controller of a joint is designed to work for all transfer
functions. Each transfer function is identified at a robot pose using sinesweep and the data
is collected at multiple poses to cover the range of different dynamics. Three joints, namely
JT2 and JT4 are identified and the frequency responses are shown in Fig. 2.13. For each
frequency response, we fit a transfer function that captures all the resonances with the ”tfest”
function in MATLAB.

Controller Tuning Algorithm

The structure of the joint motor controller is a linear filter whose order is not restricted
followed by a PID position controller. We need to design the parameters of the linear filter
and the PID controller together. The controller tuning framework is shown by Fig. 2.14.
With the fitted transfer functions, an initial guess is made by the classic loop-shape method
using the ”hinfsyn” function in MATLAB. In the loop shaping, we try to shape the open
loop response to a desire transfer function:

G0(s) =
wc

s( 1
w1
s+ 1)( 1

w2
s+ 1)2

, (2.18)

where wc is the desired crossover frequency, w1, w2 are the desired rolloff frequencies. They
are all empirical parameters but are very intuitive and easy to be determined during imple-
mentation.

After deriving the initial guess of the controller, the nonsmooth Hinf [27] optimization [28]
is used to optimize the linear filter and PID gains. This method can take multi-modal transfer
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(a) JT2. (b) JT4.

Figure 2.13: Frequency responses of JT2 and JT4.
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Figure 2.14: Illustration of controller tuning framework.

function as input and let the filter satisfy all the constraints while optimizing the control
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performance in frequency space, which suits our purpose of suppressing the resonances of
vibration. The optimization objective is

|Si| < |Sd|, i = 1, 2, · · · , N, (2.19)

where Si’s are the closed-loop sensitivity functions corresponding to the fitted N open-
loop transfer functions and Sd is the desired sensitivity function shown in Fig. 2.15. The
constraints are listed as below. The first constraints guarantee the robustness and the other
three constraints force the optimization to reduce the resonances of the closed loop system.

1. The gain margin is at least 12dB and phase margin is at least 50 degrees.

2. The dampings of closed-loop poles are at least 0.1.

3. The maximum open-loop gain is upper bounded by M between frequency range [f0, f1].

4. The open-loop response decays by second order after frequency f2.

The resulting objective and constraints are shown in Fig. 2.15, together with the optimization
results.

The controller designed by the proposed method is compared with the controller used
in the factory which is tuned by the engineer. The robustness result is shown in Table 2.3.
Notice that the bandwidth (the larger the better) of both joints are increased significantly
with a small sacrifice of stability margins (the larger the better). JT4 even has a larger
stability margin than the original one, which means both the tracking performance and
robustness are improved with the proposed controller tuning method. The final vibration

JT2 Bandwidth(Hz) of Phase margin(deg) Gain margin(dB) filter order

original 2.7 62.9 19.6 2

proposed 8.4 60.0 13.0 4

JT4 Bandwidth(Hz) of Phase margin(deg) Gain margin(dB) filter order

original 10.5 51.3 9.8 2

proposed 19.4 54.5 10.0 6

Table 2.3: Crossover frequency and robustness results of proposed controller compared with
the factory setting.

measurement at the robot hand is shown in Table 2.4. The comparison is also made with the
factory setting used in production. The root mean square of accelerations at all directions
are reduced which means the vibration is suppressed with the proposed controller.
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(a) Objective of the sensitivity function (b) Gain margin and phase margin constraint.

(c) Maximum open-loop gain constraint. (d) Open-loop decay rate constraint.

Figure 2.15: Optimization requirements of JT2.

2.6 Chapter Summary

This chapter introduces the kinematic and dynamic model of a hand-eye system, which
refers to a visual sensor mounted on a robot arm. In order to form a closed-loop structure
for the hand-eye system, the planning and control modules are designed based on the model.
The two-stage planner uses path planning to generate collision-free path and trajectory
optimization to optimize the execution time. The proposed tracking controller stabilizes and
minimizes the vibration of the hand. The trajectory planner and controller together enable
the hand-eye system to navigate smoothly in the workspace. The proposed motion block is
essential for precise perception and calibration of the hand-eye system.
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RMS of acc Vertical(Z) of horizontal(Y) side-to-side(X)

original 1.93 1.34 1.52

original 1.82 1.30 1.50

Table 2.4: Vibration results measured at the hand center of the robot. The acceleration is
measured by the IMU mounted on the hand and the root mean square (RMS) of acceleration
is used as the evaluation metric. Note smaller RMS of acceleration means less vibration.
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Chapter 3

Robust Detection of Objects in the
Robot Workspace

The robot detects objects in the image or point cloud captured by the vision sensors to
perceive the surrounding environment. Detection returns the segmentation and location,
either in image or 3D space, of target objects. The detection problem is a classic and
fundamental problem in computer vision [29]. Feature descriptor and matching methods have
been developed and used for a long period. Recently, learning-based detection techniques has
become realistic in many robotic systems for generic object detection in recent years [30].
Different from the general object detection in computer vision which mostly focuses on
extracting semantic meanings, industrial applications focus more on precision and robustness.
Target objects in the industrial workspace usually have known shapes or meshes but their
locations are unknown. It is desired to guarantee a almost 100% accuracy and recover the
location of the target object through precise geometric calculation. In this case, recent
learning-based methods are less preferred.

Consideration of robustness in detection:

• Coverage(thoroughness): Global search or matching

• Outlier rejection (both hard and soft)

• Redundancy: Evaluation in post-processing, multi-sensors, multi-frame. If we want
to compare the difference with a controller, model uncertainty is usually not what we
considered.

In this chapter, we focus on developing algorithms for robust detection of objects with
known shape or mesh. Target objects are selected to be typical targets in the semiconductor
industry but proposed methods can be extended to other objects with known CAD model.
Section 3.1 reviews classic computer vision methods related to accurate feature matching and
shape matching. Section 3.2 introduce a feature matching method for wafer detection which
is based on elliptic segment detection. Section 3.3 introduces a shape matching algorithm
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for the detection of objects which are the assembly of basic shape features. This algorithm
is developed for the openings of chambers in FI. Section 3.4 introduces a robust global
voting algorithm for matching-based methods like point registration or the one introduced
in Section 3.3.

3.1 Introduction

Feature Detection in Images

Extracting interesting features from the image is a fundamental and broad research area in
visual detection. Features range from the basic point (pixel) to a local region (patch) of the
images [31] and there are separate research areas for each kind of features [32]. The pixel-
level features are extracted by the edge detector [33] which calculates gradients of the points
and extracts edgels. It provides point feature such as pixel location and gradient direction
but does not contain shape information. The path level feature is a set of pixels that contains
certain geometry or texture information and is extracted by contour detectors [34] or local
feature descriptors [35]. Local feature descriptors are usually used for clustering general
features and group them into different categories. Contour detectors focus more on finding
contours which belong to a certain shape or template that we are interested in. In this
work, we focus on the contour detection because the target objects in industrial applications
are already known. In particular, objects that we are interested in are wafers and chamber
openings in the semiconductor industry. Their shapes are precisely manufactured and the
CAD models are composed of basic geometric elements such as lines and ellipses. For this
kind of contour detection problem, two steps are taken. Firstly, line, corner and ellipse
detection are performed to extract these basic elements that assemble the shape. Secondly,
these elements are matched with the template shape of the target object so as to segment
out the contour of the object in the image.

Wafers are thin cylinders as shown in Fig. 3.2 and the boundary of a wafer becomes ellipses
in the image. Therefore, detection of wafers mainly relies on detecting elliptic shapes. 2D
Ellipse detection is still an ongoing topic in computer vision as it serves as the basis for
detecting circular objects [36, 37]. Given an edge image, there is no fast and exhaustive
search method for ellipses as opposed to circles and lines. An ellipse or elliptic segment
has a 5-dimensional parametric space, and thus it cannot be easily detected by the classical
Hough transform or RANSAC [38, 39]. In arc-based ellipse detection methods [37, 40], it
is assumed that most points in the edge images are connected and can be assembled into
smooth arcs. This significantly reduces the complexity as the basic element becomes the arc
which consists of hundreds of points. All the previous work, however, requires the ellipse to
be relatively complete which means most parts of the ellipse should be visible. This is not
the case for our problem in wafer detection where only less than half of the wafer is visible
at most times. Observing less parts sets a higher requirement for detectors because more
outliers might be included. We modified the ellipse detection framework in Section 3.2 to
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form an elliptic segment detector that extracts and assembles elliptic-shape curves belonging
to the same wafer. The experimental results are concluded in Section 3.5.1

Shape matching is a widely studied solution for detecting contours with known or param-
eterized shape. It matches the geometric shape of objects with the observation and numerous
algorithms were developed [42]. Detection of all the objects in the image we discussed in
this chapter falls into this category. After basic elements of the object are detected, we need
to match them with the given shape. Several problems occur in finding the correspondence
including

• Metric definition: Since we are matching instances, a distance function should be
defined describing the similarity.

• Optimization: With the defined metric, we should formulate the optimization problem
and efficiently solve the correspondence.

• Decision: Outlier is a critical issue and we should decide whether to accept or reject
the matching.

Distance functions between shapes are proposed in many papers and the most popular one
is the geometry-based shape context [43], Hausdroff distance and the voting-based shape
consensus [44]. Some work finds matching that minimizes the distance by searching [45] or
sampling [46] globally in the parameter space. Some work solve the optimization problem
by gradient-base solver or EM algorithm which is rather local [43, 47]. In this chapter,
voting-based scheme is taken to assemble the basic features in Section 3.3.

Point Registration for Point Clouds

Some robot systems are equipped with RGBD cameras or LiDAR scanners which provide 3D
point clouds besides the image. Even without the direct 3D measurement, an RGB camera
may produce point clouds using multi-view reconstruction or edge detection. In addition,
some target objects are represented by mesh or a set of points instead of a continuous
manifold. In this case, point registration method is preferred rather than feature detection
in images. This section considers the point registration for shape matching problem in the
industrial scenarios, where there could be multiple interested objects and non-uniformly
distributed outliers presented in one scan, which is also called point registration in cluttered
scenes in some references [48].

Point registration segments the points belong to the target object by predicting a binary
mask on all measured points and locates the object by solving the transformation between
the target object model and the detected object. The transformation aligning two sets
of points can be rigid or nonrigid. The nonrigid transform is applied when the object
is deformable, usually as an assembly of parts. It is pointed out that in most engineering
applications, the rigid and non-rigid registration share the same idea of minimizing deviations

1This work includes materials from the author’s previously published paper [41].
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from isometry [49]. However, the non-rigid registration is considered to be more complex
since the parameterization of the transformation is unknown and hard to model. Over the
past few years, different approaches have been developed to address both transformations. A
sophisticated survey of methods for general registration problems before 2013 is [50]. More
recent works focus mainly on two branches faced by practical applications nowadays. One is
the computational complexity and robustness discussed in [51, 52, 53, 54]. The other is the
initialization of correspondence which is important for part-in-whole problems and handling
noise and outliers, including [55, 56, 57, 58].

We propose a robust global initialization algorithm for locally optimal point registration
methods in Section 3.4. The initialization is based on the rigid transform voting of all point
locations and norm between two sets of points. A discretization-based clustering algorithm
is developed for efficient clustering on the pairings of points, addressing both rotation and
translation. Different from point feature-based initialization, the global voting considers the
overall geometry consensus instead of relying on unique local structures which is uncommon
in industrial cases. The problem originates from detection in a 2D edge image and generalizes
to the detection in 3D point cloud reconstructed from depth image.

3.2 Elliptic Segment Detection of Wafers

2D Ellipse detection is a popular topic in computer vision as it serves as the basis for detecting
circular objects [36, 37]. Given an edge image, there is no fast and exhaustive search for
ellipses as opposed to circles and lines. Although ellipse is a basic shape in geometry, it
has a 5-dimensional parametric space compared to circles and lines whose parametric space
is 2-dimensional, and thus cannot be easily detected by the classical Hough transform or
RANSAC [38, 39]. Most state-of-the-art real-time methods are arc-based [37, 40] which
assume most points in the edge images are connected and can be assembled into smooth arcs.
This significantly reduces the complexity as the basic element becomes an arc consisting of
hundreds of points. Arc-based methods commonly have three stages. The first stage extracts
arcs from the edge image and filters out short and non-convex arcs. The second stage rejects
outlier-arcs by the geometry constraint of ellipses and finds potential combinations of arcs
that form an ellipse. Then parameters of ellipses are estimated from combinations of arcs
using various fitting algorithms [36]. The third stage validates estimated ellipses and merge
arcs that belong to the same ellipse. The framework is shown in Fig. 3.1. The detection
of elliptic-shape wafers is slightly different from the scenario faced by papers introduced
above. From Fig. 3.2, it can be seen that only less than half of the boundary is visible for
a wafer in the FOUP. Therefore, the edge is rather called an elliptic segment instead of a
whole ellipse. As a result, algorithms designed for the second stage of arc-based methods
do not apply to wafers. Being elliptic segment also means the estimation error is more
prone to noise and stricter outlier rejection is required. On the other hand, with prior
knowledge on the size and rough initial pose, better algorithms can be designed for robust
wafer detection. The framework of this paper is based on [40]. New algorithms, however,
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Figure 3.1: Ellipse detection framework in references [37, 40].

Figure 3.2: Wafers in the carrier (FOUP). The surface of the wafer is reflective. The bright
boundary of the wafer forms two edges: a upper one corresponding to the upper surface and
lower one corresponding to the lower surface

are developed and introduced in the following sections, including curvature estimation for
outlier rejection and arc merging for elliptic segment validation. The process is summarized
below and demonstrated in Fig. 3.3. We only discuss our modified parts in detail. Other
parts that are not the contribution of this paper will only be given the reference.

Problem Statement

There are several expressions for an ellipse in 2D plane. Consider the ellipse shown in Fig. 3.4
below, one expression is the implicit form (3.1). A second expression is the explicit form
of points (3.2). Furthermore, another expression is the quadratic form in the homogeneous
coordinate of the general conic curve (3.3).
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Figure 3.3: Framework of robust wafer detection method. Yellow frames are the modified
part.
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Figure 3.4: Illustration of 2D ellipse in XY plane .
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(3.3)
For either case, the expression has five degrees of freedom in unknown parameters. Wafer

detection is to first find clusters of points that belong to the same ellipse. then to estimate
five parameters of the ellipse for each cluster. In practice, outliers are inevitable so there
should be an additional cluster for points that do not belong to any ellipse. Arcs inherit from
the edge image produced by the camera and edge detector. An arc is a curve of connected
points. Arcs form the observation of wafers. Therefore, arcs naturally become the basic
clusters of points. The problem then becomes clustering arcs and fitting ellipses from the
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cluster of arcs instead of for individual points. Valid arcs are split into four classes called
quadrants in [37, 40] according to two properties, namely gradients and difference between
areas over and under the arc. Four quadrants numbered by I, II, III and IV. Existing ellipse
detectors require selecting valid combinations of three arcs from different classes to form all
possible ellipses as shown in Fig. 3.5. This is an exhaustive search of complexity O(N3)
where N is the number of arcs. Invalid combinations are excluded by the checking geometry
constraints described in Section 3.3 of [37]. The arc selection for ellipse detection, however,

Figure 3.5: Valid combinations of arcs .

is not suitable for wafer detection as the three-quadrant combination is not visible for most
cases. The arc selection algorithm is modified in the following Section 3.2 for wafer detection.

Validation is necessary because the ellipse fitted after arc selection only uses three arcs.
There may be duplicate detections from the same ellipse. Meanwhile, arcs may not lie on
the fitted ellipse due to false detection. Validation provides a quality measure for each fitted
ellipse, as well as merging detections that belong to the same ellipse. The most common
quality measure is the residual returned by the ellipse fitting algorithm or the number of
points off the ellipse. In [37, 40], the measure is the percentage of points larger than 0.1 off
the implicit ellipse expression (3.1). A constant is set so that fitted ellipses whose measure
larger than the threshold is rejected. For merging fitted ellipses, another threshold is set.
Ellipses are merged if their mutual distance in parameter space is smaller than the threshold.
This threshold setting for validation, however, does not work well for the wafer detection case
because one wafer has two elliptical edges close to each other. These two edges will cause
false positives. The problem is also discussed and addressed in the following Section 3.2.

Robust Elliptic Segments Detection Modifications

We propose to use two quadrant combinations for arc selection. The number of combinations
is much smaller than the three-quadrant case. In this work, instead of the fast geometry
constraint check for valid combinations, we directly use the residual of ellipse fitting result
to reject invalid arc combinations. Combination of arcs are rejected if either condition is
true:
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• Arcs overlap if they are projected onto the ellipse boundary.

• Residual of fitting result is larger than a threshold.

• Arcs are of the same quadrant.

The residual r(i, j) of two arcs is an important value and will also be used in the validation
stage. Note the residual cannot be directly used to check whether the fitted ellipse is valid.
An example is shown in Fig. 3.6. Two elliptic segments, corresponding to the upper edge
and lower edge of the same wafer, are broken into four arcs. Four valid combinations are
found and their residuals are all small. However, only two combinations are true. Residuals
of any combination is about 0.3 pixel. Setting a threshold or just finding 2 combinations
with minimum residuals will not produce the correct solution. A bipartite matching solution

Residual (pixel) Arc 3 Arc 4

Arc 1 0.304 0.336

Arc 2 0.361 0.348

Arc 1

Arc 3

Arc 2

Arc 4

Figure 3.6: Four arcs and the residuals are their potential combinations. (Arc1, Arc3) and
(Arc2, Arc4) should be the correct combination, but the residual of (Arc1, Arc4) is smaller
than (Arc2, Arc4). Using residual as the acceptance threshold is not suitable.

is proposed in this section to find optimal pairs of arcs to merge. The bipartite matching is
applied to both arc selection stage and ellipse merging stage. Several assumptions are made
to formulate the matching model:

• Each arc can at most belong to one elliptic segment.

• Arcs belong to the same elliptic segment must not overlap.

The bipartite matching model for find valid fitted ellipses is formulated as follows. First, we
construct a graph (V ;E) denoting the potential grouping of arcs, where vertices V is the set
of all arcs and e(i, j) ∈ E means arcs vi, vj form a valid combination. The bipartite graph
is constructed as (S := V, T := V ;E). A cost r(i, j) is defined for each edge, denoting the
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fitting error. r(i, j) is the mean distance error to the fitted ellipse using points from vi, vj.
Finally, Hungarian algorithm is performed on each bipartite graph to derive the optimal
combination of arcs. The decomposition into connected components reduces the complexity
because solving the bipartite matching is O(N3). The algorithm returns a mapping θ : V →
V ∪ {v0}θ(vi) = vj ∈ V that assigns each arc to another arc or a dummy arc v0. The set of
valid elliptic segments is

S0 = {vi ∪ vj|θ (i) = j, j 6= 0} . (3.4)

The idea behind the bipartite matching solution is that one true positive ellipse may not
have the minimum residual compared to another false positive ellipse which share the same
arc, but the overall residual of all true positive ellipses should be the minimum among all
possible combinations. Pseudo-code of the algorithm is written in Algorithm 1.

Algorithm 1 Arc merging algorithm

V // set of all arcs
S ← V
for all vi ∈ S do

for all vj ∈ V do
r(i, j)← FitEllipse(vi, vj)
e(i, j)← r(i, j) < thresold?

end for
end for
for all {Sk, Vk;Ek, Rk}←ConnectComp({S, V ;E,R}) do

θ ← BipartiteMatch({Sk, Vk;Ek, Rk})
//update S and V
for all s ∈ S do

s← s ∪ θ(s)
V ← V − {θ(s)}

end for
end for
S0 ← S // merged arcs
V0 ← V // remaining arcs
return S0

Similarly, the merging of elliptic segments can also be done with bipartite matching by
constructing (S:=Sk, T :=Sk;Ek) where Sk is the set of valid elliptic segments at kth iteration.
Cost is the residual of ellipse fitting using two elliptic segments. The algorithm is shown
below in Algorithm 2.
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Algorithm 2 Ellipse merging algorithm

S0 // valid elliptic segments
V0 // remaining arcs
iter ← 0
while Siter not converge do

Siter+1, Viter+1 ← φ
for all vi ∈ Siter do

for all vj ∈ Viter do
r(i, j)← FitEllipse(vi, vj)
e(i, j)← r(i, j) < threshold OR not overlap(vi, vj)

end for
end for
θ ← BipartiteMatch({Siter, Viter;E,R})
for all vi ∈ Siter do

if θ(vi) 6= v0 then
vi ← vi ∪ vj
Siter+1 ← Siter+1 ∪ {vi}
Viter+1 ← Viter+1 ∪ {vi}

else
Viter+1 ← Viter+1 ∪ {vi}

end if
end for
iter ← iter + 1

end while

3.3 Matching-based Detection of Known Objects

Shape matching algorithms are taken in this section for the detection of objects with known
shapes. Voting-based matching is applied to objects in the image space where edges and
basic geometric segments are extracted. On the other hand, point registration is applied
to objects observed as point clouds, where the observed points are registered to the known
mesh.

The voting-based method is inspired by the generalized Hough transform [59]. The shape
matching problem of pixels can be viewed as an unconstrained optimization. Suppose the
features to be matched are {x1, x2, · · · , xn} ⊂ X, the shape is parameterized as θ ∈ Rm

where m is the dimension of the parameter space (or Hough Space). The distance d between
the shape represented by θ and a feature x is defined as:

d : X × Rm → R+, d (x, θ) . (3.5)

And the shape is a set of features defined as S (θ) = {x ∈ X|d (x, θ) = 0}. The distance
function has the important property that d(x, θ) = 0 has infinite solutions θ with a given
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x. This means the shape matching with one feature is very under-constrained. Many fea-
tures need to cooperate together to provide enough constraints for a shape, which is better
expressed as an optimization problem. The optimization problem of shape matching is

min
θ
J (θ) =

n∑
i=1

(
1− e−α·d2(xi,θ)

)
, (3.6)

where α > 0 is denoted as the “inverse effective distance” of cost function. When α→ 0, the
optimization becomes a least square optimization which minimizes the distance of all points
to the shape. However, for a shape matching problem with much noise, the optimal cost
is still high because the problem is over-constrained with all the features. A shape cannot
pass all the noise features, resulting in the optimal shape not passing meaningful features
because it needs to compromise to the noise features.

When α → ∞, the cost function becomes the cost function for Hough Transform based
detection, where all points only have local effect on the shape, which is the case of Hough
Transform. The problem is that there are many local optimal solutions because any combi-
nation of noise features, which occasionally form a shape, contributes to a local optimal. In
this case, the global optimal solution is solved by discretization and search. The tensor of
cost function in the parameter space becomes the sum of tensors [δxi(θj)] transformed from
each feature xi

[J (θj)] =
n∑
i=1

[δxi (θj)],

δxi (θj) =

{
1, d (xi, θj) > ε
0, d (xi, θj) ≤ ε

(3.7)

The computational complexity of HT depends on the dimension of the parameter space and
the sparsity of the tensor [δxi(θj)]. If the dimension is low, which is the common case for
line and circle detection [60, 61], the sparsity can be ignored. Single pixel is usually picked
as a feature and the algorithm is very efficient. When the dimension is high, like the case
of ellipse and other complex or deformable shapes, the problem is still solvable if the tensor
is very sparse. This means each feature should provide more constraint so the dimension of
the parameter manifold that passes the feature is small. Pairs and arc segments [39, 37, 62],
are usually used as features instead of individual pixels.

Detection of Chamber Openings in RGB image

The shape of the chamber opening is a cross-shape polygon simplified from its CAD model.
The opening is captured by the camera on the robot from different angles and the shape in
the image will be different. Fortunately, with the knowledge of the position and orientation
of the surface it lies on, a planar perspective transformation (3.8) can be used to transform
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points in the image to points in the reference plane

w


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v0

d
1

 = H−1


u
v
1
0

 , (3.8)

where H is the Homography matrix of the surface, (u, v) is the pixel in the actual camera
and (u0, v0) is the pixel viewed in the reference plane. The intuition of the polygon shape
detection using line features is demonstrated in Fig. 3.7. For a line segment, the polygon can
slide along the line segment, resulting in the red dots indicating potential centers. Suppose

Known polygonDetected lines

●: Potential shape centers passing the line

Propose shapes through Hough

Figure 3.7: Intuition of Polygon detection.

there is no deformation, the shape can be parameterized by its center position and rotation
so the dimension of Hough space is 3. However, the rotation is determined by the line feature
so it can be treated as if there were only 2 dimensions. Suppose the end points of a line
segment are (x1, y1), (x2, y2) and the corresponding edge length of the polygon is l. The
potential centers form a line segment where end points (x1

c , y
1
c ), (x2

c , y
2
c ) are reached when

the vertex reaches the end point of the blue line segment shown in Fig. 3.8.(
x1
c , y

1
c

)
= (x2, y2)− (1 + ε) l

l1
[(x2, y2)− (x1, y1)] + (xce, yce) ,(

x2
c , y

2
c

)
= (x1, y1) +

εl

l1
[(x2, y2)− (x1, y1)] + (xce, yce) .

(3.9)
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In practice, a mismatch of εl is allowed. If ε = 0, then line segments even slightly longer than
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Figure 3.8: Demonstration of potential center calculation.

the edge will be rejected. In this work, the ε is chosen to be ε = 0.1
√
x2
ce + y2

ce cosα. Votes
of line segments are added to the discretized Hough space. The shape with the most votes
is returned as the detected opening. The accurate position is then calculated by fitting the
shape using iterative reweighted linear least square (IRWLS) [63] to exclude the influence of
the remaining outliers. Supposed the line features fitted are (aj, bj, cj)’s of ajx+ bjy+ c = 0
and the location has position parameter (x, y, θ, ε) where (x, y) is the center position, θ is
the rotation of the shape w.r.t. nominal rotation and ε is the uniform expansion of the shape
(shape size is 1+ε of the nominal size). The regression problem is written as

min
x,y,θ,ε

∑
j

[(
ajx+ bjy + cj − d0

j − d0
jε
)2

+

(
θ − arctan

aj
bj

+ arctan
a0
j

b0
j

)]
. (3.10)

Detection of Objects in Point Clouds

Some target objects are represented by a set of points or mesh that is not regularly gridded.
In addition, some sensors, like LiDAR or RGBD camera, also return the observation as
unstructured point clouds. Point registration is applied in this thesis to handle the shape
matching problem of point cloud data. Point registration deal with the problem of finding
the correspondence and coordinate transform between two sets of points, usually 2D or 3D
point cloud in the Euclidean space. The two sets of points contain some common or similar
parts but the correspondence of points in the two sets are unknown. Point registration finds
the transformation of point coordinates from one set to the other so that the common parts
are aligned. For shape matching problem, the purpose is to find the subset of observed points
corresponding to the target object as detection, as well as the geometric parameters that
locate the detected points.

The notations of the point registration problem are defined here. X = {x1, x2, · · · , xN} ⊂
RD and Y = {y1, y2, · · · , yM} ⊂ RD are two point sets with cardinality of M and N .
Each point is of dimension D. The correspondence of two points between two sets is
aij = {xi, yj, pij}. For binary correspondence, pij ∈ {0, 1}. pij = 1 means xi ∈ X is
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exactly associated with point yj ∈ Y . Another kind is called soft assignment or fuzzy cor-
respondence [64] where pij ∈ [0, 1]. In this case, the correspondence can be viewed as a
probability distribution.

Besides correspondence, point registration also finds the transformation to align two sets
of points. Without loss of generalization, suppose the transformation is applied to Y in
order to fit the point coordinates in X. The transformation is often denoted as a continuous
function f : RD → RD parameterized by correspondence

x = f(y,X, Y, a), (3.11)

where x, y ∈ Rd, X ⊂ Rd, Y ⊂ Rd and x, y are not necessary points in X, Y . An example
is shown in Fig. 3.9. We choose to use the coherent point drift (CPD) [65] as the baseline

Figure 3.9: Set of points and the continuous transformation of the space.

algorithm for our point registration problem, which uses the expectation maximization (EM)
algorithm to solve the posterior distribution of a Gaussian Mixture Model (GMM). CPD is
computationally efficient on small point sets and relatively robust against deformation, noise
and small rigid transformation. The main procedure of CPD is demonstrated in 3.10. The
E-step, which corresponds to the expectation function update step of the EM algorithm,
estimates the fuzzy correspondence pij of two sets of points. Given updated correspondences,
the M-step optimizes a least square obtained from maximum likelihood estimation of GMM,
solving the transformation function. One E-step and M-step form one iteration and it is
often not sufficient to finish alignment. Then a loop of iterations is formed by recursively
updating the coordinates of Y with solved transformation until convergence. Suppose the
correspondence between xi ∈ X and yj ∈ Y is represented by the posterior probability pij
of a categorical latent random variable

pij =
p(yj)p(xi|yj)

p(xi)
. (3.12)

The Gaussian Mixture Model suppose that the prior distribution p(xi) of xi is a GMM
composed of Gaussians p(x|yj) centered at yj with variance σ2 and p(yj) is initialized as
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Matching points by 

correspondence 𝑝 𝑦𝑗 𝑥𝑖

Solve transformation 𝑓 𝑦
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E-step

M-step

Figure 3.10: An illustration of the process of EM used in point registration.

constant 1
m

p(x = xi) =
M∑
j=1

p(yj)p(x = xi|yj),

p(x|yj) =
1

2σ
e−
‖x−yi‖2

2σ2 .

(3.13)

In the M-step, the EM-algorithm transforms maximizing the likelihood function into maxi-
mizing weighted sum of individual log likelihoods.

Q = −
N∑
i=1

M∑
j=1

p(yj|xi) log(p(xi|yj)p(yj)). (3.14)

By fixing p(yj|xi), p(yj), and p(xi|yj) being Gaussian distribution, maximizing Q in the M-
step with respect to the transformation function becomes maximizing least squares.

max
f(y),σ

Q = max
f(y)

N∑
i=1

M∑
j=1

p(yj|xi) log(p(xi|f(yj)))

= max
f(y),σ

N∑
i=1

M∑
j=1

(
p(yj|xi)‖xi − f (yj)‖2

2σ2

)
+ log σ ·

N∑
i=1

M∑
j=1

p(yj|xi).

(3.15)

The optimization is still ill-posed because there is no cost on moving points or deforming the
object shape. The solved transformation can fit points by destroying the original topology.
Therefore, parameterization and regularization are needed. CPD introduces the norm in
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Reproducing Kernel Hilbert Space (RKHS) as the regularization function. The regularization
is defined as

‖f‖2
H =

∫
RD

∥∥∥f̂ (s)
∥∥∥2

Ĝ (s)
ds =

∫
RD

D∑
d=1

∣∣∣f̂d (s)
∣∣∣2

Ĝ (s)
ds, (3.16)

where the RKHS H is a Hilbert space of continuous transformation functions f equipped
with D dimensional Fourier transform F and F(f) = f̂ : CD → CD. G is the D dimensional
Gaussian. It is proved that the solution of the M-step with regularization term becomes

f ∗d (y) =
M∑
j=1

ωjdG(y − yj),

‖f‖2
H =

∑
d

∑
k

∑
j

ωjdG(yj − yk)ωkd = trace(WTGW),

(3.17)

where the norm is in quadratic form and the optimization problem becomes solving a linear
least square on ωjd and σ. Denote Y,X,P be the stacked matrices of yjd, xid, pij, and
T := Y + GW be the updated matrix of points f(y)’s of Y, then

W =
(
G + λσ2diag(P1)−1)−1 (

diag(P1)−1PX−Y
)
,

σ2 =
1

1TP1 ·D

[
tr
(
XTdiag (P1) X

)
− 2tr

(
(PX)TT

)
+ tr

(
TTdiag (P1) T

)]
.

(3.18)

The CPD method is not robust against rotation and non-uniform outliers. It is the
intrinsic disadvantage of CPD. If we add the update of transformation in M-step to E-step,
it forms a highly non-convex or even concave optimization problem for the correspondence
finding problem in E-step. Therefore, it requires a global correspondence finding method to
at least help for initialization, which are what its variants [66, 67] pursues. The CPD and
one of its variants called structure preserving point registration (SPR) [68] is implemented
first on the 2D image in our experimental scenario. However, they do not perform well
when registering a simple chevron shape to a filtered edge-detection image. Results of two
algorithms applied on experimental data are shown in Fig. 3.11. The methods implemented
both converge to outliers instead of the desired shape, even with fine-tuned parameters.
Changing the initialized pose of the reference shape Y results in different converged shapes.
This means the CPD and its variant both find the local minimum and are sensitive to the
initial pose.

3.4 Efficient Global Voting for Non-rigid Shape

Matching

Initialization of the correspondence matrix is very common in point registration problems
especially for iterative methods utilizing the whole point set. Initialization is often done
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(a) CPD

(b) SPR

Figure 3.11: Bad point registration results with CPD and its variant.

by finding representative features of the shape. Local shape features are the most efficient
on [48]. Local shape features significantly down-sample the points by choosing unique fea-
tures and reduces the potential correspondences by clustering features in the feature space.
However, the cluttered scenes in industrial applications have few unique features to represent
the shape. For example, corners of objects, which are extensively detected by most feature
descriptors, are usually chamfered or rounded. Most surfaces are smooth instead of having
sharp edges. Features are hard to select and separate in this case so an efficient clustering
method on large amounts of correspondences is required.

This section incorporates a global voting framework to the coherent point drift (CPD)
algorithm by an efficient geometric clustering algorithm. It will iteratively search the space
of rigid transformation globally based on the non-rigid transformation solution of the current
step. The whole method is called the global voting assisted CPD. It keeps track of several
locally best matched shapes with minimum deformations, so that the point registration can
handle large misalignment in cluttered scenes.

Rigid Transformation-based Global Voting

We assume that feature correspondences must be filtered by some regulations like rigid
transformation. For example, if there are K final corresponding pairs of features (xi1 , yj1),
· · · , (xiK , yjK ), they must preserve the Euclidean distance by minimizing the change of
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mutual distances

min
K∑
p=1

K∑
q=1

(∥∥xip − xiq∥∥2
−
∥∥yjp − yjq∥∥2

)2
. (3.19)

Note it does not mean that non-rigid transformation cannot be solved from the correspon-
dences, because certain soft margins of deviation from isometry are allowed. Evaluating the
deviation is O(K2). And it requires a lot of iterations to find the optimal correspondence.
In order to reduce the complexity, it is assumed that the local feature descriptors used here
return a relatively correct local reference frame (LRF) of the surface in the neighborhood.
Then the rigid transformation can be determined from one pair of points (xi, yj) and an
efficient global algorithm can be developed. In fact, many state-of-the-art robust local de-
scriptors returns LRF, such as 3D-SURF [69], SHOT [70], RoPS [71] and TriSI [72]. Suppose
the LRF calculated by the descriptor is denoted as [R, T ] where R ∈ R3×3 is the rotation
matrix and T ∈ R3 is the translation vector, the rigid transformation solved from [Ri, Ti]
and [Rj, Tj] is

Rij = RiR
T
j , Tij = Ti −RijTj. (3.20)

Note rigid transformation can be parameterized by 6 variables [θ, T ] with 3 Euler angles θ
and 3 translations T . The [Rij, Tij]’s generated by corresponding pairs in two point sets
result in M1 ×N1 points in a 6-dimensional space, where M1 points are selected from X of
M points and N1 are selected from Y of N points. The point in the SE(3) space which
has most [Rij, Tij] in the neighborhood is the global optimal transformation matching two
shapes.

If the rigid transformation space is discretized, it becomes a voting problem like the
Hough Transform. It can also be viewed as a clustering problem without discretizing the
space. Another formulation is applied here using the graph representation, which is finding
maximal cliques of an intersection graph of boxes [73]. The graph G is defined in (3.21)

Nodes: V = {vij = [θij, Tij] , i = 1, · · · ,M1, j = 1, · · · , N1} ,
Edges: E = {(vij, vkl) |I (vij) ∩ I (vkl) 6= ∅} ,

(3.21)

where I : V → R6 is a function of the intersection graph, mapping nodes to boxes in the 6-
dimensional space. The rotation angle ranges in [−π, π] and requires some special treatment
near the boundary −π, π but it does not affect the overall complexity. The sizes of intervals
are set manually for each dimension but are uniform among all nodes.

I(vij) = [θ1
ij − σ1

θ , θ
1
ij + σ1

θ ]× [θ2
ij − σ2

θ , θ
2
ij + σ2

θ ]

× [θ3
ij − σ3

θ , θ
3
ij + σ3

θ ]× [T 1
ij − σ1

T , T
1
ij + σ1

T ]

× [T 2
ij − σ2

T , T
2
ij + σ2

T ]× [T 3
ij − σ3

T , T
3
ij + σ3

T ]

. (3.22)

In the rigid transformation graph, a maximal clique is very similar to a cluster, which is
locally the largest subset of [θij, Tij]’s where all rigid transformations are close to each other.
Therefore, finding a maximum clique is equal to finding the rigid transformation that has
most votes around it.
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Efficient Tree Structure for Vote Counting

Finding the maximum clique in dimension 1 and 2, namely interval graph and rectangular
graph, are both of O(n log n) complexity where n = |V | is the number of nodes. For general
intersection graph of boxes with dimension D, there are at most nD maximal cliques and the
complexity of finding a maximum clique is O(nD−1 log n). The rigid transformation space is
of dimension 6 with n = M1N1 so the complexity is not suitable. Approximation is needed to
efficiently find clusters. Typical clustering algorithms used in rigid point registration meth-
ods [71, 74, 75] are based kd-tree and depth-first search. They are of O(DM1N1 logM1N1

complexity but no guarantee of finding the maximum clique. RANSAC is random search
and has larger expected complexity if we want to guarantee global maximum. A more
sophisticated review on the complexity of solving global correspondence is [76].

An approximation algorithm of complexity O(DM1N1 +DK) based on discretization is
developed for efficient global voting, where K is the number of cells in one dimension and
is at the same scale as M1, N1. The most important is that the complexity does not grow
exponentially with respect to the number of dimensions, so the algorithm is very efficient
in the 6-dimensional rigid transformation space. In terms of approximation rate, Euclidean
clustering algorithms with margin σ return clusters which are complete subgraphs of diameter
(or margin for intersection) 2σ. The proposed algorithm also generates complete subgraphs
of the same diameter by using σ as the unit for discretization.

Efforts for robustness are made in the proposed method. we further modified the size
counting of clusters, aka voting, to address density mismatches between two sets of points.
Typically, each pair (xi, yj) in a cluster counts. This could cause problems when point
sets have different distributions. For example, Fig. 3.12 shows two down-sampled point
clouds in 2D by only keeping one point in each cell of a grid. The dense outliers in X
generates a large distraction for typical clustering methods. The largest cluster corresponds
to an undesired rigid transformation and thus wrong registration result due to the large
number of votes contributed by the outliers matching with one edge of the model, even if
we are using a classic global voting algorithm. The problem above is caused by counting all
(xi, yj1), (xi, yj2), · · · , (xi, yjr) sharing the same xi as r votes. However, to initialize a good
rigid transformation for solving the non-rigid transform, the margin of the cluster must be
set large enough to get enough votes. It is very common to see one-to-many correspondences.
A solution to the distribution mismatch is to eliminate redundant votes that share the same
point in Algorithm 3.

Two contributions of the proposed voting algorithm are summarized as follows. First,
the complexity of clustering is reduced. The discretization is performed recursively on each
dimension without the curse of dimensionality. When the size of discretized space is relatively
small, the complexity can be reduced from O(DM1N1 logM1N1) to O(DM1N1) . It also gets
rid of the additional kd-tree structure on the space of rigid transformations. Second, the
best algorithm is more robust by modifying the size counting of clusters. The robustness
of fitting the sets of points in Fig. 3.12 is shown below in Fig. 3.13. The discretized vote
map is plotted on the translation domain. The dimension of rotation is reduced by choosing
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Algorithm 3 Global Voting of Correspondences (Hypothesis Generation)

σ(d) // margin at dth dimension
C0 ← {V } // set of clusters
Discretize V ← {vij = [

vij
σ

]|vij ∈ V }
// Find boundary of each dimension

K
(d)
M ← max

i,j
{v(d)

ij }, K
(d)
m ← min

i,j
{v(d)

ij }

// Solve all rigid transformations
for all xi ∈ X1 do

for all yj ∈ Y1 do
Rij ← RiR

T
j

Tij ← Ti −RijTj
vij ← [θij, Tij]

end for
end for
for all d ∈ {1, 2, 3, 4, 5, 6} do

Initialize list of clusters Cd ← {}
Initialize empty list Ĉd of size K

(d)
M −K

(d)
m

// Complexity O(M1N1)
for all cluster cd−1 ∈ Cd−1 do

Initialize Delete list E ← {}
for all vij ∈ cd−1 do

Assign vij to Ĉd[v
(d)
ij ]

E ← E ∪ v(d)
ij

end for
for all k ∈ E do

if Ĉd[k] 6= ∅ then
Count unique i index in Ĉd[k]
Cd = Cd ∪ Ĉd[k]
Ĉd[k]← ∅

end if
end for

end for
end for
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Figure 3.12: Down-sampled point sets with different densities.

the largest for each cell of (Tx, Ty). The original pairs-counting algorithm generates lots of
high votes and the global maximum translation is not the ideal translation we are seeking.
Meanwhile, the proposed counting algorithm captures the correct global maximum. All of
the other local maximal translations have less than 50% votes against the ideal translation.

The Modified Global-CPD Framework

We propose a modification on the original “local” CPD algorithm in Fig. 3.14. Since a
global search is conducted and there is no guarantee that the problem is convex, there can be
multiple local maximal votes. In order to keep track of those local maximal transformations,
top K of global transformations vkg are kept and their corresponding local deformations vkl are
solved using CPD. Then only one with the least local deformation energy is kept, following
the prior knowledge that the deformation should not be too large for the objects encountered
in practical cases.

3.5 Experimental Results

Robust Wafer Detection Result

We fix the camera and wafer to verify the robustness of the wafer detection algorithm. The
geometry of the system is shown by Fig. 3.15. The camera is held by a gripper for convenience
of adjustment. All resulting poses are expressed as in the world frame coordinate. There are
26 slots in the carrier, numbered from 1 to 26 denoting slots from the bottom to the top.
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Ideal Translation

(a) Vote map counting all pairs belonging to the same cell.

Ideal Translation

(b) Vote map using proposed counting method.

Figure 3.13: 2D vote maps using pairs-count and proposed Y-count.

Slots are parallel to each other with a machined distance of 10± 0.5mm. In order to give a
more straight-forward result, the world frame is defined at slot 1.

Different disturbances, including FOUP load variation and light change, are added to
the environment. The first test is about carrier occupancy. We place the target wafer in
slot 5 and another disturbance wafer in different slots changing from 6 to 25, as shown in
Fig. 3.16. The wafer detection algorithm is implemented to detect the target wafer. Due
to the reflection from the disturbance wafer, the appearance of the target wafer changes in
different images. Since the target wafer and the camera are static, we can aggregate the
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Figure 3.14: The proposed global-CPD framework.

Figure 3.15: Experimental setup for wafer detection.
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detected ellipses in the 2D image and verify whether they coincide with each other. It is
shown in Fig. 3.17 that the different settings of the target wafer are detected within 1 pixel
difference in the image.

(a) (b) (c)

Figure 3.16: photo of the first detection robustness test. (a) target wafer only; (b) add a
disturbance wafer 2 slots above the target wafer; (c) add a disturbance wafer 7 slots above
the target wafer.

Figure 3.17: Fitted ellipses of all cases coincide with each other within 1 pixel deviation.

The second test is about light change. The edges of silicon wafers are strongly affected
by the light condition of the environment. This experiment places the light source at dif-
ferent locations with different angles, brightness and colors, including some extreme light
conditions. Some photos are listed in Fig. 3.18. sampled from a total of 105 photos. The
success rate of detection is verified by checking the target wafer. Ground truth are manually
labeled using the edge image as shown in Fig. 3.19. The target wafer does not produce long
enough edges in some cases due to bad light angle or too low brightness. Detection accuracy
is 100% for the target wafer.
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Light source angle Brightness Color

Source location 1

Source location 2

Source location 3

Source location 4

Figure 3.18: Photos of the second wafer detection robustness test.

Figure 3.19: An exemplary edge image of the wafer used for robust detection verification.
Red edges belong to the target wafer used to validation detection performance.

Robust Chamber Opening Detection Result

Two proposed approaches, which HT-based shape matching for image in Section 3.3 and
Global-voting for point cloud in Section 3.4, are used for the detection of a chamber opening
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in the semiconductor industry. We evaluate the detection algorithm on a manually created
opening that mimics the actual chamber opening.

We add disturbance by drawing outliers and shapes that look like the openning to test
the robustness of the detection algorithm in the image, as shown in Fig. 3.20. Blue lines are
line segments detected by line HT. The end points of lines are transformed to the reference
plane below. The right figure shows the Hough space of the shape. Note there is a bright
pixel which means it has the most vote. After choosing the shape with the highest vote, all
line segments that vote for the shape are returned as components for regression. The HT
does not give a precise center position because of discretization. However, most of the noise
is excluded after shape detection so shape fitting by least squares is now applicable. The red
lines in the reference plane are the detected segments of the target shape and the red point
is the regressed center of the shape. It shows that the algorithm is robust against various
disturbances, including

• Occlusion.

• Extra noise lines.

• Similar distracting shapes.

We evaluate the global voting method on the point cloud with outliers and compare the
results with CPD [65] and SPR [68]. The boundary of the target shape is discretized as a
set of points and detection is performed on the point cloud generated by the RGBD camera.
We show the intermediate and final non-rigid point registration results with different initial
conditions in Fig. 3.21 and Fig. 3.22. Note our proposed method is not only global but only
multi-modal. In this experiment we set the number of models as 3 for our method which
means it will detect the top-3 likely objects.

It is shown in Fig. 3.21 that with a small drift in the initial position, the CPD and SPR
are distracted by the noise points and do not converge to the correct shape. The proposed
method is able to find the correct shape and fits the target object well. In Fig. 3.22, the
initial condition is rotated by 90 degrees, making it far from the target object. The proposed
method is still able to detect the correct object as the top-1 likely object. It also detects
other objects which correspond to the local optimal returned by CPD.

3.6 Chapter Summary

This chapter introduces several robust detectors working on input format from various visual
sensors, including image and point clouds, for the hand-eye system. The detectors are able to
extract target objects globally, while rejecting the disturbances and outliers in the cluttered
semiconductor workspace. For images, a robust elliptic segment detector is proposed for the
detection of wafers and a Hough-transform-based shape matching algorithm is proposed for
the detection of chamber opening. For point clouds, an efficient global voting algorithm is
proposed for the initialization of non-rigid point registration. Experiments performed with
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Figure 3.20: Robustness evaluation on HT-based polygon detection in the image.

RGB and RGBD cameras show that the proposed methods accurately detect the target
objects and outperform other existing detectors.
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(a) CPD

(b) SPR

(c) Proposed

Figure 3.21: Point registration result of the opening with initial transnational difference.
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(a) CPD

(b) Proposed

Figure 3.22: Point registration result of the opening with initial rotational difference..
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Chapter 4

Robust Multiple Object Tracking

4.1 Introduction

Object tracking has many applications in all kinds of sequential observations including videos,
radar measurement and LiDAR point clouds. Different from object detection introduced in
Chapter 3 and Chapter 7, tracking focuses on aggregating the temporal data and associating
objects in different time steps. It is also an essential block in the perception system of robots
because localization, mapping and planning all require temporal information, such as motion,
of the surrounding objects. There are usually many objects in the workspace of a robot which
results in a multiple object tracking (MOT) problem. MOT is still a open problem and there
are many aspects being explored in terms of both the solution and evaluation. There are
some comprehensive surveys [77, 78] for the classic MOT problem which mostly discusses
the process model of objects, optimization of temporal association and evaluation metrics.
Similar to object detection, deep learning methods [79, 80, 81] are taking place in MOT and
outperforming classic methods especially in the appearance model and motion prediction
of objects. However, MOT relies more on the probabilistic model for robustness concern
which is not well handled by current deep learning methods. For robustness and precision
issue, classic tracking method is preferred in this work for tracking of objects in the robot
workspace.

Wafers are represented by elliptic segments in our work. Elliptic segment tracking assigns
the segments in different frames to wafer objects. Unlike tracking in the scenario faced by
SLAM, local features of wafers are not unique, so it is impossible to associate segments by
matching feature points. Ellipse tracking is the most related work known to our problem.
The tracking of ellipses belonging to the same 3D object is discussed in [82, 83] and [84], but
they only associate spherical objects without location prediction. [85] and [86] implement
filtering methods such as Kalman filter for single ellipse tracking. The methods are not
extendable to multiple objects because object association is not discussed. Authors of [87,
88] propose a particle filter for multiple ellipses tracking. However, points are partitioned by
clustering instead of object detection, and the association of two ellipses close to each other
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is problematic. We adopt the tracking-by-detection framework in multiple object tracking
(MOT) for the tracking of multiple wafers in this thesis. Wafers are assumed to be detected
in Section 3.2 with high accuracy.

Section 4.2 constructs a tracking-by-detection framework for multiple wafer tracking.
The innovation of this work is the design of the robust association module discussed in
Section 4.3. An EM-based association procedure is proposed taking the geometric model of
wafers into account. The resulting association module has two levels where the first level
softly associates individual points with loose constraint. The second level optimizes the hard
association between segments which provides the decision for assigning predicted wafers to
observed wafers. Noise model is included and outliers can be identified.1

4.2 Tracking by Detection Framework for Wafers

The framework is illustrated in Fig. 4.1. Wafers are indexed by k=1, 2, · · · and the wafer
detection algorithm extracts elliptic segments zl,t’s from the image at frame t. Each segment
zl,t is a set of pixels. zk,t−1 is the detected segment at frame t−1 and is already registered to
wafer k. zl,t is the segment l detected at t and need to be registered. Section 4.2 introduces

Figure 4.1: The tracking-by-detection framework for wafer tracking.

the method used for predicting the states of the wafer and its position in the coming image.
Section 4.2 introduces the algorithm for updating the state of multiple wafers in the overall
tracking algorithm.

1This work includes materials from the author’s previously published paper [41].
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Prediction of Elliptic Segments

Prediction is important for associating wafers in different frames, especially when there is no
specific feature to distinguish elliptic segments of different wafers. For predicting a segment
zk,t of index k at frame t, there are two cases. The first case is when the segment ẑk,t−1 of
the last frame t − 1 is visible. The second case is when the last visible segment is at frame
τ < t− 1. Two prediction strategies are designed for these two cases. Optical flow is found
to be more accurate for consecutive prediction and is used for the first case. Deepflow [89]
implemented in OpenCV extracts the flow at the elliptic segment zk,t−1 and the prediction
ẑk,t is simply made by adding the flow to the segment. The short-term optical flow prediction
within several frames is found to be quite accurate.

When a segment is not continuously visible, it is impossible to use optical flow. In this
case, ẑk,t is predicted from projecting the estimated 3D wafer wk to the image plane. wk
takes the location-quaternion expression where the first three elements are the XY Z location
of the wafer center, and the last four elements are the quaternion of its rotation relative to
the world frame. The projection is written as 4.1) uw

vw
w

 = KI

rRERw

 cos θ
sin θ

0

+RETw + TE

 , (4.1)

where [RE(rt), TE(rt)] is the camera extrinsic matrix as a function of robot pose rt, r is the
radius of the wafer, KI is the intrinsic of the camera, Rw, Tw are the rotation and translation
matrices of the wafer in the world frame. Note both wk and the robot pose rt are required,
while these two variables can only be estimated. As a result, the accuracy of prediction is
coupled with the calibration performance of the whole system, which is not robust in the
long term. Therefore, the prediction based on robot motion is not preferred in the long term.
If a wafer is invisible for a long time, it is discarded to avoid inaccuracy of the prediction.

Track Management

Algorithm 4 gives the pseudo-code of wafer tracking. Several sets are used to store the data
and correspondence. Zt stores all elliptic segments detected at frame t. The indexes of
segments in Zt does not contain tracking information. One track keeps all the segments of
the same wafer. The matrix A maps the index k of a track to the index A(k, t) of a segment.
Ztrack stores the last visible segments of tracks. Segments in Ztrack are used for prediction.

There are two edges of one wafer. The distance between the upper and lower edges of
a wafer is much smaller than distances to edges of other wafers. Therefore, it is simple to
determine whether two elliptic segments belong to the same wafer and which segment is the
upper or lower edge.
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Algorithm 4 Wafer Tracking Algorithm

Z0 // set of segments at frame 0
Ztrack ← ∅ // tracks (set of latest segment on track)
θ // registration of segments
// Initializes tracks and registration
for all zk,0 ∈ Z0 do

Ztrack ← Ztrack ∪ zk,0
θ(|Ztrack|, 0)← k

end for
// Tracking
for all t ∈ {1, 2, · · · , T} do

Detect elliptic segments Zt
Ẑtrack ← Prediction(Ztrack)

θ ← Segment Registration(Ẑtrack, Zt)
//update tracks and registration
for all k ∈ {1, · · · , |Zt|} do

zk,t ← Zt(k)
if
∑

l θ(k, l) = 1 then
Ztrack ← Ztrack ∪ zk,t
θ (|Ztrack|, t)← k

else
find l s.t. θ(k, l) = 0
Ztrack(l)← zk,t
θ (l, t)← k

end if
end for

end for

4.3 Hierarchical Segment Registration Using GMM

Data association becomes difficult when unique features of an object cannot be extracted,
which is the case of our wafer tracking problem. Greedy association strategy is taken in [90]
to register prediction to the closest observation but it does not work for our problem in the
report. Point registration, instead, does not require features and is based on the Bayesian
inference of all observed points and is more robust. There are many kinds of point regis-
tration methods including filtering [91], probability density [54], Gaussian mixture model
(GMM) [65] and etc. This report uses the GMM type to associate elliptic segments between
consecutive frames. Different from general point registration which considers one object,
there are multiple objects, aka elliptic segments, in our case. The contribution of this sec-
tion is to develop a GMM model of points that can also output association of multiple
objects. The idea is to introduce a latent variable of object association, which originates



CHAPTER 4. ROBUST MULTIPLE OBJECT TRACKING 64

from [64].
Suppose X is the set of points xi ∈ Rd, i = 1, · · · ,M in frame t. Each point xi belongs

to an elliptic segment zk,t, k = 1, · · · , K detected by a mapping k = f(i). X̂ is the set of
points x̂j ∈ Rd, j = 1, · · · , N predicted for frame t. Each point x̂j belongs to a predicted
elliptic segment ẑl,t, l = 1 · · · , L. The GMM defined in (4.2) assumes X is generated from

X̂ by a mixture of Gaussians centered at x̂j’s

p(xi|si = j; θ) ∼ N (x̂j, σ
2), (4.2)

where si is a latent variable. si = j means a point xi ∈ X is generated by x̂j. θ denotes
the parameters of the model. In point registration, θ is the transformation that transforms
predicted points to the actual observed points. The goal is to find the optimal probability of
point association Q∗ij and the optimal parameters θ∗ given prediction and observations [92].
This is done by maximizing the likelihood (MLE) in (4.3)

θ∗ = arg max
θ

∑
i

logp(xi; θ),

P ∗ij = p (si = j|X, θ∗) .
(4.3)

The typical solution to MLE is expectation maximization (EM). Another solution is the
variational inference (VI) which naturally brings in the prior distribution p(θ) by modeling
θ as a Gaussian random field. Two solutions have the same form of alternating from E-step
and M-step. E step is a Bayesian update of Pij in (4.4)

P
(k+1)
ij = p(si = j|xi; θ(k)) =

p
(
xi|si = j; θ(k)

)∑
j

p (xi|si = j; θ(k)) p (si = j)
, (4.4)

where p(xi|si = j; θ) is the Gaussian distribution in (4.2), p(si = j) is the prior distribution
of point associations which are usually assumed to be constant. θ(k) is the estimated θ at
kth iteration. M-step is an optimization that updates the variable θ. If θ is modeled as a
random field, its prior distribution is included and the M-step is in (4.5)

θ(k) = arg max
θ

M∑
i=1

N∑
j=1

P
(k)
ij log

p (xi, si = j; θ)

P
(k)
ij

+ log p (θ) . (4.5)

In point registration methods, θ is the transformation of points. In the wafer tracking
case, there are multiple elliptic segments, and θ is the assignment of segments. The GMM
in this case is modified from (4.2) to (4.6)

p(xi|si = j; θ) ∼
{

uniform, θ (k, l) = 0
N (x̂j, σ

2) , θ (k, l) = 1
. (4.6)

Note that s still exists which is the point association. s being a latent variable means points
association is soft. A predicted point can be associated with multiple observed points.
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θ ∈ RK×L is a binary-valued matrix which denotes the assignment of segments. It is a hard
association as the desired output is a one-to-one registration of elliptic segments. θ(k, l) = 1
if and only if segment zk,t is assigned to predicted segment ẑl,t. Note k, l are defined as
k := f(i), l := g(j). If θ(k, l) = 0 but point xi is assigned to x̂j, the distribution is considered
as uniform which means it is a noise point. σ2 is a parameter denoting the covariance of the
Gaussian component. The update of E-step introduced in (4.4) becomes (4.7) assuming the
prior p(si = j) = 1

N

p(si = j|xi; θ) =
ω + θ(k, l)

(
exp

(
− ||xi−x̂j ||

2

2σ2

)
− ω

)
Nω +

∑
j

θ(k, l)
(

exp
(
− ||xi−x̂j ||

2

2σ2

)
− ω

) , (4.7)

where ω, an empirical parameter, represents the density of the uniform distribution. The
uniform distribution of xi is limited on the support region which is the image area. No
probability is given to points outside the image range. The output of the E-step is also
denoted as a matrix Q(i, j) := p(si = j|xi; θ) for simplicity. The M-step introduced in (4.5)
becomes (4.8) which solves the segment registration parameter θ.

θ = arg max
M∑
i=1

N∑
j=1

Q (i, j) log
p (xi, si = j; θ)

Q (i, j)

= arg max
∑
i,j

Q (i, j) log p (xi|si = j; θ) p (si = j)

= arg max
∑
i,j

Q (i, j) θ (k, l)
(
c1 − 2σ2 logω − ‖xi − x̂j‖2),

(4.8)

where c1 = 2dσ2 log(
√

2πσ). In this work, d = 2 because the registration is in an image
plane. In this problem, it is desired to have a one-to-one registration between segments, and
this adds a constraint to the problem which requires the sum of each column and each row
of θ to be less or equal to 1. The optimization problem constructed for solving the M-step
is then

max
θ

∑
k,l

C (k, l) θ (k, l)

s.t.
K∑
k=1

θ (k, l) 1,∀l ∈ {1, 2, · · · , L}

L∑
l=1

θ (k, l) 1,∀k ∈ {1, 2, · · · , K}

θ (k, l) ∈ {0, 1} ,∀k, l,

(4.9)
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where
C(k, l) : =

∑
I(k),J(l)

Q (i, j)
(
c1 − 2σ2 logω − ‖xi − x̂j‖2)

I (k) : = {i| f (i) = k} , J (l) := {j| g (j) = l} .
(4.10)

The optimization problem of (4.9) is equivalent to a bipartite matching problem and can
also be solved analytically by the Munkres algorithm [93]. If θ(k, l) = 0 for all l, then the
observed segment k is not registered to any predicted segment, meaning it is a new object.
A new track is initialized in this case. If θ(k, l) = 0 for all k, then the predicted segment
l is not registered to any observed segment, meaning the wafer is not visible in this frame.
The overall procedure of the proposed hierarchical assignment method is summarized as
pseudo-code in Algorithm 5

Algorithm 5 Hierarchical Segment Registration Algorithm

Zt, Ẑt // sets of all detected and predicted elliptic segments
Xt := xi|xi ∈ vk,∀vk ∈ Zt // set of all detected edge points of segments
θ // registration of elliptic segments

C ∈ R|Zt|×|Ẑt|
for all ẑl ∈ Ẑt do

for all x̂j ∈ ẑl do
XkNN ← kNN(Xt, x̂j, K) // find kNN of x̂j
for all xi ∈ XkNN do

calculate Q(i, j) // E-step
find k s.t. xi ∈ zk ∈ Zt
C(k, l)+ = Q(i, j)(c− 2σ2 logω − ‖xi − x̂j‖2

end for
end for

end for
θ ← Hungarian(C)
return θ

In conclusion, the modified GMM allows soft association between points and binary
association between segments. Noise model is also included as a uniform distribution. The
solution is a one-to-one mapping of elliptic segments between predicted and observed ones.

4.4 Chapter Summary

We introduce the tracking-by-detection framework in this chapter to tracking multiple ob-
jects in the robot workspace making use of the detected objects. A hierarchical registration
algorithm is proposed for the association module in the tracking framework. It uses soft
point-to-object association in the first level and optimizes the hard object-to-object assign-
ment in the second level. The proposed method takes advantage of the detector and the prior
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shape information of objects. It is more robust than the popular feature descriptor-based
algorithm in the multiple wafer tracking scenario which has non-unique features.
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Chapter 5

Auto-teaching with Visual Inertial
Sensor Fusion

5.1 Introduction

Auto-teaching, which is also called auto-calibration, and mapping of processing tools is an
important efficiency feature for wafer processing. The super-clean work environment in the
semiconductor industry prevents human interference. When failure occurs, such as mis-
placement of wafers, the robot needs to re-initialize the work environment to avoid collision.
Auto-teaching emphasis on precisely calibrating the robot without touching or entering the
workspace. After auto-teaching, the coordinate of checkpoints such as carriers and chamber
openings relative to the robot frame is precisely known. The robot is able to navigate and
transfer wafer safely again in the FI after a much shorter shut down time.

This Chapter aims to estimate 3D poses of objects as well as calibrate parameters of the
hand-eye system. It requires solving the motion of the robot and objects together with the
sensor readings from the camera and encoders. Estimation of self-motion and object poses in
a video is usually done through tracking and 3D reconstruction. Simultaneous localization
and tracking (SLAM) is a standard solution for this general problem [94]. SLAM deals with
uncertainties in the image and forward kinematics because of noise and calibration error.
Filtering, such as Kalman filter and particle filter, forms one category of SLAM [95, 96, 97].
Another category is the more modern SLAM formulation based on probabilistic graphical
model (PGM), or called graph-based SLAM [98]. Graph is a better interpretation of the
SLAM problem than Markov process used in filtering-based methods, which represents the
sparse probabilistic dependencies between states and measurements. With the PGM con-
structed, efficient solvers [99, 100] are available to optimize motion states and point locations
locally step by step, as well as optimize globally to minimize the effect of nonlinearity.

The hand-eye system in Chap 2 designed for the wafer handling robot is capable of
measuring the surrounding objects. In addition to vision sensors, the hand-eye system
also obtains very precise motion data from its encoders and it is important to utilize this
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information. The auto-teaching framework for the hand-eye system is illustrated in Fig. 5.1.

Wafer handling robot with 

camera behind the blade

Robot 

motion 

driver

object detection 

and tracking

Path and 

trajectory

planner

Calibration 

of the hand-

eye system

Images

Encoder reading

Camera

Figure 5.1: The auto-teaching framework which takes the camera image and motor angles
as input and calibrate parameters of the hand-eye system.

Section 5.2 designs an Unscented Kalman Filter (UKF) to fuse the trajectory information
regressed from vision sensor and motor readings. In addition to filtering-based methods,
calibration of motion parameters and estimation of object poses in a video is usually done
through 3D reconstruction. It is found that general SLAM methods [101, 102] do not perform
well in the wafer processing scenario discussed in this work. Feature matching and tracking
performances are deteriorated by large a number of outliers due to the lack of texture.
Moreover, 3D reconstruction using point-based bundle adjustment does not consider the
prior knowledge of the accurately known shape of objects. Section 5.3 proposes a SLAM-
MOT framework which incorporates the MOT proposed in Section 5.3 and takes advantage
of the shape prior of objects in the workspace.1

5.2 Unscented Kalman Filter Design for

Visual-Inertial Sensor Fusion

Motivation

Recovering the accurate trajectory of the camera and reconstructing objects in 3D is an
essential step for auto-teaching. Several publicly available SLAM packages including LSD-
SLAM [30], ORB-SLAM2 [31] and DSO [32] are implemented for a test scenario of auto-
teaching in Fig. 5.2. The result of the most state-of-the-art ORB-SLAM2 is picked, which

1This work includes materials from the author’s previously published paper [41].
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has best performance and is robust among many types of sensors including RGB-D, stereo
and monocular cameras. A 50s length of video is recorded at 20Hz, resulting in a total of
1000 frames. The 3D reconstruction result is shown in Fig. 5.3 and Fig. 5.4. The result with
the first 400 frames in Fig. 5.3 looks acceptable although the reconstructed wafers are very
noisy. The result with all of the 1000 frames in Fig. 5.4 looks terrible. Although SLAM
algorithms claim long-term correspondence, the reconstructed point cloud still shows large
misalignment. In particular, the board is reconstructed into two pieces with different slopes.

Figure 5.2: The wafer carrier used for testing the visual SLAM algorithm.

The long-term reconstructed point clouds above shown the estimated trajectory is drifted
if only visual SLAM is used for localization. There is another observation of the camera pose
calculated from robot encoder readings. However, the robot is assumed to be not calibrated,
so robot encoder and forward kinematics do not provide accurate camera pose. Therefore, it
is beneficial to combine both sensors for both calibration parameter estimation and camera
localization. For the nonlinear system, an Unscented Kalman Filter is designed.

Unscented Kalman Filter Design

The UKF is based on the intuition that visual SLAM output, as an incremental measure-
ment, is more accurate in the short term but drifts in the long term, while the camera pose
calculated from encoder readings has consistent error. It estimates the joint zeroing error θ0,
which belongs to the calibration parameters and camera poses X = [Tx, Ty, Tz, x, y, z, ω]T ,
where (Tx, Ty, Tz) is the translation and (x, y, z, ω) is the quaternion form of camera rota-
tion. SLAM update is used for state transition so as to handle its additive process noise.
Robot encoder reading with inverse kinematics f−1

k (X) is used as the measurement function.
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Figure 5.3: 3D reconstructed point cloud of ORB2-SLAM using the first 20s (400 frames) of
the video.

The system function is (5.1)

X (k + 1) =

 T (k)
RE
−1 (RE (E (k))uR (k))

θ0 (k)

+

 uT (k)
0
0

+

 wT
wE
0

 ,
y (k + 1) = fk

−1 (T (k + 1) + vT , E (k + 1) + vE)− θ0 (k + 1) + vθ,

(5.1)

where X(k) = [T (k);E(k); θ0(k)] is a 9-degree vector consisting of camera translation, Euler
angle representation of rotation and joint zeroing error. Inputs are uT (k) for change of
translation, uR(k) for incremental rotation matrix and 0 for zeroing error. RE(·) is the
transformation from Euler angles to the rotation matrix. Note there is no processing noise
on the joint zeroing error. The state transition updates camera transformation using inputs
uT , uR from SLAM algorithm. The observation function calculates joint angles from current
state with measurement noise w. The system has two nonlinear functions which are the
rotation update and inverse kinematics f

(
k−1)(·), so Kalman Filter cannot be directly applied

for state estimation. The unscented form is implemented to address the nonlinearity.
Since we attempt to fuse measurement from two sensors with UKF, the covariances of

two sensors are important to leverage the confidence. Unfortunately, it is hard to get the
actual covariances of noises in the real world. Therefore, covariances are tuned by trial and
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Figure 5.4: 3D reconstructed point cloud of ORB2-SLAM using the first 50s (1000 frames)
of the video.

error in experiment. The resulting covariances are listed below

V ar{wT}
1
2 =

30 0 0
0 30 0
0 0 1.5

 (mm) , V ar{wE}
1
2 =

0.2 0 0
0 0.2 0
0 0 0.2

 (deg) ,

V ar{vT}
1
2 =

2 0 0
0 2 0
0 0 0.5

 (mm) , V ar{vE}
1
2 =

1.0 0 0
0 1.0 0
0 0 1.0

 (deg) ,

V ar{vθ}
1
2 =

0.05 0 0
0 0.05 0
0 0 0.05

 (deg) .

(5.2)

It is demonstrated that with a careful tuning of noise covariance, the performance is improved
in the experiment in Section 5.4.
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5.3 Visual Intertial SLAM-MOT with Shape

Information

The SLAM-MOT structure, which is a modification of standard SLAM, is taken in this
report. SLAM-MOT is short for “SLAM with multiple object tracking”. Standard SLAM
has two types of states: self-motion and landmark points, while SLAM-MOT has three
types by adding the state of surrounding objects. The original purpose of SLAM-MOT is
to separate dynamic objects from the static map to increase accuracy as a modification of
visual SLAM [103]. Objects we deal with in this chapter are static so there is no concern of
dynamic objects, but the framework of SLAM-MOT helps in points listed below:

• It uses the detection and tracking result of objects [104, 105]

• Optimizations of object poses can be decoupled [94]

• By optimizing objects instead of individual points, shape constraints of wafers can be
used.

The front-end of SLAM-MOT, which involves extracting the objects and associating them
in the time space, are discussed in Chapter 3 and Chapter 4. This section focuses on setting
up the back-end which involves building the PGM and solving the optimization problem of
graph inference. In addition, a visual-inertial SLAM-MOT is constructed where the motion
of the robot is considered to make use of all sensor measurements. We apply the proposed
method to the wafer inspection and calibration scenario of the wafer handling robot and
show that it outperforms the state-of-the-art visual SLAM method.

Factor Graph Construction

The optimization is formulated as a Bayesian inference problem of the probabilistic graphical
model (PGM) of the system. The PGM is represented as a factor graph [106] which is popular
in recent bundle adjustment methods [98]. The factor graph representation is especially
effective when there is revisit to the same position in the trajectory called loop closure. And
it leverages the uncertainty of different sensors. Since the repeatability of the wafer robot is
very good, detecting loop closure is quite easy. This section constructs the factor graph for
the visual-inertial SLAM-MOT used in this work. Poses of the robot and poses of objects
are linked by sensor measurements from encoders and the camera. Their joint distribution
is required to calculate the posterior of poses from measurements. The expression of the
joint distribution may be complex, but it can be simplified by the dependence of variables.
PGM consists of a collection of distributions that factorizes the joint distribution [106]. Then
the joint distribution can be written as multiplication of simpler distributions. Denote xt
as the state of the robot at time t, wk is the pose of object k, γ is the static parameters
such as calibration parameters, ut is the encoder measurement or control input and zt is the
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observation of object such as edges of wafers, then the factorization is (5.3)

P (x1,··· ,T , w1,··· ,K , z1,··· ,T , γ, u1,··· ,T ) =
∏
C∈C

φC (vC), (5.3)

where C is the set of all maximal cliques of the graph and vC are the random variables in the
maximal clique C. However, finding all maximal cliques is not straight forward and another
commonly used structure of PGM is the factor graph which emphasizes on the factorization
of joint distribution. In practical cases, it is sometimes more straight-forward to write out
the factor graph form rather than the undirected graph form. For example, in our method,
observations are assumed to be independent with each other, then each observation, either
from vision or from encoder, becomes a factor of the joint distribution as in (5.4)

P (x1,··· ,T , w1,··· ,K , z1,··· ,T , γ, u1,··· ,T ) =
∏
C∈C1

φC (xC , zC , wC , γ)
∏
C∈C2

ψC (xC , uC , γ), (5.4)

where φC is related to the camera observation model, and ψC is related to the robot kinematic
model. In SLAM-MOT the distributions of each factor are assumed to be Gaussian with
nonlinear mean as function of robot and object. The Gaussian assumption results in a joint
nonlinear least square.

The factor graph of the wafer calibration problem is modeled as shown in Fig. 5.5. There
are two kinds of nodes for inference xt, wk, namely camera pose at time t and wafer pose
of wafer k. Observations are zk,t, ut, namely elliptic segment and robot motion. t denotes
the frame number and k denotes index of the wafer. Each observation corresponds to a
factorization of the joint distribution. Wafer pose wk and camera pose xt are linked to
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Figure 5.5: Illustration of the factor graph of the proposed visual-inertial SLAM-MOT.

the camera observation factor if wafer k is visible at frame t. The joint distribution of
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the factorization φk,t is modeled through the projection error model ep(xt, wk, zk,t) which is
supposed to be a Gaussian distribution

φk,t(xt, wk, zk,t) =
1

2π
√∣∣Ωz

k,t

∣∣ exp

(
−1

2
eTp Ωz

k,tep

)
, (5.5)

where Ωz
k,t ∈ R2×2 is the information matrix. ep ∈ R2 is the projection error in the image.

Camera poses xt, xt+1 of two consecutive frames t, t + 1 are linked to robot motion factor.
The joint distribution of the factorization ψt is modeled through the robot motion error
model er(xt, xt+1, ut) and is supposed to be Gaussian

ψt(xt, xt+1, ut) =
1√

(2π)7 |Ωr
t |

exp

(
−1

2
eTr Ωr

ter

)
, (5.6)

where Ωr
t ∈ R7×7 is the information matrix and obtained from the prior knowledge of the

precision of the robot. er is the pose error of the end effector of the robot which holds the
camera. It is a 7-dimensional vector containing the 3-dimensional position error and the
4-dimensional quaternion error, which expresses the full pose error in SO(3). The inference
of xt, wk is done by maximizing the likelihood of observation. According to the property of
the factor graph, it is equal to the optimization

max
xt,wk

{∑
k,t

log (φk,t (xt, wk, zk,t)) +
∑
t

log (ψt (xt, xt+1, ut))

}
. (5.7)

By the Gaussian assumptions, the optimization becomes a least square

max
xt,wk

{∑
k,t

‖ep (xt, wk, zk,t)‖2
Ωzk,t

+
∑
t

‖er (xt, xt+1, ut)‖2
Ωrt

}
, (5.8)

where |||̇|Ω denotes the 2-norm with kernel Ω. The information matrices Ωz
k,t,Ω

r
t become

weights of each term. Factors of their eigenvalues are the ratio of confidence between different
kinds of error in different directions. The value information matrices are determined by the
inherent noise level of images and robot encoder.

Parameterization and Optimization for Wafers

The optimization introduced above falls into the standard bundle adjustment case in SLAM.
However, the goal of this work is the calibration of wafers and the robot-camera system
instead of camera poses and point cloud reconstruction. Therefore, there are two major
differences introduced, namely camera pose parameterization and error functions, compared
to standard bundle adjustment. The camera pose xt is parameterized by the calibration
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Figure 5.6: Illustration of the coordinate system.

parameters of the robot-camera system. The coordinate system including the wafers and
the hand-eye system is shown in Fig. 5.6. According to (2.2), transformation matrix from
world to the camera is written as a function of time

Twc(ut) = TwbTbe(ut)Tec, (5.9)

where Twb and Twb are fixed because the wafer handling robot is fixed, and the camera is
mounted on the end effector. The relative robot motion rt is defined as

rt := Twc(t)Twc(t+ 1)−1 = TwbTbe(t)Tbe(t+ 1)−1T−1
wb , (5.10)

where r(t) is the change of the extrinsic matrix because extrinsic is the inverse of transforma-
tion matrix. Tbe is determined by the robot forward kinematics with calibration parameters
γ, so r(t) is parameterized as r(ut; γ, Twc). Unknown parameters γ, Twb are standard cali-
bration parameters of robot kinematics and modeling of them are discussed in details in a
lot of references[107, 108, 109, 110, 111] and Section 2.2. Tbe is cancelled out and does not
appear in the optimization. In the experiment, it is assumed that the forward kinematics of
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the robot is accurate and thus we do not need to calibrate γ. However, the method is able
to be generalized to optimize γ when forward kinematics is inaccurate.

The robot motion error er(·) is the difference between camera motion predicted from
camera poses xt, xt+1 and from robot forward kinematics rt

er (xt, xt+1, rt) = ||xt ⊕ rt 	 xt+1||. (5.11)

The operators are defined for SO(3). Definition and calculation of Jacobians are adopted
from [112]. Substitute (5.10), the parameterization of rt into er gives a function of optimiza-
tion variables

e′r (xt, xt+1, γ, Twb) := er (xt, xt+1, rt) . (5.12)

The projection error function ep(·) in (5.13) is the deviation from the conic curve equation
instead of Euclidean distance. Instead of the point-wise landmark reprojection error used in
other SLAM methods, ep only penalizes the projection error of points off the surface of the
object. As long as the projection is on the surface, the loss is zero which means point-to-point
correspondence required in SLAM is not needed here. The point-to-object correspondence
results in a less strict loss function, but since point-to-point correspondence usually leads to
lots of outliers, our proposed formulation actually improves the final precision in experiment.

ep (xt, wk, zk,t) := pTCp = pT (KE(xk, wk))
−T C0 (KE(xk, wk))

−1 p,

p =
[
u v 1

]T
,

(5.13)

where p is the homogeneous coordinate of observed edge points on the image plane, K is
the camera intrinsic matrix and E is the extrinsic matrix from wafer frame to camera frame.
Note E is not defined relative to the world frame so it is only a function of the camera
pose xt and wafer pose wk. The quadratic kernel C0 of the conic form is defined in wafer
coordinates. The variables are solved over a standard sliding-window optimization as stated
in [102].

5.4 Experimental Results

Experiments are conducted with a wafer handling robot and wafers in a standard carrier of
the semiconductor manufacturing industry. A camera is held by the end effector of the robot
and a video is recorded while the robot moves around the carrier. The experiment aims to
verify the accuracy of calibrated wafer 3D poses and robot kinematic parameters.

UKF Result

Some example images for the UKF experiment are shown in Fig. 5.7 with an Intel RealSense
RGBD camera. The intrinsic of the camera is pre-calibrated while the joint zeroing error of
the robot is not calibrated. ORB-SLAM2 [101] is used to calculate the SLAM update for
UKF. Two channels of trajectory inputs from two sensors are shown in Fig. 5.8. The red one
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is the trajectory calculated by the SLAM algorithm from the camera and the blue one is the
trajectory calculated by the forward kinematics from the motor encoders. Two trajectories
start from the same beginning but deviate by a large extent in the long term. The fused
trajectory calculated by the proposed UKF method is shown in yellow.

(a) (b) (c)

Figure 5.7: Example images captured for the UKF experiment. The hand-eye system moves
around the wafer carrier filled with wafers.

Figure 5.8: Trajectories calculated from two sensors and the trajectory fused by UKF. Each
point represents a bird’s eye view of the camera pose.

The comparison of reconstructed point clouds before and after UKF estimation is shown
in Fig. 5.9. The carrier is not reconstructed clearly due to its transparency. Two checker-
boards are both reconstructed correctly, as well as the gauge block on the wafer. The
reconstructed point clouds after UKF are of much higher quality than those reconstructed
just using SLAM. The wafers, though seem to be reconstructed correctly, still produce a lot
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of scatters in the 3D space. This is because the IR depth sensor relies heavily on reflec-
tion, and there are always areas of the wafer which completely reflects the infrared light,
resulting in wrong depth measurement. The reflection areas are different in different views
so the whole wafer is reconstructed but it also generates scatters in each view. This kind of
error inherits from the properties of the depth sensor and cannot be addressed by the UKF
algorithm. The reconstruction problem of wafers is resolved by the proposed SLAM-MOT
method and shown in the following experiment section.

(a) Point clouds before UKF using SLAM. (b) Point clouds after UKF, fusing SLAM and
encoder reading.

Figure 5.9: Example images captured for the UKF experiment. The hand-eye system moves
around the wafer carrier filled with wafers.

Visual-inertial SLAM-MOT Result

A photo of the actual initial setting of the system is shown in Fig. 5.10. There are 26 slots
in the carrier, numbered from 1 to 26 denoting slots from the bottom to the top. Slots are
parallel to each other with a machined distance of 10 mm ± 0.5 mm. The world frame is
defined to be at wafer 1 at the bottom in slot 4. Wafer 1 is accurately placed to represent
the base of the carrier. The surface of this wafer is the XY plane of the world coordinate
and its norm is the Z axis. All resulting poses are expressed relative to wafer 1.

The robot is a dual-blade wafer handling robot with 5 degrees of freedom. Only 4 joints
are enabled in this experiment to provide a full X, Y, Z and yaw angle reachability of the
end effector. The monocular camera is mounted on the end effector of the robot. The size
of the sliding window for optimization is 5.

Twelve wafers are inserted into the carrier in slots listed in Table 5.1. Wafer 12 is tilted
on purpose to simulate misplacements. The robot is commended to move around. Wafers
are tracked, and their 3D poses are estimated by the proposed optimization. It is worth
noticing that we only have the ground truth value (±0.1 deg) for rotations. Therefore, for



CHAPTER 5. AUTO-TEACHING WITH VISUAL INERTIAL SENSOR FUSION 80

Figure 5.10: Photo of the initial poses

translations, only standard and max deviation are discussed in Table 5.1. It is shown that
the rotation estimation accuracy is 0.5 deg and most errors are within 0.2 deg.

Table 5.1: Table of optimized wafer translation and rotation errors. Z axis is plotted in
Fig. 5.12

wafer slotNum standard(max) deviation reconstruction error
X,Y translation (mm) X,Y rotation (deg)

1 4 [0.0(0.0), 0.0(0.0)] [+0.0,+0.0]
2 7 [0.1(0.2), 0.1(0.1)] [+0.2,+0.0]
3 10 [0.1(0.1), 0.1(0.2)] [−0.2,+0.4]
4 13 [0.2(0.3), 0.1(0.2)] [−0.2,+0.3]
5 15 [0.1(0.2), 0.1(0.2)] [+0.2,+0.5]
6 17 [0.3(0.8), 0.1(0.2)] [−0.3,+0.0]
7 19 [0.3(0.7), 0.1(0.2)] [−0.2,+0.6]
8 21 [0.4(0.7), 0.1(0.3)] [−0.2,−0.2]
9 22 [0.1(0.3), 0.0(0.1)] [−0.2,−0.1]
10 23 [0.3(0.7), 0.1(0.2)] [−0.2,−0.4]
11 24 [0.0(0.4), 0.1(0.1)] [+0.0,+0.1]
12 25 [0.1(0.1), 0.0(0.0)] [−0.1,−0.2]

The estimated calibration parameters are shown in Fig. 5.11. Parameters of Twb converge
as more frames are taken into account. Fig. 5.12 shows the trend of estimated Y, Z translation
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Table 5.2: Wafer arrangement and theoretical resolutions.

wafer slotNum Resolution w.r.t. Resolution w.r.t.
translation (pixel/mm) rotation (pixel/deg)

1 4 [0.32, 0.25] [0.44, 0.39]
2 7 [0.31, 0.24] [0.39, 0.35]
3 10 [0.31, 0.22] [0.30, 0.31]
4 13 [0.26, 0.19] [0.24, 0.26]
5 15 [0.23, 0.16] [0.20, 0.20]
6 17 [0.19.0.13] [0.16, 0.18]
7 19 [0.18, 0.12] [0.14, 0.05]

of wafers. The trend of X axis is similar to Y and its statistics is listed in Table 5.1. It is
shown that the variations of estimation in Y axis of all wafers are bounded by 0.2 mm, and
X axis has larger variation up to 0.8 mm.
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Figure 5.11: Estimated calibration parameters Twb of the system
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Figure 5.12: Estimated translation in Y and Z axis of all 12 wafers. The trend in X axis is
similar to Y, but with higher variation.

The reconstructed 3D map of wafers is shown in Fig. 5.13(a). Red ones are the inter-
mediate results and blue ones are the converged results. Compared with the reconstructed
3D map by ORB-SLAM2[101] in Fig. 5.13(b), which is very noisy. Front view of the re-
constructed point clouds by two methods are compared in Fig. 5.14. The precision of the
proposed method apparently outperforms the regular SLAM method.

It is observed in the 3D calibration result that the final accuracy at positions of X and
Z axes are not as good as those of Y axis and rotation angles. The calibration error has
a trend of increasing at these two axes. Here we derive the theoretical resolution of the
3D calibration experiment in this paper. Another experiment is designed to explain and
compensate for the bias. The resolution is simply calculated through the derivative of the
projection function mapping 3D pose of the wafer to the ellipse in the image, which is given in
(5.14) of Jacobians. By substituting the nominal poses of wafers and cameras, the theoretical
resolutions of each wafer are given in Table 5.2 using (5.14).

du

dT
=
ETKT

1 x
Tw − uETKT

3 x
T

w2
,

dv

dT
=
ETKT

2 x
Tw − vETKT

3 x
T

w2
,

(5.14)

where K1, K2, K3 are the three rows of the intrinsic matrix KI , E is the extrinsic matrix of
the camera. T is the transformation matrix of the wafer. w is the scaling factor of the ho-
mogeneous coordinate after projective transformation and x is the homogeneous coordinate
in the wafer frame. They are defined below

w := K3ETJTx,

x :=
[
r cos θ r sin θ ±h/2 1

]T
,
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(a) Proposed method. The color changes from red to blue
as optimization proceeds.

(b) ORB-SLAM2 [101].

Figure 5.13: 3D maps of wafers reconstructed by two methods. The proposed method
reconstructs wafers in an object level and is more precise. The ORB-SLAM2 reconstructs
each pont and the result is very noisy.

where r = 150mm, h = 1mm are the radius and thickness of the wafer, θ varies from 0 to 2π
representing different points on the wafer boundary. According to the detection robustness
test in Section 3.5, the pose of the wafer is unlikely to be affected by the arrangement of
wafers. The light condition in the 3D calibration experiment is consistent and much better
than the detection experiment. Even in the worst light case of the robustness test, the bias
of the detected ellipse is about 2-3 pixels, so there should be other factors that cause the
error in the 3D calibration.

A calibration board is used for decoupling the factors that contributes to the bias. It is
stuck on the surface of a wafer and inserted in a slot as shown in Fig. 5.15. The calibration
board, being Lambertian, is not affected by the light condition. The robot runs the same
trajectory but 3D location of corner points of the calibration board is estimated instead of
the wafers. The estimated positions are plotted in Fig. 5.16. The slopes in X axis of these
calibration board corners extrapolate to the slope in X axis of estimated wafer centers.
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(a) Proposed. (b) ORB-SLAM2

Figure 5.14: Front view of reconstructed 3D point clouds of the wafers.

Figure 5.15: Factor experiment with calibration wafer.

More detailed analysis on the result of the light change test gives distribution of each
tracked point on the wafer. An example is shown by Fig. 5.17. The blue points show the
distribution of tracked wafer points under different light conditions. Coordinates of the
points are normalized with respect to the nominal position so the y-axis are deviations. It
shows the light color variation will introduce bias on the vertical axis of the image by 2
pixels. It will decrease the accuracy, but the variance (or precision) are affected too much
because we already modeled a N (0, 1) Gaussian noise.
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Figure 5.16: Estimated position of calibrated corners in the first row.
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Figure 5.17: Distribution of tracked wafer points under different light conditions.
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5.5 Chapter Summary

This chapter introduces auto-teaching of the hand-eye system which calibrates the parame-
ters of the system and reconstructs the objects in 3D space through multi-view perception.
Auto-teaching fuses the vision and motion information for precise calibration. Two ap-
proaches are proposed. First, an UKF is designed for fusing the trajectories from visual and
motion sensors and joint zeroing errors of the system can be calibrated. Second, a SLAM-
MOT framework is proposed for simultaneous calibration of parameters and reconstruction
of objects. The experiments conducted with wafers in the workspace show that the proposed
methods effectively fuse information of two sensors. Qualitative visualization and quantita-
tive comparison show that they are more precise and robust than the state-of-the-art visual
SLAM method.
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Chapter 6

Active Auto-teaching of Wafer
Handling Robot

6.1 Introduction

This chapter aims to further close the loop of the system, which is called active auto-teaching
by optimizing the poses where the robot captures images for calibration. Measurement poses
are configurations for a hand-eye system equipped with visual inspection devices [2, 113,
114, 115]. Active calibration is the term that refers to optimizing the measurement poses for
calibration performance. Finding the set of optimal measurement poses corresponds to an
optimization problem with unclear objective function, since there is no best scalar valued
mapping from estimated parameters to calibration performance. Many criterions have been
proposed in robotics, such as [116], [117], [118], [119], [120] and [109], following the principle
of optimal experimental design (OEM) in statistics [121]. People have also been evaluating
the performance of different criterions on robot systems [122, 123]. The physical constraints
of the robot, such as reachable space, dynamic constraints and obstacles produce non-linear
constraints.

To efficiently solve the optimization problem, the most commonly used method is to
select poses from a finite pre-defined pose set, which will result in a convex optimization
problem [124]. The DETMAX and its modifications are robust solvers and have been used for
a very long period [125, 126, 127]. Other optimization methods are summarized in Table 6.1.
The improvement of choosing optimal measurement poses for robot systems is significant.
In terms of kinematics, a table of references showing the improvement of calibration from
random selected pose [128, 109] does not provide mean value without standard deviation.
However, the accuracy with OEM is always much higher.

The proposed active auto-teaching framework is shown in Fig. 6.1 which closes the loop
by outputting the next measurement pose when calibration is updated. Different from the
scenario used in 5, this chapter focuses on the scenario with a chamber opening where
only one target object is present. The perception problem is less complex and it is easier to
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Reference Robot Metric Baseline poses Optimized poses

[6] PUMA-560 3D error 6.9± 2.6mm 0.3± 0.3mm
[129] Prototype Planar error 0.2± 0.1mm 0.1± 0.01mm
[128] SLIMA 3D error 1.7± 0.0mm 0.9± 0.0mm
[130] Gough 3D error 0.4± 0.4mm 0.02± 0.01mm
[109] Surgical 3D error 2.7± 0.0mm 1.5± 0.0mm

Table 6.1: Effect of active calibration on robot kinematics, in terms of end effector position.

evaluate the benefit of introducing the active auto-teaching technique. Section 6.2 introduces
the most related area of research called optimal experimental design (OEM) and reviews the
related works. Section 6.3 introduces the estimation system being dealt with and the concrete
design method which returns way points of trajectory. Section 6.4 gives the experiments
conducted on the wafer handling robot navigating in front of a chamber opening and shows
the proposed active auto-teaching improves the accuracy of the system.

Wafer handling robot with 

camera behind the blade

Robot 

motion 

driver

Measurement 

pose design

object detection

Path and 

trajectory

planner

Calibration 

of the hand-

eye system

Images

Encoder reading

Active calibration

camera

Figure 6.1: The active auto-teaching framework where the calibration module outputs the
measurement poses.

6.2 Optimal Experimental Design (OEM)

Optimal experimental design, also called design of experiments and active calibration in
robotics, starts from [131] for fitting univariate polynomials. A more historic example can be
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the Chebyshev points for polynomial fitting that excludes instability. Modern works extend
to optimizing parameter identification for systems whose observations can be controlled.
Optimal experimental design is an active area in statistics [132] and applied to robotics for
calibration. Both vision-based and non-vision-based calibrations of robotic systems use this
technique, including kinematics, dynamics and target objects summarized in Table 6.2 and
Table 6.3.

Fisher Information Matrix

The mathematical definition [132] uses measure in real analysis. Suppose measurements are
free of choice from space X called design region, a design ξ of the experiment is a measure
over X. In practice, the measure is usually discrete and we can denote ξ as

ξ =

{
x1 x2 · · ·xn
ω1 ω2 · · ·ωn

}
, (6.1)

which means the design has n supports at observations x1, x2, · · · , xn and they are assigned
weights of ω1, ω2, · · · , ωn. Denote the output of observation as y, the observation equation
returns the posterior probability p(y|x, θ) of y given x and system parameters θ. To estimate
unknown parameters θ, maximum likelihood is often chosen, which is (6.2)

θ (ξ) = arg min
θ∈Ω

∫
X

log p (y|x, θ) dξ. (6.2)

Sensitivity is of the most concern for the estimation which is the gradient of the likelihood
function with respect to θ. The sensitivity is called Fisher score vector as (6.3)

f (y|x, θ) =
∂

∂θ
log p (y|x, θ) . (6.3)

Then the Fisher Information Matrix (FIM), which constitutes an indicator of sensitivity, is
defined as the expectation of its covariance

M (ξ, θ0) =

∫
X

E
{
f (y|x, θ0) fT (y|x, θ0)

}
dξ, (6.4)

where θ0 is the true parameter of the system. For nonlinear system with additive Gaussian
measurement noise denoted as (6.5), its FIM has closed form as (6.6)

yi = h (xi, θ) + vi, vi ∼ N
(
0, σ2

i

)
, (6.5)

M (ξ, θ0) =
n∑
i=1

(
ωi
σ2
i

· ∂h (xi, θ)

∂θ

∂h (xi, θ)

∂θ

T
)
. (6.6)

For linear systems, the FIM is the same as the Hessian matrix used for the recursive least
square. Sometimes the inverse of M is used which is called the variance-covariance matrix
D. Typically, the smaller the eigenvalues of D is, the better design we get.
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Optimality Criterion

The FIM is a matrix so it is impossible to directly optimize on it. The optimal experimental
design problem involves choosing a scalar valued function ψ as cost function, which forms
the optimization problem in (6.7)

ξ∗ = arg min
ξ∈Ξ(X)

ψ [M (ξ)] , (6.7)

where Ξ (X) is the feasible region. In OEM, there are A-optimality, D-optimality and E-
optimality which are the trace of D, determinant of M and minimum singular value of
M , respectively. In the area of robot calibration, five popular criterions are used called
observability indexes. Another new index called O6 is proposed in a very recent work [109].
Formulas are listed in Table 6.2, and they correspond to different optimality. The singular
values σ1 ≥ σ2 ≥ · · · ≥ σm are supposed to be sorted. Since they are all using the singular
values of FIM, they have theoretical relationships with each other and some are proved to
be equivalent under certain circumstances [122].

References Observability Index Optimality ψ[M(ξ)]

[127, 58, 133, 134] O1 D-optimality (σ1σ2 · · · σm)1/m

[135, 136] O2 K-optimality σm/σ1

[129] O3 E-optimality σm
[137] O4 - σ2

m/σ1

[138] O5 - (σ−1
1 + σ−1

2 + · · ·+ σ−1
m )−1

[109] O6 - (σ−P1 + σ−P2 + · · ·+ σ−Pm )−1

Table 6.2: Review of observalibity indices.

Optimization Approaches

All optimality criterions require calculation of the singular value, which is definitely non-
linear and non-convex in most cases. If the space of observations is discrete and finite, then
it can be convexified to a selection problem. In other cases, gradient (first and second order)
and sampling-based methods are used. Table 6.3 is a summary of optimization methods
used in robot calibration works.

Gradient-based method is the fastest for high dimensional design space but it usually
converges to an unsatisfactory local minimum in complex problems. The derivative φ(x, ξ)
of the cost function ψ in direction ξ can be estimated as

φ(x, ξ) = lim
a→0+

1

a
{ψ[(1− a)M(ξ) + aM(ξ)]− ψ[M(ξ)]}. (6.8)



CHAPTER 6. ACTIVE AUTO-TEACHING OF WAFER HANDLING ROBOT 91

References Calibration Model Solver category Optimization Method

[135, 136] Dynamics Sampling-based Genetic
[139, 140] Arbitrary Sampling-based Stochastic
[109] Kinematics Sampling-based Particle Filter
[116] Kinematics Sampling-based Particle Swarm
[127, 129] Kinematics Finite Set DETMAX
[136, 133, 134, 141] Dynamics Gradient-based -
[142, 143, 130] Kinematics Gradient-based -

Table 6.3: Review of optimization approaches applied on robotic systems.

For gradient method, the optimality condition is stated by the General Equivalence Theorem
for all the optimality criterions:

Theorem 6.2.1 (The General Equivalence Theorem). The following statements are
equivalent for optimal design ξ∗.

• The design ξ∗ minimizes ψ[M(ξ)].

• The design ξ∗ maximizes the minimum over X of ϕ(x, ξ).

• ϕ(x, ξ∗) = 0 for all x ∈ supp(ξ∗).

• ϕ(x, ξ∗) ≥ 0 for all x ∈ X.

Sampling-based method is not trapped by the local minimum but usually takes tens of
minutes to several hours for a robot calibration problem. It is worth noticing that the classic
DETMAX method provides a good strategy for sampling by iteratively adding several best
samples and subtracting several worst samples in the design. For sampling-based method, a
useful theorem is the theorem claiming finite support even for constrained cases:

Theorem 6.2.2. Let ς(x) be the cost of observation taken at point x. For a constrained
experiment optimization problem

min
ξ∈Ξ(X)

ψ [M (ξ)]

s.t.
n∑
i=1

ωiς (xi) ≤ C.
(6.9)

Suppose there are l constraints and M is of order m, then there exists at least one optimal
design containing no more than n = l +m(m+ 1)/2 supporting points.
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When the potential arrangement of measurements is already fixed and choices are finite,
say |X| <∞, the optimization can be reduced to an integer optimization problem in (6.10)
by designing the ψ to be additive. ψ[M(δ(xi))] is pre-calculated as the contribution of each
single measurement xi ∈ X.

ξ∗ = arg min
ω1,...,ω|X|∈{0,1}

|X|∑
i=1

ωi · ψ [M (δ (xi))]. (6.10)

6.3 Greedy Measurement Poses Planning

OEM is utilized specially for the measurement poses design of the hand-eye system in this
work. During the test of various kinds of planners, it is found that the vanilla approaches
introduced in Section 6.2 do not produce good results. Therefore, a modified planner is
designed based on the characteristics of robot hand-eye systems. This derives the calibration
model and the optimization problem using dynamic programming. Some special properties
are found for the OEM of the hand-eye system. We introduce a greedy planner based on an
one-step horizon of dynamic programming, and we show that it has significant advantages
over other methods.

Calibration Model of the Hand-eye System

For a point X in the 3D world frame and its corresponding pixel x in the 2D image plane,
the projection equation depends on the extrinsic matrix [R, t] of the camera. In this work,
the calibration parameters γ we want to estimate include the object rigid transformation
[Rs, ts], end effector to camera rigid transformation Rc, tc and joint zeroing error δθ. Their
deviations from the nominal value are [δRs, δts] and [δRc, δtc]. The observation error model
can be written as (6.11)

δx =
− (K12 − xK3)Q1

[
R [X] R I J + dRX

dθ

]
K3Q1 (RX + T )


δRs

δts
δtc
δθ

+
K12Q1 (RX + T )

K3Q1 (RX + T )
, (6.11)

where K12 is the first two rows, K3 is the third row of the intrinsic matrix K, J is the
Jacobian matrix in (2.5) and [X] denotes the matrix for the cross product of 3D vectors
which is

[X] :=

 0 −X3 X2

X3 0 −X1

−X2 X1 0

 . (6.12)

Here δRc is assumed to be pre-calibrated by the method stated in the previous work as Q1

so it is not included in the error model. The effect of joint angle to rotation is

dRX

dθ
=

[
d (R (θ)X)

dθ1

,
d (R (θ)X)

dθ2

, · · · d (R (θ)X)

dθq

]
∈ R3×q, RX ∈ R3, (6.13)
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where q is the number of joint angles. By multiplying the norm â of the surface at point x
in image, the observation function of the robot visual calibration system is thus linearized
as (6.14)

y = C
[
δRs

T δts
T δtc

T δθT
]T

+ y0,

C =
−â · (K12 − xK3)Q1

[
R [X] R I J + dRX

dθ

]
K3Q1 (RX + T )

,

y0 = â · K12Q1 (RX + T )

K3Q1 (RX + T )
.

(6.14)

One-step Horizon Planner

We suppose that the Kalman Filter is utilized for the auto-teaching of the hand-eye system.
According to the derivation of FIM, it is equal to the posterior covariance matrix of the
Kalman Filter without process noise, which means M(k) = P (k) with the following dynamic
system in (6.15)

x (k + 1) = x (k)

y (k) = C (k)x (k) + v

P−1 (k + 1) = P (k) - 1 + CT (k)V −1C (k) .

(6.15)

The posterior covariance matrix is a function of system variables including intrinsic matrix
K, extrinsic matrix [R, T ], and object location X. More specifically, P (k) is a function of
joint angles θ, forward kinematics fk, camera mounting parameter Rc, Tc and object location
X. Among all variables, we are able to control θ during the auto-teaching. Then the
optimization problem is formulated as (6.16)

min
θ
ψ [P (n)] = min

θ
ψ

( n∑
k=1

CT (k, θ)V (k)−1C (k, θ)

)−1
 (6.16)

. The optimization above is unconstrained. However, for the camera system, the target
object should always be kept visible in the image which brings in the visibility constraint in
(6.17) [

0
0

]
≤ g1 (θ) =

K12 (R (θ)X + T (θ))

K3 (R (θ)X + T (θ))
≤
[
Wmax

Hmax

]
. (6.17)

Some are empirical constraints restricting object size in the image in (6.18) and the view
angle in (6.19)

Smin ≤ g2 (θ) = max
j

{
K12 (R (θ)Xj + T (θ))

K3 (R (θ)Xj + T (θ))

}
−min

j

{
K12 (R (θ)Xj + T (θ))

K3 (R (θ)Xj + T (θ))

}
≤ Smax,

(6.18)

|g3 (θ)| ≤ αmax, (6.19)
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where g3(·) is the function calculating the view angle and αmax = 60deg is the maximum
view angle. Size limit of the object [Smin, Smax] is set to be [300, 2000] For the robot system,
there is also constraint for collision as (6.20).

gcollide (θ) ≤ dmax, (6.20)

where the function gcollide(·) calculated distances of robot arms to the boundary of the
workspace. As a result, the optimal experimental design of measurement poses is a non-
linear constrained optimization (6.21

min
θ
ψ [P (n)] = min

θ
ψ

( n∑
k=1

CT (k, θ)V (k)−1C (k, θ)

)−1


s.t. [0, 0]T ≤ g1 (θ) ≤ [Wmax, Hmax]T

Smin ≤ g2 (θ) ≤ Smax

−αmax ≤ g3 (θ) ≤ αmax

gcollide (θ) ≤ dmax.

(6.21)

Choosing the estimation variable x = [δRs, δTs, δTc], optimization methods including
gradient-based sequential quadratic programming (SQP) and sampling-based genetic pro-
gramming are used for measurement poses design. However, it turns out the gradient-based
method does not converge to a reasonable result. Only the sampling-based method gives
performance improvement. The sampling-based optimization, however, requires optimizing
the whole set of way points of the trajectory simultaneously which results in a very high
dimension of search space. In terms of optimality criterion, D-optimality, also called O1

criterion is considered. First we derive the dynamic programming formulation in (6.22),
attempting to decouple the design of way points. J0

k is the optimal cost to go function using
the D-optimality

J0
k (P (k − 1)) : = log (|Mn|)− log (|Mk−1|)

= max
Ck,··· ,Cn

{
log
∣∣1 +Hk

TP (k − 1)Hk

∣∣}
= max

Ck

{
J0
k+1 (P (k)) + log

∣∣∣1 + C(k)TV (k)−
1
2P (k − 1)V (k)−

1
2C (k)

∣∣∣} ,
(6.22)

where Mn and Hk are defined as

Mn : =
n∑
k=1

C(k)TV −1 (k)C (k),

Hk : =
[
C(k)TV (k)−

1
2 , C(k + 1)TV (k + 1)−

1
2 , · · ·C(n)TV (n)−

1
2

]
.

(6.23)

Unfortunately, there is no closed form solution of J0
k , but using the property of imaging

system and decomposition of determinant, the search space can be reduced in the image
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plane. Further decoupling the optimization by only optimizing one step each time on

log
∣∣∣1 + C(k)TV (k)−

1
2P (k − 1)V (k)−

1
2C (k)

∣∣∣
gives the one-step horizon planner design. The resulting trajectory is not the optimal solution
of the dynamic programming problem but it is found to have good performance in practice.
One similar work with one-step horizon design is presented in [56] but it uses the gradient-
based method with heuristic initializations. The detailed design steps are given below:

1. Given current posterior covariance P(k-1), formulate one-step horizon optimization

max
C(k)

log
∣∣∣1 + C(k)TV (k)−

1
2P (k − 1)V (k)−

1
2C (k)

∣∣∣.
2. Reduce search dimension in image plane by placing the position of object in the next

view point at the corner of the image.

3. Linear search for the optimal yaw angle of the camera.

4. Given object position in image and view angle of camera, sample on the potential end
effector position of the robot for optimal solution.

5. Use the inverse kinematics for solving the joint angle and generating the next observa-
tion, then update the covariance matrix P (k).

The proof optimality of principles 2, 3, 4 are given in the following section.

Optimality and Comparison to Other Approaches

This section aims to first explain the principles of the design introduced above. Second, it
justifies the optimality of the one-step horizon design under unconstrained cases. For the
constrained cases, it is compared to the OEM problem. Several assumptions are necessary
for the principle to be optimal. First, there is no process noise in the Kalman Filter model.
Second, the feasible design space of C(k) is a subset of an elliptic surface. When the design
space is an elliptic surface, it can be regularized to a sphere so that all potential vectors of
C(k) are of the same norm. Without loss of generality, we assume that we are designing
C(k) on a subset of the sphere. Third, joint zeroing error should not be included in the
estimation together with other terms. The second and third terms can be ignored when it is
not necessary to further reduce the search space dimension of the one-step horizon design.
In this case, steps 2, 3, 4 are no longer optimal but the efficiency of one-step horizon design
is improved. For the one-step horizon design, at step k, it is to solve C(k) as a function of
joint angles θ to maximize

log
∣∣∣1 + C(k)TV (k)−

1
2P (k − 1)V (k)−

1
2C (k)

∣∣∣ .
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The optimal value is achieved when C(k) is closest to the smallest eigenvector ck of√
V (k)P (k − 1)

√
V (k). Note

C · ck =
−â · (K12 − x (θ)K3)Q1

[
R (θ) [X] R (θ) I J (θ) + dRX

dθ

]
K3Q1 (R (θ)X + T (θ))

· ck

= (â · f12 (θ) · ck − (â · x (θ)) f3 (θ) · ck)
= f0 (θ)− (â · x (θ)) f3 (θ) ,

(6.24)

where f0, f3 are scalar functions of θ. maxθ C(k) · ck is not decoupled when third assumption
is not satisfied due to the existence of J(θ) the Jacobian matrix. When joint zeroing error
δθ is not included,

C · ck =
−â · (K12 − x (θ)K3)Q1

[
R (θ) [X] R (θ) I

]
K3Q1 (R (θ)X + T (θ))

· ck

= (â · f12 (R (θ)) · ck − (â · x (θ)) f3 (R (θ)) · ck)
= f0 (R (θ))− (â · x (θ)) f3 (R (θ)) .

(6.25)

In this case f0, f3 are only functions of the rotation matrix R of the camera. Though x,R
are both functions of θ, the position x of the object in the image plane can still vary in a
certain area of the image plane when R is fixed. Now f0 − (â · x)f3 is easily maximized by
following the direction of â on the boundary when the search region of x is convex in image.
Generally, it will result in the corner of the image.

When x is derived, R(θ) can be chosen separately. The wafer handling robot only has
rotation freedom at the yaw angle; hence a line search can be performed on the C(k)ċk for
maximum value. If there are more than one dimension of freedom for the robot, R can be
optimized using [144].

6.4 Experimental Results

The experiment is done with a wafer handling robot and a manually made chamber opening
in the lab. The robot holds a wafer on the upper blade and a camera is mounted on the
blade. The intrinsic matrix of the camera is already calibrated ahead. The communication
loop used in the experiment is shown in Fig. 6.2. The image captured by the camera is
received and processed by the host PC. All the auto-teaching related calibration is done in
the host PC. The estimated object position, expressed as offsets to the nominal position,
is fed to the target PC at 20Hz frequency using UDP communication. The host PC also
receives the encoder readings at the time when the image is captured. All the motor-level
control is done in the host PC which sends control commands to the robot driver at 1kHz
frequency.

To avoid the effect of vibration and camera delay, the robot is commanded to move step
by step. Images are taken when the robot is fully stabilized. The robot is moved to a random
initial pose at each trial. During each trial, the robot
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Figure 6.2: Communication loop between robot controller, camera and host PC.

1. detects and estimates the shape

2. designs the measurement poses for optimal calibration

3. updates the error terms using the Kalman filter

4. updates the target position

5. gets next pose of measurement from trajectory planner and updates the pose designed
in 2) using the updated target position

The number of measurements, or the number of steps of the movement, are fixed because
the trajectory planner is an exact design, which means the optimality refers to a fixed
number of measurements. However, the set of measurements can be extended by setting the
current pose and estimated covariance as initial conditions and conducting another optimal
design with the initial condition. 10 trials are executed with different initial poses to get the
statistics of the auto-teaching result. The convergence of the calibration errors are shown
in Fig. 6.3. The coupled estimation is the sum of camera translation and center translation
error. When the blade approaches the opening and the orientation does not change in the
final steps, the contribution of center and camera translation cannot be decoupled. The
coupled estimation converges means that the opening calculated from the calibration result
coincides with the detected opening in terms of the image plane.

The statistics of the final step is calculated and shown in Table 6.4. Error terms in the
last step of the 10 trials are extracted and statistics of the 10 trials is expressed as

±standard deviation (peak deviation)
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Figure 6.3: Convergence of estimated rotation and translation errors.

It is observed that the Z axis (vertical or height) has a much smaller standard deviation
than the X and Y axis. It is mainly because there are two very long straight-line features in
the shape of the chamber opening. It makes the eigenvalue along the Z axis the highest and
thus making it have the highest accuracy. The optimality criterions (observability indices)
of the proposed active auto-teaching method is compared with the auto-teaching experiment
with an adaptive controller in Fig. 6.4. The shaded area represents the standard deviation
of observability indices in 10 trials. It can be seen that the optimality of proposed methods
is always higher than the default one without active calibration.

6.5 Chapter Summary

This chapter introduces active auto-teaching which closes the loop of calibration process of
the hand-eye system. An optimal measurement pose planner is proposed to plan waypoints of
the trajectory for auto-teaching using the feedback from the calibration module. The OEM-
based planner designs robot poses that maximize the eigenvalues of the Fisher information
matrix for calibration, which minimizes the posterior uncertainty of estimated variables.
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Table 6.4: Statistics of the final estimation in 10 trials.

Translation error X(extend) Y(horizontal) Z(vertical)

Opening w/o active calibration ±33(90) ±25(65) ±0.2(0.5)

proposed ±0.5(0.9) ±2.0(4.0) ±0.1(0.3)

Camera w/o active calibration ±33(86) ±26(66) ±0.2(0.5)

proposed ±0.4(0.6) ±1.9(3.4) -

Coupled w/o active calibration ±0.9(1.2) ±1.1(0.7) ±0.4(0.5)

proposed ±0.5(1.0) ±0.3(0.6) ±0.1(0.3)

Figure 6.4: Comparison of observability indices between optimal designed trajectories and
adaptive control trajectories generated by the previous auto-teaching experiment.

Experimental results in the workspace with chamber opening show that active auto-teaching
improves both the accuracy and robustness of the estimated hand-eye system parameters
and object locations.
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Part II

Autonomous Driving System
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Chapter 7

Deep 3D Detection with
Camera-LiDAR Sensor Fusion

7.1 Introduction

The camera suite on the driver-less car generates 2D images with different view angles. The
most frequently used is the front camera. The 3D LiDAR is a laser scanner and it returns
sparse 3D point clouds with accurate distance information. An example of the returned
data of these two types of sensors is shown in Fig. 7.1. 2D images from the camera suite
provide rich texture descriptions of the surrounding, while accurate depth is hard to obtain.
On the other hand, 3D point clouds from LiDAR can provide accurate depth and reflection
intensity, but the resolution is comparatively low. Therefore, 2D images and 3D point clouds
are potentially supplementary to each other to accomplish accurate and robust perception,
which is a prerequisite for autonomous driving.

Recent works on camera-LiDAR fusion can be categorized into two main frameworks as
illustrated in Fig. 7.2. Serial fusion in Fig. 7.2(a) processes the camera data and LiDAR
data sequentially such as F-PointNet [146], RoarNet [147] and others [148, 149, 150]. This
structure does not conduct interaction between sensors and it extracts different detection
results from the two sensors due to their unique property. The rich texture information of
images provided by the camera can recognize objects effectively. Therefore this framework
first generates potential 2D detections from camera data only, and then refine them with
the 3D LiDAR data and network. The image detection module does not receive information
from LiDAR. Some earlier work [151, 152, 153] switch the sequence and process LiDAR data
first. The serial fusion structure modularizes the design and tuning of algorithms for the
camera and LiDAR, but limits the upper bound of the performance because it lacks deep
fusion of multi-modal information and usually disables the joint training of networks.

Parallel fusion in Fig. 7.2(b) uses one big network for processing both camera and LiDAR
data. Famous network architectures of this category include MV3D [154], AVOD [155],
MMF [156] and 3D-CVF [157]. The parallel fusion integrates multi-modal information inside



CHAPTER 7. DEEP 3D DETECTION WITH CAMERA-LIDAR SENSOR FUSION 102

(a) Front-view image from camera suite.

(b) Point-cloud from 64-line 3D LiDAR

Figure 7.1: Visualization of data returned by the camera and LiDAR [145].

the network and uses joint training to make sure that the detector is optimized for taking
both sensors into account when producing detection outputs. The challenge of parallel fusion
lies in how to design the fusion mechanism because camera and LiDAR data are of different
spaces and have quite different representations. Unlike serial fusion, the performance and
efficiency of parallel fusion mainly depends on the design of the fusion mechanism. Earlier
work [158, 159] implement simple fusion by transforming the raw data between sensors.
Later work, including our proposed method [160], implement more complex transformation
at feature level in the middle of the network. However, finding the most effective fusion
mechanism is still an open question and people are looking for in-depth understanding of
multi-modal fusion.

In this chapter, we propose two fusion methods using the correspondence of point cloud
and pixels for serial and parallel camera-LiDAR fusion in deep convolutional neural networks
(CNN). The proposed methods are able to conduct fusion in arbitrary layers of the network.
They are very efficient and add little overhead to the inference time. The proposed Sparse
Non-homogeneous Pooling Layer (SHPL) for parallel fusion is independent of the CNNs,
which means it can be applied to any state-of-the-art single sensor networks and integrate
them to construct a fusion network. This important property reduces the effort on designing
the overall architecture of the network and takes the advantage of the latest development in
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Figure 7.2: Illustration of two camera-LiDAR fusion frameworks.

single-sensor detection.
The chapter is organized as follows. In Section 7.2, detection networks with single sensor

input are reviewed which are used as the backbone of our sensor fusion networks. In Sec-
tion 7.3, the fusion networks are reviewed in detail to provide an overall knowledge of the
most recent development in this area. In Section 7.4, a serial fusion structure is proposed
by segmenting the depth information from LiDAR data with a camera proposal network.
In Section 7.5, the innovative sparse non-homogeneous pooling layer (SHPL) is proposed
for general parallel fusion between camera and LiDAR detection networks. In Section 7.6,
several camera-LiDAR fusion networks are constructed with SHPLs and the performance
evaluated on the benchmark dataset for autonomous driving.1

7.2 Detection Networks with Single Sensor Input for

Autonomous Driving

Deep neural networks (DNNs) based on a single sensor have been developed in many other
areas. Networks for images are very successful and their extensions to LiDAR are growing
rapidly. Their CNN backbones serve as good candidates for the data processing units of a
fusion-based network.

The camera-based detection receives the most attention from researchers. The compe-
tition is very intense on KITTI dataset [161] with hundreds of proposed structures. Most
well-performed camera-based networks including MS-CNN [162], RRC [163] and modified
Faster-RCNN [164] only produce high quality bounding boxes in 2D front view images. There

1This work includes materials from the author’s previously published paper [160].
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are surprisingly some single-camera-based networks capable of 3D detection. By adding the
prior dimension knowledge of cars and cyclists, the earlier works such as 3DVP [153] and
Mono3D are able to produce 3D bounding boxes. The more recent works such as Monocular
3D [165], Deep3DBox [166] and DeepMANTA [167] produce even more accurate 3D boxes
from monocular vision than networks using stereo vision such as 3DOP [168].

Unfortunately, the nature of the sensor limits the upper bound of the 3D detection ac-
curacy of camera-based networks. As the development of 3D convolution on unstructured
point cloud data accelerates after 2017, it is very hard for camera-based networks to catch
the performance of LiDAR-based networks. Despite the new development of providing more
semantic information and more precise segmentation in camera-based networks, only few
camera-based 3D detection networks are published nowadays such as Pseudo-LiDAR [169]
and MonoPair [170]. Meanwhile, they are not even comparable to other LiDAR-based net-
works.

LiDAR-based detection networks has been explored extensively in the last three years,
and their architecture has been changing drastically. The most intuitive thought of extend-
ing the successful 2D-CNN from images to the LiDAR point cloud is to use 3D-CNN with
voxel representation. Unfortunately, the high computational complexity in the large outdoor
scene makes it intractable. LiDAR data collected in autonomous driving scenarios has its own
inherent sparse property. Vote3Deep [145] conducts sparse 3D convolution to reduce com-
putational load, but it does not apply to GPUs with parallel acceleration. VoxelNet [171]
implements 3D convolution on voxel representation that is coarsely divided in height. It
achieves highest scores in 3D detection with acceptable speed in 2017 and has become the
symbol of LiDAR-based network with voxel representation. The main drawbacks of this
category are the loss of information due to voxelization and low speed. Its successor SEC-
OND [172] proposed sparse 3D GPU-convolution to increase the efficiency. PointPillar [173]
reduces to 2D convolution after a 3D feature encoder for faster speed. Center3DNet [174]
uses the anchor-free technology to reduce the number of 3D proposals.

Another main stream is to use multilayer perceptron (MLP) with point representation
and the most typical work is PointNet [175]. Point representation preserves the unstructured
data format from the LiDAR sensor which minimizes the information loss. As a result,
available operators on the point representation is quite limited and not suitable for large-
scale scenarios in autonomous driving. PointNet++ [176] groups and separates the point
cloud by only processing the neighborhood but calculating the neighborhood topology is
expensive which slows down the method. More recent networks, including 3DSSD [177],
SERCNN [178] and STD [179], focus on reducing the complexity with various new point-
based structures.

VeloFCN [180] and the SqueezeSeg [181, 182, 183] series project point cloud to the front
view with cells gridded by LiDAR rotation and then applies normal 2D CNN for classification
and segmentation. This architecture is simple and very fast in inference time, which is most
suitable for on-line implementation on the vehicle. However, the front view representation
of point clouds shares the same multi-scale problem as the camera, because the sizes of
objects change as distance varies. Therefore, its performance is not as good as the other
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networks with true 3D representation. It is worth noticing that all these types of networks
keep generating higher detection accuracy as a consequence of the development of the general
deep learning area.

Many new categories of architectures emerged in the last year, producing higher accuracy
and shorter inference time. Hybrid methods with both voxel and point representation, in-
cluding Point R-CNN [184], PV-RCNN [185, 186], SA-SSD [187] and HVNet [188], achieves
the highest accuracy in current benchmark. RangeRCNN [189] integrates the point repre-
sentation and front view projection to leverage the speed and accuracy. New convolution
layer called graph convolutional network (GCN) is also being explored in PointRGCN [190]
and Point-GNN [191].

7.3 Detection Networks with Camera-LiDAR Fusion

The network based on camera and LiDAR fusion, especially for pedestrian detection, has not
been sufficiently investigated when our work is proposed. Before our proposed work, fusion
networks were slow and limited. The fusion must either happen at the early stage of raw
data level or late stage of object level shown by Fig. 7.3. No network is able to perform fusion
at the middle of its backbone. Our proposed work enables using the fast one-stage detection
structure in fusion-based networks to increase speed. Moreover, it is a new middle-stage
fusion highlighted in Fig. 7.3.

Prior to our proposed work, some works [158, 152] apply early fusion by projecting
point clouds to the image plane and augment the image channels after upsampling. Such
structure fuses camera and LiDAR data through the whole network but only on the image
plane. It means that the accurate 3D information of LiDAR point clouds is almost lost. The
localization banks on that the regression can magically retrieve the 3D measurement of point
cloud, which is not the case according to their low 3D detection score. Pose-RCNN [151]
adapts the Fast-RCNN structure where the region proposal is done by classic selective search
in LiDAR voxel representation. The fusion structure does not feed LiDAR data into the
deep convolutional network which means the classification relies merely on camera data.
The state-of-the-art MV3D network applies a region proposal network (RPN) on the point
cloud projected to the bird’s eye view plane. It preserves the 3D measurement in the region
proposal stage. Then it uses the Faster-RCNN and Deep-fused Net [192] structure in the
second stage. Note that the region proposal stage only takes the bird’s eye view LiDAR
data. The quality of proposals is limited by using a single sensor. The speed is also limited
because the fusion must happen at the second stage.

Right at the same time and after when we proposed our method, a lot of middle-stage
parallel fusion methods were also introduced by other researchers. MMF [156] and Con-
tFuse [156] by Uber share very similar ideas in terms of grid-based feature fusion layer.
PointFusion [150] introduces point-wise feature fusion. However, the performance of middle-
stage parallel fusion has been increasing slowly in the last few years while all other fusion
methods have been iterating quickly over time. This is because the middle-stage method uses
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Figure 7.3: Three different structures of the parallel fusion method.

features at the middle of the network which are the least controllable and interpretable. The
detection system becomes a huge black box which is hard to probe and tune despite its the-
oretical upper limit of potential. The most recent 3D-CVF [157] uses both the middle-stage
and late-stage parallel fusion and adds a refinement network which achieves high ranking in
the public benchmark dataset.

The late-stage parallel fusion is similar to serial fusion methods. They share the same
intuition of proposal-refinement framework. F-PointNet [146] is most famous for this. In
this framework, the potential objects are proposed from one (serial fusion) or both (parallel
fusion) sensors, and then the class and pose of these potential objects are checked and re-
fined by the following network using either the other sensor (serial fusion) or both sensors
(late-stage parallel fusion). The refinement is mainly dominated by the LiDAR sensor be-
cause it provides very precise 3D measurement. RoarNet [147] and F-Conv [149] are other
serial fusion networks with state-of-the-art (SOTA) performance when they were published.
MLOD [193], PI-RCNN [194] and CLOCs [195] are recent works of the late-stage parallel
fusion category where they use both sensors to generate proposals and fuse multi-modal
features in each proposal for further refinement. Unlike middle-stage counterparts, propos-
als have clear physical meaning which means they can be supervised by labels, making the
training of the network more modularized and much easier. The proposal-refinement intu-
ition is so successful that it also affects most SOTA LiDAR-detection networks and there
are even works dedicated to designing sub-networks merely for refinement like epBRM [148]
and Patch-EMP [196].
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7.4 Serial Attenion-based Fusion Layer

This section proposes a serial fusion structure which uses camera-based network to help
segment LiDAR point clouds. The idea is that the 3D position of objects are accurately
measured by the LiDAR point clouds. Since there is the calibration matrix that aligns images
with point clouds in the front view, we can extract corresponding point clouds from the
segmentation of the camera as shown by Fig. 7.4. However, the existing camera segmentation
network requires first down-sampling and then up-sampling which is very slow. In this work,
we propose to segment 3D positions from down-sampled features. A non-zero max-min
pooling layer is used to keep the extreme 3D locations of the point cloud when doing down-
sampling. Finally, the 3D position of the object detected from the camera is interpolated
from the down-sampled extreme 3D locations of point clouds.

Figure 7.4: Segmented front-view pedestrian point cloud from camera.

As a serial fusion method, this work depends heavily on the camera network to segment
and classify objects. The advantage is that we can use a 2D detection network during the
training. The LiDAR point cloud is only used for regressing the 3D position of objects while
the orientation cannot be well estimated.

Downsampling Extreme Values of LiDAR Point Cloud

The 3D position of an object is bounded by the x, y, z location of its point clouds measured
by the LiDAR sensor. In order to keep the upper and lower bounds of point clouds in a
down-sampling network in GPU, we need to design a specific layer. The max pooling layer
is widely used in convolutional neural networks which returns the extreme value in every
k× k region. The projected LiDAR point cloud on the image plane, however, has undefined
points because point clouds are much sparser than camera image pixels. In the projected
front-view point-cloud in Fig. 7.4, the write pixels are corresponding LiDAR points and the



CHAPTER 7. DEEP 3D DETECTION WITH CAMERA-LIDAR SENSOR FUSION 108

black pixels are undefined which are set to the default 0. In order to extract the extreme
values while not touching the undefined points, we constructed a non-zero max-min pooling
layer as shown by Fig. 7.5. This pooling layer conducts a similar operation as the max
pooling layer but ignores the point with value 0. A 2 × 2 non-zero max-min pooling layer
extracts the maximum and minimum value of the H ×W × C input layer in each channel
and outputs a N/2 ×M/2 × 2C output layer. If all the points are undefined like the red
square in Fig. 7.5, then the output will be set to the default 0.
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Figure 7.5: A demonstration of the non-zero max-min pooling layer which down-samples the
projected front-view LiDAR point cloud. After each operation, the input feature map will be
down-sampled into two output feature maps, the max-values on the left and the min-value
on the right, respectively.

One may think the proposed layer just keeps the boundaries of point clouds in a local
region. However, after multiple down-sampling operations, the non-zero max-min pooling
is doing more than just keeping the boundary, because it keeps all combinations of max’s
and min’s. A example is illustrated by Fig. 7.6 where the value of other edges are extracted
except the extremes 3 and −9 in the output 1×1×8 output layer. The segmentation network
can then determine whether to take 3, 2, 1,−1,−2 or −9 as the object center instead of just
choosing from 3 and −9.
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Figure 7.6: An example of a 8 × 8 × 1 input layer after 3 times of pooling. The values
simulate two clusters and a background of value −9. The max-min pooling will not only
result in the 8× 8 extremes 3 and −9, but also the edges 2, 1,−1,−2 of local clusters.

Soft Attention with 2D Heatmap

The attention mechanism is widely used for improving both the performance and the inter-
pretability of deep neural networks. Here we use the attention layer from the camera-based
network to interpolate the 3D positions we down-sampled from LiDAR point clouds. The
structure is illustrated below in Fig. 7.7. First, we pick the front-view image features and
projected point clouds that are down-sampled by the same number of times, so that they
have a one-by-one correspondence. Suppose that they are down-sample by 3 times and the
camera feature map is H ×W × C and the LiDAR point map is H ×W × 8. Then a 2D
convolutional layer is applied to produce a H × W × 8 heap map followed by a softmax
layer which normalizes the heat map to a H ×W × 8 probability map that sums up to 1
pixel-wise. Then the down-sampled point cloud dot products with the probability map, so
that a position map of H × W is generated. Each pixel is the estimated position of the
object containing this pixel.

The overall network structure with the fusion structure is implemented in Fig. 7.8. The
MS-CNN, which is the best 2D detection network when this structure is proposed, is used
as the camera-based network. The inputs are front-view RGB image from camera and
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Figure 7.7: The fusion structure that interpolates the attention probability from camera-
based network to interpolate LiDAR point clouds.

projected point cloud image from LiDAR which are aligned by the calibration between two
sensors. During the training phase, the camera-based network has the same loss function for
2D detection training, and the 3D location loss function is implemented at the end of the
LiDAR stream. The 3D loss function is the huber loss between pixel-wise estimated object
position and ground truth object position. When doing inference, the layers of MS-CNN
after the one that generates the heatmap, which are conv5-1, conv5-2, conv5-3, conv6-1,
deconv and RPN, can be discarded to improve the speed.

Experimental Results

The result is evaluated on the KITTI detection dataset. The KITTI dataset has 7481
frames of camera images and LiDAR scans in the training dataset with about 30K objects.
It labels all objects with a 3D bounding box. Since this proposed network is unable to
predict the 3D orientation, we evaluate the 3D localization performance of detected objects
following the standard defined in SubCNN [197]. A detection becomes a true positive (TP)
if the predicted 3D location of the object is within a certain distance of the ground truth
3D location. Otherwise it is a false negative (FP). A ground truth label becomes a false
negative (FN) if there is no predicted object within its ball of a certain distance. Then the
average precision (AP) [198] is used as a metric to measure the performance.

3D localization performance on the KITTI validation set is shown by the precision-recall
curve in Fig. 7.9 and Fig. 7.10. We use two thresholds, 1.5m and 2m for calculating the AP.
The KITTI dataset has three difficulty levels, namely Easy, Moderate and Hard, so there are
three APs for three difficulty levels. The comparison is done with the SubCNN published at
the similar time. We achieve higher localization accuracy in Table. 7.1 on pedestrians and
cyclists which are harder to predict than cars.
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Figure 7.8: The serial soft-attention-based fusion network constructed with MS-CNN [162]
and the proposed non-zero max-min pooling.

(a) (b)

Figure 7.9: 3D localization performance on pedestrians with distance thresholds 1.5m and
2m. Results are on the KITTI validation set.
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(a) (b)

Figure 7.10: 3D localization performance on cyclists with distance threshold 1.5m and 2m.
Results are on the KITTI validation set.

Table 7.1: 3D localization performance compared with other networks on KITTI validation
set with distance threshold as 2m.

KITTI validation Cars Pedestrians Cyclists
Average precision Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

SubCNN [197] 70.52 56.20 47.03 - - - - - -
3DVP [153] 66.56 51.52 42.39 - - - - - -

Ours - - - 77.56 73.93 66.71 60.46 46.50 44.75

We also show the 2D detection performance compared to MS-CNN used as our backbone
network in Table. 7.2. Since we are also adding point cloud information to the MS-CNN,
the 2D detection detection performance becomes better as more information is fused. The
inference time of our network, with 2D and 3D parts together, is 0.12s while the inference
time of original MS-CNN is 0.10s.

Table 7.2: 2D detection performance compared with other networks on KITTI validation
set.

KITTI validation Cars Pedestrians Cyclists
Average precision Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

SubCNN [197] 95.77 86.84 74.07 86.43 69.95 64.03 74.92 59.13 55.03
MS-CNN [162] 94.08 89.12 75.54 77.74 72.49 64.43 - - -

Ours (uses MS-CNN) - - - 77.56 73.93 66.71 60.46 46.50 44.75

Some exemplary detection results are shown in Fig. 7.11. The predicted 3D position
marked by yellow circle is compared to a naive approach of estimating position from 2D
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bounding boxes marked by red. The naive approach calculates the mean of all projected
LiDAR points cloud inside the detected 2D bounding box in the image plane, which may
include outlier points not belonging to the point. Our predicted 3D position is much better
than that of the naive approach with the same predicted 2D bounding boxes. This means
our method is able to accept the correct points belonging to the true object and reject the
outlier points.

➢ : object center predicted by the network

➢ : object center by averaging point cloud 
inside the image bounding box (naïve approach)

➢ : ground truth boundary

(a) Example 1 of pedestrians.

➢Distance: 55m

(b) Example 2 of cyclist.

Figure 7.11: 2D detectoin and 3D localization result on KITTI validation set. Left is the
camera image. Right is the bird’s eye view LiDAR point cloud.
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7.5 The Sparse Non-homogeneous Pooling Layer

We propose a new layer for parallel fusion networks. It aims to transform feature maps
between CNNs of different sensors in an efficient way. Its idea originates from the spa-
tial transformer network proposed in [199] which introduces parallel computation of rigid
transformation and scaling transformation on feature maps as convolutions. These trans-
formations, however, do not apply to the relationship between LiDAR and camera sensors
because their corresponding transformations are not affine. In terms of convolution, we
name the convolutions for rigid and scaling transformation as ”homogeneous convolution”.
For example, the general convolution and pooling used in CNNs are homogeneous since

f (x, y) =
∑
u,v

k (x− u, y − v) g (u, v). (7.1)

The kernel k(u, v) has the same finite support on (u, v), such as [−1, 1]×[−1, 1] with the kernel
size of 3, which is independent of (x, y). The widely used convolution and pooling layers,
including the layer proposed in [199] all belong to this category. Consider the projective
transformation between the front view camera image and 3D point clouds

 uw
vw
w

 = P


x
y
z
1

 , (7.2)

where P is the projection matrix derived from camera-LiDAR calibration, (u, v) is the pixel
in image and (x, y, z) is the coordinate in 3D. If written as a convolution operation, the
equation is then

f (x, y, z) =
∑
u,v

kx,y,z (u, v) g (u, v), (7.3)

and the support of kernel is sup (kx,y) =
{

(u, v)
∣∣∣[u , v]T = w−1P12X,w ∈ R+

}
where X =

[x, y, z, 1]T and P12 contains the first two rows of P . Both the elements and measure of the
support depend on (x, y, z). If the transformation was done as above, the computation would
be heavy and non-parallel because a large but various number of g(u, v)′s were involved for
each (x, y). The proposed sparse non-homogeneous pooling uses the point cloud to reduce
the support region. It also formulates the non-homogeneous convolution and pooling as
parallel operations with sparse matrix multiplication so that it can be done in GPU with
auto-back-propagation for network training.

Non-homogeneous Pooling as Sparse Matrix Multiplication

The transformation between the front view image feature map and LiDAR feature map can
be sparsified by the point cloud. Instead of matching one pixel (u, v) in front view with a full
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homogeneous line (λx, λy, λy) in 3D, only (u, v) and (x, y, z) that share the same point in the
point cloud are paired. The transformation is still non-homogeneous as the pairing does not
guarantee one-to-n (n fixed) mapping, but the computation is sparse as the number of points
in point cloud is of only 104 scale compared to the number of 3D cells at 106 scale. Suppose
the front view feature map is of size Hf ×Wf and the 3D feature map is Lb×Wb×Hb. The
LiDAR point cloud is {(xi, yi, zi) |i = 1, 2, · · ·N }, the transformation kernel is sparsified as
(7.4)

kx,y,z (u, v) = δ(x,y,z)(xi,yi,zi)kx,y,z (u, v) δ(u,v)(uj ,vj), i, j = 1, 2 · · · , N, (7.4)

because only (u, v), (x, y, z) corresponding to the same LiDAR point are transformed. The
transformation becomes (7.5)

f (xi, yi, zi) =
∑
u,v

kxi,yi,zi (u, v) δ(u,v)(uj ,vj)g (u, v)

=
∑
j

kxi,yi,zi (uj, vj) g (uj, vj)

=
∑
j

kxi,yi,zi (uj, vj) δ(xi,yi,zi)(xj ,yj ,zj)g (uj, vj),

(7.5)

where

δab =

{
1, a ∼ b
0, otherwise

. (7.6)

So the transformation kernel, instead of having a small support like convolution, is a sparse
LbWbHb × HfWf matrix of {(x, y)} × {(u, v)}, or of ZN/ ∼ × ZN where ∼ is the equality
and [·] means round to integer.

(xi, yi, zi) ∼ (xj, yj, zj)⇔ ([xi], [yi], [zi]) = ([xj], [yj], [zj]) . (7.7)

There are at most N non-zero elements in the sparse matrix regardless of the size of feature
maps. The kernel is normalized by the number of points in one cell as formulated in (7.8)

kxi,yi(uj, vj) = |{k ∈ {1, 2, · · ·N} |(xi, yi) ∼ (xk, yk)}|−1 . (7.8)

Note this can be extended to more general interpolation methods like bilinear pooling by
associating the LiDAR point with not only the one pixel it projects to, but also its neighbors
and normalize the matrix row-wise to have sum 1.

SHPL Implementation as a Network Layer

The sparse matrix multiplication is decomposed into three parts when implemented in the
GPU, which corresponds to the following three matrices P,K,Q in (7.9)

f(xi, yi, zi) =
n∑
k=1

Qik

C∑
l=1

Kk(l)
N∑
j=1

Pkjg(uj, vj), (7.9)



CHAPTER 7. DEEP 3D DETECTION WITH CAMERA-LIDAR SENSOR FUSION 116

and their operations are shown in Fig. 7.12. The P is a gather operation in GPU which
extracts the features (cells) in 2D feature map corresponding to each projected point cloud.
Assume there are n points in the point cloud and each 2D feature is of D2D dimension. The
gather operation stores the extracted features as a dense n × 1 × D2D tensor. Moreover,
instead of just gathering the only one cell for each point, we can gather its neighborhood
with C features for each point which will result in a n × C × D2D tensor. Then the K
denotes a general convolution operation applied to the dense tensor. This convolution is
only conducted on a small subset of features in the feature. Assume the features in 3D
feature map are of dimension D3D, then the K can generate a n× 1×D3D tensor. Finally,
the Q, which is a scattering operation, redistributes these features to the 3D feature map
whose cells correspond to the n LiDAR points.

3D Conv (𝑥, 𝑦, 𝑧) 2D Conv (𝑢, 𝑣)

Size:M Size:NSize:𝑛 × 1

K

Figure 7.12: The illustration of doing sparse pooling from 2D image feature map to 3D
feature map with an example of n point clouds. First the C × n neighborhood cells in 2D
corresponding to n LiDAR points are gathered and stored as a n × C × Dg tensor. Then
we can do row-wise convolution K to the tensor. Finally the features are scattered to the
correponding cells in the 3D feature map.
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7.6 Parallel Fusion Detection Networks with SHPL

The fusion structure introduced in Section 7.5 allows one-stage detector because the fusion
is done in the first stage across different views, unlike [200] where fusion is done only after
RoI pooling in the second stage. In this section we introduce a one-stage detector that takes
front view camera image and bird’s eye view LiDAR point cloud as input and produces 3D
bounding box from bird’s eye view without RoI pooling. The detection scheme is adapted
from [201] but those of [202, 203] are also compatible.

One-stage Object Detection Network with SHPL

The resolution of image and bird’s eye view point cloud captured in the autonomous driving
scenario is much larger than the benchmark datasets used to evaluate general detection
networks. The test time per frame is important for practical application. One-stage detectors
are much faster than two-stage detectors because they do not have the RoI pooling, non-
minimum suppression and fully connected operation in the second stage. One-stage detectors
directly predict bounding boxes from all the proposals produced by RPN whose number is
usually of 100K scale, which means the proposals should be of very high quality to extract
the very few true positives. In this section we propose a one-stage detection network with
the SHPL for fusion.

The vanilla structure is shown in Fig. 7.13. There are two fully convolutional backbones,
namely the image unit and LiDAR unit. The sparse non-homogeneous pooling layer serves as
the cross-bridge of two units to exchange information between sensors. The image unit uses
the same RPN structure as recent camera-based one-stage detectors. Although the region
proposal is not used during the test, an auxiliary loss is still applied on the image CNN so
that image features get gradients from the supervision in front view in addition to gradients
from the 3D proposal. It serves the similar functionality as the auxiliary loss in [200].
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Figure 7.13: The vanilla fusion-based one-stage object detection network.
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Since the region proposal is in the bird’s eye view, objects of different distances are of the
similar size if they are in the same category. The vehicles in KITTI dataset have bounding
box size (l, w, h) of (4.0, 1.6, 1.6)m ± (0.6, 0.1, 0.2)m and pedestrians are of (0.9, 0.6, 1.6)m
± (0.2, 0.1, 0.2)m in the bird’s eye view plane. There is no multi-scale issue hence the
multi-scale structure in [200] and [204] are not needed.

One-stage detection networks must be more careful with the class imbalance problem.
The class imbalance problem in detectors based on selective search [205] and its solution
in DNNs is summarized in [201]. For two-stage detectors [206], the imbalance problem
is addressed by RoI pooling as it keeps a positive:negative≈1:3 ratio in the second stage.
Actually, other second-stage detectors like [200] also use bootstrapping and weighted class
loss in the first stage when the class imbalance is huge for small objects.

Class imbalance problem is because in addition to the prediction of probability, classifi-
cation also involves binary (or discrete) decision [207]. A utility function or decision cost is
imposed to the classification result where many true negatives, whose probabilities are be-
low some threshold, contribute almost no cost. The so-called hard negative mining solutions
share the same idea of lifting the loss of hard negatives, because there is a mismatch between
the used cross-entropy loss and the decision loss that actually measures the performance.
This work uses the focal loss [201] which is a weighted sum of cross-entropy

FL (p, y) = αy(1− py)γCE (p, y) , (7.10)

where p is the vector of probability of the sample among all classes. y is the label of the
sample. py = p(y) is the probability at class y and αy is an empirical weight for each class.
CE(·) is the cross-entropy. Focal loss is very efficient and is demonstrated to be effective on
image-based one-stage object detectors by [201].

Experiments Using the Proposed One-stage Detector

The network based on sparse non-homogeneous pooling is evaluated on the KITTI dataset
which has calibrated camera and LiDAR data and ground truth 3D bounding boxes. The
KITTI 3D object and bird’s eye view evaluation are used. We focus on the pedestrian
category. When the network is published, the maximum average precision (mAP) on KITTI
is still very low among all fusion-based networks where average precision (AP) is only about
26%. It is shown that the fusion structure helps a lot on the 3D proposal of pedestrians from
bird’s eye view since there is enough fused information.

Implementation Details

The vanilla version in Fig. 7.13 uses VGG for both LiDAR and camera. The VGG16 is full
VGG pretrained on ImageNet in contrast to the reduced VGG used in [200]. The input is the
1280×384 camera image and the 600×600×9 gridded LiDAR bird’s eye view representation
with 0.1m resolution on the ground. The feature map produced by the backbone is down-
sampled by 4 times in bird’s eye view and 8 times in front view. In addition, another
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network is constructed with the state-of-the art single sensor networks in Fig. 7.14, called
SOTA version. It uses MS-CNN[162] for camera and VoxelNet[171] for LiDAR. The input
is the 1280 × 384 camera image and LiDAR voxels following the same setting as VoxelNet.
The feature map produced by the backbone is down-sampled by 2 times in bird’s eye view
and 8 times in front view. For both kinds, camera inputs are augmented by globally scaling
randomly between [0.95, 1.05] and shifting randomly between [−10, 10]. LiDAR inputs are
augmented following the instruction of VoxelNet. The calibration matrices for sparse pooling
are changed accordingly. The network is implemented using TensorFlow and one TITAN X
GPU as hardware.
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Figure 7.14: The SOTA version fusion-based one-stage detection network with state-of-the-
art single-sensor networks.

The focal loss is applied to all anchors to deal with the class imbalance. Different from
[201], it is observed that using the focal loss for the non-object class only and cross-entropy
for object classes performs better than using focal loss for all classes. Moreover, instead of
using biased initial weights to prevent the instability of training in [201], an adaptive weight
of losses is used. For non-object class, the loss is formulated in (7.11) as

lossneg = (1− α)× CEneg + α× FLneg, (7.11)

where CEneg is the common cross entropy loss and FLneg is the focal loss on all non-object
anchors . α = 0 for the first 10% of iterations and α = recallpos which is the average recall
rate of objects updated every 500 iterations by exponential average with a decay rate of
0.998. As the recall rate grows higher during training, the weight of focal loss becomes
higher, bringing higher weight on hard negatives. This is similar to that used in [162] where
random sampling is used on all negative anchors first and bootstrapping is used later. The
same smooth l1 loss as [208] is used for bounding box regression.
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Evaluation Speed

The SHPL is tested to be efficient. The pooling of raw inputs (camera image and bird’s eye
view LiDAR above) takes 20ms. The pooling of features in vanilla version (155×46×512 for
camera and 75×75×512 for LiDAR) takes 14ms. With the efficient sparse non-homogeneous
pooling fusion and one-stage detection structure, the test time is 0.11s per frame compared to
the 0.7s per frame in MV3D. For the SOTA version, the inference time is longer because there
is no available official version of VoxelNet. The implementation is modified from an unofficial
publicly available reproduction by Jeasine Ma and does not reach the speed claimed by the
paper [171]. The test time consists of the sparse matrix construction, network inference and
bounding box post-processing (NMS) but the file I/O is excluded.

Detection Results and Discussion

To verify the fusion structure is effectively augmenting features in the RPN, the recall and
precision of the vanilla version is compared with that of the MV3D. To make a fair com-
parison, the cross-entropy loss is used in RPN instead of focal loss and IoU threshold is set
to 0.5. The MV3D implemented in this paper is unofficial but reproduced according to the
paper. Table 7.3 shows, for vehicles, the precisions are similar but for pedestrians, the fusion-
based RPN has much higher precision. This is because the pedestrian is hard to distinguish
with just LiDAR data, while vehicles are distinct from bird’s eye view. The proposals for
pedestrians require more information and the fusion structure provides the front view image
feature, making proposal quality of pedestrians similar to that of vehicles.

Network Vehicle Pedestrian

Type Recall Precision Recall Precision

MV3D 99.4 17.3 97.8 4.2
ours 99.2 19.5 96.6 17.3

Table 7.3: RPN quality of RPN on pedestrians and vehicles on the validation set. All
difficulty levels are included

The pedestrian detection result is evaluated on the validation set and shown in Fig. 7.15.
Due to the limit of hardware, the network is not trained to the same number of epochs as in
MV3D and VoxelNet which are around 150 epochs. The network is trained for 30 epochs on
the train split with 3712 samples and evaluated on the validation split with 3769 samples.
The learning rate is 0.0005 for the first 50% iterations and reduces linearly to 0 for the
last 50%. The CNN backbone of LiDAR part is initialized randomly and the camera part
loads the pretrained weights from VGG and MS-CNN, for vanilla version and SOTA version
respectively.
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(a) The precision-recall-curve on the validation set. (b) The weight of focal loss within 30
epochs.

Figure 7.15: The detection results of SOTA version.

Table 7.4 shows the performance comparison of 3D detection networks presented on the
KITTI dataset. The VoxelNet, due to its superior LiDAR input representation, has much
higher score than other networks. It is even better than our vanilla version fusion-based
network because the vanilla version uses the same hand-crafted LiDAR input as MV3D.
Using the SOTA version, we are able to achieve the highest performance on the validation
set. Fig. 7.15(b) shows the curve of average recall rate during training. The recall drops
when the focal loss is activated and is still increasing at the end of the training process.

Network Pedestrian

Name Easy Moderate Hard

3dssd 27.4 24.0 22.4
AVOD 34.4 26.1 24.2
VoxelNet(Official) 46.1 40.7 38.1

Vanilla(Proposed) 34.0 31.4 29.3
VoxelNet(Reproduced) 46.9 38.1 33.9
SOTA(Proposed) 51.3 45.0 40.2

Table 7.4: Comparison with the SOTA on KITTI. Note the last three rows are on the
validation set with 30 epochs and the first three rows are on the testing set with 150 epochs.
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Two-stage Object Detection Network with SHPL

This section aims to show that the proposed SHPL is very general and can be applied to
other state-of-the-art network structures to improve performance. AVOD [155] is a two-
stage fusion-based detection network that has the top performance on KITTI dataset. Its
structure is shown in Fig. 7.16(a). As we have stated in Section 7.3, it has to fuse features
object-wise after the region proposal. No information between sensors is exchanged before
proposing potential objects. We introduce SHPL to AVOD and modify its structure as
shown in Fig. 7.16(b). The backbone is broken somewhere in the middle and features are
transformed to the other backbone using SHPL.

All the other configurations are kept the same as the original AVOD except the fusion
with SHPL part. The features after the conv4 layer of VGG are used for fusion. The feature
map from the camera network is a H ′f ×W ′

f ×256 tensor and the feature map from LiDAR is
W ′
b ×L′b× 256. After pooling, each feature map from VGG is concatenated with the feature

map transformed from the other sensor, resulting in a feature map of 512 channels.

Experiments Using the Proposed Two-stage Detector

The proposed two-stage detector serves as a very good candidate for ablation study to
demonstrate the effectiveness of SHPL. Both the original AVOD and our modified AVOD
with SHPL are trained end-to-end on the KITTI training set and evaluated on the validation
set detecting pedestrians and cyclists. The average precision of their detection results are
shown in Table 7.5. We examine three fusion schemes with SHPL. The first only pools 2D
camera features to the LiDAR network and augments the 3D LiDAR feature. The second one
only does the reverse way. The third one does the full fusion as shown by Fig. 7.16(b). Since
AVOD uses 2D and 3D features equally for the final 3D detection, augmenting either sensor
channel increases the performance. The third fusion scheme has the largest improvement for
pedestrians. The average inference time of original AVOD is 132ms while the inference time
of modified AVOD with SHPL is 136ms. There is only a 4ms overhead added which means
our proposed fusion layer is very efficient.

Network Pedestrian Cyclist

Name Easy Moderate Hard Easy Moderate Hard

AVOD (original) 50.7 44.7 38.0 59.0 39.6 33.6
AVOD+SHPL (3D←2D) +1.0 +2.5 +3.5 +9.2 +2.7 +8.2
AVOD+SHPL (3D→2D) +1.0 +2.0 +3.3 +8.2 +8.3 +6.0
AVOD+SHPL (3D↔2D) +7.6 +7.4 +8.4 +5.3 +0.5 +5.2

Table 7.5: Comparison with the SOTA on KITTI. Note the last three rows are on the
validation set with 30 epochs and the first three rows are on the testing set with 150 epochs.
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(a) The structure of the original AVOD network which does fusion after the region proposal.
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Figure 7.16: Modification of AVOD with SHPL which enables sensor fusion before RPN.

7.7 Chapter Summary

We explored different fusion structures for 3D detection networks. The focus of our meth-
ods is to provide an efficient end-to-end fusion layer for various kinds of CNN backbones.
The sparse non-homogeneous pooling layer (SHPL), especially, is very general and can fuse
different SOTA single-sensor detection networks. It can even be used to enhance other fusion-
based detectors with very small overhead. In addition, by adding SHPL to the backbone,
we enable the potential of using fusion networks to do other perception tasks like semantic
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segmentation. Without our full feature map fusion method, other fusion methods developed
for detection are not extendable to other tasks because they require fusion at the object-level.
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Chapter 8

Robustness Evaluation of
Learning-based Detection

Deep learning based methods rely heavily on the data and human labels. In Chapter 7, labels
from the public KITTI dataset are trusted and used with equal weights. However, it is shown
in Fig. 8.1 that there are lots of labels with few or even no LiDAR observations, making them
bad labels. Training with these labels will confuse the object detector. On the other hand,
the probabilistic distribution of detection outputs is essential for the following prediction and
planning modulesTo further improve the robustness of learning-based object detectors and
to better evaluate the information generated by detectors, we study the spatial distributions
of objects and propose a new evaluation metric for learning-based detection methods in this
chapter.

KITTI validation set

(a) KITTI validation set.

Waymo validation set

(b) Waymo validation set.

Figure 8.1: Histogram of LiDAR observations (number of points clouds) of all objects.



CHAPTER 8. ROBUSTNESS EVALUATION OF LEARNING-BASED DETECTION126

8.1 Introduction

The availability of real-world driving datasets such as KITTI [209] and Waymo [210] is one
of the key reasons behind the advancement of object detection algorithms in autonomous
driving. However, the data labelling process can be error-prone due to human subjectivity
and resource constraints. Ambiguity or uncertainty may also inherently exist in an object
label. Think about the 3D object detection task, where annotators need to estimate the
object positions only based on the surface information from cameras or LiDARs. Fig 8.2
illustrates several bounding box labels of “Car” objects and their associated LiDAR point
clouds in Bird’s Eye View (BEV). The areas with dense LiDAR points (typically “L-shape”
areas) are easier to be labeled (e.g. object 2), whereas the back side of the object has
higher labeling uncertainty due to insufficient observations (e.g. object 3). Ignoring such
label uncertainty during training may degrade the generalization capability of an object
detector since the model is forced to fit each training data sample equally, even the ones with
remarkable noises. Significantly polluted data with noises can also deteriorate the detection
performance [211]. Therefore, modelling label uncertainty in a dataset is indispensable for
building robust, accurate object detectors for autonomous driving. Previous works have been
focused on modelling class label noises in image classification problem [212, 213, 214, 215].
To the best of our knowledge, modelling label uncertainties in object detection problems has
not been widely studied, especially for bounding box labels.

Uncertainties should be comprehensively considered, not only for the labels, but also for
the evaluation metrics. Intersection over Union (IoU), defined as the geometric overlap ratio
between two bounding boxes, is the most common metric to measure localization accuracy
in object detection. Based on IoU, several metrics for detection accuracy are proposed, such
as Average Precision (AP) [216] and Localization Recall Precision (LRP) [217]. However,
those metrics are designed only for deterministic object detection: they can not be used
to evaluate probabilistic object detectors [218] which provide additional uncertainty estima-
tion. The Probability-based Detection Quality (PDQ) metric [219] is designed specifically
for probabilistic object detection. However, PDQ and the other aforementioned metrics only
compare predictions with bounding box labels without considering the uncertainty (or am-
biguity) in the labeling process. As a result, existing evaluation metrics may not fully reflect
the performance of an object detector.

In this work, we explicitly model the uncertainty of bounding box parameters, which
is inherent in labels (“label uncertainty”) for object detection datasets with LiDAR point
clouds. The label uncertainty is inferred through a generative model of LiDAR points. In this
way, we can easily incorporate prior knowledge of sensor observation noises and annotation
ambiguity into our model. Then we propose the “spatial distribution” to visualize and
represent the label uncertainty in 3D space or the LiDAR Bird’s Eye View (BEV). We
show that it reflects not only the typical L-shape observations in LiDAR point clouds, but
also the quality of bounding box labels in a dataset. Based on the spatial distributions of
bounding boxes, we further propose a probabilistic IoU, namely, Jaccard IoU (JIoU), as a new
evaluation metric for object detection. The metric treats each bounding box label differently
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Figure 8.2: A demonstration of our proposed spatial uncertainty for bounding box labels
in the KITTI dataset [209]. Objects are shown in the LiDAR Bird’s Eye View (BEV).
There exist errors (or uncertainty) inherent in labels. For object 3, estimating its length is
difficult because the surface information is only available on the side facing towards the ego-
vehicle. For object 5, the bounding box label does not even fully cover the LiDAR reflections
near the bottom-left corner. Original data labels are deterministic, and they do not provide
information on label wellness. In this work, we infer label uncertainty via a generative model
of LiDAR points.

according to its uncertainty, and provides richer localization information than IoU. Using
our proposed metric, we study the quality of uncertainty estimation from a state-of-the-art
probabilistic object detector in KITTI [209] and Waymo [210] datasets.

In summary, our contributions are three-fold:

• We infer the inherent uncertainty using a generative model in bounding box labels for
object detection, and systematically analyze its parameters.

• We propose a new evaluation metric called JIoU for the object localization task, which
considers label uncertainty and provides richer information than IoU when analyzing
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probabilistic object detectors.

• We conduct comprehensive experiments with real-world datasets to justify the proposed
method.

Modelling Label Noises

Explicitly modelling label noises (or uncertainty) has been an active research field [220].
Whereas it is common to assume independent Gaussian noises for target regression, class
label noises are much more complex to model, and incorrect assumptions may deteriorate
the model performance (e.g. flipping class labels reverses the prediction results). Therefore,
almost all proposed methods in the literature focus on modelling class label noises, especially
in the image classification task [212, 213, 214, 215]. For instance, Sukhbaatar et al. [212]
assumes noisy class labels are conditionally independent of input images, and uses an output
layer to directly predict noisy labels. Lawrence et al. [213] and Xiao et al. [214] character-
ize input samples, noisy labels and the latent clean labels via direct graphical model, and
Vahdat [215] uses Conditional Random Fields (CRF). They infer the latent clean labels by
Expectation Maximum (EM) and improve the classification accuracy. Only [221] and [222]
are closely related to our work, which use simple heuristics to model uncertainties in bound-
ing box labels for object detection. [221] approximates the uncertainty with the IoU value
between the label and the convex hull of aggregated LiDAR points. [222] assumes Laplacian
noises within bounding box labels. They interpret the Huber loss as the KL divergence
between label uncertainty and predictive uncertainty and select hyper-parameters based on
intuitive understanding of label uncertainties, in order to train object detection networks.

Our methodology can be linked to the measurement models used in the LiDAR-based 3D
single target object tracking [223, 224, 225]. We assume a (generative) measurement model
which generates noisy LiDAR measurements given a latent object state. However, instead of
inferring a probability distribution over the latent object state from measurements over time
and a prediction prior of a previous time-step, we infer a distribution over the latent object
label from human annotators, given measurements of a single time-step and the assumption
of known mean.

Evaluation Metrics for Object Detection

Intersection over Union (IoU) has been de fecto the standard metric to measure localization
accuracy. It is often used to determine true positives and false positives among predictions,
given a certain IoU threshold (e.g. in KITTI car detection benchmark, IoU is set to be
0.7 [209]). Furthermore, it has been extended as auxiliary losses during training to improve
the detection performance [226, 227, 228, 229]. Based on the fixed IoU threshold, Average
Precision (AP) is derived as the standard metric to measure detection accuracy [216]. How-
ever, AP does not fully reflect the localization performance of a detection algorithm, since
all predictions higher than the IoU threshold are treated equally. Observing this fact, the
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MS COCO benchmark [230] calculates AP averaged over several IoU thresholds to show the
difference. Oksuz et al. [217] proposes a new evaluation metric called Localization Recall
Precision (LRP) to incorporate the IoU score for each detection. The NuScenes object de-
tection benchmark [231] defines several new geometric metrics such as Average Translation
Error (ATE), Average Scale Error (ASE) and Average Orientation Error (AOE) to specifi-
cally measure the bounding box localization performance. While those metrics only show the
performance of deterministic object detection, Hall et al. [219] focus on probabilistic object
detection and propose the Probability-based Detection Quality (PDQ) metric, which jointly
evaluates semantic probability (by the “Label Quality” term) and spatial probability (by
the “Spatial Quality” term). The optimal PDQ is obtained when the predicted probability
matches the absolute prediction error (e.g. a smaller IoU between a predicted bounding box
and the ground truth indicates higher spatial uncertainty).

Probabilistic Object Detection Networks

There are two types of uncertainties we can model in an object detection network: the
epistemic uncertainty and aleatoric uncertainty [232]. The epistemic uncertainty shows the
model’s capability to describe the observed data, while the aleatoric uncertainty reflects
observation noises inherent in environments or sensors. Previous studies model epistemic
uncertainty using Monte-Carlo Dropout [233] to improve detections in the open-set condi-
tions [234], or reduce the labeling efforts in the active learning framework [235]. Other works
model aleatoric uncertainty by directly assuming a probability distribution in the network’s
outputs (e.g. Gaussian distribution), and optimizing the network with attenuated loss [232].
They discover that aleatoric uncertainty, especially in the bounding box regression task, can
largely improve the detection accuracy [236, 237, 238] and reduce the number of false positive
detections [239, 240]. Furthermore, [241, 242] study the impact of merging strategy such as
Non Maximum Suppression (NMS) on the uncertainty estimation, and [243, 244] identify
miscalibrated uncertainties in object detection networks.

Problem Statement

Labels in standard object detection datasets for autonomous driving (such as KITTI) usually
include object classes cls, and deterministic object 3D poses and sizes y in the form of
bounding boxes. Denote xall as the set of all LiDAR points in a scan. Our target is to estimate
the posterior distribution of bounding box labels, and extend IoU to a new metric called
Jaccard IoU (JIoU) that incorporates spatial uncertainty. In this work, We demonstrate our
method in vehicle objects.

We usually have the prior knowledge of object shape given its class cls. Therefore, it is
possible to infer the posterior distribution of y using the prior knowledge and observation
xall, i.e. p(y|xall, cls). For this purpose, we assume:

• Labeling of class cls is accurate.
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• Segmentation is accurate. The set of points x belonging to the object segmented out
from xall by human annotation has few outliers.

• Human-labeled bounding box parameters y is the accurate mean of y. We only care
about the spread of y.

Under these assumptions, the position, rotation and size of an object y is only condi-
tioned on the observation of points belonging to this object, denoted as x = {x1, · · · , xK}.
The posterior distribution p(y|xall, cls) is denoted as p(y|x) for notation simplicity. We are
especially interested in p(y|x) because the LiDAR observations provided to the human an-
notators are usually not enough for determining the full size and center of the object, due
to occlusion and sensor noises.

An object in detection task is parameterized by its center location c1, c2, c3, 3D extents
l, w, h and orientation ry, i.e. y = [c1, c2, c3, l, w, h, ry]. This provides a universal affine
transformation from the point v0 ∈ [−0.5, 0.5]3 of the unit bounding box B(y∗) to the actual
point v(y) on the object surface in the 3D space:

v(y) = Ry

 l 0 0
0 w 0
0 0 h

 v0 +

c1

c2

c3

 , (8.1)

with Ry being the rotation matrix from ry, and v0 depending on the prior knowledge of the
shape, e.g. from the CAD model, bounding box or point cloud rendering method [245]. The
graphical model is then illustrated in Fig. 8.3. In this paper, we uniformly sample v0’s from
the bounding box boundary to generate the object surface for simplicity.

𝑧𝑘

𝑥𝑘 𝑣 𝑦

𝑣0

𝐾

Figure 8.3: Probabilistic graphical model for the inference of y. zk is the latent variable
associated with each observation, which contains the semantic meaning such as the part of
the object that the point xk belongs to.

The distribution of object p(y|x) is in the parameter space of y ∈ R7 is difficult to
visualize and represent the uncertainty of a bounding box. Therefore, Section 8.2 proposes
to transform the distribution p(y|x) into a distribution p(u) in the 3D space u ∈ R3 or BEV



CHAPTER 8. ROBUSTNESS EVALUATION OF LEARNING-BASED DETECTION131

space u ∈ R2. Such label spatial distribution allows us to extend IoU to a metric (JIoU)
that measures the probabilistic object localization performance, described in Section 8.3.
Section 8.4 introduces how we derive the posterior distribution p(y|x) via a variational Bayes
method.1

8.2 Probabilistic Representation of Objects with

Uncertainty

A proper representation of the probabilistic bounding box is desired for evaluating the prob-
abilistic detection [243, 219, 247]. Prior to our work, the uncertainty of 3D bounding boxes
are represented by the error margin of their sizes as used by the introduction figure of [248].
It does not show the full uncertainty of bounding boxes such as position and rotation uncer-
tainty. The PDQ proposed in [219] defines a random field in 2D image but is not practical in
3D. We propose a generative model that generates a spatial distribution of the bounding box
in 3D or BEV. It provides a visualization of uncertainty and is later shown that it supports
the extension of the commonly used IoU.

The idea of probabilistic box representation is proposed in PDQ [219] for 2D axis-aligned
bounding box of image. The resulting spatial distribution P (u) ∈ [0, 1] denotes the proba-
bility of pixel u ∈ Z2 belonging to the object. A natural generalization of P (u) to u ∈ R3 in
3D space or u ∈ R2 in BEV for rotated bounding box B(y) is:

PPDQ(u) :=

∫
{y|u∈B(y)}

pŶ (y|x)dy, (8.2)

where P (u) is the probability that u is a point of the object. The subscript Ŷ (or Y )
is the random variable of the detection (label). (8.2) is easy to calculate for axis-aligned
bounding boxes but hard for rotated boxes because it has to integrate over the space of y,
which is 7 dimensional for 3D. A transformation in the integral gives another expression as
a probabilistic density fumction (PDF):

pG(u) :=

∫
v0∈B(y∗)

pV (v0,Ŷ ) (u) dv0

=

∫
{y|u∈B(y)}

1

A(y)
pŶ (y|x)dy,

(8.3)

where V (v0, Y ) is defined in (8.1), and V and Y are random variables. v0 is added as an
argument because we need to integrate over v0. Given the probabilistic density of Y , e.g.
from Section 8.4, it is not difficult to get the density of V (v0, Y ) as (8.1) is quite simple.
Details of proof and calculation of V (v0, Y ) is left to be included in Appendix A.1.

1This work includes materials from the author’s previously published paper [246].
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The proposed definition of spatial distribution pG is slightly different from PPDQ by
scaling the density with the size A(y) of the bounding box B(y). The scaling factor enables
the transformation to a integral over distributions generated by points v0 inside the unit box
B(y∗), i.e. A (y∗) =1. Therefore, it has a significant advantage of reducing the dimension of
the integral from 7 to 3 for 3D. Besides,

∫
u
pG(u)=1 if it is integrated on spatial points u,

but PPDQ(u) is not normalized. The shapes of their distribution differ only when the object
size is uncertain and the proposed pG(u) tend to be more concentrated, as shown in Fig. 8.4.

(a) PPDQ(u) defined by (8.2) [219] (b) PG(u) defined by (8.3)

Figure 8.4: Spatial distributions of the BEV bounding box with the label uncertainty calcu-
lated by (8.10).

8.3 Jaccard IoU: A New Metric on Probabilistic

Bounding Boxes

IoU is one of the most commonly used metrics for detection. It has an intuitive geometry
definition measuring the overlap between the predicted and ground truth bounding boxes.
Despite its popularity, IoU only applies to deterministic predictions and labels. In this
section, we define a metric over p(u) of probabilistic bounding box following the definition
of the probabilistic Jaccard index [249]:

JIoU :=

∫
R1∩R2

du∫
R1∪R2

max
(
p1(v)
p1(u)

, p2(v)
p2(u)

)
dv
, (8.4)
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p1, p2 are the spatial distributions of two boxes, as introduced in (8.3). u, v are points in the
3D or BEV space. R1, R2 are the supports of p1, p2, respectively. Note that JIoU degenerates
to IoU when two boxes are deterministic, i.e., p(y|x) is a delta function, where R1, R2 become
bounding boxes and p1, p2 become uniform inside their boxes. Additionally, it can be proved
that JIoU has the following property if either box is deterministic

EY,Ŷ [IoU (y, ŷ)] ≤ JIoU ≤ E [Area (B(y) ∩B(ŷ))]

E [max(A(y), A(ŷ))]
, (8.5)

which means that JIoU is no less than the mean of IoU over all possible box parameters y, ŷ
but less than the expected intersection over the largest box. Some properties of JIoU can be
concluded as:

• JIoU = IoU if two boxes are both deterministic

• The computational complexity is O(NlogN) using Eq.3 of [249] if N points are sampled
from R1 ∪R2.

The proposed pG(u) is more reasonable than PPDQ(u) when JIoU is used as a metric.
Consider when label Y is a discrete random variable with two values of equal probability, i.e.
two possible bounding boxes, and when the prediction Ŷ only fits one of the box as shown
in Fig. 8.5. Then PPDQ(u) = 0.5 for the label and JIoU(Y, Ŷ )≈0 because one box is much

smaller. On the contrary, JIoU(Y, Ŷ )=0.5 under pG, no matter what the size difference is.
Here it is desired that JIoU = 0.5 because the prediction has matched one of the two possible
ground truths.

(a) JIoU=0.1 using PPDQ (b) JIoU=0.5 using pG

Figure 8.5: Spatial distributions of discrete Y with two possible values in blue and predicted
box Ŷ = ŷ in dashed red line.

8.4 Inferring Spatial-uncertainty of Labels

We start to elaborate our method with a simple example given in Fig. 8.6 in the bird’s eye
view (BEV) with point clouds as observation x = {x1, x2, x3}. Three points are segmented
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out inside the bounding box as red cross markers. The posterior is solved by Bayes rule:

p(y|x) =
p(x|y)p(y)

p(x)
, (8.6)

assuming that p(x|y) =
∏K

k=1 p(xk|y; vk), K=3, where each point xk ∈ R2 is independently
generated by the nearest point vk(y) ∈ R2 on the boundary of the ground truth bounding
box with Gaussian noise:

p(xk|y; vk) ∼ N
(
vk(y), σ2

)
, σ=0.2m.

The label parameters are center and size y=[c1, c2, l, w]. The posterior p(y|x) is then
Gaussian given Gaussian prior p(y) ∼ N ([0, 0, 4, 2], 1002):

p(y|x) =
3∏

k=1

p(xk|y; vk)p(y) ∼ N (·, 0.01×
[

4 0 −4 0
0 4 0 −4
−4 0 6 0
0 −4 0 6

]
).

Different from others [221, 236] who calculate the uncertainty of predictions and labels as
independent variables, the uncertainty derived here is a joint distribution with correlation.
A singular value decomposition (SVD) of the covariance matrix shows that two edges of the
bounding box which have point cloud observations, namely X = c1 + l/2 and Z = c2 +w/2,
have the smallest standard deviations 0.09m and 0.09m. The other two edges without
observation have the largest standard deviations 0.43m and 0.43m. Fig. 8.6 illustrates the
confidence interval within one standard deviation by green dashed bounding boxes. The
advantage of producing a joint distribution is significant. For those who produce disjoint
distributions on size and pose, the confidence intervals or variances are the same between
face and back, and between left and right side of the car. Meanwhile, it is the common sense
that surfaces with more observations should have less variance, as shown by Fig. 8.6.

A more general model is by assuming that p(x|y) is some mixture model with categorical
latent variable z, e.g. a Gaussian Mixture Model (GMM) of center points vj(y)’s:

p(xk|y) =
M∑
j=1

p (zk=j)N
(
vj(y), σ2

j I
)
, (8.7)

Each vj(y) is created from a unique point inside the unit bounding box B(y∗) : =[−0.5, 0.5]3,
by using (8.1). σ2

j is an empirical covariance related to the sensor noise and the confidence
of the rendering method. We use the surface of the boundary of the box to create v0 and
σj=σ for all j, but it does not exclude the potential of more complex rendering methods.

Suppose p(y|z) = p(y) and let p(z = zj|x) = 1
M

, a numerical solution of the posterior
exists by calculating the naive Bayes in (8.8). The corresponding joint distribution of c2, w
is shown in Fig. 8.4(a). It can be seen that c2 + w/2 has small variance while c2 − w/2 has
large variance which is the same as the previous solution.

p(y|x) =

∫
z

p(x|y, z)p(y)

p(x|z)
p(z|x). (8.8)
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Figure 8.6: A simple demonstration of calculating the posterior with deterministic latent
variables. x1=(1.8, 0), x2=(1.8, 0.9), x3=(0, 0.9) and corresponding v’s are v1=(c1+0.5l, 0),
v2=(c1+0.5l, c2+0.5w), v3=(0, c2+0.5w)

(8.8), however, is usually intractable in non-trivial cases. An approach to solve the posterior
of GMM is by variational Bayes (VB), assuming y, z are independent. A good practice of VB
is the point registration method. The problem then becomes solving q(y), q(z) that minimize
the KL-divergence between the assumed class of distribution and the actual posterior:

DKL (q||p) =

∫
z

q(y, z) log
q(y, z)

p(y, z|x)
, (8.9)

and the solution is given below by mean field method [250]:

q(y) ∝ exp
{

log p(y) + Ez [log p(x|z, y)]
}

∝ exp

{
−

M∑
j=1

1

2σ2
j

K∑
k=1

ϕjk||xk − vj(y)||2
}
,

(8.10)

with ϕjk := p(zk = j|xk) being the probability of registering xk to vj and it can be calculated
using the nominal value y of the ground truth bounding box:

ϕjk =
exp

(
− 1

2σ2
j
||xk − vj(y)||2

)
∑M

j=1 exp
(
− 1

2σ2
j
||xk − vj(y)||2

) , (8.11)

where vj(y) is a linear function of y in our example used for demonstration and the resulting
posterior p(y|x) is Gaussian as shown in Fig. 8.7.

The proposed variational Bayes method (8.10) is used to calculate the label uncertainty
of vehicles in terms of detection based on point cloud. The generative model is generated
by the ground truth bounding box. For extensions to pedestrians and other objects, a more
dedicated rendering model is desired and it is left for future development.
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Figure 8.7: Joint distribution of p(c2, w|x) with the same observation as in Fig. 8.6 calculated
by variational Bayes.

8.5 Experimental Results

In this work, we propose (1). a new spatial distribution to visualize and represent the un-
certainty of bounding boxes, and (2). JIoU as an extension of IoU to evaluate probabilistic
object detectors, and (3). a generative model to infer the uncertainty of bounding box labels
for LiDAR point clouds. In the following, we design three experiments to verify our proposed
methods. First, we study how the model parameters affect the label uncertainty, including
the LiDAR observation noises and the prior knowledge of human annotators (Section 8.5).
Second, we applied the visualization to the inferred uncertain labels and probabilistic de-
tection networks to justify our methods. We show that the spatial uncertainty reflects the
typical “L”-shape behaviours in LiDAR point clouds, which are also observed in state-of-
the-art object detection networks (Section 8.5). In addition, we show our methods reflect
the quality of bounding box labels (Section 8.5). Third, we use JIoU as a new evaluation
metric to explore predictions from probabilistic object detection networks (Section 8.5).

We evaluate the proposed method on the KITTI dataset [209] and the recently released
Waymo open dataset [210]. Both provide LiDAR observations and 3D object labels from
human annotators. We use the “Car” category on the KITTI training dataset, with 7481
data frames and nearly 30K objects. As for the Waymo dataset, we select the training
data drives recorded in San Francisco, and down-sample the frames by a factor of 10. The
original “Vehicle” class in the Waymo dataset does not distinguish among objects such as
motorcycles, cars or trucks, making it difficult to directly compare with the KITTI dataset.
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Therefore, we extract the “Car” objects from the “Vehicle” class by thresholding the vehicle
length within 3m−6.5m. We use such modified Waymo database with 7545 frames and over
150K objects. When evaluating our proposed label uncertainty with the help of object de-
tection networks, We report the standard Average Precision (AP) from the BEV (APBEV ),
with IoU=0.7 threshold. Objects in the KITTI dataset are categorized into “Easy”, “Mod-
erate” and “Hard” settings [209], while objects in the Waymo dataset are categorized by
thresholding the LiDAR range up to 30m, 50m and 70m.

Choice of Parameters for Label Uncertainty

The inference of label uncertainty p(y|x) introduced in Section 8.4 allows us to incorporate
prior knowledge of LiDAR observation noises p(x|y, z). Furthermore, it can incorporate
models for human annotation uncertainty in the priors p(y). This section explores the
impact of parameters on the label uncertainty. More specifically, we examine the standard
deviation of LiDAR observation noise σ, and the covariance of p(y). We empirically define
the covariance matrix in BEV of y = [c1, c2, l, w, ry]

T , referring to the variance of vehicle size
for all objects in the KITTI dataset: 1/w×diag([0.442, 0.112, 0.252, 0.252, 0.172]), where w is
the weight of the prior knowledge. Larger w means smaller variance of prior distribution and
more confidence in human annotators. Fig. 8.8 shows the evolution of spatial distribution
p(u) and JIoU score for a bounding box label with increasing σ and w. There are only a few
LiDAR observations on the front surface of the vehicle. This results in high uncertainty, or
low density, at the opposite side of the bounding box label, if no prior distribution is added.
As more prior knowledge is incorporated (e.g.. increasing weights w for human annotations,
or decreasing observation noise σ), the posterior uncertainty decreases, resulting in higher
JIoU score. Furthermore, we observe that labels with lots of observed LiDAR points are
almost never affected by the choice of parameters. They have an uniform spatial distribution
inside bounding boxes, even without prior distribution.

Instead of empirically choosing the value of σ, it can be estimated by the EM algorithm
in [213] using

σ2 =
1

Md

M∑
j=1

K∑
k=1

ϕjk||xk − zj(y)||2, (8.12)

with iterative updates. The resulting σ is 0.2m for KITTI and 0.3m for Waymo. (8.12)
implies that these results are very close to the root mean square of distances between LiDAR
points and bounding box labels. The chosen value of σ2 includes both the measurement noise
of the LiDAR sensor and the approximation error of a bounding box to the actual surface
of a car.

Justification of uncertainty model

The uncertainty model proposed in this paper suggests that different points of the bounding
box have different variances: points close to the LiDAR are likely to have smaller variances.
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Figure 8.8: Influence of LiDAR measurement noise and prior distribution on spatial distri-
bution. The sample is drawn from frame 1287, object 11 in KITTI.

The importance of modeling the variance of different points is also revealed in a probabilistic
detection paper [247]. Fig. 8.9 measures the average total variances (TV) of each of the four
corners in the BEV bounding boxes in the KITTI and Waymo datasets (C1-C4, sorted by
their distance to the ego-vehicle in the ascending order). The TV scores are calculated by
our proposed spatial distribution. We observe that the nearest corner C1, which usually has
dense laser points are more reliable than the center of the box and the distant, occluded
corders, by showing smaller TV scores. This observation corresponds to the intuition of
L-shapes [251] widely used for vehicle detection and tracking. The nearest corner of the
L-shape is determined more confidently by our method while the size of the vehicle is more
uncertain. Considering the mechanism of LiDAR perception, we expect that using object
detectors to predict the nearest corner for location and orientation should be less prone to
label noise than predicting the center. Table 8.1 verifies this result and shows how a small
modification of “corner” and “center” directly benefits the AP of multiple networks.

In the table, We modify the outputs from several state-of-the-art LiDAR-based object



CHAPTER 8. ROBUSTNESS EVALUATION OF LEARNING-BASED DETECTION139

Figure 8.9: The average total variances [236] of centers and corners of all “Car” objects in
the KITTI dataset. Variances are calculated by the proposed uncertainty model. Corners
(C1-C4) are sorted by their distances to the ego-vehilce.

detectors, and show how the location and orientation accuracy is governed by L-shape.
We use STD [179], SECOND [172], AVOD [252], VoxelNet [253] and PointRCNN [254] in
the KITTI dataset, and PIXOR [255] in the Waymo dataset. Following the nuScenes [231]
evaluation criterion which uses partial ground truth information to adjust predictions in order
to separate location and size accuracy, we evaluate networks by replacing size predictions with
ground truth labels, while keeping the center predictions or the nearest corner predictions
unchanged.

original center aligned corner aligned

ground truth

prediction

Figure 8.10: Column “origin” in Table 8.1 does no modification to the predicted bounding
box. “center aligned” assembles the bounding boxes using center predictions and ground
truth sizes. “corner aligned” using nearest corner predictions and ground truth sizes.

The predicted bounding boxes are reassembled as shown in Fig 8.10. “corner aligned”
consistently demonstrates much better APBEV improvement than “center aligned” among
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all networks and datasets. The result justifies that the networks have better predictions on
corners than centers. Our proposed label uncertainty naturally captures this behaviour, and
has the potential to provide rich information when evaluating object detection performance.

To conclude, our proposed methods reflect the typical “L”-shape in LiDAR observations,
which is also observed in LiDAR-based object detection networks.

Table 8.1: Change of APBEV (%) of two types of predicted bounding boxes compared to
their original values on the KITTI val set.

KITTI Origin (Easy, Moderate, Hard) Center aligned Corner aligned

STD [179] 90.0, 88.1, 87.7 +0.0,+0.1,+0.2 +0.1,+0.4,+0.4
SECOND [172] 89.9, 87.9, 86.8 +0.0,+0.2,+0.1 +0.1,+0.5,+0.5

AVOD [252] 88.9, 79.6, 78.9 −0.2,+0.0,+0.1 +0.0,+6.3,+0.4
Voxel [253] 81.6, 70.7, 65.8 +1.2,+1.1,+1.0 +3.0,+4.4,+8.0

PointRCNN [254] 88.8, 86.3, 86.0 +0.0,+0.4,+0.7 +0.2,+0.7,+1.2

Waymo Origin (< 30m, < 50m, < 70m) Center aligned Corner aligned

PIXOR [255] 62.2, 54.3, 48.5 +3.8,+5.5,+4.0 +4.3,+6.7,+6.9

Label Quality Analysis

In this section, we study how the proposed spatial uncertainty captures the quality of bound-
ing box labels in the KITTI dataset. We evaluate the spatial uncertainty by the JIoU score
between the (deterministic) object label and its spatial distribution from the our proposed
generative model (“jiou-gt”). It is compared with “cvx-hull-iou” proposed by Meyer et
al. [221], which approximates the spatial distribution by measuring the IoU value between
the bounding box label of an object and its convex hull of aggregated LiDAR points. We
also calculate the number of points within an object as a simple heuristic (“num-points”).
All three methods range between 0 and 1, with larger scores indicating better label quality.

First, we study the relationships among three methods. Fig. 8.11 illustrates their dis-
tributions for all objects in the KITTI val set. We observe that the relationship between
“cvx-hull-iou” and “num-points” is relatively small (Fig. 8.11(a)). This is because they cap-
ture different aspects of spatial uncertainty. “cvx-hull-iou” assumes that if larger parts of
an object are observed, the uncertainty is smaller. In contrast “num-points” focuses on the
observation density. “jiou-gt” is highly related both with “cvx-hull-iou” and “num-points”
(Fig. 8.11(b) and Fig. 8.11(c)), indicating that our proposed method naturally considers
both the size and density of observed region when inferring spatial uncertainty.

Then, we study how three spatial uncertainty methods behave on objects which tend
to have large label noises. Ignoring errors inherent in labels can not only limit or even
deteriorate the performance of an object detector during training, but also fail to reflect its
full detection performance during evaluation, as each testing data point is treated equally,



CHAPTER 8. ROBUSTNESS EVALUATION OF LEARNING-BASED DETECTION141

Figure 8.11: Distributions of different label uncertainty measures for all objects in the KITTI
val set. Our method (“jiou-gt”) is compared with convex hull method (“cvx-hull-iou”)
proposed by [221], as well as the simple heuristic that calculates the number of LiDAR
observations within an object (“num-points”). All three uncertainties range among [0, 1].

regardless the quality of the corresponding label (e.g. object 5 in Fig. 8.2 shows high label
error). Ideally, the modelled spatial uncertainty should depict higher values in bad labels
than the labels with high quality. However, it is difficult to directly study the label noises
within object detection datasets, as they do not provide “ground truths” of label uncertainty.
Instead, we leverage the common false negatives from several state-of-the-art detectors, with
the assumption that objects with bad labels are also difficult to be detected. In this regard,
we collect the common false negatives from detectors listed in Tab. 8.1 as bad examples, and
the rest of the objects as good labels. We threshold spatial uncertainty scores to discriminate
good labels from the bad ones. From the ROC curves in Fig. 8.12, we observe that “jiou-
gt” performs better than “covx-hull-iou”, showing that it captures more reliable spatial
uncertainty. “num-points” outperforms the other two methods, because we select bad labels
based on predictions from LiDAR-based object detectors, whose classification performances
highly depend on the number of LiDAR observations. We leave it as an interesting future
work to do evaluation with “ground truths” of label uncertainty, which can be generated by
querying human annotators or by simulation.

To conclude, our proposed spatial uncertainty captures the quality of bounding box labels.

JIoU on Different Networks

The proposed JIoU, as an extension of IoU, allows us to evaluate the prediction or label
uncertainties under the same evaluation framework of deterministic object detection. In
this section, we demonstrate how to get insights of probabilistic detections with the help
of JIoU. We employ a state-of-the-art probabilistic object detector called “ProbPIXOR”
from [243], which models data-dependent (aleatoric) uncertainty on PIXOR [255] - a deter-
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Figure 8.12: ROC curves for detecting bad labels in the KITTI val set, by thresholding
spatial uncertainty scores. We compare among three spatial uncertainty methods, including
“jiou-gt”, “cvx-hull-iou”, and “num-points”.

ministic LiDAR-based object detection network. ProbPIXOR assumes the regression vari-
ables are Gaussian-distributed with diagonal covariance matrix. Since ProbPIXOR is shown
to predict over-confident or under-confident uncertainties in [243], we further calibrate its
uncertainty estimation based on temperature scaling proposed in [243] and call the new net-
work “CalibProbPIXOR”. The only difference between CalibProbPIXOR and ProbPIXOR
is the scale of variances in the Gaussian distribution. We calculate the JIoU between the
predicted and the label bounding boxes for all three networks (PIXOR, ProbPIXOR and Cal-
ibProPIXOR), as well as the ground truth JIoU following the method in Section 8.4. The
aleatoric uncertainties of ProbPIXOR and CalibProbPIXOR are used to construct the distri-
bution of predicted boxes, which include the box center position, length, width and heading.
As for PIXOR, JIoU is directly applied to the deterministic box predictions. Note that all
three networks are not optimized for JIoU metric, and ProbPIXOR and CalibProbPIXOR
only produce symmetric probability distributions due to the bounding box encoding.

We first explore how JIoU behaves on predictions of ProbPIXOR and CalibProbPIXOR
in the KITTI dataset. We observe that JIoU scores are in general consistent with IoU
scores, with higher IoU corresponding to larger JIoU, as illustrated in Fig. 8.13. However,
JIoU provides us with additional uncertainty information to evaluate detections. For exam-
ple, Fig. 8.13(a-2) shows a bad detection with only IoU=0.03. However, the ground truth
JIoU is already small with JIoU=0.39 (Fig. 8.13(a-1)) due to sparse LiDAR observations,
indicating that over-emphasizing the detection performance for this object is unnecessary.
Another example are detections in Fig. 8.13(b-2) and Fig. 8.13(c-2). Both are measured with
the same IoU but different JIoU scores, because of different label and predictive probability
distributions. Furthermore, we observe in the third row of Fig. 8.13 that the predictive
probability distributions become wider after calibration, because most predictions are over-
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Figure 8.13: Some detection examples and their JIoU scores in the KITTI dataset. We
visualize the spatial distribution for the bounding box labels in the first row, predictions
from ProbPIXOR in the second row, and predictions from CalibProbPIXOR in the third
row.

confident (similar to [243]). This results in improved JIoU scores in most cases compared
to ProbPIXOR. However, temperature scaling only improves the uncertainty on the whole
dataset, and does not guarantee that each detection is better-calibrated [243]. Therefore, we
observe a worse JIoU after calibration in Fig. 8.13(e-3).

Next, we use JIoU to quantitatively analyze how modelling uncertainties affects detec-
tions. Fig. 8.14 shows the relative recall gain of probabilistic object detectors (ProbPIXOR
and CalibProbPIXOR) compared with the original PIXOR network, by thresholding detec-
tions based on IoU or JIoU metrics. In both KITTI and Waymo datasets, we observe consis-
tent recall improvement by modelling uncertainty based on the IoU metric (see “ProbPIXOR
IoU” in Fig. 8.14), indicating higher Average Precision performance (as shown in [236]).
When using JIoU, however, both ProbPIXOR and ProbCalibPIXOR do not perform well at
high threshold (e.g. JIoU> 0.8), because they only produce symmetric probability distribu-
tion (as discussed above), and cannot well calibrate our proposed spatial distribution. The
result shows that JIoU effectively penalize the distribution mismatch between two probabilis-
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(a) On the KITTI val set. (b) On Waymo dataset.

Figure 8.14: Increase of recall from ProbPIXOR and CalibProbPIXOR compared with
PIXOR, by thresholding detections based on IoU or JIoU.

tic boxes especially at high values, and indicates the potential improvements for probabilistic
modelling in object detection networks (e.g. better bounding box encodings or assuming cor-
relation between regression variables [242]).

To conclude, JIoU provides us richer information than IoU to evaluate probabilistic object
detection networks.

8.6 Chapter Summary

In this work, we propose a generative model to infer the uncertainty inherent in bounding box
labels of object detection datasets with LiDAR point clouds. The label uncertainty includes
object shape and measurement information, and can represent non-diagonal correlation of
label parameters. We further propose a new spatial distribution to visualize and represent
the uncertainty of 2D or 3D bounding boxes. Finally, we propose JIoU, as an extension of
IoU, to evaluate probabilistic object detection. Comprehensive experiments on KITTI and
Waymo datasets verify our proposed method.

Our work can be extended in several ways. For example, it is possible to incorporate
the proposed label uncertainties to train an object detector, in order to improve its robust-
ness against noisy data. Using JIoU to evaluate uncertainty estimation performance among
different probabilistic object detectors (e.g. [236, 242]) is another interesting future work.
Finally, as our work is similar to the measurement models in extended object tracking, multi-
target approaches like random finite sets could be used to devise a model for simultaneously
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inferring multiple object labels, e.g. [224, 225], lifting the restriction on correct association
of LiDAR points.
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Chapter 9

Conclusion and Future Work

9.1 Summary

In this dissertation, robust perception is discussed for robots carrying vision sensors and auto-
teaching is developed for robots to handle model uncertainty. Robustness of the perception
subsystem is considered by developing global methods to reject disturbances and sensor
fusion to improve redundancy. Several methods are proposed in both classic computer vision
and deep learning areas with applications to two autonomous robotic systems, namely the
industrial manipulator and the autonomous vehicle.

Industrial Manipulator System

The name ”hand-eye system” is used denoting the industrial manipulator equipped with
vision sensors on its arm. Chapter 2 models the system and builds the motion block. The
kinematic model is used for visual-inertia sensor fusion and generating the calibration pa-
rameters for auto-teaching. Planning and tracking control of the system are necessary for
closing the loop of auto-teaching and ensuring the visual data captured by the hand-eye
system.

Robots and target objects have rich geometric information and accurate known shape,
which is more suitable for classic computer vision (CV) methods. Chapter 3 and 4 constructs
the robust perception block of the hand-eye system. Chapter 3 proposes several global shape
matching methods for two kinds of visual inputs, namely image and point clouds. We globally
search all potential matches of deformed target objects to avoid local optimals caused by
disturbances. Chapter 4 introduces probabilistic inference to match detected objects in order
to increase the robustness against noise. The proposed probabilistic hierarchical registration
algorithm outperforms the deterministic feature descriptor-based algorithm used in state-of-
the-art SLAM methods.

Visual detection is not robust against model uncertainty of the system and only gives
2D location of the object. Auto-teaching simultaneously calibrates the parameters of the
systems while estimating the state of detected objects. Chapter 5 introduces the auto-
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teaching framework using the perception results from Chapter 3 and Chapter 4. Visual-
inertial sensor fusion is used to increase the calibration accuracy by taking the robot motion
measurement into account. It is shown that the proposed method outperforms the existing
visual SLAM method in the wafer calibration experiment. Chapter 6 proposes an active auto-
teaching framework which closes the calibration loop of the hand-eye system by planning
optimal measurement poses. The uncertainty of estimated parameters is reduced compared
to auto-teaching methods in the chamber opening calibration experiment.

Autonomous Driving System

Deep learning-based methods are preferred in this area due their superior accuracy and
generalizability, but robustness is the major concern for scaling up its application in the
real world. In Part II of the dissertation, the robustness of learning-based detectors is
discussed. Chapter 7 proposes two camera-LiDAR sensor fusion frameworks to increase the
performance and redundancy of the 3D object detector. A sparse non-homogeneous pooling
layer is developed for efficient and end-to-end fusion of detection networks of different sensors.
The proposed fusion layer is able to fuse feature maps at any stage of the network and
can be naturally extended to other fields of perception such as semantic segmentation and
object tracking. In Chapter 8, we further dive into the training and evaluation procedure
of learning-based detectors. The probabilistic representation is proposed for labels in the
dataset to handle the uncertainty of training data. A new evaluation metric, called JIoU, is
introduced for the proposed probabilistic representation to better measure the robustness of
learning-based detectors.

9.2 Future Work

Cross-modal Perception Networks

Current deep sensor fusion networks take all the sensors into account by combining their
features. The interpretability of such networks is low and predicted features are coupled
which is hard to be used in other tasks. Cross-modal perception is an interesting topic
which tries to decouple the common information and unique information between sensors.
The decoupling makes the network more interpretable where failures can be traced by to
specific sensors using the unique features. The common features make the output more stable
so it can improve the robustness of the network when part of the sensors are not working.
It also enables transferring knowledge between tasks with different sensor configurations.

Auto-calibration of Learning-based Methods

Auto-teaching works well for classic CV methods but it is hard to identify and calibrate pa-
rameters for learning-based methods. Networks are usually trained on a specific configuration
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of the system and model uncertainty is definitely holding back the scaling of applications
in the real world. Data augmentation is a common technique to improve the robustness
and adaptive networks are proposed in the control area, but they require extensive manual
tuning. More insight is desired to formulate a meaningful set of parameters for networks. Be-
sides, we need a more flexible calibration framework for deployed networks that are already
trained.
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Appendix A

Probabilistic Representation of
Detection Results

A.1 Proof of Spatial Distribution

This section give the equality of (8.4) based on the relationship between v and y given in
(8.1).

Proof. Denote

Y := [C1, C2, C3, L,W,H, rY ]T , C:=[C1, C2, C3]T , S:=[L,W,H], v0:=[v1, v2, v3]T

and RY as the rotation matrix of rY and ,Then from (8.1), we have

RT
Y (V−C) =

 lw
h

 ◦ v0, (A.1)

where ◦ denotes the element-wise multiplication (Hadmard product) of matrices. This equa-
tion means when conditioned on rY =ry and C = [c1, c2, c3], the mapping between V and S
is a diffeomorphism and the probability density function of V |rY , C is

pV |ry ,c(u) =

∣∣∣∣ 1

v1v2v3

∣∣∣∣ pS|ry ,c (RT
y (u−c) ◦ v−1

0

)
, (A.2)
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where v−1
0 is the element-wise inverse of v0. Then∫

v0∈B(y∗)

pV (u) dv0

=

∫
v0∈B(y∗)

(∫
pV |ry ,c(u)prY ,C(ry, c)drydc

)
dv0

=

∫
prY ,Cdrydc

∫
v0∈B(y∗)

∣∣∣∣ 1

v1v2v3

∣∣∣∣ pS|ry ,c (RT
y (u−c) ◦ v−1

0

)
dv0

=

∫
prY ,Cdrydc

∫
{s|u∈B(c,s,ry)}

∣∣∣∣ 1

lwh

∣∣∣∣ pS|ry ,c (s) dldwdh

=

∫
{c,s,ry |u∈B(y),y=[c,s,ry ]}

∣∣∣∣ 1

lwh

∣∣∣∣ pY (c, s, ry)dcdsdry

. (A.3)

where s=[l, w, h]T are the length, width and height of the bounding box. Note that ‖lwh‖ =
A(y), hence (8.4) is proved.

How to Calculate Spatial Distribution

The distribution pV (v0,Y )(u) of V (v0, Y ) is approximated by Gaussian distribution to reduce
the computational load. Several possible situations may occur when calculating the spatial
distribution defined by (8.4):

1. The distributions of some points of V (v0, Y ), such as corners of the bounding box [219,
238], are predicted.

2. The distribution of Y is predicted but the distribution of V is unknown, which are the
cases of [236, 248] and Section 8.4

The moments of V (v0, Y ) is related to Y by (8.1). Remember that (8.1) can be rewritten
in the homogeneous coordinate of v0 as

v(v0, y) = Φ(y)Tw, (A.4)

where w is the homogeneous coordinate of v0 and

Φ(y)T =

l cos(ry) 0 −w sin(ry) c1

0 h 0 c2

l sin(ry) 0 w cos(ry) c3

 , (A.5)

is the feature matrix. Considering the assumption that we approximate the distribution of
V (v0, Y ) as Gaussian, we only need to calculate

E[V ] = E[Φ(Y )]Tw

E[V 2] = E[Φ(Y )TwwTΦ(Y )],
(A.6)
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for all w’s corresponding to the points v0 in the unit bounding box. For 3D, wwT ∈ R4

is a symmetric matrix. Since the base of the set Sym4 (R) of symmetric matrices is 10,
at most 10 points is enough for representing all possible wwT ’s. This means there exist
a set w1, w2, · · · , w10 such that for any homogeneous coordinate w, there exist coefficients
α1, α2, · · · , α10 such that

10∑
i=1

αiwiw
T
i = wwT . (A.7)

Note that w is homogeneous coordinate which means the 4th colum of wwT is w, so there
is also

10∑
i=1

αiwi = w. (A.8)

When we want to recover the uncertainty of parameters, specific w’s can be chosen. For
the center (c1, c2, c3), choose wc = [0, 0, 0, 1]T , so that

E[Φ(Y )wcw
T
c Φ(Y )] = E

c2
1 0 0
0 c2

2 0
0 0 c2

3

 , (A.9)

gives the variance of the center parameters. For the length l, choose wl = [1, 0, 0, 0]T , so that

E[l2] = trace
(
E[Φ(Y )wlw

T
l Φ(Y )]

)
= trace

E
l2 cos2(ry) 0 0

0 0 0
0 0 l2 sin2(ry)

 ,
(A.10)

and for the width w, choose ww = [0, 0, 1, 0]T so that

E[w2] = trace
(
E[Φ(Y )www

T
wΦ(Y )]

)
= trace

E
w2 sin2(ry) 0 0

0 0 0
0 0 w2 cos2(ry)

 ,
(A.11)

and for the height h, choose wh = [0, 1, 0, 0]T so that

E[h2] = trace
(
E[Φ(Y )whw

T
hΦ(Y )]

)
= trace

E
0 0 0

0 h2 0
0 0 0

 ,
(A.12)
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