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Abstract

We have used recurrent artificial neural nets (see Mjolsness
et al., 1991) to simulate how genes and their interactions in
cells determine the phenotypes of animal organs or simple
organisms and their development, as well as how such gene
interactions evolve under particular (simulated) environmen-
tal conditions or constraints: nodes in these neural nets corre-
spond to genes and node activation levels to gene expression
levels. We optimize the parameters in these models (node in-
teraction strengths, activation and decay rates, thresholds and
so on) in order to either fit experimental data (gene expression
patterns) or to impart desired features to the simulated system
and make it conform to constraints.

We have examined stochastic optimization techniques for the
analytically intractable energy functions of our models; we
have compared their performance in terms of convergence
speed and quality of solution. Specifically, we have used
the techniques of simulated annealing (SA) and genetic algo-
rithms (GA) on the following problems:

e Life history - simulating the development of a simple multi-
cellular organism capable of reproducing and its evolution
under various selective environments (see Mjolsness et al.,
1995),

Neurogenesis - fitting gene-expression patterns observed
during early neurogenesis in Drosophila, and

Curve-fitting - fitting multi-dimensional Lissajous curves
with the use of a fully-connected neural net (this being an
application similar to but simpler than the above two, which
incorporate multiple such nets).

The energy functions of the neurogenesis and curve-fitting
problems are evaluated directly on node activation patterns,
while in the life-history problem node activations are first
mapped to phenotype traits of the organism and the energy
function is then evaluated on those traits.

Both optimization methods we applied had several param-
eters that needed tuning. The SA schedule that we used has
been described in Lam & Delosme (1988). Our GA is im-
plemented in parallel (one subpopulation per processor); it
consists of several constant-size subpopulations evolving in
parallel (5 to 9 subpopulations each of 100 to 200 chromo-
somes) and has mutation, recombination and migration. It is
an elitist GA, in that the best chromosome in each subpopu-
lation always survives unchanged to the next generation. The
fitness of only a fraction of mutated chromosomes is updated
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in each generation and this means that at any time there is a
number of chromosomes with inaccurate fitness; in combina-
tion with low mutation and replacament rates, as we had in
our runs, this reduces the number of evaluations of the energy
function per generation to only a small fraction of the popu-
lation size.

Our results indicate that the performance of the two optimiza-
tion methods varies from problem to problem. In terms of total
energy function evaluations, the GA is significantly faster on
the life-history problem but SA is faster on the neurogene-
sis and curve-fitting problems (in terms of real time, the GA
is comparable or slightly faster than SA on the curve-fitting
problem, since the GA is implemented on several processors
in paralel). SA often reaches solutions better by a factor of 2
or more, in terms of energy level, although that may require
a very large number of energy function evaluations (and may
take several days, in real time, on an SGI Indigo or an IBM
PowerPC). It is not clear why the performance of the two opti-
mization methods varies across apparently similar problems.
One possible explanation is that energy functions evaluated
directly on neural net node activations and energy functions
that depend only indirectly on those activations may present
different challenges to each of the two methods.
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