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Decoding cognitive processes from neural ensembles

Joni D. Wallis
Department of Psychology and Helen Wills Neuroscience Institute, U.C. Berkeley

Abstract

An intrinsic difficulty in studying cognitive processes is that they are unobservable states that exist 

in between observable responses to the sensory environment. Cognitive states must be inferred 

from indirect behavioral measures. Neuroscience potentially provides the tools necessary to 

measure cognitive processes directly, but it is challenged on two fronts. First, neuroscientific 

measures often lack the spatiotemporal resolution to identify the neural computations that underlie 

a cognitive process. Second, the activity of a single neuron, which is the fundamental building 

block of neural computation, is too noisy to provide accurate measurements of a cognitive process. 

In this paper, we will examine recent developments in neurophysiological recording and analysis 

methods that provide a potential solution to these problems.
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Dealing with neuronal noise

One of the central tenets of neuroscience is that neurons represent information by changing 

the rate at which they fire action potentials (‘spikes’). However, this rate code is noisy. The 

exact timing and number of spikes shows considerable variability from one neuronal 

response to another. Neurophysiologists, who are attempting to measure how the neuron 

codes information, must extract the meaningful signal from this noisy response. This can be 

achieved by recording the activity of the neuron over repeated trials of the same 

experimental condition and averaging the neuron’s firing rate across these trials. A 

disadvantage of this approach is that the neural computations of interest may show 

considerable variability across trials. This is particularly problematic when studying 

cognition since the experimenter has little control over the cognitive process. An alternative 

approach is to record the activity of many single neurons simultaneously and then project the 

pattern of neural activity into a high dimensional space that can be used to classify the 

information represented by the neurons. This avoids the necessity of recording across 

multiple trials and enables the experimenter to ‘read out’ a cognitive process directly from 
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brain activity. This review will focus on the application of this methods to understanding 

decision-making, but the methods can equally be applied to studying any cognitive process.

From single units to neural ensembles

Neurophysiology has traditionally focused on understanding the information encoded by a 

single neuron. For example, a stimulus might be varied along some dimension and changes 

in the size of the neuronal response are measured. To deal with trial-to-trial variability, the 

neuron’s response is averaged across multiple presentations of the stimulus. However, 

applying this same approach to understanding cognitive processes risks averaging away the 

very process one is interested in measuring. Consider a person choosing between two 

restaurants. Perhaps they may alternate between the two restaurants changing their mind 

several times, or maybe they slowly build the case for one restaurant over the other. The 

eventual choice might be the same and it may take the same amount of time, but the 

underlying dynamics of the decision were very different. A further problem is introduced 

when the investigator attempts to control the experiment. The repetition and tight control on 

learning and behaviors that is required to average across trials runs counter to the freedom 

necessary for the animal to cogitate. Both experimental and theoretical work have made a 

distinction between the kinds of choices we make habitually (e.g. selecting the same brand 

of soda in the grocery store) and those which are unique to a specific set of circumstances 

(e.g. deciding where to eat when on vacation) [1, 2].

Over the last couple of decades, there has been a dramatic increase in the number of neurons 

that are recorded in a single session. Whereas neurophysiologists used to use a single wire to 

record from one or two neurons simultaneously, many labs now use multicontact electrodes 

and routinely record from over a hundred neurons simultaneously. This has not just allowed 

data to be collected more quickly, but it has led to entirely new kinds of analysis methods, 

most importantly for the purposes of this review, the ability to extract or ‘decode’ 

information from the neural ensemble with single trial resolution. This approach has been 

most successfully employed by researchers studying motor control [3]. These methods have 

been used to construct brain machine interfaces for paralyzed patients [4, 5]. Recording 

arrays are implanted in motor and premotor cortical areas, and the pattern of neural activity 

can be decoded to determine the movement intended by the paralyzed patient. These 

decoded neural signals can then be used to control robot arms or computer cursors, thereby 

helping to restore activities of daily living. Recent work has begun to apply these same 

methods to decoding cognitive processes. Although the focus of this review is on 

neurophysiological recording, we note that considerable progress has also been made 

applying similar methods to other neural signals (Text Box 1).

A challenge in applying decoding to the problem of decision-making is in establishing an 

appropriate ground truth. To build a decoder, it is necessary to have a training set of data, in 

order to measure the neuronal response to a known parameter. For example, to decode 

stimulus A from stimulus B, we first need to present both stimuli many times to produce a 

distribution of neural responses that might be expected from one or other stimulus 

presentation. Establishing such a ground truth is relatively straightforward when we are 

dealing with concrete stimuli or responses, but we seem to have come full circle to the 
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problem we described in the beginning, since we are now faced with the difficulty of 

establishing a ground truth for an unobservable cognitive process. There have been at least 

two approaches to the problem, both of which have used well characterized neural responses 

to help establish a ground truth. The first approach has capitalized on spatial encoding in 

hippocampus, while the second approach has capitalized on value encoding in orbitofrontal 

cortex (OFC). We will consider each of these approaches in turn and how they have helped 

to uncover the cognitive processes underlying decision-making.

Hippocampal spatial trajectories and decision-making

Hippocampal neurons have place fields [6]. Each neuron has a preferred region of space 

where the neuron fires when the animal is in that location (Figure 1A). When the animal 

pauses, many of these neurons will fire synchronously, an event that is visible in the local 

field potential (LFP) as a sharp-wave-ripple (Figure 1B). Zooming in to a more fine grain 

time scale reveals that the neurons are not firing synchronously, but rather in the order in 

which their place fields were originally encountered [7]. It is as if the animal is replaying the 

experience while it rests (Figure 1C). Decoding algorithms can extract this information and 

construct the complete spatial trajectory that the animal is replaying (Figure 1D). This 

phenomenon can also be observed in the open-field. When the rat pauses as it explores an 

open-field, sequences of place cells will fire along one potential navigational trajectory and 

then another, after which the animal will move along one of the trajectories [8]. 

Furthermore, decoded trajectories are influenced by the location of rewards, with trajectories 

biased towards those heading towards a rewarded goal (Figure 2).

Information regarding upcoming trajectories can also be decoded from other aspects of the 

hippocampal signal. Although most spikes from a hippocampal neuron occurred when the 

animal was in the neuron’s place field, there were additional scattered spikes that could 

occur outside of the neuron’s place field [9]. These extrafield spikes were not distributed 

randomly, but rather tended to occur at choice points in the behavioral task. For example, at 

the choice point in a T-maze, hippocampal neurons would often encode future locations that 

the animal expected to traverse [9, 10]. This future encoding would sweep down one arm of 

the maze and then the other, as if the animal were simulating the two possible courses of 

action in order to make its choice (Figure 3). It was as if the neuron’s place field had 

temporarily shifted to reflect the potential locations that the animal might traverse. This 

spiking was distinct from the activity that occurred during the sharp-wave ripples, as 

described above. The animal’s behavior was also consistent with the possibility that the 

animal was simulating possible courses of action. When the rat reached the choice point it 

would often look backwards and forwards down either arm of the maze, a behavior referred 

to as vicarious trial-and-error learning [10]. Notably both the vicarious trial and error 

behavior and the hippocampal sweeps disappeared as the animals practiced the task and the 

behavior became more automatic. This emphasizes the importance of using less practiced 

and less constrained behaviors to ensure that an animal is engaging decision-making [9].

Taken together, these studies suggest that hippocampal neural activity may provide an 

insight into the decision-making process. The experimenters used decoders trained on 

established ground truths (hippocampal place fields during actual navigation) to measure 
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hidden cognitive states (navigational decisions). However, they lack a critical piece of the 

decision: what makes one option preferable to another?

Decoding value from orbitofrontal cortex

Flip-flopping value signals during decision-making

OFC has long been ascribed a central role in value-based decision-making [11]. This process 

involves assigning a value to potential outcomes and then selecting that option that leads to 

the most valuable outcome. It is distinct from perceptual decision-making, which involves 

making decisions about sensory stimuli, in that it requires value judgements. Unlike sensory 

stimuli, value judgments are frequently hidden states that must be inferred. For example, 

there is nothing intrinsic to a dark brown cuboid that predicts the taste of chocolate. Instead, 

we infer that taste from our prior experience of chocolate bars. Furthermore, different people 

assign different tastes different value: some people prefer milk chocolate, while others prefer 

dark. Patients with OFC damage have a specific difficulty in making value-based decisions 

[12, 13] and OFC neurons encode the predicted value associated with specific choice options 

[14–16], consistent with a role of OFC in value-based decision-making.

This is not to say that OFC is involved in all types of value decisions. As mentioned earlier, 

there is an important distinction between habitual and novel choices [1, 2], with OFC 

particularly implicated in the latter [17]. For example, both fMRI [18] and 

magnetoencephalography [19] experiments in humans have shown that OFC is only 

involved for relatively novel choices. OFC has also been described as implementing ‘goods-

based’ decision-making [20]. One way to simplify the process of making a decision is to 

separate the valuation of things in the environment (‘goods’) from the actions necessary to 

obtain these goods. This avoids the combinatorial explosion that would occur if every 

combination of potential good and action were assigned a value. Consistent with a role in 

goods-based decision-making, OFC neurons are less likely to encode actions than other 

regions of the frontal lobe [21–23]. In addition, OFC damage appears to preferentially affect 

stimulus valuation compared to action valuation in both humans [24] and monkeys [25], 

although recent finding suggest that this distinction may be less clear cut than previously 

thought [26, 27].

Because value is a hidden state and inherently subjective, studying the mechanisms 

underpinning value-based decision-making is particularly difficult. Decoding provides a 

potential solution. In a recent study, we used decoding methods to probe how monkeys 

choose between different choice options [28]. Two monkeys learned a set of cues, each of 

which predicted a specific type and size of reward. We recorded from small ensembles of 

OFC neurons (usually between 10 and 20 neurons) from cytoarchitectonic areas 11 and 13 

[29] and trained a classifier to identify the value of the reward predicted by the cue from the 

pattern of neural activity. We then used the classifier to decode neural activity when the 

animal was presented with a choice between a pair of the cues (Figure 4A). Although the 

output of the decoding was noisy, there were clear periods where the classifier was very 

confident that OFC neural activity was consistent with one of the picture values (posterior 

probability close to 1). Furthermore, there were periods where the decoder would flip-flop 
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between representing the value associated with one option to representing the value of the 

alternate option.

To show that this flip-flopping did not simply reflect noise in the output of the decoder, we 

examined whether the decoder output was predictive of choice behavior. There were more 

flip-flops on error trials, where the animal chose the less valuable option, compared to 

correct trials (Figure 4B) and stronger representation of the chosen option, relative to the 

unchosen option, produced faster choice responses (Figure 4C). Thus, flip-flopping was 

predictive of choice behavior. Like the hippocampal work, we were successful in using an 

established ground truth (OFC encoding of the value of a reward-predictive cue) to decode a 

cognitive hidden state, in this case, the dynamics underlying individual value-based 

decisions. Decision-making seems to consist of OFC alternately representing the value of 

the outcomes that are predicted by the two reward-predictive cues constituting the choice.

Neural mechanisms of flip-flopping

What might be the mechanism that underpins these dynamics? Recent work has begun to 

probe the properties of neurons in prefrontal cortex (of which OFC is a part) that make them 

particularly useful for cognitive processing. Cortical neurons possess temporal fields, which 

can be determined by calculating the autocorrelation of spiking during baseline periods, 

which measures the tendency of neurons to fire in repetitive patterns. As one moves from 

sensorimotor cortex to association cortex, the autocorrelation time constant increases, 

reaching its maximum in prefrontal cortex [30]. In other words, there is an increase in the 

timescale over which repeated patterns of firing evolve. This suggests that the firing 

properties of prefrontal neurons predispose them to integrating information over longer time 

intervals than sensorimotor cortical regions. Within OFC, neurons that maintain the 

predicted value of the reward-predictive cue until the time of the reward outcome show 

longer time constants than neurons that are not involved in this process [31]. Prefrontal 

cortex is also strongly implicated in the process of working memory [32–34], whereby 

information must be explicitly maintained by prefrontal neural ensembles across delays. 

Recent computational models of how this process might be accomplished suggest that the 

balance of excitation and inhibition within prefrontal neuronal ensembles can predispose 

them to certain attractor states (Text Box 2), which can be used to store information across 

temporal delays [35, 36].

Integrating these ideas, the flip-flopping during decision-making could consist of 

competition between OFC attractor states responsible for representing individual reward-

predictive cues. This competition could be biased, similar to models that have been proposed 

for the competition for attention in posterior sensory regions [37]. This could be 

accomplished via synaptic strengthening from dopaminergic prediction error signals during 

the initial learning of reward predictions [38, 39] that could produce stronger ensembles and 

deeper attractor basins for more valuable cues. One prediction of this model is that the more 

valuable option should be represented either more frequently or for longer duration. Indeed, 

both predictions were true. Chosen states were significantly longer than unchosen states and 

more frequent (Figure 4D).
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One challenge to this proposed mechanism is reconciling attractor dynamics with flip-

flopping. If an attractor basin is in operation, once the neural network enters a stable state, it 

should not leave that state to enter the alternate state. A potential solution is the theta 

oscillation, which has been shown to affect flip-flopping in the hippocampus. Rats exposed 

to two different spatial contexts that are discriminated via light cues develop orthogonal 

neural representations in the hippocampus that encode each context. When the light cues are 

abruptly changed, indicating a shift of context, the pattern of hippocampal firing flip-flops 

between the two contextual representations, with the timing of the flip-flops aligned to theta 

[40]. Computational modeling has shown that the theta oscillation induces flip-flopping by 

altering the balance between external inputs and the internal recurrent neuronal connections 

that underpin the attractor state, which allows for a potential resetting of attractor states with 

each theta cycle [41]. Furthermore, synaptic plasticity can influence this process, biasing 

attractor states towards those with stronger underlying synaptic connections [42].

The theta signal in OFC is particularly strong during value-based decisions [43, 44]. More 

broadly, the LFP contains a good deal of information relating to the decision. Indeed, we 

have recently shown that there is little difference between the information encoded by OFC 

neurons and the information that is encoded by the OFC LFP [45]. Consequently, we were 

able to decode OFC flip-flopping solely from OFC LFP, albeit with somewhat reduced 

accuracy compared to decoding performance based on OFC spikes [28]. We have also 

shown that individual prefrontal neurons phase lock to different LFP frequencies [46]. This 

could enable frequency encoding whereby different brain areas are able to tune in to 

different OFC frequencies to obtain different kinds of information. Evidence for this comes 

from studies that have recorded simultaneously from OFC and other brain areas. For 

example, there is increased coherence between OFC and the hippocampus in the theta band 

during the learning of novel goal-directed behaviors [47].

Interaction between valuation and other cognitive processes

What is noticeably absent from the above discussion is how the choice is implemented. At 

some point, the value flip-flopping in OFC must be converted into a motor response. The 

evidence suggests that this implementation occurs in areas downstream of OFC. We found 

that there was not a direct relationship between the value flip-flopping and the choice 

response: there was no evidence that OFC needed to be in a particular value state in order for 

the choice response to occur [28]. In addition, many studies have shown that OFC encodes 

very little information about the choice motor response [21–23]. One possible candidate is 

lateral prefrontal cortex (LPFC), which has strong, reciprocal connections with OFC [48] 

and motor areas [49, 50]. During a decision-making task, LPFC neurons show a gradual 

evolution from encoding the value of the chosen option to encoding the motor response 

necessary to acquire that option [51]. Furthermore, the dynamics of the unfolding of value 

signals in OFC are correlated with the value-to-action transformation that occurs in LPFC 

[52], suggesting a close relationship between value coding in OFC and action selection in 

LPFC. It is likely that there are also other routes to action, perhaps through the cingulate 

cortex or striatum [53], particularly as lesions of LPFC do not necessarily disrupt value-

based choices [54].
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Decoding methods can also be applied to other cognitive processes that might interact with 

decision-making. Neural responses in LPFC are strongly driven by the locus of covert 

attention [55–58]. Single trial decoding of the attentional locus can be obtained by recording 

from ensembles of 50 or so LPFC neurons [59]. There has been substantial debate regarding 

the role that attention may play in decision-making [60, 61]. Computational modeling of 

choice behavior has suggested that value may act as a multiplier on the rate at which 

evidence is accumulated to support one or other option as those options are sequentially 

fixated during the decision [62]. Direct support for this model has come from single neuron 

studies, which show that OFC value coding depends on whether a reward-predictive cue is 

fixated [63]. However, a caveat with this study is that there was no behavioral task: the 

animal was simply free viewing the screen on which the reward-predictive cue was 

presented. The lack of value coding when the animal was not fixating the cue, may simply 

have reflected the fact that the animal was not engaged. Indeed, in our own studies, eye 

movements had no relationship to the flip-flopping of value representations during decision-

making [28].

One possible explanation for the lack of relationship between eye movements and value 

representations is that the interaction and between value and attention may occur covertly 

and have only an indirect relationship with eye movements. Indeed, one of the posited 

reasons that we have working memory is so that we are not ‘stimulus-bound’: we can think 

about things we are not necessarily looking at. For example, if you are staring at the steak in 

the meat section of the grocery store, your OFC may be encoding your valuation of steak, 

but it could equally be encoding your valuation of chicken so that you can compare it to the 

steak. This brings us back to the problem outlined at the beginning of this paper: how do we 

access the contents of working memory, which is an unobservable, covert process? And the 

solution may be the same: decode the contents of working memory and compare it to the 

decoding of decision-making. One possibility is that it is shifts in covert attention that are 

controlling OFC flip-flopping. Alternatively, it may be that OFC flip-flopping guides shifts 

of covert attention. Future work could attempt to distinguish between these two possibilities 

by simultaneously decoding value information from OFC and spatial attention from LPFC.

Concluding remarks and future perspectives

Decoding enables neuroscientists to measure cognitive processes as they unfold. However, 

there are some caveats to keep in mind in interpreting the results of a decoding analysis. 

Most importantly, just because we can decode information from the activity of a neural 

ensemble, this does not mean that individual neurons are encoding that information. For 

example, it would be easy to build a decoder that could output the orientation of edges from 

retinal activity, but we also know that individual retinal neurons encode spots of lines rather 

than edges. In other words, we cannot infer the function of a neural ensemble from our 

ability to decode information from that ensemble. This problem becomes more pronounced 

as the sophistication of the decoder increases. For example, returning to our retina example, 

in principal we could build a decoder that would detect faces from retinal activity: after all, 

that is what the brain is doing. We also note that although we have presented ensemble 

analyses in opposition to single neuron analyses, the real power may come from combining 

the two approaches. For example, when averaging the activity of single neurons across trials, 
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investigators typically synchronize the neural activity to external events, such as the 

presentation of sensory stimuli or the animal’s overt behavior. Combining single neuron and 

ensemble analyses raises the possibility of building encoding models of neural tuning that 

are synchronized to internal cognitive processes.

Finally, we note that decoding rests on the ability to record large numbers of neurons 

simultaneously, which enables the researcher to overcome the stochasticity that is inherent in 

the firing of single neurons. The last decade has seen a dramatic increase in the number of 

neurons that can be simultaneously recorded, with concomitant increases in the performance 

of decoders. Early efforts used arrays of microwires [64] or silicon probes [65] that were 

chronically implanted in the cortex. However, these arrays can typically only penetrate the 

brain for a few millimeters and so they cannot record from deep areas of the brain like OFC. 

More recently linear microarrays have been developed that are the same diameter as 

traditional recording electrodes but with many more contacts spaced along the shank. For 

example, the Neuropixels probe has 960 contacts and has been used to record from 700 

neurons simultaneously [45]. Future experiments can capitalize on these technological 

developments to perform high resolution decoding of different cognitive processes from 

different brain areas, thereby providing a more complete picture of the computations 

underlying high-level cognition.
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Glossary

Attractor state/basin
In a dynamical system, the attractor state or attractor basin, is the subset of the state space 

towards which objects will tend to move, irrespective of the starting conditions of the object.

Autocorrelation
A mathematical tool for finding repeating patterns. It is the correlation between serial 

observations as a function of the time lag between them.

Local field potential
The electrical potential recorded from an electrode positioned in neural tissue that reflects 

the summed electrical activity within ≈ 0.5 – 1 mm of the electrode. It includes both action 

potentials and subthreshold membrane potentials.

Place fields
The spatial location that will cause a place neuron to fire whenever the animal is at that 

location

Sharp wave ripple
Large amplitude, short duration deflections in the local field potential, which are only found 

in the hippocampus and its neighboring areas.
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Theta oscillation
A rhythmic oscillation between 4 and 10 Hz that is present in the local field potential 

throughout the brain. It is particularly prominent in the hippocampus.
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Text Box 1.

Decoding other neural measures. Several studies have used decoding approaches to 

extract information from the BOLD signal measured via functional magnetic resonance 

imaging (fMRI). Researchers have been able to reconstruct images [66] and movies [67] 

that a subject is viewing from BOLD activity, as well as the semantic content of the 

movie [68]. It even seems possible to decode the visual content of dreams. Subjects were 

scanned while asleep in an fMRI, woken, and asked to report what they were dreaming. 

A classifier, that had previously been trained using the subjects’ BOLD responses when 

viewing visual images, was able to decode the visual content of the dreams at levels 

significantly above chance [69]. Decoding methods have also been used to probe 

decision-making. Context can bias decision-making: if a cue had a low value in a given 

context, recalling that context decreases the cue’s current value [70]. For example, 

recalling a previous episode where one had a poorly cooked steak, would decrease the 

likelihood of choosing steak. By decoding scenes from the parahippocampal BOLD 

response, researchers showed that the strength of the choice bias was directly 

proportional to how well the previous episodic memory was recalled [71]. These studies 

illustrate the power of decoding analyses to uncover otherwise unobservable states. 

However, the BOLD response takes several seconds and likely lacks the temporal 

resolution necessary to measure a cognitive process in real-time. More promising has 

been studies that have used intracranial electrocorticography signals from patients 

undergoing surgery for the treatment of epilepsy. For example, it has been possible to 

decode speech from neural activity in the superior temporal cortex evoked by speech 

[72]. To date, such methods have not tested cognitive processes, in part due to the 

difficulty of performing extensive cognitive testing in the surgical environment.
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Text Box 2.

Dynamical perspectives of neural ensembles. Much of neuroscience has adopted a 

representational view of neural activity, whereby the goal is to ascertain what information 

is represented by neural firing. Although this approach has been extremely successful in 

explaining some regions of the brain (e.g. primary visual cortex), it has struggled when 

applied to other systems (e.g. primary motor cortex). An alternative, is to take a 

dynamical perspective, whereby the goal is to predict future states of neural activity 

based on the current state [73]. A key prediction of this perspective is that activity in the 

system will be only loosely tied to behavioral parameters, since many of the signals will 

instead be related to internal processes that help to compose the outputs. Consequently, 

the dynamical perspective has increased in influence as investigators have moved towards 

ensemble recordings and realized that behavioral parameters are frequently poorly 

encoded despite the decoder being able to extract information from the neural activity 

[3].

An important goal of the dynamical perspective is to identify the states through which the 

system traverses, particularly ‘attractor’ states. In a dynamical system, the attractor state 

or attractor basin, is the subset of the state space towards which the system will tend to 

move, irrespective of the starting conditions of the system. For example, a ball placed in a 

bathroom sink will move towards the plughole, irrespective of where it is initially placed: 

thus, the plughole is the attractor state. Consider the slightly more distorted sinks in 

Figure I that have multiple troughs. In sink A, if the ball is placed low, it will end up in 

the closest trough, but if it is placed higher, it will end up in the opposite trough. 

However, the symmetry of the sink ensures that across all starting positions there will be 

an equal number of balls in each trough. In contrast, in sink B, most of the balls starting 

on the right will end up at trough 2, as will some of the balls starting on the left. With 

respect to decision-making, the attractor states (troughs) could correspond to either 

option, with the depth of the troughs proportional to the value of the option.
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Outstanding questions

• Is neural vacillation unique to decision-making or is it a broader mechanism 

used whenever multiple pieces of information must be processed?

• How are stimulus-reward associations learned in the first place and where are 

they stored?

• What is the role of neural oscillations in decision-making? Are they 

responsible for controlling vacillation? Are they responsible for regulating the 

interaction of different brain regions?

• How are decisions translated into actions? Parsing the valuation of goods in 

the environment from action selection simplifies the complexity of decision-

making but raises the question of how the action can influence the valuation 

process. For example, one might favor a close, mediocre restaurant over a 

distant, good restaurant. How could such tradeoffs be resolved if goods and 

actions are separately valued?

• To what extent can the processes underlying value-based decision-making be 

extrapolated to other kinds of decision-making, such as perceptual decision-

making (and vice versa!)?

• Is decision-making a unitary process and, if not, how are conflicts between 

competing systems resolved? For example, high calorie foods have a high 

value from a biological perspective, ensuring the organism’s survival, but 

lower value if one is trying to lose weight. How are these separate values used 

to determine a choice?
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Highlights

• Recent advances in analytic methods and high-channel count recordings have 

raised the possibility of reading out cognitive processes directly from the 

brain, as opposed to inferring cognitive processes indirectly from behavior.

• Decoding neural activity has been used to understand decision-making by 

using place cell activity in the hippocampus or value-selective neural 

responses in orbitofrontal cortex.

• Decoding could have broad applications for measuring other cognitive 

processes directly from neural activity, such as attention, working memory 

and reasoning.

Wallis Page 16

Trends Cogn Sci. Author manuscript; available in PMC 2019 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. Replay events decoded from hippocampal place cells.
(A) As a rat walks along a linear track, different hippocampal neurons, with different place 

fields (colored ellipses) fire at different locations along the track. (B) Top: Raw LFP trace 

recorded from hippocampus. Middle: Ripple-filtered LFP trace. Bottom: Spike rasters from 

263 simultaneously recorded hippocampal neurons, indicating the increased firing during 

ripple events. (C) When the rat pauses at the end of the track, the cells rapidly fire in the 

same order in which the place fields were encountered. (D) A Bayesian decoder allowed the 

spatial trajectory of the replay event to be constructed from the pattern of firing in the 263 

neurons. Figure adapted with permission [74].
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Figure 2. Decoding spatial trajectories in the open field.
(A) Rats explored an open-field, searching for a reward hidden in one of 36 wells. The 

reward was hidden at D1 and D2 on the first and second day, respectively. (B) Eight 

examples showing replay events decoded on the first day. The trajectories often traveled 

from the rat’s current location (cyan triangle) to the reward location (cyan circle). (C) 

Frequency with which the end points of constructed replay trajectories occurred at different 

well locations. There was a bias for trajectories to end at the well in which the reward was 

hidden. Figure adapted with permission [8].
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Figure 3. Decoding hippocampal activity on a single T-maze trial.
(A) A rat runs along a maze that requires them run down leftward or rightward arms on 

alternating trials. The choice point is outlined by the blue box. (B) The results of Bayesian 

decoding of spatial position from a hippocampal neural ensemble. The color scale indicates 

the location decoded with the highest probability and the white circle indicates the position 

of the rat. The hippocampal ensemble first represents locations in the leftward arm (from 

about 160 ms until 360 ms), followed by locations in the rightward arm (200 ms until 400 

ms). Figure adapted with permission [9].
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Figure 4. Decoding value from OFC neurons during decision-making.
(A) The plots show six trials, selected at random, in which the animal was choosing between 

pairs of the reward-predictive cues. The value of the two cues is indicated above the plots 

(Ch = chosen picture value, UnCh = unchosen picture value). The individual lines of the 

plots indicate the decoder output, which is the probability that the neural activity is 

consistent with the representation of one of the two cues. The lines are color-coded 

according to whether the value related to the picture that the animal ultimately chose, the 

picture he did not choose, or the unavailable pictures that were not presented on that trial. 

(B) There were significantly more flip-flops on error trials relative to correct trials (t-test, p 
< 0.005). (C) Strength of correlation between decoder output (posterior probability) and 

choice response time, for the chosen (red) and unchosen (blue) options. Stronger 

representation of the chosen option produced faster response times (negative correlation), 

while the opposite was true for the unchosen option. (D) The number of states per trial, 

averaged for each session. States were defined as a probability greater than 0.5 for longer 

than 80 ms. Chosen states were more prevalent than unchosen states.
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Figure I. Representation of different attractor basins.
The color of the balls indicates whether they end up at trough 1 (blue) or trough 2 (red).
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