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In general biologists are not accustomed to formulating biological problems in the precise mathematical terms that are required to solve the problems analytically or numerically. Although many computational tools for systems biology have been developed recently, our observations indicate that many of these tools are powerful only in the hands of those who know a lot about how to use them. For most biologists, the tools have a protracted learning curve and unfriendly user interface that often diminish their likelihood of being used.

Our long-term goal is to build a knowledge system that allows biologists to synthesize complex biological systems via natural language interactions, and the system is able to generate the corresponding mathematical descriptions so that the often cumbersome communication process between biologists and mathematicians/engineers in formulating complex biological problems in mathematic terms can be performed more easily.

To focus, the first goal in this research is to build a knowledge system prototype that focuses on transport related biological problems that occur from the cellular to tissue level. We address specifically two inter-related problems: (1) Provision of an intelligent system that is capable of automatically synthesizing smaller components into more complex systems; Provision of a user-friendly and natural language interface.
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1. Introduction

The science of biology has developed to a point that one must study complex biological systems consisting of multiple fields of studies to supplement the traditional reductionist approach. However, very often three problems emerge:

- In general biologists are not accustomed to formulating biological problems in the precise mathematical terms that are required to solve the problems analytically or numerically. Although collaborations between biologists and mathematicians/engineers can overcome this problem, differences in language, knowledge base, and “culture” between the two groups often make it difficult to initiate such collaborations.
- Although many computational tools for systems biology have been developed recently, our observations indicate that many of these tools are powerful only in the hands of those who know a lot about how to use them. For most biologists, the tools have a protracted learning curve and unfriendly user interface that often diminish their likelihood of being used.
- The current information technology has not been able to enable efficient knowledge sharing. Researchers not only find it difficult to locate and utilize existing work on a given problem but also find it difficult to make their work available for others to use.

This research addresses the fundamental information technologies required to address, or at least alleviate, the above problems at different levels of abstraction. Specifically, a computer system is being developed so that biologists are able to describe a complex biological system in ways that they are comfortable with. This system in the meantime is able to generate the corresponding mathematical descriptions, so that the often cumbersome communication process between biologists and mathematicians/engineers in formulating complex biological problems in mathematical terms can be performed more easily.

Our long-term goal is to build a knowledge system that can solve biological problems across many levels. However, we realize that it is a rather ambitious goal and it is not likely to be accomplished in a short period of time. Therefore, our current goal is to build a knowledge system that focuses on transport related biological problems that occur from the cellular to tissue level. Our research includes especially the following objectives:

1. **Provision of an intelligent system that is capable of automatically synthesizing smaller components into a more complex system.** In our preliminary studies we have focused on a set of common biological processes, such as diffusion and molecular interactions, as the “building blocks” of more complex systems. Although most biologists would know what kind of basic processes are involved in their systems, they often do not know how these processes interact with each other to create complex behaviors, while in most cases these interactions are the results of known physical laws. It is important not only to identify the
physical laws that “glue” together a complex system, but also to devise a knowledge representation scheme that enables computer programs to perform the synthesis automatically and efficiently.

2. Provision of a natural language interface. It is important to have an intuitive and interactive interface so that biologists who have little training can learn smoothly and rapidly how to construct the “building blocks” mentioned in objective #1 to synthesize complex biological systems. The most effective interface will be a natural language interface. Building a natural language interface is in fact strongly related to the previous objective as natural language processing is very dependent on its knowledge domain.

This paper is organized as follows. Section 2 describes the background and related work, especially the background on computational systems biology, tumor growth modeling and simulation, and the related information technologies. Section 3 introduces our overall approach. Section 4 discusses the formulation of the morphogen gradient problem using our approach, and Sec. 5 discusses the formulation of the tumor growth problem. Section 6 describes the structure of our knowledge base system and our current implementation. Section 7 describes our approach to a natural language interface for our system. Section 8 concludes the paper.

2. Background and Related Work
Modern biology often needs to deal with complex biological systems. They are complex in the sense that many biological processes occur at the same time. In many cases, the traditional reductionism approaches have shortfalls, which mostly arise from “information overload” and “over-simplification” [1]. Therefore, it has become increasingly necessary to study complex biological systems whose behavior cannot be explained simply in terms of individual parts.

In order to study complex biological systems, biologists often need to collaborate with mathematicians, because even if the individual processes in a complex system are easy to understand and model, the behavior of the whole system may involve complex interactions among its parts. However, one of the largest obstacles hindering the effective collaboration between biologists, physical scientists and mathematicians is the very difference among the languages used by these various disciplines. Concepts like “boundary value problem”, “isotropy”, “flux” and “cross-correlation” are not really foreign to biologists, but the ways they are treated by a biologist are very different from the ways that, say, a mathematician would treat them. Hence, each needs to spend many hours with the other before they can effectively communicate. Although much can be done to facilitate such one-to-one interactions, the communication is likely to continue to be a difficult problem.

2.1. Computational systems biology
The core of systems biology is molecular biology. One of the subjects molecular biologists study at the cellular level is “signaling”, which refers to how cells com-
municate with each other. A cell sends signals, usually in the form of chemical substances, to other cells. A cell receives and responds to a variety of signals from outside (e.g., activate genes, change shape) typically by inducing a chain of chemical reactions inside itself, a so-called “intracellular signaling pathway”, and it is the interactions of such pathways that allow the integration of multiple signaling inputs. In addition to systems of signaling pathways, cells also possess metabolic pathways which can be quite complex. These consist of series of enzymatic steps that transform molecules of one type into another, and underlie both the breaking down of food into energy, and the manufacturing of all cellular components.

Computational schemes can be applied to model cell signaling, metabolic and gene expression networks. Moreover, quite a few software packages are available to help biologists analyze such models. A partial list includes Cellerator [2], Virtual Cell [3], E-Cell [4], Gepasi [5] and Jarnac [6]. Most of them are deterministic. Typically, a user first defines pathways in certain ways. In Virtual Cell, for example, the user defines chemical reactions by drawing; in Cellerator, as another example, the user defines reactions using a Mathematical Palette. These programs translate the reactions specified by the user into a set of differential equations and solve them using Matlab, Mathematica, LSODE, and/or custom solvers. On the other hand, some software packages employ stochastic approaches to simulate intracellular pathways. These include Gibson’s Next Reaction Algorithm [7], StocSim [8], MCell [9], and the “Stochceller” module for Cellerator. While all of these software packages are powerful, they are mostly suitable for use by biologists who already have a model in hand, and who have enough mathematical sophistication to know exactly what kinds of ancillary information (e.g., boundary conditions) must be provided to make a solution or simulation possible.

Cell signaling, metabolic and gene expression pathways and networks can often be dealt with as time-dependent but space-independent processes to simplify the analysis. The problems become much more complicated when time-and-space-varying processes, such as molecular diffusion, cell migration, growth of cells within a tissue, etc. must be taken into account. The problems also become more complicated when processes of different time- and length-scales must be considered together. Formulating models of such processes is non-trivial. Moreover, the above software packages can provide a support for solving only a subset of such models. Nonetheless, significant progress has been made by groups of biologists and modelers working together. For example, recent research has discovered how embryonic patterns are established by gradients of diffusible molecules and their inhibitors [10–12], how cell migration is controlled (e.g. [13]), and how tumors grow and change shape (see references later). The latter area provides a particularly good example of a complex biological system in which processes occurring at many levels — from the molecule up to the organ level — are interdependent. Some of the current issues in modeling tumor growth are discussed below.

Although the community of systems biology has created powerful tools, there are several shortcomings based on many biologists’ experiences. First, most of these
software packages focus on a particular level (e.g., molecular interaction level or tissue level) or a particular subject domain. Much needs to be explored to see the ways to integrate different biological models into a larger, more complex system. More importantly, in order to ensure that a program captures all the relevant behaviors to generate valid simulations, the existing software packages demand a rather high level of biophysical and mathematical sophistication on the biologist interacting with the program. As a result, many biologists do not know how to begin using these software packages and feel frustrated. Lastly, the existing systems biology tools do not provide an efficient knowledge querying and sharing infrastructure. Work done by the Systems Biology Work Bench Group has taken the first step to define the XML-based Systems Biology Markup Language (SBML), which is aimed as a common representation to store biochemical models [14]. However, SBML in itself does not guarantee that biologists can efficiently search for biological models defined by others or can efficiently compare and integrate different biological models. A knowledge base system on top of SBML is needed to accomplish this task.

2.2. Tumor growth — Modeling and simulation

The modeling and simulation of the tumor growth problem is one focus of our preliminary studies. In fact, the tumor progression problem provides an excellent example of both the challenges and the benefits of integrating biological models across levels. For this reason it is an ideal problem around which we can build a generally applicable technology to foster the formulation, integration and solution/simulation of complex biological models.

The biophysical, biochemical and mechanical processes characterizing tumor progression — which include both the growth of tumor cells and new blood vessels (vascularization or angiogenesis) to nourish the tumor — are very complex. The initial growth of tumors (presumably following genetic mutations of a cell or cells) is avascular (without blood supply) and relies on the diffusion transport of nutrients and oxygen through the extracellular matrix into the tumor. This stage presumably also relies on the production and transport of growth factors (e.g., insulin, PDGF, EGF, etc.) either locally or from distant sources. This stage of growth usually leads to a dormant state of millimeter size, due to limitations on the supply of nutrients to the bulk of the tumor cells.

To support further growth, angiogenesis must be triggered by the release of tumor angiogenic factors (e.g., vascular endothelial-cell growth factor, VEGF) that can lead, through a number of mechanisms, to tumor vascularization. Essential cell biological processes at this stage include: transport of angiogenic factors through the extracellular matrix, endothelial cell responses such as basement membrane degradation, migration and proliferation, and anastomosis (fusing of blood vessels) with a resulting blood micro-circulation.
At the same time, growth of the tumor continues to be influenced by a number of other processes in and around it. These include: appearance of new mutations that alter the growth properties of individual cells; the production, transport and competition for autocrine growth factors; the production of factors by peritumoral stroma; alterations in cell adhesion and motility that lead to cell migration; infiltration by immune and inflammatory cells which release a variety of factors; and remodeling of the tissue architecture around the tumor by molecules released by tumor cells (e.g., matrix metalloproteinases). Moreover, because angiogenesis (i.e., neo-vascularization) provides the tumor cells with an unlimited nutrient supply, it is uniquely poised to promote invasive growth, characterized by complex tumor morphology with fingering and separation of metastases. This complex morphology couples in nontrivial ways to all of the processes listed above. For example, it increases the surface-to-volume ratio of the tumor and thus is expected to enhance the spatial flux of growth factors, angiogenic factors and further vascularization, and influences infiltration by inflammatory cells and their secreted products.

In the mathematical biology community, research on the origins and development of tumors has received ever-increasing attention (e.g., see the recent review papers [15–17] and the numerous references therein). Mathematical models of tumor growth utilize systems of continuum reaction-diffusion equations as well as discrete random-walk theory are now sophisticated enough to describe tumor progression (e.g., [18–22]) including the effects of genetic mutations (e.g., [23–28]), autocrine signaling (e.g., [29]), and angiogenesis (e.g., [30–33]) including the underlying biochemistry [31, 32] (a complete list of references for all aspects of Tumor Modeling can be found in [36]). Very recently, multidimensional and multi-scale computer simulations of tumor progression have been presented [39, 44, 45].

2.3. Information technology

In principle, there should be a way for biologists to describe a complex system in biological terms and to interact with a software system that, through appropriate prompts and queries, can make a first pass effort to distill a system into one or more biological models. The mathematical equations underlying these biological processes can be generated automatically if the physical laws and mathematics governing these biological processes are understood thoroughly by the computer. Currently there is already a wealth of knowledge regarding the physics and mathematics of many biological processes, although more is being discovered everyday. Therefore, besides identifying the kinds of knowledge needed, how to store and use such knowledge is an IT challenge.

Unfortunately, most of the existing "biological databases" have been archive systems. Examples can be found at the National Center for Biotechnology Information (http://www.ncbi.nlm.nih.gov/) and the European Bioinformatics Institute (http://www.ebi.ac.uk/services/index.html). An extensive list of other molecular biology databases can be found at http://nar.oupjournals.org/cgi/content/full/27/
1/1/DC1/43. In addition, biologists have begun to develop a variety of anatomical and morphological databases, including the Digital Anatomist Project (University of Washington) [34] and the National Library of Medicine’s Visible Human Project [35]. A fundamental difference between a biological database addressed in this research and a traditional biological database is that, in this research, the targets of a query are models and active objects that interact with each other. To our knowledge biological databases of this type do not yet exist.

As a brief overview of the database technology, most of the biological applications today have employed a relational database for storage. A relational database organizes data into tables that include fields. Two tables that include a same field are related to each other. Compared to the “flat file” approach that stores all data into a single file, the relational approach using tables is more flexible. Most relational database systems conform to the Structured Query Language (SQL) standard.

Object-oriented databases organize data into objects. An object can have attributes, which can also be objects. The recursive nature of an object permits ease of manipulation. Objects can inherit characteristics from other objects, making it easier to create new objects based on existing ones. An object can be associated with a set of procedures (methods) to manipulate its data. Attempts have been made to combine a relational database and an object-oriented database to create an object relational database. The SQL-99 standard extends the conventional SQL query language to allow tables and fields to be manipulated as objects. In addition, it allows any Boolean function to be used as a qualification for data retrieval. With such, the scope of SQL-99 becomes wider than the scope of conventional SQL.

Unfortunately, SQL-99 is not sufficient to express many queries needed in composing or analyzing a complex biological system. In addition, a user who lacks programming skills typically cannot compose conventional SQL or SQL-99 queries, and must rely on programs written by programmers to search and display data. Therefore the user’s options are frequently very limited.

3. Overall Approach

Figure 1 summarizes our approach. Each “biological object” in our knowledge system has associated with itself a set of methods including predicates and actions that can be applied to the object. On top of the objects are rules that further define the
behaviors of the objects. We consider a “model” to consist of two parts: the biological part (biological model) and the mathematical part (mathematical model), each is described in terms of a set of biological objects (variables) and rules. On top of objects is a natural language interface that allows the user to compose (program) a complex biological (model) object in terms of existing semantic building blocks. The biological models are translated into mathematical models for the purpose of analysis and simulation. Finally the results of analyses and simulations, which are instances of biological objects, together with the models themselves are stored in an object relational database so that biologists can query against (a) the models, and (b) the results from previous simulations and analyses. In the remaining sections, our system is referred to as a “BioFactory”.

4. Morphogen Gradient Formulation

We have studied the modeling of morphogen gradients and developmental systems in which large scale patterns arise as a result of diffusion gradients of molecules (morphogens) which instruct cells to do different things at different levels of morphogen-receptor occupancy. Collaborating with applied mathematicians, we were able to explore numerical solutions for models involving morphogen synthesis, diffusion, reversible binding, reversible internalization and degradation [10].

The Biological Problem: Morphogenesis is the process by which embryonic cells develop into organisms with a set of 3-dimensional patterns of structures. The special class of molecule “morphogens” serves as the chemical signal that differentiates cells from a cluster of equivalent cells into structured tissues. A so-called morphogen field consists of a morphogen source, and a group of cells. Typically the morphogen source produces morphogens, which are then distributed over the group of cells in the field. Each cell in the field has receptors that are capable of capturing the morphogens. How the morphogens are transported has been controversial, but when one takes into account processes such as degradation and internalization, appropriate mathematical analysis and simulation show that the diffusion-reaction of morphogens alone can produce morphogen gradients with the characteristics of those observed in experiments [10].

Biological Processes Involved: The basic biological processes involved in morphogen gradient formation are diffusion and reaction. The following describes the equations corresponding to each individual process.

1. First of all, the morphogens diffuse. Let the concentration of morphogens be \([M]\), the corresponding equation is (1). Here “\(f([M])\)” is a general function for the source term and the sink term of the morphogens. Without further conditions, \(f([M]) = 0\). Of course, to completely describe diffusion mathematically, we also need to define the boundary conditions, initial conditions, and the external sources and sinks of the diffusing morphogens. Since these are very problem
dependent, we omit the details here.

2. Reversible bindings occur between receptors and morphogens. The chemical equation describing this reversible binding process is $R + M \leftrightarrow RM$. Let $k_1$ be “on” rate and $k_2$ be the “off” rate. Let the concentration of the receptors in question be $[R]$, and the concentration of the morphogen-receptor complex be $[RM]$, then the equations that describe reversible bindings are (2), (3), and (4).

3. Finally, the complex $RM$ degrades: $RM \to \emptyset$. Let $k_{\text{deg}}$ be the rate of degradation. The equation that describes this process is (5).

4. Since morphogens are bound to the receptors and released from the receptor-morphogen compounds, we can combine Eqs. (1) and (2) to get (6).

\[
\begin{align*}
\frac{\partial [M]}{\partial t} &= D \nabla^2 [M] + f([M]) \quad \text{(1)} \\
\frac{\partial [R]}{\partial t} &= -[R] \ast [M] \ast k_1 + [RM] \ast k_2 \quad \text{(2)} \\
\frac{\partial [M]}{\partial t} &= -[R] \ast [M] \ast k_1 + [RM] \ast k_2 \quad \text{(3)} \\
\frac{\partial [RM]}{\partial t} &= [R] \ast [M] \ast k_1 - [RM] \ast k_2 \quad \text{(4)} \\
\frac{\partial [RM]}{\partial t} &= -[RM] \ast k_{\text{deg}} \quad \text{(5)} \\
\frac{\partial [M]}{\partial t} &= D \nabla^2 [M] - [R] \ast [M] \ast k_1 + [RM] \ast k_2 \quad \text{(6)}
\end{align*}
\]

Although in the above equations, only one type of morphogen binds to one type of receptor, in real biological systems there are many types of morphogens and receptors involved, and the receptors may have their own dynamics such as receptor production or receptor internalization.

Observations about the Basic Biological Processes: Having looked at this very simple problem, we can already answer some of the questions posed earlier in this section. The type of “knowledge” we are looking for here actually consists of these three types of biological processes (diffusion, reversible binding and degradation), and they are the “building blocks” of our morphogen gradient problem. Once our knowledge system stores the relevant meta-information associated with the three biological processes, a biologist who is interested in obtaining the mathematical equations that describe a morphogen gradient problem based on diffusion-reaction can do so by only providing the biological description of the diffusion, binding, and degradation processes to our system. He or she does not need to look through the literature or consult a mathematician to obtain the mathematical equations for the individual processes, because the mathematical equations corresponding to these three biological processes are already known to the system.

Observation about Synthesis: Diffusion, binding and degradation are not only observed in morphogen gradients. They occur in many other biological problems as well. Since we treat these three processes as individual building blocks, they need not always be present in the same biological model. For instance, a biologist who is only observing the diffusion of a type of molecule in a tissue may not need to be
aware of any reversible binding process. He or she therefore can build a biological model consisting of the diffusion process only. However, it is possible that the biologist later discovers there is a reversible binding between the molecule of interest and receptors. It is natural for him/her to wonder what the effect of the binding on the diffusion process is. How can we “synthesize” these two things? In this case, because the left-hand sides of both equations (1) and (2) are the rates of change (of the morphogen concentration), we only need to add the right-hand sides of (1) and (2) to obtain Eq. (6). This process of superposition is the simplest example of how to “synthesize” two different models.

5. Tumor Growth

While the building blocks of simple models, like the morphogen gradient problem, may be linked together by superposition, we may not be able to synthesize more complex biological systems (e.g., in which diffusion and reaction couple with each other) as easily. Our preliminary study shows, however, that it is still feasible.

Biological Processes Involved: Let us summarize the basic processes in this complex tumor growth model.

1. Diffusion of the nutrients. Let the concentration of the nutrients be \( \sigma \), then we have Eq. (7). However, since the diffusion process occurs in a much slower time scale than the other processes of the system, we can further modify the diffusion equation to (8). This time we need to list the boundary conditions as well. Since there are three domains of interest, the three boundary conditions are specified in (9), (10), and (11).

2. Absorption of the nutrients by the cells. Let \( \lambda \) be the rate of absorption, we have Eq. (12).

3. Supply of nutrients from the outer source. Let \( \lambda_B \) be the rate of blood-to-tissue transfer and \( \sigma_B \) be the nutrient concentration in the outer source (blood stream in this case), we have Eq. (13).

4. Growth. Here we choose a linear growth model. Therefore, the tumor tissue is assumed to grow in proportion to the nutrient concentration. Let \( \mu \) be the velocity field, \( \lambda_M \) be the rate of cell mitosis, \( \lambda_A \) be the rate of cell apoptosis, \( \lambda_N \) be the rate of volume loss in necrotic core, the linear growth model has Eqs. (14), (15), and (16).

5. Since processes 2 and 3 in fact define the source and sink of the nutrient concentration, we need to combine Eqs. (12) and (13) with (8) to get Eq. (15).

\[
\frac{\partial \sigma}{\partial t} = D \nabla^2 \sigma + f(\sigma) \quad (7)
\]
\[
0 = D \nabla^2 \sigma + f(\sigma) \quad (8)
\]
Nutrition concentration is a constant on the outer boundary of the healthy cells:
\[
\sigma = \sigma_\omega \tag{9}
\]
Nutrition concentration has zero jump on the boundary of health and tumor domains:
\[
[\sigma] = 0 \tag{10}
\]
Nutrition concentration is a constant on the outer boundary of tumor and necrotic domains:
\[
\sigma = \sigma_N \tag{11}
\]
\[
\frac{\partial \sigma}{\partial t} = -\lambda_\sigma \tag{12}
\]
\[
\frac{\partial \sigma}{\partial t} = +\lambda_B (\sigma_B - \sigma) \tag{13}
\]
\[
\nabla \cdot \mu = \lambda_M \sigma / \sigma_\omega - \lambda_A \text{ (in the tumor cell domain)} \tag{14}
\]
\[
\nabla \cdot \mu = 0 \text{ (in the healthy cell domain, where tissues does not grow)} \tag{15}
\]
\[
\nabla \cdot \mu = -\lambda_N \text{ (in the necrotic core domain)} \tag{16}
\]
\[
0 = D \nabla^2 \sigma + \lambda \sigma + \lambda_B (\sigma_B - \sigma) \tag{17}
\]

Observations about the Basic Biological Processes: We were able to dissect the complex process involved in the biological model of concern into individual biological processes. We have encountered one of the processes before, i.e., diffusion. There are also new processes, such as growth. In fact the linear growth Eqs. (7)–(9) apply to not only the tumor cell growth problem, but also many other growth problems. The way to “synthesize” these building blocks is straightforward. For instance, in the linear growth equation, the growth of cells is always proportional to some driving force; in this case it is the nutrient.

The Biological Problem of the Angiogenesis Model: Angiogenesis is another complex biological process that is important to tumor growth. As the tumor cells grow, it makes nutrients harder to get to the inside of the tumor, resulting in the death of many tumor cells at the core of the tumor and the formation of the necrotic core. However, the dead tumor cells produce Tumor Angiogenesis Factor (TAF), which attract endothelial cells. Endothelial cells are the cells that form blood vessels. As a result, blood vessels are developed inside the tumor, which supply nutrients to help the tumor grow.

Biological Processes Involved

1. Diffusion, absorption, and degradation. Let \( c \) be the concentration of the TAF, \( n \) be the concentration of the endothelial cells, \( \lambda_c \) be the rate of degradation of TAF, and \( \lambda_{CN} \) be the rate of absorption of TAF by the endothelial cells, the equations are \( (18) \) and \( (19) \).

2. Advection-Diffusion. Let \( \chi_e \) be the chemotaxis coefficient for TAF, we have the Eq. \( (20) \).
\[ 0 = D \nabla^2 c - \lambda c c - \lambda \nabla c n \]  
\[ c = c_0 \text{ (on the necrotic core boundary)} \]  
\[ \partial n/\partial t + \nabla \cdot ((\chi c \nabla c + \mu)n) = D_n \nabla^2 n \]

Synthesis of the Tumor Growth Model and the Angiogenesis Model: In the previous sections, we have identified the basic biological processes for two biological problems: the tumor growth model and the angiogenesis model. Obviously, these two processes affect each other. On one hand, the formation of blood vessels from endothelial cells brings in the nutrients needed for tumor growth. On the other hand, the TAF released by the necrotic cells attracts endothelial cells into the tumor tissue. Now, suppose that two biologists have built a growth model and an angiogenesis model respectively, are we able to synthesize them based on an automatic procedure?

In the diffusion-advection Eq. (20), we have \( \mu \), which represents the field velocity of the tumor in growth. This naturally corresponds to \( \mu \) in the growth equations (14)–(16) of the growth model.

6. Knowledge System

Once the knowledge needed is identified, it needs to be stored and retrieved efficiently. The nature of our software system posts several unique requirements.

- The system must be user-friendly to biologists; otherwise it does not serve to alleviate the basic problem we are trying to solve. A combination of natural language and Graphical User Interface is probably needed to fulfill this requirement.
- The knowledge base system should be an open system to accommodate new knowledge.
- The knowledge representation scheme should enable efficient ways for model synthesis and model simplification as well as ways to query missing pieces of data.

There are at least two possible points of interest. In the diffusion-advection Eq. (20), we have \( \mu \), which represents the field velocity of the tumor in growth. This naturally corresponds to \( \mu \) in the growth equations (14)–(16) of the growth model. Another connection point is that the change of the necrotic core boundary actually affects the boundary condition of the concentration of TAF in Eq. (20), and we can describe this influence mathematically. Through these two connections, we may then combine the two mathematic descriptions together.

Preliminary Implementation: We have implemented a demo application that allows users to define diffusion, reversible binding, degradation and catalysis processes. This demo application is a GUI-based system that uses SemanticObjects as the underlying engine. Through semantic building blocks (e.g., Verb: “Compose a model”, Adjective: “that includes diffusion”, “that includes reaction”, etc.) in SemanticObjects, the GUI interface for defining the four types of biological processes can be brought up.
For the diffusion process, the user first chooses the type of medium via which the diffusion occurs. Users can choose from four types of epitheliums (simple squamous, stratified squamous, simple columnar, and stratified columnar). A 3-D visual model is generated (the left most canvas as shown in Fig. 2). Then the user specifies different types of parameters associated with the geometry for the epithelium chosen. For instance, the user can specify the height, width and length of the whole epithelium or can leave them unspecified in Fig. 3. If the user chooses not to specify a parameter because she/he is not certain what is to be entered, the value of the unspecified parameter will be generated automatically.
The user can also define the type of molecules that diffuse. He/she can define the name of the molecule, the variables used in the equations, the diffusion coefficient, etc. (see Fig. 4). Then the boundary conditions are defined (as shown in Fig. 5). Currently, three types of boundary conditions can be selected for the apical surface and the basolateral surface of the epithelium. Therefore, she/he may choose the (1) “Reflective” condition if the diffusing molecules are reflected back at the
boundary, (2) “Absorptive” condition if the molecules are absorbed at the boundary, or (3) “Permissive” condition if the molecules can pass the boundary freely. In future implementations, more flexible ways will be provided for defining various types of geometry using a set of geometry templates.

For the three types of molecular interactions, i.e., reversible binding, degradation and catalysis, the user selects the types of the molecules involved in these reactions, and enters the chemical equations with parameters. For catalysis, he/she needs to specify the reactants, products, and enzymes. The demo system will generate the corresponding chemical equations, as shown in Fig. 6. Users also need to specify the rate constants.

For reversible bindings, the molecules involved have to be selected and the on/off rate constants have to be specified, as shown in Fig. 7.

Alternatively, the user can search the database for any existing reaction models that involve any of the molecules of interest, as shown in Fig. 8.

Once the simple diffusion and reaction models are built, the demo can automatically generate the corresponding diffusion-reaction equations (Fig. 9).
Fig. 8. Reversible binding.

Fig. 9. Equations.

Fig. 10. Select verb (operation).
A web interface for the Morphogen Gradient Knowledge Base has been created. Users can search a Morphogen Gradient based on some search criteria, generate the mathematical equations for a biological model, and synthesize a set of smaller models into a larger, more complex model. Each type of operation is represented as an English verb. Therefore, users use the web interface to choose a verb (an operation), for instance, “retrieve” (Fig. 10). “Retrieve” will find a set of models that satisfy certain conditions, so the next step is to have users define these conditions (Fig. 11).

Having specified the operation “retrieve” and the conditions, the web interface will return the data of the models that satisfy the conditions (Fig. 12). If the opera-
tion is model mathematical equation generation, the web interface will generate the corresponding equations in a new window (Fig. 13). If the operation is synthesizing two models, a new model will be created in the database, and the web interface output will be similar to that of Fig. 13.

This demo has served as an experiment to show how our concepts may be carried out in real life. For instance, although we have identified diffusion as a common biological process that could be treated as a building block for biological models, we want to extend the demo to see exactly what steps are needed to completely define a diffusion process, how to store all the information pertinent to diffusion into the database, and how to generate equations from the defined models. For diffusion alone, this task may seem trivial. However, via interactions with biologists, many hidden issues come to the surface. For instance, the problem of how to represent boundary conditions turns out to be quite a challenge. Also, in a situation in which a biologist leaves many parameters unspecified simply because he/she does not know the values, the question of whether to check external sources for the values, or to automatically assign values to the unspecified parameters so that we can still generate mathematical equations remains to be solved systematically.

7. Natural Language Interface

Our web interface uses Structure Natural Language (SNL) to facilitate the querying processes. As we have seen, SNL requires users to choose a verb, a noun and conditions from a set of pre-built natural language building blocks. A further advancement of this limited natural language capability is to provide a true natural language interface where users can type in natural language commands and pose
questions. Specifically, we want to develop a natural language interface that allows biologists to ask questions about a model database in the following fashion:

Q: Retrieve the morphogen gradient model which has all flat surfaces.
Q: Synthesize “model 2” and “model 3”.
Q: Which morphogen gradient model is compatible with model 4?

Accordingly we have proposed Semantic Talk, a natural language interface for SemanticObjects. Semantic Talk pre-buils the semantic grammar [40] of the model database, and can expand the default grammar to cover a wider range of natural language expressions through interactive and machine learning processes.

Semantic grammar is a set of grammar rules that can be used by computer programs to parse a limited set of natural language expressions. The set of natural language expressions a semantic grammar can parse is limited to the set of natural language expressions the semantic grammar can generate. Figure 14 shows how Semantic Talk generates and parses the semantic grammar for our biological model database.

The input to Semantic Talk is a natural language sentence. This sentence is simultaneously passed to the syntax analysis unit and the morphological and part-of-speech unit. The syntactic analysis process retrieves the English syntactic structure of the sentence, while the morphological and part-of-speech process tag each word in the sentence with morpheme and POS information. The next stage is to perform semantic analysis on this sentence. This is the most important processing unit in Semantic Talk. The Semantic Grammar Parsing unit uses a semantic grammar base, which stores all production rules and non-terminals of the grammar, to parse the input natural language sentence. The semantic grammar is generated
from our model database by analyzing the structure of our model database offline. This grammar generation process is partially automatic and partially manual. After the Semantic Grammar Parsing stage, a SemanticObjects grammar tree is built and fetched to the Pragmatic Analysis unit, which will translate the grammar tree into SemanticObjects' query language.

No matter how carefully the set of semantic grammar is generated, there will always be new natural language expressions articulated by users that a fixed set of semantic grammar cannot parse and understand. Therefore, we also have the capability of learning in Semantic Talk.

Figure 15 shows the learning architecture of Semantic Talk. Semantic Talk can learn interactively and directly from trainers. Trainers are different from normal users of the system in that a trainer should be fairly familiar with the knowledge base, including what types of objects, verbs and adjectives are in the knowledge base; and they should also be familiar with the general principle about how the NLP system works. In most cases, trainers will directly tell the computer program how to generate a new semantic grammar rule to handle an unseen natural language utterance. Another type of interactive learning method that Semantic Talk employs involves normal users. Semantic Talk keeps a positive sample base for all the sentences that have been successfully parsed, as well as a negative sample base. Once the sample database is adequately large, we can employ hypothesis forming methods that are similar to [41] and [42], based on the semantic and syntactic features, to guess what a new natural language expression which the current semantic grammar fails to parse should mean. Then the system will ask normal users the validity of the guesses. Finally, Semantic Talk would employ grammatical inference methods such as that of [42] to learn new grammar rules from the positive and neg-
ative samples. This type of machine learning method does not require interactions with users at all.

8. Conclusions

This paper addresses a fundamental scientific problem as well as a fundamental information technology problem: to search for a mechanism that integrates biological parts into a complex biological system and to efficiently store, retrieve and analyze such biological models.

The goal of our research is to eliminate, or at least alleviate, the obstacles between biologists, mathematicians and engineers. In this paper, we have described the construction of a prototype “BioFactory” that allows a biologist to compose a biological system in terms of biological building blocks presented with a user-friendly interface. Two specific applications, namely the morphogenesis problem and the tumor growth problem, were chosen, because of their implications on the methods to undertake the research.

The information technologies developed by this research will not only address heretofore unanswered questions in, say tumor biology, but will also generate the building blocks that will enable the application of this approach to a wide range of problems in biology.
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