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Coupled Ocean–Sea Ice Dynamics of the Antarctic Slope Current Driven by

Topographic Eddy Suppression and Sea Ice Momentum Redistribution
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a Department of Atmospheric and Oceanic Sciences, University of California, Los Angeles, Los Angeles, California
b Scripps Institution of Oceanography, University of California, San Diego, La Jolla, California

(Manuscript received 7 July 2021, in final form 1 April 2022)

ABSTRACT: The Antarctic Slope Current (ASC) plays a central role in redistributing water masses, sea ice, and tracer
properties around the Antarctic margins, and in mediating cross-slope exchanges. While the ASC has historically been un-
derstood as a wind-driven circulation, recent studies have highlighted important momentum transfers due to mesoscale ed-
dies and tidal flows. Furthermore, momentum input due to wind stress is transferred through sea ice to the ASC during
most of the year, yet previous studies have typically considered the circulations of the ocean and sea ice independently.
Thus, it remains unclear how the momentum input from the winds is mediated by sea ice, tidal forcing, and transient eddies
in the ocean, and how the resulting momentum transfers serve to structure the ASC. In this study the dynamics of the cou-
pled ocean–sea ice–ASC circulation are investigated using high-resolution process-oriented simulations and interpreted
with the aid of a reduced-order model. In almost all simulations considered here, sea ice redistributes almost 100% of the
wind stress away from the continental slope, resulting in approximately identical sea ice and ocean surface flows in the core
of the ASC in a fully spun-up equilibrium state. This ice–ocean coupling results from suppression of vertical momentum
transfer by mesoscale eddies over the continental slope, which allows the sea ice to accelerate the ocean surface flow until
the speeds coincide. Tidal acceleration of the along-slope flow exaggerates this effect and may even result in ocean-to-ice
momentum transfer. The implications of these findings for along- and across-slope transport of water masses and sea ice
around Antarctica are discussed.

KEYWORDS: Antarctica; Continental shelf/slope; Sea ice; Eddies; Ocean dynamics; Tides

1. Introduction

The Antarctic Slope Current (ASC) is a westward narrow
and swift circulation that surrounds the Antarctic margins.
The ASC is important for the climate system and biogeo-
chemistry, as it forms a barrier for the cross-slope exchanges
such as heat, freshwater, nutrients, and biota between the
Antarctic continental shelf and the open ocean (Jacobs 1991;
Whitworth et al. 1985; Heywood et al. 2014). Figure 1d shows
the winter climatology of sea surface elevation, with the ASC
sketched by the gray arrow. In the regions where the ASC is
weaker (denoted by the dashed gray arrow in Fig. 1d), warm
deep water is able to intrude onto the continental shelf, caus-
ing enhanced melting of Antarctic ice shelves (Thompson
et al. 2018). The zonal flow of the ASC is an important con-
duit for the transport of water masses, tracers, sea ice, and ice-
bergs around Antarctica (Heywood et al. 1998; Stern et al.
2016).

The surface winds close to the Antarctic margins are mostly
parallel to the coastline and directed westward all year round
(Powers et al. 2003, 2012; Hazel and Stewart 2019), with
speeds that decrease offshore and drive shoreward Ekman
transport (Gill 1973; Heywood et al. 2014). These winds play
an important role in the overturning circulation and cross-
slope transport near the continental shelf and slope (Stewart
and Thompson 2013, 2015; Goddard et al. 2017). As a main
source of momentum input to the ice and ocean system, surface
wind stress has been suggested as having a leading-order impact

on the mean transport and seasonal and interannual variability
of the ASC (Mathiot et al. 2011; Armitage et al. 2018; Naveira
Garabato et al. 2019). The winter zonal wind speed is shown in
Fig. 1a. In addition to winds, buoyancy forcing has been re-
garded as an important driver of the ASC (Hattermann 2018;
Thompson et al. 2020). Using a high-resolution global ocean–
sea ice model, Moorman et al. (2020) have shown that the in-
tensity and spatial pattern of the ASC are substantially modi-
fied by coastal freshening, as is projected to occur due to
increased ice sheet melt over the coming centuries (Naughten
et al. 2018). However, the role of buoyancy forcing in the
ASC circulation is less well understood because the observa-
tions of buoyancy forcing near the Antarctic margins are spa-
tially and temporally sparse.

Though wind and buoyancy forcings have historically been
implicated as key drivers of the ASC (Jacobs 1991; Whitworth
et al. 1985), recent studies have increasingly suggested that
high-frequency variability associated with eddies, tides, and
dense outflows may be critical to the along-slope circulation
and cross-slope exchange (Thompson et al. 2018). Eddies are
generated by barotropic and baroclinic instabilities of the
ASC (Stewart and Thompson 2016; Stewart et al. 2019) and
vorticity conservation of dense outflows (Spall and Price 1998;
Wang et al. 2009). Previous studies have identified mesoscale
eddies as a major contributor to the onshore transport of the
circumpolar deep water (CDW) (Nøst et al. 2011; Thompson
et al. 2014; Stewart and Thompson 2015) and the offshore ex-
port of the Antarctic Bottom Water (AABW) (Wang et al.
2009; Nakayama et al. 2014; Stewart and Thompson 2015).
Mesoscale eddies are also shown to produce rectified meanCorresponding author: Yidongfang Si, ysi@ucla.edu
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along-slope flows (McWilliams 2008; Wang and Stewart 2018;
Cherian and Brink 2018). Eddies may play a key role in the
momentum balance of major current systems: the isopycnal
form stress arising from transient and standing eddies is the
primary mechanism of vertical momentum transfer in the
Southern Ocean (Tréguier andMcWilliams 1990; Masich et al.
2018). We might expect similar dynamics to take place in the
ASC. However, over the continental slope the tracer trans-
port and momentum fluxes carried by mesoscale eddies are
greatly reduced, because the baroclinic instability may be
suppressed by topographic vorticity gradient (Blumsack and
Gierasch 1972; Isachsen 2011; Hetland 2017). The suppression
of eddy fluxes over the slope has been invoked to explain the

“V-shaped” isopycnals of the Antarctic Slope Front (ASF) in
the AABW formation region (Stewart and Thompson 2013).
Yet, it is still unclear how eddies mediate wind-input momen-
tum in the ASC under sea ice cover.

In addition to mesoscale eddies, tides are key contributors
to the circulation around Antarctic margins (Thompson et al.
2018) and have an impact on water mass exchange and trans-
formation (Muench et al. 2009; Holland et al. 2014; Fer et al.
2016). Figure 1b shows the mean tidal current speed,
highlighting the enhanced tidal current in the Weddell Sea
and the Ross Sea, and over the continental shelf break (close
to the 1000-m depth contour). There have been many investi-
gations of the mean along-slope circulation generated by

FIG. 1. The observed external forcing of the sea ice–ocean system around the Antarctic margin and the motion of the
sea ice and the ocean in the Antarctic winter. (a) The winter (June–August) climatology of zonal wind speed from 2007
to 2014, using the Antarctic Mesoscale Prediction System (AMPS) products (Powers et al. 2003, 2012). (b) The annual
average of tidal current speed including ten major tidal constituents, calculated by the model CATS2008 (Padman et al.
2002, 2008). (c) The winter climatology of zonal ice drift speed from 1979 to 2015, using the product Polar Pathfinder
Daily 25 km EASE-Grid Sea Ice Motion Vectors, version 3 (Tschudi et al. 2016). (d) The winter climatology of sea sur-
face elevation using the dynamic ocean topography (DOT) data (Armitage et al. 2018). The gray, white, and orange
curved arrows denote the Antarctic Slope Current, the Weddell Gyre, and the Ross Gyre with their directions, respec-
tively. The black dashed curve around the Antarctic continent represents the 1000-m isobath.
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nonlinear interaction between tides and sloping bathymetry
(e.g., Robinson 1981; Loder 1980; Garreau and Maze 1992),
implying that the tidally induced along-slope current increases
with stronger stratification (Chen and Beardsley 1995; Brink
2011) and steeper bottom bathymetry (Loder 1980; Kowalik
and Proshutinsky 1995; Brink 2010). Huthnance (1973) sug-
gests that the combination of continuity and the Coriolis
effects accumulates along-slope momentum, developing resid-
ual along-slope current. The bottom drag associated with this
residual along-slope current balances the momentum input
from tides. Using the vorticity approach, Robinson (1981)
shows that tidal oscillations advect positive and negative vor-
ticity to opposite directions, generating residual along-slope
circulation. Other previous studies such as Garreau and Maze
(1992) also show that the nonlinear dynamics associated with
the fluctuating flow act to redistribute momentum in an invis-
cid ocean. Increasing evidence shows that tidal rectification
may be critical to driving the ASC (Flexas et al. 2015; Stewart
et al. 2019), reproducing the cross-slope structure and time
variability of ASF/ASC. Stewart et al. (2019) have highlighted
the interaction between tidal flows and sea ice cover for the
circulation and overturning of the ASC. They found that the
westward ice–ocean stress vanishes or is even directed east-
ward in the core of the ASC, possibly due to the acceleration
of the ASC by strong tidal momentum advection. These stud-
ies imply that models without tides are not likely to correctly
represent the geometry, state, or the momentum balance of
the ASC.

There have been studies of the interactions between the
ASC and sea ice melt/formation (Nicholls et al. 2009; Bull
et al. 2021), but the circulation of sea ice within the ASC and
the role of sea ice in the ASC momentum budget have re-
ceived little attention previously. Figure 1c shows the mea-
sured winter climatology of zonal sea ice drift speed. Sea ice
drifts westward in most of the ASC, which is in consistent
with the direction of the zonal wind (Fig. 1a). In most sectors
Antarctic sea ice drift is largely controlled by local wind forc-
ing (Holland and Kwok 2012; Barth et al. 2015). However,
close to the coastline or in regions with convergent sea ice
motion, where ice internal stresses are large, the correlation
between wind and sea ice motion is very low (Holland and
Kwok 2012). This suggests that the sea ice drift in the ASC
may be affected by other processes, such as tides and buoy-
ancy gradients in the ocean. Note that weak wind/drift corre-
lations may also be expected in regions with nearly static sea
ice. Previous studies indicate that the buoyancy gradient in
the ocean may play a role in Antarctic sea ice expansion (e.g.,
Bintanja et al. 2013). However, how buoyancy gradients di-
rectly affect the circulation and momentum balance of the sea
ice remains unknown. As the ASC is covered by sea ice
throughout most of the year, sea ice can modulate the mo-
mentum transfer between the atmosphere and the surface
ocean when the ASC lies beneath sea ice (Thompson et al.
2018). The surface momentum transfer is traditionally param-
eterized using the quadratic drag laws. Recent studies indicate
that the parameterization depends on ice morphology
(Lüpkes et al. 2012) and edge-related turbulence (Lüpkes and
Gryanik 2015), and the magnitude of momentum transfer in

model simulations differs depending on the choices of surface
stress formulation (e.g., Le Paih et al. 2020).

Though there have been numerous studies of how the ASC
is driven by winds, eddies, tides, and buoyancy gradients,
these studies have largely considered the circulations of the
ocean and sea ice independently. It remains poorly under-
stood how the strength and structure of the coupled ocean
and sea ice ASC circulation is established by its various driv-
ers. In this study we explore the momentum transfer in the
wind–sea ice–ASC system by a suite of experiments with a
three-dimensional (3D) high-resolution process-oriented
model. In section 2, we introduce the 3D model configuration,
experimental parameters, and model evaluation. In section 3,
we use a suite of experiments to identify key controls on the
along-slope ice/ocean circulation and transport. The surface
ocean and sea ice speeds coincide in the core of the ASC
across almost the entire range of experimental parameters, so
in section 4 we investigate this phenomenon using the mo-
mentum balance. We show that in the core of the ASC, sea
ice horizontally redistributes momentum to the continental
shelf and open ocean, while downward eddy momentum
transfer is suppressed. In section 5 we construct a reduced-
order model of the ASC to isolate and identify the contribu-
tions of tides and eddies to the momentum balance and the
ocean–sea ice circulation. Finally, we summarize the results
and discuss the caveats and the implications in section 6.

2. Model configuration

In this section we describe the process-oriented model, in-
cluding the choices that we made to configure the model, the
rationale for parameter selection, and the model evaluation.
Thompson et al. (2018) have identified three major ASC regi-
mes with different circulation and frontal structures: (i) fresh
shelf and (ii) dense shelf based on whether there is water
denser than gn 5 28.0 kg m23 on the shelf, and (iii) warm
shelf where ocean temperature at the seafloor of the continen-
tal shelf is 28–38C warmer than the freezing temperature.
Either “fresh shelf” or “dense shelf” has cold shelf water, and
gn is the neutral density. In this study we focus on the fresh
shelf and dense shelf regimes and use fresh shelf as the refer-
ence case to explore parameter dependencies, because fresh
shelf occupies the largest fraction of the continental shelf
break around Antarctica. In only one experiment with no
easterly winds, we touch upon a “warm shelf”-like regime
with warm deep-water intrusion onto the shelf, though the
southernmost of the shelf is restored to the freezing tempera-
ture. We use winter-like sea ice conditions for all the simula-
tions because these conditions are representative of more
than 8 months of the year (excluding summer and early
autumn in Antarctica) in most of the ASC (Holland 2014;
Stewart et al. 2019).

This model is developed based on the Massachusetts Insti-
tute of Technology General Circulation Model (MITgcm;
Marshall et al. 1997a,b). We configure the ocean component
of this model with the hydrostatic Boussinesq equations and
high-order polynomials for the equation of state (McDougall
et al. 2003). The sea ice component of this model includes

S I E T A L . 1565JULY 2022

Brought to you by UNIVERSITY OF CALIFORNIA San Diego - SIO LIBRARY 0219 SERIALS | Unauthenticated | Downloaded 01/27/23 07:51 AM UTC



ridging, formation of frazil ice and leads and has been de-
scribed in detail by Losch et al. (2010). The sea ice dynamics
and thermodynamics are based on Hibler (1979, 1980) and
Winton (2000). We choose viscous-plastic ice rheology (Hibler
1979), the Line Successive Relaxation (LSR) sea ice solver
(Losch et al. 2014), and seven thickness categories for ice
thermodynamics.

Figure 2 summarizes the configuration of this process-
oriented model, and the key parameters used in the simula-
tions are listed in Table 1. The MITgcm has been configured
into a 450 km (across-slope, meridional) 3 400 km (along-
slope, zonal) 3 4000 m (depth) domain with horizontal grid
spacing of 1 km. As revealed by previous modeling studies
(e.g., St-Laurent et al. 2013; Stewart and Thompson 2015),
high horizontal resolution (on the order of 1 km) is required
to resolve mesoscale eddies over the continental shelf and
slope. The vertical grid of the ocean is composed of 70 geopo-
tential levels with spacing ranging from 10 m at the surface to
100 m at the seafloor. The model has a reentrant channel in
the along-slope direction, with open boundary conditions ap-
plied to the onshore (southern) and offshore (northern)
boundaries, which is needed to impose tidal flows with realis-
tic amplitudes in this relatively small model domain. The hori-
zontal dimensions of this domain ensure that the mesoscale
eddies generated at the open boundaries and reentering from
the other side of the domain do not have a large impact on
the slope current, while limiting the computational cost.
Previous studies using eddy-resolving process models of
the ASC such as Stewart and Thompson (2015, 2016) have
used a comparable domain. We add four 50-km-wide
troughs to the hyperbolic tangent-shaped bathymetry
(Fig. 2a) based on the act that the Antarctic continental

shelf and slope are punctuated by canyons, and that their
presence allows topographic form stress to serve as a sink
of momentum at the seafloor (Bai et al. 2021). Without
submarine troughs, the large wind-input momentum on the
shelf must be balanced by bottom frictional stress, which
requires an unrealistically large bottom drag coefficient
(Stewart and Thompson 2016). The depth and width of the
troughs are selected based on observations (e.g., NOAA
National Geophysical Data Center 2009), and the reference
slope steepness is typical of the Antarctic continental slopes
(NOAA National Geophysical Data Center 2009; Amante and
Eakins 2009). The full formulation of the model bathymetry is
given in appendix C.

In our experimental configuration we aim to approximately
control the sea ice thickness, which is set by an inflow at the
southern boundary, while permitting the sea ice to evolve
freely in response to mechanical interactions with the atmo-
sphere and ocean. To achieve this, we force the model at the
surface using a fixed atmospheric state, with air–ice momen-
tum and thermodynamic fluxes computed via standard bulk
formulas. The magnitudes of the zonal and meridional wind
speeds decrease linearly offshore (northward, Fig. 2b), which
is consistent with observations (Fig. 1a; also Hazel and Stew-
art 2019). The remaining atmospheric properties are config-
ured in such a way as to minimize the net air–ice
thermodynamic fluxes, and thereby preserve a relatively uni-
form, winter-like sea ice cover. Specifically, the downward
shortwave radiation is set to zero to simulate winter condi-
tions, and precipitation is set to zero for simplicity. The sur-
face 2-m air temperature (2108C), humidity (5.7 g kg21), and
downward longwave radiative forcing are horizontally uni-
form. Note that the air temperature and ice surface

FIG. 2. Illustration of the MITgcm Antarctic Slope Front process model (MITgcm_ASF) setup. (a) Model bathymetry, snapshot of sea
surface salinity (colors), surface ocean currents (arrows), and 08C isotherms. (b) The steady along- and across-slope wind forcing used in
the reference simulation. (c) Time- and zonal-mean sea ice thickness (the gray box, which is exaggerated) and potential temperature (the
contour plot, plotted at intervals of 0.138C) in the reference simulation. The thick dashed and solid black curves show the shallowest and
deepest of the bathymetric contours, respectively. At the southern and northern boundaries, temperature and salinity are restored to the
reference profiles across sponge layers of 20-km width. (d) The relaxation salinity (orange) and temperature (blue) profiles of the sponge
layers. The northern boundary restoring (solid lines) is based on hydrography taken from the sections across the Antarctic Slope Front at
Kapp Norvegia (Hattermann 2018). The southern boundary restoring temperature and salinity are denoted by the dashed lines.
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temperature (described below) are warmer than typical win-
ter conditions, but they have little impact on the results be-
cause the sea ice concentration is approximately 100% in all
simulations performed in this study, so our results should be
insensitive to such choices as long as the net air–ice energy
flux remains close to zero. In our simulations, sea ice surface
temperature is warmer than the saltwater freezing tempera-
ture and does not change much in different simulations. Thin-
ner sea ice loses more heat to the ocean via downward
conductive heat flux, because the strength of heat conduction
is inversely proportional to ice thickness. Therefore, we pre-
scribe a slightly larger downward longwave radiative forcing
(Fdown

lw ) in experiments with thinner imposed sea ice to ensure
that the sea ice thickness will not change much due to thermo-
dynamic processes. We increase Fdown

lw from 324 to 341 W m22

when the imposed ice thickness decreases from 1 to 0.2 m.
The tidal signal propagates westward around Antarctica

as coastal-trapped waves (e.g., Brink 1991). The associated
rise and fall of sea surface elevation induces cross-slope
barotropic tidal currents. As the coastal-trapped waves are
typically much longer than our model domain (e.g., Mysak

1980), tidal flows are generated via imposing a barotropic
tidal current on the normal flow through the open northern
and southern boundaries, which flow back and forth across
the slope. The prescribed tidal currents at the boundaries
are (Loder 1980; Brink 2011, 2013)

yt ≡ Atide sin(vt), at y 5 Ly, (1a)

yt ≡ Atide
H

Hshelf
sin(vt), at y 5 0, (1b)

where v 5 2p=43 200 s is the tidal frequency, Ly 5 450 km is
the meridional domain size, H 5 4000 m is the ocean depth at
the northern boundary, and Hshelf 5 500 m is the depth of the
continental shelf at the southern boundary. The tidal period is
set to 12 h for simplicity, which is close to the period of the
dominant tidal constituent (M2 tide) in most locations. Brink
(2011) has found that larger tidal frequency is associated with
weaker along-slope rectified flow. Changing tidal frequency
also has an impact on the generation of internal tides and mix-
ing (Lamb 2014), which is not investigated in this study since
we do not focus on overturning circulation and water mass

TABLE 1. List of parameters used in the experiments.

Parameter Value Description

Lx 400 km Zonal domain size
Ly 450 km Meridional domain size
H 4000 m Maximum ocean depth
Hshelf 500 m Continental shelf depth
Ys 150 km Meridional slope position
Zs 2250 m Vertical slope position
Htrough 300 m Depth of the troughs
Wtrough 50 km Width of the troughs
Ytrough 0 km Southern edge of the trough
Lr 20 km Thickness of sponge layers
T in
o 10 days Inner relaxation time scale for ocean

Tout
o 43 200 s Outer relaxation time scale for ocean

T in
i 86 400 s Inner relaxation time scale for sea ice

Tout
i 7200 s Outer relaxation time scale for sea ice

Ttide 43 200 s Tidal period
f0 21.3 3 1024 s21 Reference Coriolis parameter
bp 1 3 10211 (m s)21 Rossby parameter
Tsouth 21.878C Ocean temperature at the southern boundary
Cao 1 3 1023 Air–ocean drag coefficient
Cai 2 3 1023 Air–ice drag coefficient
Cio 5.54 3 1023 Ice–ocean drag coefficient
Cd 2 3 1023 Quadratic bottom-drag coefficient
Ai 1 Sea ice concentration
Si 6 psu Sea ice salinity
ffr 0.3 Salinity retention fraction on freezing
ffi 0.01 Frazil to sea ice conversion rate
Ta 2108C Surface (2 m) air temperature
Qa 5.7 g kg21 Surface (2 m) specific humidity
Fw0 324 W m22 Reference downward longwave radiation
Ay 3 3 1024 m2 s21 Vertical eddy viscosity
A4grid 0.1 Grid dependent biharmonic viscosity
ky 1 3 1025 m2 s21 Vertical diffusivity
k4grid 0.1 Grid dependent biharmonic diffusivity
Dx, Dy 1 km Horizontal grid spacing
Dz 10.5–103.8 m Vertical grid spacing
Dt 80–100 s Time step
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formation. The tidal amplitude Atide is selected empirically to
produce tidal current speeds comparable to those found
around Antarctic margins (Padman et al. 2002; also Fig. 1b).
In the reference case, Atide 5 0.05 m s21 at the northern
boundary, so the corresponding barotropic tidal current am-
plitude is 0.4 m s21 at the southern boundary (Fig. 2).

We use two 20-km-wide sponge layers at the southern and
northern boundaries to relax ice and ocean velocities, poten-
tial temperature, salinity, sea ice thickness, and ice concentra-
tion toward the boundary values. The sponge layers impose a
cross-slope buoyancy gradient, which is one of the control pa-
rameters in our simulations. The relaxation time scales de-
crease linearly with distance from the interior termination of
the sponge layers toward the outermost boundaries. The re-
laxation time scales at the innermost and outermost points of
the sponge layers are listed in Table 1.

The sea ice concentration near the coastline of East
Antarctica is close to 100% in winter (Zwally et al. 2002;
Zhang and Rothrock 2003; Stewart et al. 2019) and the thick-
ness is around 1 m (Worby et al. 2008; Zhang and Rothrock
2003), so in the reference case we set the southern boundary
sea ice thickness and concentration to 1 m and 100%, respec-
tively. We prescribe inflow of sea ice through the southern
boundary based on the free-drift assumption, because this is
the simplest possible choice. Under this assumption, the
Coriolis force felt by the sea ice balances the air–ice stress
and the ice–ocean stress, so we can solve for the sea ice veloci-
ties (Ui0 and Vi0) for given wind speeds (Ua0 and Va0) at the
southern boundary:

2riHi0f0Vi0 5 raCai

��������������
U2

a0 1 V2
a0

√
Ua0 2 roCio

�������������
U2

i0 1 V2
i0

√
Ui0,

(2a)

riHi0f0Ui0 5 raCai

��������������
U2

a0 1 V2
a0

√
Va0 2 roCio

�������������
U2

i0 1 V2
i0

√
Vi0:

(2b)

The descriptions and values of the parameters in Eq. (2)
are listed in Tables 1 and 2. At the southern boundary, we fix
the sea ice velocities to Ui0 and Vi0 based on the solutions
with different wind speeds and sea ice thickness. Given sea
ice thickness at the southern boundary Hi0 5 1 m, for the

reference wind speed Ua0 5 26 m s21 and Va0 5 6 m s21, the
solutions are Ui0 5 20.14 m s21 and Vi0 5 0.11 m s21. We
impose both zonal and meridional winds instead of imposing
zonal wind only because this is more relevant to observations
(e.g., Fig. 1 of Hazel and Stewart 2019). In addition, if there is
no northward meridional wind and thus no northward sea ice
inflow, sea ice would drift southward and pile up at the south-
ern boundary due to the Ekman transport associated with the
westward zonal wind, resulting in no sea ice cover over the
slope and deep ocean. In this case, the slope current would be
too strong because of the strong air–ocean stress; deep convec-
tion would occur because the ocean surface is directly exposed
to the cold atmosphere. Therefore, we impose meridional wind
and northward sea ice drift speed associated with the winds to
help maintain sea ice cover over the entire domain.

Initially the sea ice and the ocean are stationary, with ocean
temperature and salinity in the interior equal the restoring
values at the northern boundary. To reduce computational
cost, we start each simulation with a 10-yr integration at low
resolution (2-km horizontal grid spacing and 30 vertical lev-
els) until it has reached a steady state, then initialize the high-
resolution simulations from the corresponding low-resolution
simulations. Each high-resolution simulation (1-km horizontal
grid spacing and 70 vertical levels) is run for a further 10 years,
with a 5-yr spinup and a 5-yr analysis period.

Seven model parameters are varied: tidal current ampli-
tude, zonal and horizontal wind speeds, southern boundary
sea ice thickness, offshore buoyancy gradient, slope width,
and horizontal grid spacing. We independently vary each pa-
rameter about the reference values (Table 2) and select the
range of the parameters based on typical values in the obser-
vations. We use Ds4, which is the ocean bottom potential
density difference between the northern and the southern
boundaries with a reference pressure of 4000 dbar, to quantify
the offshore buoyancy gradient. Hence the cases with positive
Ds4 permit bottom water formation. The cases with relatively
fresh continental shelves have vertically uniform salinity pro-
files at the southern boundary (Fig. 2d), varying from 33.00 to
34.12 psu (Ds4 changes from 21.076 to 20.207 kg m23 in
Table 2). In the cases named Ds4 5 0, 0.204, 0.409 kg m23,
the salinity equals 34.17 psu at the sea surface at the south-
ern boundary and increases linearly with depth (Fig. 2d).

TABLE 2. List of parameters varied among the experiments. The bold font denotes the values used in the reference simulation.
When varying continental slope width Ws, the corresponding meridional slope position Ys is 150, 175, 200, 225, and 250 km,
respectively. Note that varying Ds4 is achieved by varying the restoring salinity profiles at the southern boundary. In those
simulations, the salinity difference between the northern and the southern boundaries at depth z 5 500 m are 21.695, 21.108,
20.578, 20.315, 20.053, 0.210 psu, respectively (Fig. 2d).

Parameter Value Description

Atide 0, 0.025, 0.05, 0.075, 0.1 m s21 Tidal current amplitude at the northern boundary
Ua0 28 26, 24, 0 m s21 Zonal wind speed at the southern boundary
Va0 4, 6, 8, 12 m s21 Meridional wind speed at the southern boundary
hi0 0.2, 0.6, 1.0, 1.4, 1.8, 2.2 m Sea ice thickness at the southern boundary
Ds4 21.076, 20.620, 20.207, 0, 0.204, 0.409 kg m23 Ocean bottom potential density difference between the northern and

the southern boundaries, with a reference pressure of 4000 dbar
Ws 50, 100, 150, 200, 250 km Continental slope width
Dx, Dy 1, 2, 5, 10 km Horizontal grid spacing
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We need to improve the LSR solver accuracy and increase
the number of LSR iterations for the very dense shelf case
(Ds4 5 0.409 kg m23) to avoid large imbalance in the sea ice
momentum budget over the continental shelf. For all simulations
considered in this study, the relaxation temperature at the south-
ern boundary is the freezing temperature (Fig. 2d; Table 1).

We evaluate the model by comparing a cross section of ice
and ocean properties in the reference simulation with the hy-
drography taken in East Antarctica (Fig. 3) during the
BROKE-West survey (Rosenberg and Gorton 2019). We use
a summer measurement to evaluate the model because the
winter observations are sparse. Some quantitative differences
are expected due to the use of summer observations. In gen-
eral, this idealized reference simulation captures the key fea-
tures of hydrography and slope current observed in East
Antarctica, with isopycnals incropping at the surface of the
continental slope and a westward slope current. Note that the
simulation does not aim to closely match the observations, be-
cause the bathymetry, boundary conditions, surface forcing,
and tidal forcing are idealized. Since the hydrography was
taken in the Antarctic summer, a thin layer of surface warm
water, and a layer of relatively colder Winter Water under-
neath are observed (Fig. 3g). Compared with the observa-
tions, the reference simulation has a colder and fresher
southern boundary, thus a larger offshore buoyancy gradi-
ent near the continental slope (Figs. 3d,e). The isopycnals
connecting to the continental slope are steeper in the
model, which gives rise to a stronger subsurface-intensified

along-slope current (Fig. 3f). The model reproduces the
key finding of Stewart et al. (2019) with ocean surface ve-
locity approximately matching that of the sea ice (Fig. 3c)
over the slope, implying that the sea ice and ocean circula-
tions are tightly linked at the core of the ASC. Note that
all the conclusions drawn in this study are based on 100%
sea ice cover.

3. Drivers of ASC ocean and sea ice circulation

In section 2 we described the selection of experimental pa-
rameters and the ice–ocean circulation in the reference simu-
lation. Now we explore what controls the intensity and
structure of the ASC and quantify the sensitivity of the along-
slope ice–ocean circulation and transport to all experimental
parameters.

The mean zonal ice and ocean velocities over the continen-
tal slope are presented in Figs. 4 and 5. These results agree
with previous studies showing that the strength of the ASC in-
creases with stronger zonal wind stress (Figs. 4m,n) and stron-
ger tides (Figs. 4i,j), since they are the principal sources of the
westward momentum put into the ice–ocean system (e.g.,
Thompson et al. 2018; Stewart et al. 2019). The intensification
of the ASC with tides agrees with previous studies on tidal
rectification (e.g., Huthnance 1973; Robinson 1981). The in-
tensity of zonal ocean and sea ice velocities changes dramati-
cally with ice thickness (Figs. 4e,l), because the resistance of
sea ice chunks to deformation caused by external forcing

FIG. 3. Model evaluation. (top),(middle) A cross section of ice and ocean properties in the reference simulation using time-mean output,
taken along the longitude x 5 0 km. (bottom) The hydrography taken near East Antarctica during the BROKE-West survey (Rosenberg
and Gorton 2019) in the Antarctic summer of 2006, along the 608E line. (a) Sea ice thickness. (b) Sea ice concentration. (c) Sea ice and sur-
face ocean zonal velocities. (d),(g) Ocean potential temperature. (e),(h) Ocean salinity. (f),(i) Ocean zonal velocity. The values on the
gray contours denote the neutral densities (kg m23).
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decreases with reduced ice thickness (Hibler 1979). When
the sea ice is thin enough (hi0 � 0:2m), the resistance to de-
formation is sufficiently weak that a strong ice jet forms
over the continental slope (Fig. 4e). Our results also show
that the intensity of slope current increases with steeper to-
pographic slope, the reason for which will be discussed in
section 4.

The structure of the slope current changes dramatically
with offshore buoyancy gradient, shifting from a surface-
intensified flow to a barotropic structure and to a bottom-
intensified flow as salinity increases at the southern boundary
(Figs. 5g–l). This structural change is supported by observa-

tional evidence from the Weddell Sea (Le Paih et al. 2020). In
the cases with reference restoring salinity, the shelf water be-
low the surface is less dense than the water offshore (Ds4 5

20.207 kg m23). Thus, the isopycnals in the deep ocean tilt
down to the south and incrop on the continental slope
(Fig. 5i), which gives rise to a slope current that is intensified
with elevation above the bathymetry, via the thermal wind rela-
tion. When the shelf is very fresh (Ds4 5 21.076 kg m23), the
shape of the interior density front generates strong vertical ve-
locity shear. The westward velocity weakens with ocean depth
and reverses to the east, causing an undercurrent (opposite the
wind direction) over the slope (Fig. 5g). When there is bottom

FIG. 4. Time- and zonal-mean zonal velocity for the (a),(h) reference simulation; (b),(c),(i),(j) simulations with varying tidal current am-
plitudes; (d),(e),(k),(l) thinner sea ice at the southern boundary; and (f),(g),(m),(n) varying zonal wind speeds. The corresponding upper
panels show the time- and zonal-mean zonal ice and surface ocean velocities. The gray contours denote the time- and zonal-mean neutral
densities 1027.60, 1028.03, 1028.27, and 1028.35 kg m23. Dashed and solid thick black curves denote the shallowest and deepest of the
bathymetric contours, respectively. In these simulations, the southern boundary temperature and salinity are set to be vertically uniform
(21.878C, 34.17 psu).

FIG. 5. Time- and zonal-mean zonal velocity varying with buoyancy gradients between the continental shelf and the open ocean. Similar
to Fig. 4, the corresponding top panels show the time- and zonal-mean zonal ice and the surface ocean velocities. The gray contours de-
note the time- and zonal-mean neutral densities and the black curves denote the model bathymetry. Other model parameters such as tidal
current amplitude, wind speeds, sea ice thickness at the southern boundary, and slope width are the same in these simulations.
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water formation (Ds4 5 0.204, 0.409 kg m23), the westward
slope current is bottom intensified, with an eastward un-
dercurrent above (Figs. 5k,l), because the offshore dense
outflow and the onshore return flow are deflected by the
Coriolis force.

To quantify the sensitivity of the along-slope circulation
to various parameters, we calculate the following quantities
over the continental slope: the maximum westward velocity
throughout the water column (|uo |max) and at the seafloor
(|uboto |max), the barotropic and baroclinic transports (TBT, TBC),
the westward sea ice velocity (|〈ui〉|), and the sea ice thickness
(〈hi 〉). Here the overlines denote an average over a 5-yr analysis
period,

• 5
1

5 years

� t015 years

t0
• dt, (3)

and the angle brackets 〈•〉 denote an average over the conti-
nental slope,

〈•〉 5 1
LxWs

�
dx

�L01Ws

L0

• dy, (4)

where Lx 5 400 km is the zonal domain size, Ws is the width
of the continental slope, and L0 5 125 km is the starting point
of the slope in the meridional direction. The continental slope
is defined as the region between the latitudes y 5 L0 and
y 5 L0 1 Ws. The total zonal transport per unit length in the
ASC (Ttotal) is the vertically integrated time-mean zonal
ocean velocity, averaged over the slope. Its barotropic compo-
nent (TBT) is the time-mean seafloor zonal velocity (uboto )
times the ocean thickness (h), averaged over the slope. The
baroclinic component (TBC) is the difference between the to-
tal transport and the barotropic transport. The terms Ttotal,
TBT, and TBC are defined to be positive westward,

Ttotal 5 2

�0

2h
uo dz

〈 〉
, TBT 5 2

�0

2h
uboto dz

〈 〉
,

TBC 5 Ttotal 2 TBT · (5)

We find that the barotropic tides change the barotropic
transport, while it does not affect the baroclinic transport
(Fig. 6a). Sea ice thickness, wind stress, slope steepness, and
horizontal resolution mainly affect the baroclinic transport
(Figs. 6b–f). Figure 6g highlights the changes in the barotropic
and baroclinic transport due to increased offshore buoyancy
gradient, which is in agreement with Fig. 5. As for the circula-
tion of the sea ice, Fig. 7 shows that the trends of | ui〈 〉| is ap-
proximately consistent with the total transport of the ocean,
whereas | ui〈 〉| is less sensitive to varying slope width. The
along-slope sea ice velocity decreases with increased offshore
buoyancy gradient (Fig. 7b), as it is accelerated by the sur-
face-intensified ocean current in fresh-shelf case and is
damped by the eastward undercurrent in the dense-shelf case.
The sea ice thickness averaged over the slope is mostly con-
trolled by the prescribed ice thickness at the southern bound-

ary, with an exception in the case Va0 5 12 m s21, where the
sea ice piles up in the middle of the domain due to strong
offshore advection imposed by the southern inflow bound-
ary condition, and convergence of meridional ice flow asso-
ciated with the meridional gradient of the meridional wind
stress.

In most simulations, the surface ocean velocity approxi-
mately matches the velocity of the sea ice over the continental
slope, even in the case with no tides, as shown in the upper
panels of Figs. 4 and 5. Exceptions include cases with very
thin sea ice (Fig. 4e), a dense southern boundary (Figs. 5e,f),
and a wide topographic slope (shown later in the next sec-
tion). To understand the mechanisms that control the ice/
ocean circulation and identify the cause of the ice–ocean ve-
locity match over the slope, we look into the momentum bal-
ances of the ice/ocean system in the following section.

4. Momentum balances for ocean and sea ice in the ASC

A simple and intuitive speculation regarding momentum
transfer in the wind–sea ice–ocean system is that the wind in-
puts momentum to the sea ice, and then the sea ice acceler-
ates the ocean by ice–ocean stress. Some previous studies that
have worked under this assumption include Nøst et al. (2011),
Stewart and Thompson (2016), and Huneke et al. (2019). The
momentum is vertically transferred downward through the
ocean, primarily via eddy-induced isopycnal form stress, and
is finally removed by bottom frictional stress and topographic
form stress at the seafloor (Stewart and Thompson 2016; Bai
et al. 2021). However, in section 3 we found that over a large
range of model parameters, ocean surface velocity matches
the velocity of sea ice over the continental slope; while over
the shelf and in the deep ocean, ice and ocean velocities di-
verge. This is consistent with the results of Stewart et al.
(2019). This indicates that some processes occurring over the
slope diminish the ice–ocean momentum transfer there, so
the speculation discussed above is incomplete. To establish
the pathways of the wind-input momentum over the slope,
and to understand how the wind, sea ice, tidal forcing, off-
shore buoyancy gradients, and bathymetry influence the mo-
mentum transfer, we analyze the zonal momentum balances
of the ice and ocean system.

a. Zonal momentum balance in the reference simulation

In the spinup stage, when the ASC transitions from sta-
tionary state to equilibrium state, some combination of the
winds, tides, and bottom stresses (Howard et al. 2015) spins
up the flow (not shown) until the speeds of sea ice and sur-
face ocean approximately coincide over the slope. We did
not distinguish the relative importance of each in the spinup
stage because in nature the ASC already exists, so the
steady-state dynamics are more relevant. In this study we
focus on the momentum balance in the equilibrium state,
when the slope current continues in its state of motion. The
current feels almost no drag against the sea ice, so almost no
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additional momentum source is needed to maintain its mo-
tion (Newton’s first law).

The vertically and zonally integrated zonal momentum
equations for the ocean and the sea ice solved by MITgcm are

�
ro

�0

2h

uo
t

dz︸					︷︷					︸
Tendency

dx 5

�
txio︸︷︷︸

Ice–ocean
stress

2 ro

�0

2h
uo · =uo dz︸										︷︷										︸

Ocean advection

1rof
�0

2h
yo dz︸						︷︷						︸

Coriolis

2 pb
hb

x︸			︷︷			︸
Topog: form stress

2 txb︸︷︷︸
Bottom

frictional stress

1V︸︷︷︸
Viscous
diffusion

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠dx, (6a)

�
rihi

ui
t︸	︷︷	︸

Tendency

dx 5

�
txai︸︷︷︸

Wind
stress

1
s21

y︸	︷︷	︸
Ice rheology

1rifhiyi︸		︷︷		︸
Coriolis

2txio︸︷︷︸
Ice–ocean

stress

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠dx:
(6b)

Here the subscripts i and o denote the sea ice and the
ocean, respectively; pb is the bottom pressure; and hb is the
seafloor elevation. As the time-averaged mass flux is zero
across the northern and the southern boundaries, the Coriolis
term is very small in Eq. (6a), though in practice it is nonzero
due to the spatial discretization in MITgcm. The symbols with
s and indices in the subscription are components of the sea ice
internal stress in the standard form, which quantify the resistance
of sea ice to deformation (Hibler 1979). The zonal component of
the sea ice internal stress divergence is xs111 ys21. After taken
the zonal integration, xs11 has no contribution to the sea ice

momentum budget. The sea surface slope 2rihigh/x and ice/
snow load 2rihig(hiri/ro)/x also vanish approximately under a
zonal integral. Sea ice momentum advection is negligible and is
turned off in MITgcm by default.

Figure 8a shows the sea ice zonal force balance of the refer-
ence simulation. As assumed by previous studies (Nøst et al.
2011; Stewart and Thompson 2016; Huneke et al. 2019), the
overall momentum balance of the sea ice is primarily between
wind stress and ocean–ice stress. This is largely the case over the
continental shelf and the open ocean. However, over the slope
there is substantial horizontal redistribution of momentum via
ice internal stress divergence, and the ocean–ice stress is almost
zero. The green arrows in Fig. 8a show the momentum fluxes
due to sea ice internal stress, which indicate that over the slope
the sea ice mainly transfers wind-input momentum onto the con-
tinental shelf in the reference case. The Coriolis force felt by the

FIG. 6. The maximum westward ocean speed |uo |max, maximum westward ocean bottom speed |uboto |max, barotropic transport TBT, and
baroclinic transport TBC per unit width over the continental slope for simulations with (a) varying tidal current amplitude, (b) sea ice
thickness at the southern boundary, (c) maximum westward wind speed, (d) maximum northward wind speed, (e) continental slope width,
(f) horizontal grid spacing, and (g) ocean bottom potential density difference between the northern and the southern boundaries. Black
dots denote the reference simulation.
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sea ice is negative and approximately uniform, because the time-
averaged meridional ice velocity is dominated by the northward
ice inflow from the southern boundary.

The ocean zonal force balance of the reference simulation
is shown in Fig. 8b. For the ocean, the primary momentum in-
put from ice–ocean stress is balanced by topographic form
stress (TFS) on the shelf and bottom frictional stress in the
open ocean. The secondary momentum input from ocean ad-
vection, including the lateral momentum transfer and momen-
tum flux convergence due to tidal rectification, is balanced
locally by bottom frictional stress, and thus does not affect the
overall picture of the momentum balance. Over the continen-
tal shelf, the sea ice flows much faster than the ocean, inject-
ing westward momentum into the ocean via ice–ocean stress.
TFS might be expected to be the primary sink of momentum
in analogy with the Antarctic Circumpolar Current (ACC;
Munk and Palmén 1951; Masich et al. 2015; Stewart and Hogg
2017), but it was unclear previously how important the TFS is
in the ASC, since the directions of the ACC and the ASC are
opposite relative to topographic Rossby wave propagation
(Bai et al. 2021). In this model with bumps and troughs added
to the bathymetry (Fig. 2a), TFS is able to extract momentum
from the flow on the shelf to balance the momentum input
from ice–ocean stress. The inclusion of bumps and troughs is
more realistic than the uniform geometries used in previous
studies (e.g., Stewart and Thompson 2016; Huneke et al. 2019;
Stern et al. 2015). Excluding the bumps and troughs would

lead to stronger flows along the shelf, and we do not antici-
pate this changing the findings qualitatively.

The presence of strong advective acceleration also deviates
from the speculative momentum balance laid out at the begin-
ning of section 4. By temporally decomposing the total ocean
advection into mean, eddy, and tidal components, we find that
ocean advection is mostly contributed by tidal advection in
the reference case (appendix B), which is strongest over the
slope because tidally induced momentum convergence is pro-
portional to topographic slope steepness (Loder 1980). The
tide-input momentum (tidal advection) is balanced by bottom
drag associated with the along-slope tidally rectified flow (Fig.
8b), which is consistent with previous studies on the mecha-
nisms of tidal rectification (e.g., Huthnance 1973). Additionally,
the varying thickness of the staircase-like bottom grid cells gen-
erates convergence and divergence in the bottom Ekman trans-
port (Brink and Lentz 2010), leading to numerical noise in
ocean advection and bottom frictional stress (Figs. 8b,h). How-
ever, there is no distinguishable noise in the velocity field (Figs.
4 and 5), and the residual term is zero in the ocean momentum
balance (Fig. 8), suggesting that the overall momentum balance
is not contaminated by the numerical noise.

b. Sensitivity of zonal momentum balance to model
parameters

Across a wide range of experimental parameters, the pat-
tern of the zonal force balance is qualitatively similar to the

FIG. 7. Time-mean westward ice speed 〈ui 〉|| and ice thickness 〈hi 〉 over the continental slope, for simulations with (a) varying tidal cur-
rent amplitude, (b) ocean bottom potential density difference between the northern and the southern boundaries, (c) maximum westward
wind speed, (d) maximum northward wind speed, (e) continental slope width, (f) horizontal grid spacing, and (g) sea ice thickness at the
southern boundary. Black dots denote the reference simulation.
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reference case (Fig. 9), neither very sensitive to wind speed
perturbations (Figs. 9c–f) nor sea ice thickness (Figs. 9a,b).
As the sea ice strength is proportional to ice thickness, thinner
sea ice has less resistance to deformation imposed by external
forcing (Hibler 1979), leading to increased ice–ocean shear
(Figs. 4e and 9a) and decreased ice internal stress divergence
(Fig. 9a). The results suggest that the characteristics of the
momentum balance do not qualitatively depend on meridio-
nal gradient in zonal wind stress (Figs. 9c–f). When varying
wind speeds, we also change the meridional gradient of the
wind, as the magnitude of the wind speeds decrease linearly
offshore to zero at the northern boundary. In addition, the

direction of sea ice momentum transfer (onto the shelf, in
many cases, see Fig. 9) is against the gradient of wind-input
momentum.

In a few cases with wider topographic slope (smaller steep-
ness compared with typical slope steepness around Antarctica,
Fig. 10c) and dense water outflows (Fig. 10e), sea ice internal
stress divergence does not redistribute most of the wind-input
momentum over the slope. The magnitude of the ice–ocean
stress increases substantially with offshore buoyancy gradient
Ds4 (Fig. 10f), consistent with Fig. 5f. The strength of ocean
bottom velocity increases with Ds4 (Fig. 6g), leading to a much
larger bottom frictional stress over the slope (Figs. 8h and 10f),

FIG. 8. Time- and zonal-mean sea ice and ocean zonal force balances for (a),(b) the reference simulation;
(c),(d) the case with zero tidal current amplitude; (e),(f) the case with a wide and gentle continental slope; and
(g),(h) the very dense shelf case. Note that the 20-km southern and northern restoring regions have been removed.
The y axis is negative (westward) upward, and the range of y axis for (h) is different from other panels.
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which is balanced by enhanced ocean advection and ice–ocean
stress. Note that the residual term in the sea ice momentum
budget is nonzero in some cases (Figs. 8a,g), but our tests indi-
cate that improving the LSR solver accuracy would reduce
those errors, with little impact on the momentum balance.

Stewart et al. (2019) indicate that tides are responsible for
the match of ocean and sea ice velocities over the continen-
tal slope. Our results show that tidal advection indeed accel-
erates the ocean and decreases ice–ocean stress over the
shelf break. However, tides are not required for the ice–o-
cean stress to vanish over the slope. Figures 8c and 8d show
the sea ice and ocean zonal force balances for a simulation
with no tides. In this case, the matching of the ice and sur-
face ocean velocities still occurs. When the tidal current is
very strong, the ocean surface velocity exceeds the velocity
of sea ice (Fig. 4c), causing ocean-to-sea ice westward mo-
mentum transfer (Fig. 10b).

c. Vertical momentum transfer over the slope

Figure 11c shows the vertical profiles of zonal velocity in
cases with varying topographic slope steepness, averaged over
each slope. In the reference case, the vertical velocity shear in
the ocean interior is large (the black curve in Fig. 11c), sug-
gesting that the vertical momentum transfer is inefficient over
the slope. The mesoscale eddies in the ocean transfer momen-
tum downward predominantly by isopycnal form stress (IFS),
which is essential to connecting the momentum input from
ocean surface, and the momentum sink at seafloor (e.g., Vallis
2017). Figures 11a and 11b show the estimated transient and
standing eddy vertical momentum fluxes due to IFS and verti-
cal component of Reynolds stress, normalized by wind stress
over the slope. In the reference case, in which the slope steep-
ness is typical of the Antarctic continental slope (NOAA
National Geophysical Data Center 2009; Amante and Eakins
2009), the transient and standing eddies are not effective in

FIG. 9. Sensitivity analysis: time-mean sea ice and ocean zonal force balances averaged over the continental slope,
(a)–(d) normalized by zonal wind stress or (e),(f) by the sum of zonal wind stress and ocean advection. Simulations
with (top) varying sea ice thickness at the southern boundary; (middle) maximum northward wind speed; and
(bottom) maximum westward wind speed.
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transferring momentum downward. This is consistent with
previous studies that report suppression of baroclinic instabil-
ity over steep slopes (Isachsen 2011; Hetland 2017).

With decreased topographic slope steepness, the standing
and transient eddies are more efficient in transferring momen-
tum downward over the slope (Fig. 11a,b). The resulting
ocean velocity shear decreases (Fig. 11c), and the ocean sur-
face velocity falls substantially below the speed of the sea ice.
Thus, the ice–ocean velocity shear (Fig. 11c) and the ice–
ocean stress (Fig. 10d) increase with larger slope width. In the
case Ws 5 250 km, the ice–ocean stress approximately
matches the wind stress (Fig. 8f).

5. A reduced-order model of ice–ocean mechanical
interactions in the ASC

As discussed in section 4, our results suggest that vertical
momentum transfer by standing and transient eddies is inef-
ficient over continental slopes with steepnesses typical of
Antarctica. However, since we cannot explicitly turn off eddy
suppression in the 3D models, the mechanism responsible for
ice–ocean coupling in the core of the ASC, and to what extent
topographic eddy suppression affects the momentum budget,
remain unclear. To provide insight into the underlying mech-
anism, we develop a reduced-order model of ice–ocean me-
chanical interactions, which is primarily a tool to test the

FIG. 10. Sensitivity analysis (continued): time-mean sea ice and ocean zonal force balances, averaged over the continen-
tal slope and normalized by zonal wind stress. Simulations with varying (a),(b) tidal current amplitude; (c),(d) continental
slope width; and (e),(f) ocean bottom potential density difference between the northern and the southern boundaries.
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relevance of eddy suppression over the slope. In this model,
the ocean is discretized into two vertical levels of equal
depth, overlaid by one layer of viscous-plastic sea ice and
forced by a specified atmospheric wind stress. We incorpo-
rate the effect of eddies via a “residual-mean” formulation of
the momentum equations, with an eddy isopycnal form stress
that transfers momentum vertically between the two layers,
and the rate of momentum transfer being controlled by an
eddy diffusivity (Ferreira and Marshall 2006). This allows
us to optionally suppress vertical eddy momentum transfer
over the slope, and thereby isolate the role of eddy sup-
pression from other processes that can reduce ice–ocean
shear, such as tidal forcing. In this section we describe the
reduced-order model configuration, compare cases with and
without eddy suppression over the slope, and compare the
results of reduced-order simulations with the 3D MITgcm
simulations.

a. Formulation of the reduced-order model

To simplify the equation of motion, the flow is assumed to
be steady (t ≡ 0), invariant in the x direction (x ≡ 0), and
low-Rossby number (D/Dt ≡ 0). We consider cases with a
weak horizontal buoyancy gradient only, hence the assumption
of zero time-averaged meridional (offshore) flow in the
ocean. We apply the Boussinesq momentum equations
and fix the densities of the sea ice (ri 5 920 kg m23) and
the ocean (ro 5 1037 kg m23).

The upper level of the ocean is driven by ice–ocean stress
and transfers momentum downward to the lower level via iso-
pycnal form stress (IFS). For the lower level, the momentum
input by IFS and tidal advection sinks at the seafloor via bottom
frictional stress and topographic form stress. Though the tidal cur-
rent imposed at the boundaries are barotropic, the tide-
induced momentum flux convergence in the ocean, i.e., tidal ad-
vection, is bottom intensified. Bottom frictional stress creates a
phase lag between the meridional tidal velocity and the transient
zonal velocity induced by tides, which regulates the magnitude of
the tidal advection (e.g., Huthnance 1973; Loder 1980). Therefore,
we only consider the tidal advection term for the lower level where
fiction appears. The momentum equations for the ocean are
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Tendency

5 txio︸︷︷︸
Ice–ocean

stress

2Fifs︸︷︷︸
Isopycnal
form stress

, (7a)

roh
b
o
ubo
t︸		︷︷		︸

Tendency

5 Fifs︸︷︷︸
Isopycnal
form stress

1txb︸︷︷︸
Bottom
frictional
stress

1Ftide︸	︷︷	︸
Tidal

advection

1Ftfs︸︷︷︸
Topographic
form stress

, (7b)

hso 5 hbo 5
ho
2
, (7c)

where the superscripts s, b, x, and y denote the upper (surface)
and the lower (bottom) levels, and the components in the zonal

FIG. 11. (a) The vertical component of the transient eddy momentum flux for cases with varying slope width, normalized by wind stress.
The angle brackets denote the averaged values over the continental slope [Eq. (4)]. The overbars denote the time average over a 5-yr anal-
ysis period [Eq. (3)], and primes denote departures of state variables from their respective time-averaged values. The first term in the nu-
merator is the estimated isopycnal form stress (IFS) due to transient eddies, and the second term is the vertical component of the Rey-
nolds stress. (b) The vertical component of the standing eddy momentum flux for cases with varying slope width, normalized by wind
stress. The daggers denote departures of state variables from their zonally averaged values. The first term in the numerator is the
estimated IFS due to standing eddies. (c) Zonal ocean (solid curves) and sea ice (dashed lines) velocities averaged over the conti-
nental slope for cases with different slope width. Panels (a)–(c) are plotted from 100- to 800-m depth to exclude the bottom ba-
thymetry and the surface mixed layer where the ocean is weakly stratified and the estimation of IFS from the density (or equiva-
lently T and S) gradient is invalid.
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and the meridional directions, respectively. Note that the in-
terface between the upper and the lower levels should not
be interpreted as an isopycnal surface, but rather as a ter-
rain-following coordinate. This formulation can also be de-
rived by considering the evolution of the surface and bottom
ocean velocities, and assuming a linear vertical variation be-
tween them.

The IFS can be estimated by the product of isopycnal slope
and eddy diffusivity (e.g., Vallis 2017). We assume that the
ocean is in geostrophic balance, which is equivalent to assum-
ing that eddies release available potential energy and relax
isopycnal slopes (Gent and McWilliams 1990; Gent et al. 1995).
Then we express the isopycnal slope by the thermal wind rela-
tion and assume the horizontal variations in the vertical stratifi-
cation are very weak. Ultimately, we relate IFS to vertical
velocity shear, so the isopycnal slope and the IFS can evolve
dynamically with time. The IFS in the reduced-order model is

Fifs 5 2rof
2K

(uso 2 ubo)
N2ho

, (8)

where K is the eddy diffusivity, and N ≈ 8.3 3 1024 s21 is the
mean stratification (buoyancy frequency) between the upper
and the lower levels, obtained from the restoring density
profile at the northern boundary of the MITgcm simulations
(Fig. 2d). Note that this eddy diffusivity parameterization only
represents the diffusivity due to transient eddies. Since the verti-
cal eddy momentum flux is mostly contributed by transient ed-
dies for the reference slope steepness (Figs. 11a,b), this model
does not include a standing eddy parameterization for simplic-
ity. Details on the derivation of the IFS are in appendix A,
section b.

The sea ice follows a standard viscous-plastic rheology
given by Hibler (1979) (appendix A, section f). Assuming that
the ocean is fully covered by the sea ice (the ice concentration
is Ai 5 1), the momentum equations for the sea ice are

rihi
ui
t︸		︷︷		︸

Tendency

5 rihifyi︸	︷︷	︸
Coriolis

1txai︸︷︷︸
Wind
stress

2txio︸︷︷︸
Ice–ocean

stress

1
s21

y︸	︷︷	︸
Ice rheology

, (9a)

rihi
yi
t︸	︷︷	︸

Tendency

5 2rihifui︸		︷︷		︸
Coriolis

1 t
y
ai︸︷︷︸

Wind
stress

2t
y
io︸︷︷︸

Ice–ocean
stress

1
s22

y︸	︷︷	︸
Ice rheology

2rihig
h

y︸			︷︷			︸
Sea surface

slope

, (9b)

where h is the sea surface elevation and g is the gravitational
acceleration. The sea surface slope term in Eq. (9b) can be
estimated from the meridional ocean momentum balance

g
dh
dy

5
t
y
io

ro(ho=2) 2 fuso: (9c)

We further neglect changes in the sea ice growth rate due
to thermodynamic processes (ice formation and melting). So
the tendency of ice thickness depends only on the meridional
advection of the sea ice,

hi
t

5 2


y
(hiyi): (9d)

We find that in the 3D MITgcm simulations, tidal advection
dominates the total ocean advection (appendix B). So we substi-
tute the total advection in this reduced-order model by tidal ad-
vection, which is derived following Loder (1980) (appendix A,
section c). In the 3D simulations we also observe that sea ice
tends to drift with barotropic tides and diminishes the effect
of tides on ice–ocean stress. Therefore, we use the standard
quadratic drag formulations for air–ice and ice–ocean stress in
the reduced-order model, while modifying the ocean bottom
stress and the topographic form stress by adding a mean tidal
current (appendix A, sections d and e). Wind distribution
and bathymetry of the reduced-order model are identical to
those in the 3D simulations. Compared to the 3D model, the
reduced-order model has identical wind distribution, and sim-
plified model bathymetry without zonal variations. We inte-
grate the model forward in time until it reaches the steady
state, then compare the steady-state solutions with the 3D
simulations. Details on the boundary conditions, model initial-
ization, and numerical schemes are presented in appendix A,
sections g and h.

b. Reduced-order simulations

Figures 12a and 12b shows the ice and ocean zonal force
balance for the reference simulation using the reduced-order
model. Compared with MITgcm (Figs. 8a,b), this model suc-
cessfully reproduces the salient features in the momentum
budget, i.e., over the slope, sea ice internal stress divergence
redistribute wind-input momentum (Fig. 12a), ice–ocean
stress vanishes, and tidal advection is locally balanced by bot-
tom frictional stress; over the shelf, topographic form stress
balances the large momentum input from ice–ocean stress
(Fig. 12b). There are a few disagreements between the two
models with different complexity. The peak of the tidal advec-
tion slightly shifts onshore (Fig. 12b) in the reduced-order
model because the troughs on the shelf modify the strength of
the tidal advection in MITgcm. In addition, the region of ice–
ocean stress suppression is narrower in the reduced-order model
compared with MITgcm. Overall, the reduced-order model can
qualitatively and quantitatively reproduce the ocean and sea ice
zonal force balance shown in the 3D MITgcm simulations. For
the simulation with no tides, the results of the reduced-order
model (Figs. 12e,f) are also consistent with that in MITgcm
(Figs. 8c,d). We will discuss the remaining panels of Fig. 12 later
in this section.

Figure 13 compares the reduced-order simulations with the
corresponding MITgcm simulations. Different colors denote ex-
periments with varying parameters. This model does a fairly
good job in predicting the maximum ocean surface and
bottom velocities (Fig. 13a) and bottom frictional stress (Fig. 13d)
over the slope. The theory developed by Bai et al. (2021)
works very well in predicting the topographic form stress
(Fig. 13d). The sea ice internal stress divergence and ice–
ocean stress over the continental slope, which are the terms in
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the force balance that this study is most focused on, are accu-
rately captured by the reduced-order model (Fig. 13c). Be-
cause of the simplified two-layer discretization, which is
equivalent to assuming a linear vertical velocity profile in the
ocean, this model is not able to represent the complex vertical
structure of the slope current. Thus, it substantially underesti-
mates the baroclinic transport over the slope (Fig. 13b). Since
this model has the assumption of zero time-averaged meridio-
nal flow in the ocean, it is not suitable for simulating cases
with varying offshore buoyancy gradients. Understanding the
effects of horizontal buoyancy gradients necessarily requires
an understanding of the meridional overturning circulation as
well, hence we leave it for further study.

As discussed in sections 3 and 4, there can be two mecha-
nisms associated with the diminished ice–ocean stress: eddy
suppression and tidal acceleration. To separate the effects of
eddy suppression and tidal acceleration, we create four con-
trol experiments: with and without tides, and with and without
eddy suppression. In this model, we can explicitly turn off
eddy suppression by setting a horizontally uniform eddy diffu-
sivity K 5 300 m2 s21. A finite ice–ocean stress appears over
the slope when eddies are not suppressed (Figs. 12g,h), which
proves that eddy suppression is critical for the momentum
balance of the ASC. Figures 12c and 12d shows that tides
strongly accelerate the lower level near the shelf break
(125 km offshore), decreasing the vertical velocity shear

FIG. 12. Reduced-order model simulation results. Sea ice and ocean zonal force balance for (a),(b) the reference
case and (e),(f) the no-tide case with eddy suppression over the continental slope. Sea ice and ocean zonal force bal-
ance for (c),(d) the reference case and (g),(h) the no-tide case with a uniform eddy diffusivityK 5 300 m2 s21, i.e., no
eddy suppression over the continental slope.
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(uso 2 ubo). Thus, the momentum sink of the upper level, i.e.,
the isopycnal form stress, decreases [Eq. (A5)] near the shelf
break, which accelerates the upper level. So the ice–ocean
stress decreases near the shelf break with tides and no eddy
suppression (Fig. 12d), though it remains significant over the
continental slope. The ice–ocean stress can approach zero
over the shelf break driven purely by tides, but this happens
only when the tidal amplitude is sufficiently large.

We emphasize that little was done to “tune” this reduced-
order model to the 3D simulations, largely because there are
very few tunable parameters. First, we choose an empirical

constant to set the magnitude of the tidal advection in the ref-
erence case of the reduced-order model equivalent to the to-
tal ocean advection in the MITgcm reference simulation
(appendix A, section c). Second, the eddy parameterization is
also tunable, but we choose to apply the eddy parameteriza-
tion directly from Stewart and Thompson (2016) without any
modification. The last tunable parameter is the minimum de-
formation rate D0 in sea ice rheology (appendix A, section f),
which represents the minimum resistance of sea ice to exter-
nal forcing. We regularize the ice deformation rate with this
tunable parameter to prevent the ice internal stress from

FIG. 13. The reduced-order simulations compared with the 3D MITgcm simulations, where r is the linear correlation
coefficient, and RMSE is the root-mean-square error. (a) Maximum westward ocean surface and bottom velocities in
the slope region. (b) Mean westward barotropic and baroclinic transports over the continental slope. The barotropic
transport is the ocean bottom velocity times ocean depth, and the baroclinic transport is the difference between the bar-
otropic and the total transports. (c) Mean sea ice internal stress divergence and ice–ocean stress over the slope, normal-
ized by the zonal wind stress in the same region. (d) Mean topographic form stress and bottom frictional stress over the
slope, normalized by the zonal wind stress in the same region. The solid reference lines are the linear regression of the
maximum westward ocean surface velocity, the baroclinic transport, normalized sea ice internal stress divergence, and
normalized topographic form stress. The dashed reference lines are the linear regression of other scattered quantities.
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approaching infinity under the 1D assumption (Vancoppe-
nolle et al. 2012). Increasing D0 reduces the effective viscosity
of sea ice (appendix A, section h) and increases the magni-
tude of ice and ocean zonal velocities, but it does not qualita-
tively change the ice and ocean momentum budget.

6. Discussion and conclusions

In this study we utilized a high-resolution process-oriented
model to investigate what controls the ice–ocean circulation
and the pathways of momentum transfer in the ASC system
with 100% sea ice cover. We also developed a reduced-order
model of ice–ocean mechanical interactions to understand the
role of eddy suppression over the continental slope. We
emphasized the importance of topographic eddy suppression
and sea ice momentum redistribution in the wind–ice–ASC
system.

a. Key findings

In section 3 we showed the structure and intensity of the
ASC in different control experiments and highlighted the
match of ice–ocean velocities over the slope (Figs. 4 and 5),
indicating that local acceleration of the ocean by sea ice van-
ishes in this region.

We found that the intensity of the ASC increases with in-
creasing tidal current amplitude, wind stress, and slope steep-
ness and decreasing sea ice thickness (Fig. 4). The vertical
structure of the ASC is primarily set by the offshore buoyancy
gradient, varying from subsurface-intensified flow with a fresh
shelf to a deep-reaching barotropic flow with a weak offshore
buoyancy gradient, and to a bottom-intensified flow with a
dense shelf (Fig. 5), in agreement with observations (e.g., Le
Paih et al. 2020). We calculated the barotropic and baroclinic
transports, and found that tides mainly change the barotropic
transport, while wind forcing, sea ice thickness, slope steep-
ness, and horizontal grid spacing predominantly affect the
baroclinic transport (Fig. 6). Across a wide range of parame-
ters, the zonal ocean surface velocity matches the velocity of
sea ice over the continental slope. The approximate match of
ice–ocean velocities occurs regardless of the strength of tidal
amplitude, even when there are no tides (Fig. 4b). Exceptions
occur in cases with very thin sea ice (Fig. 4e), dense outflows
on the shelf (Fig. 5f), and very gentle topographic slope
(Fig. 11c).

To determine the dynamical mechanisms that control the
circulation and transport of the ASC, we analyzed the zonal
momentum balance in section 4. Figure 14 illustrates the
mechanisms and directions of momentum transfer in the ASC
in the equilibrium state. Wind transfers momentum to the sea
ice via air–ice stress. Then the sea ice horizontally redistrib-
utes the wind-input momentum away from the continental
slope by internal stress divergence, therefore playing a critical
role in the momentum balance of the ASC (Fig. 8a). Over the
continental slope, the ASC is accelerated during the model
spinup until the speeds of sea ice and surface ocean coincide,
and thus there is no ice–ocean momentum transfer. Tidal
advection peaks over the slope and is locally balanced by bot-
tom frictional stress (Fig. 8b). In the absence of tides, bottom

frictional stress is very weak and balanced by a small amount
of momentum input from ice–ocean stress and ocean advec-
tion (Fig. 8d). Over the continental shelf and the deep ocean,
wind-input momentum is transferred downward by ice–ocean
stress, then by isopycnal form stress, and is eventually dissi-
pated at the sea floor by bottom frictional stress and topo-
graphic form stress. Ice–ocean momentum transfer becomes
nonnegligible for continental slopes that are much wider than
is typical around Antarctica (Figs. 10c,d), or when dense wa-
ter production and export occurs (Figs. 10e,f).

The reduced-order model verifies the hypothesis that eddy
suppression is the key mechanism underlying the vanishing of
the ice–ocean momentum transfer over the slope. As dis-
cussed in section 5, this reduced-order model accurately re-
produces the zonal momentum budget in the 3D simulations
(Fig. 13) and allows us to explicitly compare the cases with
and without eddy suppression (Fig. 12). Our results show that
over the continental shelf break, strong tidal acceleration re-
duces the ice–ocean stress, but the ice–ocean stress does not
necessarily approach zero with the appearance of tides. Note
that this contrasts with the suggestions of Stewart et al. (2019)
and Flexas et al. (2015): when we turned on vertical momen-
tum transfer over the slope by setting a uniform eddy diffusiv-
ity, the matching of sea ice and ocean surface velocities did
not take place (Figs. 12c,d,g,h). Thus, we concluded that the
fundamental reason for the ice–ocean velocity match is the
suppression of transient and standing eddies over the conti-
nental slope.

b. Limitations and implications

Our idealized model configuration enables efficient explo-
ration of different dynamical mechanisms that control the cir-
culation of the ice–ocean system, but the idealization also
carries various limitations. For example, we neglect the baro-
clinicity of tidal currents, the complexity of varied tidal har-
monic constituents, and the spatial variability in the tidal
amplitudes, which may lead to underestimation of lateral mo-
mentum transfer in the ocean. As discussed by Howard et al.
(2004) and Koentopp et al. (2005), the baroclinic tidal cur-
rents contribute more to the variability of ice–ocean stress in
the northern Weddell Sea and Scotia Sea, compared with bar-
otropic currents. Moreover, the model imitates typical winter
conditions around the East Antarctic margins with permanent
sea ice coverage, excluding seasonal variations. Though the
change of shelf stratification, sea ice concentration and thick-
ness associated with the seasonal cycle can strongly affect the
circulation of the ASC, as implied by previous studies as well
as our simulation results. Note that our findings are not in dis-
pute with the previously established understanding that local
winds are the primary momentum source for the ASC (e.g.,
Núñez-Riboni and Fahrbach 2009): in the equilibrium state,
the vanishing of vertical momentum transfer in the core of
the ASC does not imply that local winds are not the primary
momentum source to the current as a whole. We expect the
picture of momentum balance drawn in this study to be
applicable to the annual-mean state of the real ASC
(see Stewart et al. 2019). Further work will be required to
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understand the transient adjustment of circulation and mo-
mentum balance to changes in sea ice concentration, wind
stress, and buoyancy forcing. Another caveat is that we
made a simple choice to prescribe sea ice inflow velocity at
the southern boundary, and thus ignored the reality that
sea ice forms over and interacts with the continental shelf.
The influence of the sea ice inflow on the momentum bal-
ance remains to be determined. Since our results agree
with the findings of Stewart et al. (2019), derived from a re-
alistic ocean–sea ice model, we expect the sea ice inflow to
have little impact on the overall momentum balance. In ad-
dition, we expect the features of the momentum balance
gained here to hold for sea ice concentrations higher than
80% based on Leppäranta (2011). There are also further
limitations in the reduced-order model due to the one-
dimensional assumption, the oversimplification of vertical
discretization, the neglect of sea ice thermodynamics,
cross-slope buoyancy forcing, diapycnal mixing, and merid-
ional overturning circulation. Despite the fact that it
carries various caveats, the reduced-order model helps us

to better understand the continental slope dynamics, espe-
cially the role of eddy suppression.

This study has several implications for future research on
the ASC, which are potentially relevant to the simulation of
Arctic ice–ocean dynamics in the presence of continental
slopes. First, a thorough understanding of the feedback be-
tween sea ice and ocean transport is required. On the one
hand, changes in sea ice properties such as ice thickness, ice
concentration, and ice drift speed have an influence on ice in-
ternal stress, which is critical to ice and ocean momentum bal-
ance, and thus can affect ocean transport. So sea ice will
possibly affect the role of ASC as a barrier to prevent warm
water intrusion and the melting of ice shelves. Meanwhile
some ocean properties such as the lateral buoyancy gradient
and tidal amplitude affect the concentration, thickness and
transport of sea ice. We therefore emphasize the importance
of coupled sea ice–ocean dynamics in future model studies of
the ASC. In addition, resolving the eddies or otherwise repre-
senting their suppression over the continental slope is impor-
tant. The large-scale zonal variations in forcing, geometry and

FIG. 14. Schematic illustrating the momentum transfer in the wind–sea ice–ASC system in an equilibrium state,
with exaggerated sea ice thickness. The 3D arrows denote northwestward surface winds, and other arrows denote the
direction of zonal momentum transfer. The circles with crosses denote westward (along-slope, into the page) ice and
ocean flow. The dashed curves denote isopycnals. Over the continental slope, eddies are suppressed and no mo-
mentum is transferred vertically via isopycnal form stress, leading to an equilibrium state in which the surface
ocean velocity matches the ice velocity. Consequently, when the winds transfer westward momentum into the
sea ice, it is redistributed horizontally away from the slope by sea ice internal stress divergence. Over the conti-
nental shelf and open ocean, ocean momentum sourced from ice–ocean stress is transferred downward by iso-
pycnal form stress and finally removed by bottom frictional stress and topographic form stress.
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state of the ASC should also be addressed in future research.
Moreover, this study implies that tides influence the strength
of the ASC, but do not qualitatively change the momentum
balance of the ASC, since tidal advection is locally balanced
by bottom frictional stress. Last, an important step forward
from this study is the determination of the role of ASC
momentum balance terms and their parameter dependences
for the overturning circulation and cross-slope exchange.
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APPENDIX A

Formulation of the Reduced-Order Model

In section 5, we included a high-level overview of the
reduced-order model. In this appendix we provide more de-
tails on the model configuration to better enable reproduc-
ibility, including conventional formulations developed by
previous studies and our adaptations that make those for-
mulations suitable for this reduced-order model.

a. Model bathymetry

The bathymetry of the reduced-order model is defined as

hb(y) 5 2Zs 2
H 2 Hshelf

2
tanh

y 2 Ys

Ws

( )
: (A1)

The description and values of the parameters are in
Tables 1 and 2. The ocean thickness in this model is ho(y) 5

2hb(y).

b. Isopycnal form stress

The isopycnal form stress (IFS) represents the vertical
momentum transfer by transient and standing eddies in the

ocean. In this section we describe how to relate the IFS to
the vertical velocity shear between the upper and the lower
levels (us

o 2 ubo).
The thermal wind relation indicates that the geostrophic

velocity shear zug ≈ (uso 2 ubo)=[(1=2)ho] is proportional to
the latitudinal (offshore) buoyancy gradient,

zug 5
g
fr0

yr 5 2
1
f
yb, (A2)

where b 5 2g(r/r0 2 1) is the buoyancy, and a bar over
the symbol represents its time average. The isopycnal
slope sisop is

sisop ≡2
yb

zb
5

fzug
zb

≈ 2f (uso 2 ubo)
N2ho

, (A3)

where zb 5N2, and N is the mean stratification between
the upper and the lower levels. We assume the horizontal
variations in the vertical stratification are very weak and
use a constant stratification in the reduced-order simula-
tions. The topographic parameter d is

d ≡ sb
sisop

≈2 N2ho
2f (uso 2 ubo)

yho, (A4)

where sb 5 2yho is the topographic slope.
Assuming that the vertical displacement of a given isopyc-

nal h′ is small, h′ can be estimated as the buoyancy perturba-
tion divided by the vertical buoyancy gradient, h′ ≈2b′=zb
(e.g., Vallis 2017). The fluctuation of the pressure gradient is
related to the velocity perturbation using the geostrophic bal-
ance, xp′ 5 rofy′. Therefore, the IFS is

Fisop 5 2h′p′x 5 rof
y′b′

zb
5 2rofK

yb

zb

5 rofKsisop 5 2rof
2K

(uso 2 ubo)
N2ho

,
(A5)

where the meridional eddy buoyancy flux is y′b′ 5 2Kyb,
and K is the eddy diffusivity. We apply the eddy diffusiv-
ity parameterization following Stewart and Thompson
(2013),

K 5 K0 1 1
1
2

��������������������������
(1 2 |d|)2 1 4g2|d2|

√
2

1
2

��������������������������
(1 1 |d|)2 1 4g2|d2|

√[ ]
,

(A6)

where K0 5 300 m2 s21 and g 5 0.05. Note that this
parameterization does not generalize because it is an
approximate fit to the diagnosed K in the reference simu-
lation of Stewart and Thompson (2013), and can only be
applied to simulations with a similar model setup. The
key feature of this parameterization is that the eddy diffu-
sivity K is greatly suppressed when |d| $ 1.

c. Tidal acceleration

Following Loder (1980), the vertically averaged tidal
velocities are
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yt 5 Atide
H
ho

sin(vt), (A7a)

ut ≈ Atide
H
ho

sin(vt 1 ft), (A7b)

where ft is the phase lag between ut and yt. The meridional
tidal velocity squared averaged over a tidal cycle is

y2t 5
1
2

Atide
H
ho

( )2
: (A8)

Tides enhance ocean bottom frictional stress and topo-
graphic form stress, so we add a mean tidal velocity to
these terms, described in the following sections. We assume
that when averaged over a tidal cycle, the momentum flux
convergence in the ocean is mainly contributed by tidal ad-
vection (the rationale for this assumption will be described
in appendix B),

Ftide 5 2ro


y

�
u′y′ dz ≈2 ro



y

�
utyt dz

5 2sbro
1
2

Atide
H
ho

( )2
cosft 5 2sbroy2t C (A9)

where C 5 cosft is an empirical constant representing the
effect of phase lag ft between ut and yt on the magnitude
of tidal advection. C ≈ 20.076 is selected to set the magni-
tude of tidal advection in the reduced-order model equiva-
lent to that of the 3D reference simulation.

d. Surface stresses

As discussed in section 5, the air–ice stress and ice–ocean
stress have standard quadratic formulations, while the ocean
bottom stress is modified by tidal oscillations. As in the MITgcm
simulations, the air–ice stress and the ice–ocean stress are

tai 5 raCai|ua|ua, (A10a)

tio 5 roCio|ui 2 uo|(ui 2 uo), (A10b)

where ra 5 1.3 kg m23 is the air density. The drag co-
efficients Cai, Cio, and the wind speed distribution in the
reduced-order model are consistent with the MITgcm simu-
lations. The modified ocean bottom stress averaged over a
tidal cycle is

tb ≈ roCb|ubo 1 ut |ubo ≈ roCd

����������������������
(ubo)2 1 u2t 1 y2t

√
ubo

≈ roCd

����������������
(ubo)2 1 2y2t

√
ubo: (A11)

e. Topographic form stress

Bai et al. (2021) have developed a barotropic, quasigeo-
strophic theory for standing Rossby waves and extended
their theory to a bathymetry with a continental shelf and

slope. Following Bai et al. (2021), the topographic form
stress in the reduced-order model is

Ftfs 5 2
1
2

a2
b

(hbo)2
rbubof

2
0 =k

2
0

(ubo 1 ck0)2 1 rb
k0hbo

( )2 , (A12)

where k0 5 2p/100 km21 is the wavenumber of the zonal
bathymetric variation, rb is the bottom drag coefficient,
ck0 5 2b=k20 is the barotropic Rossby wave speed, b 5 bp 1

bt 5 bp 1 fsb/ho is the sum of the Rossby parameter and
the topographic beta parameter. The term ab is the along-
slope variation of the bathymetry (the difference ineleva-
tion between the bumps and the troughs, Fig. 2), obtained
from the corresponding 3D MITgcm model bathymetry.
Similar to the modified ocean bottom stress [Eq. (A11)],
we add the mean tidal velocity to the bottom drag coeffi-
cient to simulate the effect of tides on topographic form
stress,

rb 5 Cd

����������������
(ubo)2 1 2y2t

√
: (A13)

In the reduced-order simulations, the first term in the de-
nominator (ubo 1 ck0)2 in Eq. (A12) is about 300 times larger
than the second term (rb=k0=hbo)2.
f. Sea ice rheology

We use a standard viscous-plastic rheology following
Hibler (1979) and Heorton et al. (2014), and derive the sea
ice rheology terms in the ice momentum equation under
the assumptions (i)–(iii) in section 5. The components of
the two-dimensional sea ice internal stress tensor s are ex-
pressed as

sij 5 2h�̇ ij 1 (z 2 h)�̇kkdij 2 1
2
pdij, (A14)

where dij is the Kronecker delta. �̇ij 5 (1=2)[(ui=xj)1
(uj=xi)] denote the components of the strain-rate tensor
(i and j represent the zonal and the meridional directions),
and �̇kk 5 �̇11 1 �̇22 using the Einstein summation conven-
tion. z 5 p=2D is the bulk viscosity. h 5 z=e2 is the shear
viscosity. The e 5 2 is the dimensionless elastic modulus in
ice rheology, which defines the elliptical aspect ratio. The ice
compressive strength is p5 p?hiG(Ai)5 p?hi exp[2c(12Ai)],
where p? 5 4 3 104 N m22 is the ice pressure constant, and c
is an empirical constant (Hibler 1979). We assume the sea ice
concentration Ai 5 1 in all of the reduced-order simulations,
so p5 p?hi. The sea ice deformation rate is defined as

D 5
[(1 1 e22)(�̇211 1 �̇222) 1 4e22�̇212 1 2(1 2 e22)�̇211 �̇222

]1=2
:

(A15)

Under the assumptions in section 5

�̇11 5 0, �̇22 5
yi
y

, �̇12 5 �̇21 5
1
2

ui
y

: (A16)
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When D approaches zero, we regularize s by setting
D0 5 1026 s21, which is the minimum deformation rate
for ice rheology to prevent the viscosity from approach-
ing infinity (Vancoppenolle et al. 2012),

D 5

������������������������������������������������
D2
0 1 (1 1 e22) yi

y

( )2
1 e22 ui

y

( )2[ ]√√
: (A17)

The sea ice internal stress divergence is xs11 1 ys21 5

ys21 in the zonal ice momentum equation, and xs12 1

ys22 5 ys22 in the meridional ice momentum equation,
where the ice internal stress tensor components are

s21 5 2h�̇21 5 h
ui
y

5
p?hi
2e2D

ui
y

, (A18a)

s22 5 2h�̇22 1 (z 2 h)(�̇11 1 �̇22) 2 p
2

5 (z 1 h) yi
y

2
p
2
5 (1 1 e22)p

?hi
2D

yi
y

2
p?hi
2

:

(A18b)

g. Boundary conditions and initialization

Similar to the MITgcm configuration, we assume a free-
drift ice boundary for the reduced-order model. We solve
Eq. (2) for given boundary ice thickness (hi0) and wind
speeds to get the sea ice velocities at the southern boundary
(Ui0, Vi0). We linearly extrapolate uso and ubo at the southern
boundary, and ui, yi, hi, uso and ubo at the northern bound-
ary. The reduced-order model is initialized with a uniform
ice thickness hi0, a uniform meridional ice velocity Vi0, and
a stationary ocean.

h. Grid spacing, numerical schemes, and time step

The reduced-order model is implemented with Arakawa
C-grids (Arakawa and Lamb 1977) to enforce conservation
of mass with a second-order center-in-space scheme for space
discretization. The zonal (u grid) and meridional (y grid) ve-
locities are staggered in space with u grid defined at the grid
center and y grid defined at the grid corners. The sea ice
thickness is defined on the u grid. We neglect advection
terms in the momentum equations (except parameterized
tidal advection) and use the upwind scheme for advection in
the sea ice thickness equation.

The time step of the reduced-order model is limited by
sea ice internal stress divergence. To estimate the maximum
time step, we apply the scale analysis below:

dui
dtmax

∼ 1
hiri

ds21

dy
∼ p?

2rie2D0

dui
dy2

∼ neff
dui
dy2

, (A19)

where neff 5 p?=(2rie2D0) is the effective viscosity, and
dtmax ∼ dy2/neff is the maximum time step. While numerical
models are commonly implemented with additional solvers
(such as LSR in MITgcm) to deal with the requirement of
extremely small time step associated with sea ice rheology,
we prefer simple time stepping method because this model is

computationally inexpensive. The maximum time step re-
quired by the forward Euler method is larger than that of the
third-order Adams–Bashforth method (AB3) in the experi-
ment, so we implement the forward Euler method for time
stepping.

In the reduced-order simulations, the meridional grade spac-
ing is 5 km, and the required time step is 1.8 s (dtmax ∼ 4.7 s).
The spatial convergence of the reduced-order model is exam-
ined using 2-km spacing and a 0.25-s time step, and we find
that using this higher spatial resolution has little effect on the
solution (results not shown). Each simulation reaches its equi-
librium state after a 300-day integration and is run for a total
of 500 days to perform analysis.

APPENDIX B

Decomposition of the Total Advection for the 3D
MITgcm Simulations

This appendix includes the methods to temporally de-
compose the total zonal ocean advection into three com-
ponents: tidal, eddy and mean, following Stewart et al.
(2019), as well as the rationale for representing the total
advection by its tidal component in the reduced-order
model.

The zonal ocean momentum advection is expressed as

2(u · =)u 5 2 (uxu 1 yyu 1 wzu)
5 y(xy 2yu)︸					︷︷					︸

Vorticity adv:

2wzu︸	︷︷	︸
Vertical adv:

2x(u2 1 y2)=2︸							︷︷							︸
Kinetic energy gradient

, (B1)

where “adv.” is the abbreviation for advection. The following
operators are defined for decomposition, representing an aver-
age over two tidal periods (1 model day) and an average of
daily averaged quantities over 5 model years:

•T 5
1

1 day

� t011 day

t0
• dt, (B2a)

•E 5
1

5 years

� t015 years

t0
•Tdt: (B2b)

The subscripts m, e, and t denote time-mean and the
eddy and tidal components of the quantity, respectively
(Stewart et al. 2019):

um 5 uT
E
5 uE, (B3a)

ue 5 uT 2 uE, (B3b)

ut 5 u 2 um 2 ue 5 u 2 uT : (B3c)

We follow the spacial discretization of the momentum ad-
vection implemented in MITgcm, and calculate the mean,
eddy, and tidal advection using the 5-yr averaged diagnos-
tics um, ym, wm, Total adv., and the daily averaged diagnos-
tics uT , yT and wT :
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Mean adv: 5 ym(xym 2 yum)

2 wmzum 2 x(u2m 1 y2m)=2, (B4a)

Eddy adv: 5 ye(xye 2 yue)E 2 wezue
E
2 x(u2e 1 y2e)=2

E

5 yT(xyT 2 yuT)E 2 wTzuT
E
2 x(uT2 1 yT2)=2E

2 Mean adv:, (B4b)

Tidal adv: 5 Total adv: 2 Mean adv: 2 Eddy adv: (B4c)

Note that although we endeavored to improve the algo-
rithm, the decomposition is likely somewhat imperfect due
to the complexity of reproducing the MITgcm discretization.

Figure B1 shows the zonally and vertically integrated
zonal momentum advection for the reference case and the
cases with very dense shelf and very fresh shelf. For the
simulations with a moderate offshore buoyancy gradient

similar to the reference case, the ocean advection is primar-
ily contributed by tidal advection. In the very dense shelf
case (DS 5 0.62 psu), strong vertical stratification intensifies
the tidal momentum flux convergence and tidal rectification
(Chen and Beardsley 1995). Baroclinic instabilities arise
from the sharp offshore buoyancy gradient and enhance the
eddy advection. In the very fresh shelf case (DS 5 21.17 psu),
the mean and eddy components play a role in setting the total
advection over the edge of the continental shelf (100–120 km
offshore). Except for the cases with extreme offshore buoy-
ancy gradient, total advection is intensified over the continental
slope, and is dominated by the tidal component. This supports
the interpretation of the advective forcing as tidal rectification
in almost all experiments. Hence, we parameterize the tidal
advection in the reduced-order model, and neglect other ad-
vection components to simplify and stabilize the model.

APPENDIX C

3D Model Bathymetry

In this appendix we describe the formulation of the
bathymetry used in the 3D MITgcm simulations. The
bathymetry z 5 hb(x, y) is defined by Eq. (C1), where
H[ · ] denotes the Heaviside step function. The values of
the topographic parameters are listed in Tables 1 and 2:

hb(x, y) 5 2Zs 2
Htrough

2
(Ntrough 2 1) 2 htrough(x, y)

2
H 2 Hshelf 2 2htrough(x, y)

2
tanh

y 2 Ys

Ws

( )
, (C1a)

htrough(x, y) 5
∑Ntrough

n51

H y 2 Ytrough
[ ]

Htrough

exp 2
x 2 Lx(2n 2 1 2 Ntrough)=2=Ntrough

Wtrough

( )4⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦:::

3 1 2
1
2
H Ys 2 Ws( ) 2 y

[ ]
1 1 cos p

y 2 Ytrough

Ys 2 Ws 2 Ytrough

( )[ ]{ }
:

(C1b)

REFERENCES

Amante, C., and B. W. Eakins, 2009: ETOPO1 1 arc-minute
global relief model: Procedures, data sources, and analysis.
NOAA Tech. Memo. NESDIS NGDC-24, 25 pp., https://
www.ngdc.noaa.gov/mgg/global/relief/ETOPO1/docs/ETOPO1.
pdf.

Arakawa, A., and V. R. Lamb, 1977: Computational design of the
basic dynamical processes of the UCLA general circulation
model. Methods Comput. Phys., 17, 173–265, https://doi.org/
10.1016/B978-0-12-460817-7.50009-4.

Armitage, T. W. K., R. Kwok, A. F. Thompson, and G. Cunning-
ham, 2018: Dynamic topography and sea level anomalies of
the Southern Ocean: Variability and teleconnections. J. Geo-
phys. Res. Oceans, 123, 613–630, https://doi.org/10.1002/
2017JC013534.

FIG. B1. Temporal decomposition of the total ocean advection
in (a) the reference simulation, (b) the very dense shelf case, and
(c) the very fresh shelf case. Note that the y-axis limits are different
in the three panels.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 521586

Brought to you by UNIVERSITY OF CALIFORNIA San Diego - SIO LIBRARY 0219 SERIALS | Unauthenticated | Downloaded 01/27/23 07:51 AM UTC

https://www.ngdc.noaa.gov/mgg/global/relief/ETOPO1/docs/ETOPO1.pdf
https://www.ngdc.noaa.gov/mgg/global/relief/ETOPO1/docs/ETOPO1.pdf
https://www.ngdc.noaa.gov/mgg/global/relief/ETOPO1/docs/ETOPO1.pdf
https://doi.org/10.1016/B978-0-12-460817-7.50009-4
https://doi.org/10.1016/B978-0-12-460817-7.50009-4
https://doi.org/10.1002/2017JC013534
https://doi.org/10.1002/2017JC013534


Bai, Y., Y. Wang, and A. L. Stewart, 2021: Does topographic
form stress impede prograde ocean currents? J. Phys. Ocean-
ogr., 51, 2617–2638, https://doi.org/10.1175/JPO-D-20-0189.1.

Barth, A., and Coauthors, 2015: Assimilation of sea surface tem-
perature, sea ice concentration and sea ice drift in a model of
the Southern Ocean. Ocean Model., 93, 22–39, https://doi.org/
10.1016/j.ocemod.2015.07.011.

Bintanja, R., G. J. van Oldenborgh, S. Drijfhout, B. Wouters, and
C. Katsman, 2013: Important role for ocean warming and in-
creased ice-shelf melt in Antarctic sea-ice expansion. Nat. Ge-
osci., 6, 376–379, https://doi.org/10.1038/ngeo1767.

Blumsack, S. L., and P. J. Gierasch, 1972: Mars: The effects of to-
pography on baroclinic instability. J. Atmos. Sci., 29, 1081–1089,
https://doi.org/10.1175/1520-0469(1972)029,1081:MTEOTO.2.0.
CO;2.

Brink, K. H., 1991: Coastal-trapped waves and wind-driven cur-
rents over the continental shelf. Annu. Rev. Fluid Mech., 23,
389–412, https://doi.org/10.1146/annurev.fl.23.010191.002133.

}}, 2010: Topographic rectification in a forced, dissipative, baro-
tropic ocean. J. Mar. Res., 68, 337–368, https://doi.org/10.1357/
002224010794657209.

}}, 2011: Topographic rectification in a stratified ocean. J. Mar.
Res., 69, 483–499, https://doi.org/10.1357/002224011799849354.

}}, 2013: Instability of a tidal mixing front in the presence of re-
alistic tides and mixing. J. Mar. Res., 71, 227–251, https://doi.
org/10.1357/002224013807719473.

}}, and S. Lentz, 2010: Buoyancy arrest and bottom Ekman
transport. Part II: Oscillating flow. J. Phys. Oceanogr., 40,
636–655, https://doi.org/10.1175/2009JPO4267.1.

Bull, C. Y. S., A. Jenkins, N. C. Jourdain, I. Vaňková, P. R.
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