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Scientific studies of language span across many disciplines and provide evidence for social, 
cultural, cognitive, technological, and biomedical studies of human nature and behavior. As it 
becomes increasingly empirical and quantitative, linguistics has been facing challenges and 
limitations of the scientific practices that pose barriers to reproducibility and replicability. 
One of the proposed solutions to the widely acknowledged reproducibility and replicability 
crisis has been the implementation of transparency practices, e.g., open access publishing, 
preregistrations, sharing study materials, data, and analyses, performing study replications, and 
declaring conflicts of interest. Here, we have assessed the prevalence of these practices in 600 
randomly sampled journal articles from linguistics across two time points. In line with similar 
studies in other disciplines, we found that 35% of the articles were published open access and 
the rates of sharing materials, data, and protocols were below 10%. None of the articles reported 
preregistrations, 1% reported replications, and 10% had conflict of interest statements. These 
rates have not increased noticeably between 2008/2009 and 2018/2019, pointing to remaining 
barriers and the slow adoption of open and reproducible research practices in linguistics. To 
facilitate adoption of these practices, we provide a range of recommendations and solutions for 
implementing transparency and improving reproducibility of research in linguistics.
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1.  Introduction
Linguistics, defined here broadly as scientific studies on language, lies at the intersection of the 
humanities and the social and biomedical sciences. It informs psychological and neural models 
of communication, categorization, and memory (Frermann & Lapata, 2021; McClelland et al., 
2020); it guides methods for diagnosis and therapy of speech, development, and aging disorders 
(Bohn & Frank, 2019; Munsell et al., 2020); it informs methods for educational improvements and 
facilitates advancement in new technological solutions, such as speech recognition and speech 
synthesis (Malisz et al., 2020; Wang et al., 2019). Spanning across many subfields, linguistics is 
also a particularly variegated field when it comes to its methods and the nature of the empirical 
studies conducted, a field that – while historically observational (Grieve, 2021) – is increasingly 
shaped by quantitative data analysis. As such, linguistics, along with its neighboring fields, is 
undergoing a sea change in the way research is conducted and shared.

In recent years, the empirical and, in particular, quantitative sciences have experienced an 
unprecedented time of introspection and self-evaluation, with many scholars raising serious 
concerns about the credibility of scientific findings (Ioannidis, 2005). Recent meta-scientific 
efforts to evaluate the rigor and robustness of the quantitative findings in published literature 
discovered a disconcerting proportion of studies whose claims cannot be replicated using the 
same methods (Camerer et al., 2018; Errington et al., 2021; Open Science Collaboration, 2015), 
or whose analytical conclusions cannot be reproduced (Hardwicke et al., 2020, 2022). This 
is collectively referred to as the replication crisis or the reproducibility crisis (FORRT, 2021). 
Moreover, a growing body of evidence suggests that researchers’ conclusions often vary even 
when they have access to the same data and answer the same research question (Breznau et 
al., 2022; Rotello et al., 2015; Silberzahn et al., 2018; Starns et al., 2019). This variability is 
often rooted in the inherent flexibility of data analysis, often referred to as researcher degrees of 
freedom, and in researchers’ biases (Gelman & Loken, 2014; Simmons et al., 2011).

The realization that many published studies might be misleading, biased, or contain errors 
led to constructive dialogs and a number of reform efforts across disciplines (Kidwell et al., 
2016; Klein et al., 2018; Zwaan et al., 2018). Central to these reform movements is encouraging 
scientists to share all relevant elements of the studies they conduct to increase transparency. 
In this context, sharing refers to making publicly available a version of the final manuscript 
(Moshontz et al., 2021), research materials, stimuli, and procedures, including a preregistered 
research plan (Nosek et al., 2018), raw and processed data, and analysis scripts (Gilmore et al., 
2018; Laurinavichyute et al., 2022; Lindsay, 2017).

The guiding principle of these reforms and their recommendations is that both the scientific 
community and the public should be able to access relevant information in order to interpret 
and critically evaluate scientific claims (Munafò et al., 2017; Vazire, 2017). Such an open 
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stance can benefit and accelerate scientific activities by enabling the independent reproduction 
and replication of results, and by allowing one to synthesize evidence via, for example, meta-
analyses (Nicenboim et al., 2018; Pigott & Polanin, 2020). Open access publications are also 
associated with higher citation rates and improved scholarly dissemination (Piwowar et al., 
2018; Tennant et al., 2016). Open data and materials, such as experimental scripts and stimuli, 
can facilitate collaboration (Boland et al., 2017), increase efficiency and sustainability (Lowndes 
et al., 2017), make human error detectable (Nuijten et al., 2016), and are cited more often 
(Colavizza et al., 2020). Preregistration, i.e., registering research and analysis plans before the 
study is underway, complements transparent sharing of other materials (Nosek et al., 2018). 
Open preregistrations can boost a researcher’s reputation (Stewart et al., 2020) and safeguard 
against post-hoc hypothesizing (i.e., HARKing – hypothesizing after the results are known) and 
post-hoc critique during peer-review (i.e., CARKing – critiquing after the results are known) 
(Hobson, 2019; Kerr, 1998).

Despite these benefits for both the public good at large and the individual researcher, open 
science has not yet been fully adopted in many disciplines. Recent assessments of biomedicine 
(Wallach et al., 2018), social science (Hardwicke et al., 2020), and psychological science 
(Hardwicke et al., 2022) suggest that rates of open access (25–65%), data and materials sharing 
(11–33%), and preregistrations (0–3%) can still be quite low. In addition, potential sources of 
bias, such as conflicts of interest, may not be disclosed (Cristea & Ioannidis, 2018; Hardwicke 
et al., 2022). Such discipline-specific meta-assessments are essential to both raise awareness of 
these important issues and discuss possible solutions. Indeed, it appears that, for example, the 
interest in the (lack of) reproducibility of psychological studies (Open Science Collaboration, 
2015) and “psychology’s renaissance” (Nelson et al., 2018) nudged psychology researchers to 
increase transparency in reporting analysis steps (Valentine et al., 2021).

As linguistics has become increasingly quantitative, researchers have articulated concerns 
that credibility-decreasing practices (e.g., low statistical power, lack of data sharing, selective 
reporting, etc.) are also prevalent in our field (Casillas, 2021; Kirby & Sonderegger, 2018; 
Laurinavichyute et al., 2022; Roettger, 2019; Vasishth et al., 2018). Recent meta-scientific 
assessments have investigated some aspects of research practices in language research, including 
the prevalence of direct replications (Kobrock & Roettger, 2023; Marsden, Morgan-Short, et al., 
2018) and analytical flexibility (Coretta et al., 2023). Assessments of second language research 
(Marsden, Thompson, et al., 2018; Plonsky et al., 2015) reported limited sharing of materials 
(4–17%) and data (15%), and bilingualism researchers suggest poor availability of data, analysis, 
and materials in their subfield (Bolibaugh et al., 2021). An assessment of a language documentation 
and description subfield also concluded that methodology and data collection practices were not 
explicitly reported or shared in grammars and dissertations published between 2003 and 2012 
(Gawne et al., 2017). A more recent assessment which targeted a specific psycholinguistic journal 
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reported 12–20% of articles sharing data and code before an open data mandate was introduced 
(Laurinavichyute et al., 2022). Even though this suggests that open science has not been fully 
adopted in some subfields of linguistics, a global assessment of transparency and reproducibility 
practices across the field has not been conducted yet. Thus, the present paper is a first systematic 
attempt to quantify practices related to transparency and reproducibility in a random sample of 
scientific articles across linguistics. We do this by sampling journal articles from before and after 
the so-called reproducibility crisis became widely acknowledged and comparing the number 
of transparency and reproducibility practices reported in the sample. This assessment aims at 
helping to track progress over time and calibrate future policies and training initiatives across 
the field. Moreover, it enables cross-disciplinary comparisons to further our understanding of 
possible challenges for open scholarship.

2.  Methods
2.1  Design
Following Hardwicke et al. (2022), this study was a retrospective observational study with a 
cross-sectional design. Sampling units were individual articles. The study’s design and data 
collection plan were preregistered on September 1st, 2021. The intention behind preregistering 
this non-confirmatory study was to restrict researcher degrees of freedom during data 
collection that could possibly bias the results. The preregistration can be accessed at https://
doi.org/10.17605/OSF.IO/J2Q5P. Deviations from this protocol are explicitly acknowledged, 
including the prescreening procedure described in the preregistration (and with more details 
in the prescreening code and documentation:  https://doi.org/10.17605/OSF.IO/GPXVA) 
and the update to the definition of disagreement for coding of articles described in 2.3. 
Other minor updates to the preregistration are noted as post-hoc below. We report how we 
determined our sample size, all data exclusions, all manipulations, and all measures in the 
study (Simmons et al., 2012). All materials, data, and analysis scripts related to this study are 
publicly available on Open Science Framework: https://doi.org/10.17605/OSF.IO/ZX9KY. To 
facilitate reproducibility, the results can be re-run online in the stable Code Ocean container 
that captures the computational environment in which the study analyses were conducted:  
https://codeocean.com/capsule/9832712/tree/v2.

2.2  Sample
2.2.1  Identification of target articles
From Scopus (https://www.scopus.com/), we sampled all scientific articles with the subject terms 
“Language and Linguistics” and “Linguistics and Language” (All Science Journal Classifications 
= 1203, 3310) within the years of 2008/2009 (pre-replication-crisis, pre-RC, the early time 

https://doi.org/10.17605/OSF.IO/J2Q5P
https://doi.org/10.17605/OSF.IO/J2Q5P
https://doi.org/10.17605/OSF.IO/GPXVA
https://doi.org/10.17605/OSF.IO/ZX9KY
https://codeocean.com/capsule/9832712/tree/v2
https://www.scopus.com/
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window before the so-called replication crisis became widely acknowledged) and 2018/2019 
(post-replication-crisis, post-RC, the late time window after the so-called replication crisis became 
widely acknowledged1), respectively. We only sampled entries from academic journals (source 
type = journal (j)) that were articles or reviews (document type = article (ar) and review (re)) 
in English (language = English).2

This query amounted to 48,044 entries (retrieved on the 8th of April, 2021, i.e., sampling 
predated preregistration). Our target sample size for each time period was 250 codable articles (n 
= 500 in total). The chosen sample size corresponds to Hardwicke et al.’s (2022) sample size and 
was chosen to (a) offer a comparable dataset, and (b) match the authors’ time resources to code 
these articles. To achieve the target sample size, we applied the following method: Out of the 
48,044 articles, we randomly sampled 750 articles from the early time window (2008/2009) and 
late time window (2018/2019), respectively. The random sampling procedure was implemented 
to ensure that results obtained from the sample would approximate what would have been 
obtained if the entire population (here: all published linguistic articles) had been measured. 
Further, we randomly assigned 32 articles to a pilot in which the authors applied a preliminary 
coding scheme to sampled articles to identify possible coding issues. Subsequently, we randomly 
assigned 50 additional articles to a prescreening pilot (see 2.2.2) to gauge (a) the amount of papers 
that cannot be accessed, and (b) the amount of papers that are judged not to be part of linguistics, 
using a broad definition of linguistics from Oxford Languages: “the scientific study of language 
and its structure, including the study of morphology, syntax, phonetics, and semantics. Specific 
branches of linguistics include sociolinguistics, dialectology, psycholinguistics, computational 
linguistics, historical-comparative linguistics, and applied linguistics.”3

Because we decided to use broad keywords to capture the breadth of linguistics, some articles 
that were related to language but were not a linguistic study (per above definition) might have 
been captured. Therefore, we excluded papers from adjacent fields found within our search. 
Non-exhaustive examples include literature studies, language-related biology not specifically 
covering language (audiology, vision), and law studies. The random sampling procedure was 
performed using R (R Core Team, 2022). The script for the sampling procedure can be found in 
the shared code: https://doi.org/10.17605/OSF.IO/GPXVA.

	 1	 Here we refer to the time after the replication crisis was acknowledged (e.g., via high-profile replication projects such 
as Open Science Collaboration 2015) and do not intend to suggest that it is over.

	 2	 The corresponding Scopus query is: SRCTYPE ( j ) AND ( SUBJTERMS ( 1203 ) OR SUBJTERMS ( 3310 ) ) AND 
( LIMIT-TO ( DOCTYPE,“ar” ) OR LIMIT-TO ( DOCTYPE,“re” ) ) AND ( LIMIT-TO ( PUBYEAR,2008) OR LIMIT-TO 
( PUBYEAR,2009) OR LIMIT-TO ( PUBYEAR,2018) OR LIMIT-TO ( PUBYEAR,2019) ) AND ( LIMIT-TO 
( LANGUAGE,“English” )).

	 3	 Originally sourced from https://www.lexico.com/en/definition/linguistics. This link no longer is active, but the 
current definition of linguistics found at https://www.dictionary.com/browse/linguistics conveys the same meaning. 

https://doi.org/10.17605/OSF.IO/GPXVA
https://www.lexico.com/en/definition/linguistics
https://www.dictionary.com/browse/linguistics
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2.2.2  Prescreening of articles
The pilot coding scheme indicated that some articles within the Scopus results might not fit the 
definition of linguistics applied in the study (see above). A pilot prescreening was performed 
to analyze the distribution of articles that would not be considered for the study (conducted by 
EB, IC, KC). Twenty-five articles from each time period were assessed by two coders for their 
potential inclusion in the sample. The prescreening document and the results of the prescreening 
analysis can be found here:  https://doi.org/10.17605/OSF.IO/GPXVA. We excluded 32% of 
articles (n = 8) from the early time window (2008/2009) and 40% of articles (n = 10) from the 
late time window (2018/2019), because they were not linguistic studies. In addition, 10% (n = 
5) were unavailable to code (either it was not possible to locate the full text or the article was not 
in English). Overall, this results in 36% exclusion (of studies that do not fall under the definition 
of linguistics), 54% inclusion, and 10% unavailability.

In the full prescreening, each article was marked by one coder as included, excluded, or 
unsure. If at least one coder marked the article for inclusion, it was included in the final coding 
scheme described below. The randomly sampled list was coded until there were 300 articles 
included for each time point (600 total), in order to account for disagreements on the inclusion 
coding to achieve the desired sample size of 250 for each time point. For example, prescreening 
coders might have decided that an article should be included in the final sample, but analysis 
coders could later disagree with this assessment. We originally planned to have a second coder 
mark all excluded or unsure articles; however, the number of included articles reached the 
desired minimum (n = 600), and we decided to only complete this step if the analysis coders did 
not meet their desired minimum (n = 500).

2.3  Procedure
From the prescreened sample (n = 600), each analysis coder (AB, JC, LK, MR, TR) assessed 
individual articles for each measured variable (according to Table 1, except for Open Access, 
see below), recording outcomes using a Google Form (see exported form in shared materials: 
https://doi.org/10.17605/OSF.IO/H8DFT). Coders who coded articles did not prescreen 
articles, and vice versa. Eighty percent of all articles were assigned to and coded by one coder 
only. The remaining 20% of articles were also assigned to a second independent coder. Any 
discrepancies between the first and the second coder were resolved through discussion, and if 
necessary, a third coder arbitrated in order to arrive at a consensus. We defined two types of 
discrepancies (post hoc): overlapping response, in which one coder’s response was a superset of 
the second coder’s response (e.g., coder 1 described the nature of the raw data as audio and 
text, and coder 2 described it as text only); and disagreement, in which coders described an item 
in non-overlapping terms (e.g., coder 1 described the nature of the raw data as audio, and coder 

https://doi.org/10.17605/OSF.IO/GPXVA
https://doi.org/10.17605/OSF.IO/H8DFT
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2 described it as text). We assessed the prevalence of disagreements for each preregistered 
coding category individually (according to Table 1). If a section was characterized by 
disagreements in more than 20% of articles, said section would be assigned to the same second 
independent coder for all articles of the corpus. In the current sample, no categories were over 
20% disagreement. Overlapping discrepancies were combined (i.e., if one coder included two 
options, while another included one, we used the two options). Non-overlapping items were 
checked by a third coder and changed to the third coder’s agreement with the original coder. 
Complete disagreement percentages can be found in the shared analysis results: https://doi.
org/10.17605/OSF.IO/GPXVA.

For the assessment of open access, one individual coder (CH) followed the coder instruction 
for open access only, i.e., this coder did not code other aspects of the articles. To establish the 
open access status of each article, the coder used Unpaywall software (https://unpaywall.org/) 
while not being logged into a network that grants paid access to articles. If the Unpaywall button 
was green, that indicated an open access version was available; if it was gray, there was no 
open access version. If the Unpaywall button was not able to detect the paper via the DOI, the 
open access status was coded as unknown. According to Unpaywall’s FAQ, this happens when 
the repository’s data is not available to their API. All articles were coded for open access in 
December 2021.

2.3.1  Measured variables
Measured variables and their operationalizations are shown in Table 1. Data extraction was 
executed via a Google Form consisting of questions to the coder and response options (see 
https://doi.org/10.17605/OSF.IO/H8DFT for details). 

2.3.2  Analysis
Following Hardwicke et al. (2022), the results are merely descriptive and report on the proportion 
of articles that fulfill relevant characteristics relative to the number of articles in which each 
characteristic is applicable. We did not preregister and apply inferential statistical procedures, 
for the following reasons: First, the current sample is small (relative to the entirety of linguistic 
articles), so inferential statistics would imply a false certainty in the generalizability of the 
results. We also lack knowledge about the effect magnitudes and variance components. Finally, 
using inferential statistics could shift the focus to binary interpretations (e.g., a difference being 
“significant” or not), losing sight of the magnitude of quantitative differences.

https://doi.org/10.17605/OSF.IO/GPXVA
https://doi.org/10.17605/OSF.IO/GPXVA
https://unpaywall.org/
https://doi.org/10.17605/OSF.IO/H8DFT
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Table 1: Main measured variables (see the coding form table for the full operationalization and 
questions to coders: https://doi.org/10.17605/OSF.IO/H8DFT).

Coding Category Coding Area

Article characteristics Publication year

Field

Language investigated

Journal impact factor at year of publication

Year of journal impact factor 

Country (Corresponding author)

Study type/design

Type of empirical study

Preregistration Preregistration

Preregistration method

Preregistration accessibility

Preregistration content

Data sharing Raw data type

Raw data statement

Raw data sharing method

Raw data accessibility

Raw data documentation

Processed data statement

Processed data sharing method

Processed data accessibility

Processed data documentation

Analysis script sharing Analysis script availability 

Analysis script sharing method

Analysis script accessibility

Materials / Methods sharing Materials availability 

Materials sharing method

Materials accessibility

Replication

Replication statement

Conflict of interest Conflict of Interest statement

Open access Open access status

https://doi.org/10.17605/OSF.IO/H8DFT
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3.  Results
All analysis results are descriptive and focus on the number and proportion of articles that fulfill 
certain criteria. In calculating proportions, we used as a denominator the number of articles in 
which each criterion is applicable (see Table 2). Because linguistics is a multidisciplinary field 
with many different empirical traditions, our sample contained a wide variety of study types, 
which we categorized into three main types: empirical data, no empirical data, meta-analysis. 
From these categories, we attempted to bin empirical data into seven study types and designs. 
However, coding of these categories was often difficult, due to the lack of clear-cut distinctions 
between, e.g., observational study and experiment. In order to describe the observed patterns, 
we decided to instead divide the empirical study types into three post-hoc categories that are 
defined by the relationship between the data and the analysis: (1) Primary data, defined as data 
collected during the study (including experimental studies, observational studies, correlational 
studies, field studies or language description, case studies, surveys, and interviews), (2) Secondary 
data, defined as data from previous data collections or reanalysis (including corpus studies, 
descriptions of archives, discourse analyses, secondary data analyses from published data, 
typological studies), and (3) Other, a category distinct from the previous two for which most 
coded measures are irrelevant (modeling, simulations, introspections, formal linguistic analyses). 
Once categorized, we found very few Other category articles, but several articles that included 
multiple types of data. In order to ensure that count values were represented only once in the 
following descriptions, each was coded as Primary if it contained any primary data, Secondary if 
it contained secondary data, and Other if it contained other data types (reserved for studies with 
only other than primary or secondary data types; see Table 2).

3.1  Sample characteristics
Sample characteristics for all 600 articles are displayed in Table 2 and Figure 1. Of the 600 
articles, 519 were included in the final sample. Eighty-one articles out of 600 (13.5%) were 
excluded, due to either not being in English (0.2%), not being about language according to our 
definition above (11.2%), or not being accessible (2.2%).

Among the coded articles, we observed similar sample characteristics between articles 
published in the early time window (2008/2009) and the late time window (2018/2019), e.g., 
in terms of the number of journals represented and Journal Impact Factors as well as languages, 
authors’ affiliations, and study and data types, showing a well-balanced sample between the two 
time points. Note that despite the well-balanced sample characteristics across the time points, the 
full sample shows an overall skew towards authors’ affiliations in Western countries (see Figure 
1, panel A) and Western languages, with the most frequent language under investigation being 
English (see Figure 2, panel B; see also Section 4). 
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Of the 519 articles included in the study sample, 360 reported study designs with primary 
or secondary empirical data, excluding the Other category (n = 3) as well as non-empirical (n 
= 152) and meta-analysis designs (n = 4). The availability of materials, raw and processed 
data, and analysis scripts as well as the presence of replications were assessed only for the 
articles reporting empirical study with primary or secondary data, due to these outputs and 
practices being primarily dependent on empirical designs. Preregistration and conflict of interest 
statements were assessed for the full included sample. Article availability was assessed for all 
three samples: articles reporting only empirical studies with primary and secondary data (n = 
360), the full included sample (n = 519), and the initial coded sample (n = 600). 

Table 2: Sample study characteristics. Pre-RC refers to the early time window (2008/2009) 
and post-RC to the late time window (2018/2019). JIF refers to Journal Impact Factor metrics.

Metric Total Pre-RC Post-RC

Coded Articles 600 300 300

Number of Journals 274 168 185

Number of Languages 84 58 53

JIF 1.22 (0.86) 
Mdn = 0.99

1.01 (0.81) 
Mdn = 0.80

1.44 (0.86) 
Mdn = 1.39

Number of Countries 61 45 47

Included Articles 519 264 255

Study Design – Empirical 363 175 188

Study Data – Primary 263 123 140

Study Data – Secondary 97 50 47

Study Data – Other 3 2 1

Study Design – Not Empirical 152 87 65

Study Design – Meta-Analysis 4 2 2

Note. All values are raw counts, except JIF, which represents the mean, standard deviation, and 
median. Number of Journals, Languages, JIF, and Countries represents the entire coded dataset. 
Included Articles represents data from the journal articles coded as language (linguistics) 
studies (according to the study definition), with agreement from the coders. Only Included 
Articles are reported in the Study Design and Study Data values. Articles reporting empirical 
studies (Study Design – Empirical) were categorized post hoc, after examination of the results, 
into studies with primary (Study Data – Primary) and secondary data (Study Data – Secondary). 



11

Figure 1: Panel A: The proportion of first author affiliations by country binned into United 
Nations Subregions, collapsing all Asian subregions together and all other non-visualized 
regions as the Other category (Arel-Bundock et al., 2022). Panel B: The proportion of languages 
examined in these studies, with the 6 most frequent categories represented and the remaining 
languages collapsed together as Other. Cross Linguistic represents studies with five or more 
languages. Universal represents studies that made claims about all languages without basing 
their claims on a particular language. Pre-RC refers to the early time window (2008/2009) and 
post-RC to the late time window (2018/2019).

Figure 2: Percentages of the available and not available materials, raw data, processed 
data, and analysis scripts for the pre-RC (left) and post-RC (right) time windows, displayed 
separately for primary data (Primary) and secondary data (Secondary), for the empirical study 
articles in the sample. The Other category was excluded.
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3.2  Article availability (open access)
Of the 360 eligible empirical study articles (with primary and secondary data), we obtained a 
publicly available version (either the published version or pre-publication version from preprint 
repositories) for 129 (35.8%), whereas 208 (57.8%) were only accessible through a paywall. 
23 articles (6.4%) were of unknown availability, i.e., it was unclear whether the article was 
publicly available or accessible only through a paywall. This rate was approximately the same 
when we examined the full initial dataset (n = 600) or the included dataset (n = 519). For the 
included dataset, 192 (37%) were available, 292 (56.3%) were paywalled, and 35 (6.7%) were 
not available. For the initial dataset, 211 (35.2%) were available, 342 (57%) were paywalled, 
and 47 (7.8%) were not available. The rate of the open access articles was lower in the early time 
window (28% of all sampled articles) compared with the late time window (42%).

3.3  Materials availability
Data for articles reporting empirical studies with primary or secondary data are visualized in 
Figure 2. Of those articles published in 2008/2009 and involving primary data (n = 123), 18 
(14.6%) contained a statement or link regarding the availability of original research materials, 
such as survey instruments, software, or stimuli, but only 1 article (n = 48 overall, 2.1%) involving 
secondary data contained such a statement or link. Of the articles published in 2018/2019 (n 
= 140), 34 (24.3%) involving primary data and 4 (n = 47 overall, 8.5%) involving secondary 
data contained such a statement or link. For three additional articles, the Materials section was 
coded as not applicable due to the nature of the study design. Note that we marked materials 
as available also in cases when only partial materials were made available. For example, a full 
survey instrument was made available, but not tests for background measures or stimuli for an 
additional experiment.

Of the 57 articles overall for which materials were reportedly available, 4 did not have 
materials that were actually accessible, because of broken links.4 Of the 53 articles for which 
we could access materials, the materials were made available in the article itself (e.g., in a table 
or appendix; n = 10), in a journal-hosted supplement (n = 16), on a personal or institutionally 
hosted (non-repository) webpage (n = 3), or in an online third-party repository (n = 20). All 
other materials locations were coded as Other (n = 4).

3.4  Data availability
3.4.1  Raw data
Raw data was defined as recorded information in its rawest, digital form, at the level of sampling 
units (e.g., participants, words, utterances, trials, etc.). Each article could include multiple data 

	 4	 At the time of coding, one of the links redirected us to a website which hosted pornography.
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types, and therefore 360 articles contained 434 unique data type combinations included in the 
article. These data types most frequently included text files (n = 292, 67.3%), followed by audio 
(n = 95, 21.9%), video (n = 40, 9.2%), and a few image files (n = 7, 1.6%). 

Of those articles published in 2008/2009 and involving primary data (n = 123), 8 (6.5%) 
contained a statement or link regarding the availability of raw data such as audio recordings, 
transcriptions or data provided by experimental software. Of those articles involving secondary 
data (n = 50), 17 (34%) articles contained such a statement or link. Of those articles published 
in 2018/2019, 5 (n = 139, 3.6%) involving primary data and 20 (n = 47, 42.6%) involving 
secondary data contained such a statement or link.

Of the 50 articles for which raw data were reportedly available, 6 did not have raw data that 
was actually accessible, because of broken links or availability “upon request”. Of the articles 
that we could access (n = 44), the raw data were made available in a journal-hosted supplement 
(n = 4), on a personal or institutionally hosted (non-repository) webpage (n = 2), or in an online 
third-party repository (n = 38). Of those articles, 6 data sources contained data documentation, 
such as metadata or data dictionaries. 

3.4.2  Processed data
Processed data was defined as a derived form of the data that has undergone changes from its 
raw state (e.g., extraction of acoustic parameters via Praat, aggregates of responses, etc.). Of 
those articles published in 2008/2009 and involving primary data (n = 125), 1 (0.8%) contained 
a statement or link regarding the availability of processed data such as audio recordings, 
transcriptions or data provided by experimental software. Of those articles involving secondary 
data (n = 50), 2 (4%) articles contained such a statement or link. Of those articles published in 
2018/2019, 5 (n = 139, 3.6%) involving primary data and 4 (n = 47, 8.5%) involving secondary 
data contained such a statement or link.

Of the 12 articles for which processed data were reportedly available, 3 did not have processed 
data that was actually accessible, because of broken links or availability “upon request”. Of the 
articles that we could access (n = 9), the processed data were made available in a journal-hosted 
supplement (n = 4), on a personal or institutionally hosted (non-repository) webpage (n = 1), 
or in an online third-party repository (n = 4). Of those articles, 3 data sources contained data 
documentation. When examining raw data and processed data together, 44 studies included raw 
data but no processed data, 6 included processed data but no raw data, and 6 included both 
processed and raw data. 

3.5  Analysis-script availability
For the articles published in 2008/2009 and involving primary or secondary data (n = 175), 
no analysis scripts were made available. For the articles published in 2018/2019 (n = 188), an 
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analysis script was shared for 3 articles (1.5%). The scripts were made available in a journal-
hosted supplement (n = 3).

3.6  Preregistration
No articles in the included dataset (n = 519) reported a preregistered study.

3.7  Replication
Of the 360 articles that reported empirical studies, 4 articles (1.1%) were replications, according 
to the definition used in Kobrock and Roettger (2023).5 Following Marsden, Morgan-Short, et 
al. (2018), observed replication studies were categorized post hoc by classifying them according 
to the number of changes made. As a result of this classification, all four were conceptual 
replications. 

3.8  Conflict-of-interest statements
Of the 519 included articles, 52 included a statement about conflicts of interest (10%). All of 
these articles stated that there was no conflict of interest.

4.  Discussion
4.1  Transparency practices are not widely adopted
Our assessment of transparency and reproducibility-related research practices in a random sample 
of 519 linguistic articles included in the study shows that approximately one third of the coded 
articles were publicly available, and important components of empirical research – including 
materials, raw data, and analysis scripts – were rarely made publicly available alongside them. 
We observed that sharing materials and raw data in articles with secondary data analyses was 
more common compared to raw data sharing in primary data studies and sharing of processed 
data and analysis scripts across categories. None of the articles in our sample contained a 
preregistration of hypothesis, data collection, or analysis, 10% contained a conflict of interest 
statement, and only 1% reported replication studies, none of which were direct replications. In 
the following, we will discuss the results in detail, compare them to recent assessments in other 
disciplines, and offer suggestions for ways forward. A summary overview of all recommendations 
is provided in Table 3.

	 5	 Following Kobrock and Roettger (2023), we first searched for the search string “replicat” and if there was a hit, we 
examined the title and the abstract of the paper, the text before and after occurrences of the search term “replicat”, 
the paragraph before the Methods section as well as the first paragraph of the Discussion section. If the authors 
explicitly claimed that (one of) their research aim(s) was to replicate the result or methods of an initial study, this 
article was treated as a replication.
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Table 3: Suggestions for the improvement of transparency and reproducibility practices in 
linguistics

For researchers For journals For institutions and 
funders

Open Access Use Open Access 
repositories for 
preprints and 
postprints, e.g., 
LingBuzz, EdArXiv, 
PsyArXiv, or find 
them via registries 
OpenDOAR and COAR 
for preprints

Be transparent about 
Open Access Policy;
Allow self-archiving 
without restrictions

Have in place 
and make visible 
institutional policy on 
copyright or right of 
second publication;
Make it required;
Provide funding

Sharing 
Materials

Share materials 
on public general 
purpose repositories, 
e.g., Zenodo, OSF, 
Dataverse, or 
discipline-specific 
repositories, e.g., 
TROLLing or IRIS

Explicitly encourage 
it; Make it required 
where possible; Make 
it visible by assigning 
Open Materials badges 
to authors

Provide training;
Explicitly encourage it;
Make it required where 
possible

Sharing Data 
& Analyses

Share data and 
analyses scripts 
on public general 
purpose repositories, 
e.g., Zenodo, OSF, 
Dataverse, or discipline-
specific repositories, 
e.g., TROLLing, IRIS, 
or CLARIN ERIC
For personal/sensitive 
data: anonymize the 
data, ask for data 
sharing in informed 
consent, declare 
concerns why data 
cannot be shared, share 
at least the metadata

Explicitly encourage 
it; Make it required 
where possible; Make 
it visible by assigning 
Open Data and Open 
Analysis badges to 
authors

Provide training;
Explicitly encourage it;
Make it required where 
possible

Preregistration Preregister the study 
on OSF, AsPredicted, 
or similar platforms;
Submit preregistration 
as Registered Report to 
a journal

Allow for Registered 
Reports

Provide training;
Explicitly encourage it;
Provide examples 
and templates for 
preregistration if 
needed

(Contd.)
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4.1.1  Open access
For 35.5% of sampled papers, we could access a publicly available version (open access). Although 
lower than the recent assessments in psychology (65%; Hardwicke et al., 2022) and social 
sciences (40%; Hardwicke et al., 2020), this is higher than similar assessments in biomedicine 
(25%; Wallach et al., 2018) and a recent cross-disciplinary assessment (28%; Piwowar et al., 
2018). Note that if we compare the open access rate of the articles sampled only in the late time 
window (2018/2019) in the current study (42% of the post-RC sample), the rate becomes more 
similar to the recent assessments in social sciences. 

Even though we have observed an increase in open access rates from 28% to 42% between the 
early and the late time windows in the current sample, still over half of articles from 2018/2019 
did not have a publicly available version. Limited access to scientific articles decreases the value 
of academic papers and makes it difficult for other researchers, policymakers, and the general 
public to evaluate and reuse the research outcomes. The observed rate of open access articles 
suggests that there are still barriers to open publishing in our field. A possible lightweight solution 
is to share versions of the manuscript on preprint/postprint servers such as LingBuzz (https://
lingbuzz.net/), EdArXiv (https://edarxiv.org/), PsyArXiv (https://psyarxiv.com/), and other 
discipline-specific repositories or institutional repositories at the researcher’s own university. 
OpenDOAR (https://v2.sherpa.ac.uk/opendoar/) and COAR for preprints (https://doapr.
coar-repositories.org/) are registries where one can find such discipline-specific open access 

For researchers For journals For institutions and 
funders

Conflict of 
interest

Declare conflict of 
interest even if not 
mandated and if none 
exist

Explicitly encourage it; 
Make it required;
Include the COI 
information in 
published articles

Raise awareness of 
the importance of COI 
declaration

Replication Establish resource-
efficient ways to 
identify replication 
targets and conduct 
replication studies

Explicitly encourage it;
Publish replication 
studies without 
barriers

Provide funding for 
replication studies;
Reward replication 
studies in assessment 
criteria

Overall Implement practices;
Develop skills and keep 
yourself informed;
Teach your students;
Collaborate with others 
to increase awareness 
and develop standards

Implement guidelines 
and policies for 
transparent and 
reproducible studies 
and explicitly 
encourage them;
Suggest standard 
phrases to facilitate 
meta-analyses

Increase awareness;
Provide training, 
resources and 
incentives;
Implement guidelines 
and policies for 
transparent and 
reproducible research

https://lingbuzz.net/
https://lingbuzz.net/
https://edarxiv.org/
https://psyarxiv.com/
https://v2.sherpa.ac.uk/opendoar/
https://doapr.coar-repositories.org/
https://doapr.coar-repositories.org/
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repositories for publications. These resources allow researchers to make manuscripts publicly 
available before or (even years) after publication, a practice that is usually explicitly allowed by 
journals. Once authors have transferred exclusive rights for publishing to the publisher, they will 
have to verify with the publisher’s policy, however, which version of their manuscript they are 
still allowed to share and where. The Sherpa-Romeo database (https://v2.sherpa.ac.uk/romeo/) 
is a useful service in that regard.  

4.1.2  Materials sharing
Only 16% of articles in our sample stated that research materials were available. There is a 
much higher sharing rate of materials for articles reporting primary data analyses (20%) than 
secondary data analyses (5%). This asymmetry might be due to the prevalence of corpus studies 
under Secondary data, which might not always have any materials to share (according to our 
definition). Primary data acquisition, on the other hand, with the majority being experiments 
or observational studies, usually requires instruments, stimuli, and/or software. For example, 
researchers collecting primary data might share experimental stimuli used in the study, such 
as images or videos shown to the participants, or observational instruments, such as surveys, 
interview guides, and questionnaires for others to reuse. In the current sample, around 20% 
of articles with primary data analyses reported available materials (pre-RC: 14.8%; post-RC: 
24.3%), which is slightly higher than estimates from sociology (11%; Hardwicke et al., 2020) 
and psychology (14%; Hardwicke et al., 2022), but lower than estimates from biomedicine (33%; 
Wallach et al., 2018). 

Sharing research materials is important for several reasons, but maybe most importantly 
it allows for direct and conceptual replication attempts, enabling other researchers to verify 
and generalize scientific claims (Zwaan et al., 2018). It also increases efficiency, because other 
researchers can reuse materials instead of having to recreate them (Chalmers & Glasziou, 2009). 
This sharing, in turn, can contribute to advancing subfields of linguistics more efficiently and 
in a collaborative effort (Gawne et al., 2017). Nowadays, publicly sharing research materials 
can be achieved by a few mouse clicks if these resources are not restricted for sharing, e.g., due 
to copyright. Linguists can share research resources on free-to-use third-party repositories that 
allow usage tracing and permanent links, such as the Open Science Framework (https://osf.
io/) or Zenodo (https://zenodo.org/). Additionally, data curation websites, such as in Dataverse 
repositories (https://dataverse.org/), are also available for materials sharing. Instead of using 
general purpose repositories, linguists could also deposit their data with TROLLing, a discipline-
specific instance of Dataverse for language research data (https://dataverse.no/dataverse/
trolling), or IRIS for data from research in bilingualism and language teaching (https://www.iris-
database.org/), or their institution’s data repository (if existent). To facilitate materials sharing, 
journals can incentivize these practices by either making them mandatory at submission and/or 

https://v2.sherpa.ac.uk/romeo/
https://osf.io/
https://osf.io/
https://zenodo.org/
https://dataverse.org/
https://dataverse.no/dataverse/trolling
https://dataverse.no/dataverse/trolling
https://www.iris-database.org/
https://www.iris-database.org/
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by offering publicly visible open science badges, a practice that has been shown to increase the 
sharing of materials and data (Hardwicke et al., 2018; Kidwell et al., 2016; Laurinavichyute et 
al., 2022).6 

4.1.3  Raw data, processed data, and script sharing
Our study suggests that raw data were rarely shared for studies with primary data (4.9%), but 
more often shared for studies with secondary data (38.1%). The higher sharing rate for secondary 
data analysis can be explained by the predominance of corpus studies that used either publicly 
available or published corpora for their analysis. In these cases, availability of data (i.e., the 
corpus) is often indicated via a reference to previous literature or an existing online resource. 
The rate of data sharing for primary analyses in linguistics is in line with evidence that data 
underlying scientific claims are rarely shared (Hardwicke & Ioannidis, 2018; Iqbal et al., 2016).7 
Sharing raw data is nevertheless critical: it enables the evaluation and verification of underlying 
claims and allows for the evaluation of empirical, computational, and statistical reproducibility 
(LeBel et al., 2018). It allows for alternative analyses to establish analytic robustness (Steegen et 
al., 2016) and strengthens attempts to synthesize evidence via meta-analyses (Nicenboim et al., 
2018). 

The observed primary data sharing rates need to be interpreted in light of the fact that 
linguistic raw data are often audio and video recordings that can be difficult to share for technical 
but also legal reasons, as they are often tightly linked to the identity of the sample studied. 
This relates to commonly perceived barriers for sharing certain types of data, due to ethical, 
legal, or sometimes technical concerns in different fields of research (Cychosz et al., 2020; 
Gomes et al., 2022). For example, speech and video recordings are difficult, if not impossible, to 
anonymize, and the identity of participants in sociolinguistic survey data is difficult to mask, due 
to large amounts of demographic information that, combined, can lead to indirect identification 
of research subjects. Sharing raw data becomes impossible if one cannot anonymize the data 
sufficiently, or if participants in the study have not given their consent to share their personal 
data. Some countries also do not allow the anonymization of data without the explicit consent 
of the participants. On the other hand, while applicable to some studies, these concerns do not 
apply across the board (Meyer, 2018), especially if anonymization of raw or processed data is 
possible. Moreover, identifying information can be removed by techniques such as synthetic 
data creation (Quintana, 2020), and there are various tools available that allow for an automatic 

	 6	 Although open science badges do not guarantee that the resources are actually accessible (Crüwell et al., 2022).
	 7	 Instead of sharing data, it is common practice for some authors to state that data is available “upon request” (Colavizza 

et al., 2020). However, several studies have shown that data requested is rarely made available (Tedersoo et al., 
2021). For example, Hardwicke and Ioannidis (2018) were unable to obtain 68% of 111 highly cited psychology 
articles (see also Vanpaemel et al., 2015).
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anonymization of both qualitative (e.g., QualiAnon) and quantitative (e.g., amnesia, sdcMicro) 
data. In the cases when neither anonymization nor synthetic data creation applies, authors should 
transparently declare these concerns in their manuscript to inform the reader why data is not 
shared (Morey et al., 2016), and share the metadata (i.e., information about the data) in order to 
increase the findability and transparency of their study. A recently published Open Handbook of 
Linguistic Data Management provides extensive information on different ways that linguistics data 
can be prepared for archiving and sharing (Berez-Kroeker et al., 2022).

Our assessment of sharing processed data and/or analysis scripts revealed only some 
occurrences of available resources (3.3% and 0.8%, respectively), suggesting that it is not yet a 
common practice in the field. This rate is in line with assessments from other fields (Hardwicke et 
al., 2020, 2022; Rowhani-Farid & Barnett, 2018; Wallach et al., 2018). A recent assessment of data 
and code availability in the Journal of Memory and Language, however, revealed a higher sharing 
rate for psycholinguistic studies published in this specific journal, where even prior to the journal 
mandating data and code sharing, data were shared in 20% of articles and code in 12% of articles, 
percentages that increased to 51% and 32%, respectively, after the mandate (Laurinavichyute 
et al., 2022). One possible explanation for more data and code sharing in psycholinguistics 
studies could be the close proximity to psychology, a discipline where the reproducibility crisis 
has been more broadly acknowledged and the need for increased transparency has been widely 
communicated (see, for example, Open Science Collaboration, 2015). It also showcases the 
influence a journal’s policy can have on sharing practices in the community. See, however, the 
need for regular quality checking of data availability statements in journals, based on a recent 
assessment of open data sharing (Towse et al., 2021).

While sharing raw data might pose many challenges due to the presence of participants’ 
identifying information, processed data might be easier to anonymize (e.g., by categorizing 
or binning variables such as participants’ age), alleviating legal barriers to data sharing. In 
addition, a processed data table and a step-by-step description of the analysis (in form of a 
script or instructions for point-and-click software) are the minimal requirements for other 
researchers to reproduce the results and evaluate how researchers arrived at their conclusions 
based on the available data. This resource is important, because humans are error-prone 
(Nuijten et al., 2016), and methodological descriptions are often too vague and lack the 
detail to recreate the data analysis pipeline (Hardwicke et al., 2018; Laurinavichyute et al., 
2022). Again, as with materials sharing, data and analysis protocols can be shared through 
free third-party repositories like the Open Science Framework, Dataverse, or discipline-specific 
repositories such as TROLLing, and language resources made available through CLARIN 
ERIC (https://www.clarin.eu/). Journals and funding agencies can facilitate this practice by 
mandating data availability (where data sharing is possible) or giving more visibility to these 
efforts, e.g., through open science badges.

https://www.clarin.eu/
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4.1.4  Preregistration
None of the articles in the current sample reported a study preregistration. A preregistration implies 
a time-stamped document, describing hypotheses, data collection procedure, and analysis plan, 
stored on an independent repository before data collection or analysis commences. Preregistrations 
draw an explicit line between exploratory and confirmatory analyses (Wagenmakers et al., 2012), 
make questionable research practices such as selective reporting and HARKing (hypothesizing 
after results are known) detectable (John et al., 2012), and help reduce researcher degrees of 
freedom (Mertzen et al., 2021; Roettger, 2021; Simmons et al., 2011; Wicherts et al., 2016; but 
see also Szollosi et al., 2020, for other perspectives on the role of preregistration in research). 
The absence of preregistrations in our early sample (2008/2009) is to be expected, since the 
concept of preregistrations in behavioral sciences is relatively new (although it had been around 
for awhile in clinical research, see Dickersin & Rennie, 2012). Other meta-scientific assessments 
found that preregistrations were as rare as 0–1% in social sciences (Hardwicke et al., 2020) and 
biomedical sciences (Wallach et al., 2018), and more recent assessments found preregistration 
rates of around 3% in psychology (Hardwicke et al., 2022). However, the complete absence of 
any preregistered study in the late time window (2018/2019) in the current study suggests that 
efforts to advocate for preregistration have not yet been successful in our field. Note, however, 
that because there is a time lag between preregistering a study and its publication, it is possible 
that the time frame investigated was slightly too early to see the first adopters in linguistics.

Preregistrations can be logged using templates provided on websites such as the Open 
Science Framework Registry (https://osf.io/registries) and AsPredicted (https://aspredicted.
org/). Additionally, more and more journals offer specific article types called Registered Reports, 
which are peer-reviewed preregistrations (Nosek & Lakens, 2014). If the study design is approved 
by reviewers and editors, publication of the study is, in principle, accepted prior to seeing the 
results (see also Roettger, 2021, for a discussion of this publishing format specifically in the 
context of linguistics). Several journals in the field have already implemented this new article 
type (e.g., Laboratory Phonology, Language & Cognition, Cognitive Linguistics, Journal of Memory 
and Language, Glossa Psycholinguistics, see https://cos.io/rr for an exhaustive list). 

4.1.5  Conflict of interest
Our investigation suggests that linguistic articles were less likely to include conflict-of-interest 
(COI) statements (10%) than the social sciences (15%; 12), psychology (39%; 13), and the 
biomedical sciences (65%; 42). One explanation for the observed rate of COIs might be that 
mandating COIs is not a common practice in linguistics journals compared to other fields. 
Alternatively, journals might ask about COIs during submission, but not include this information 
in the final published article. Disclosing potential conflicts of interest in research articles informs 
readers about possible risks of bias (Bekelman et al., 2003; Cristea & Ioannidis, 2018). Without 

https://osf.io/registries
https://aspredicted.org/
https://aspredicted.org/
https://cos.io/rr
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journal mandates, authors may falsely assume that such statements are not relevant to them 
(Chivers, 2019). Articles should ideally always include a conflict of interest statement, even 
if it is only to explicitly declare that there were no funding sources and no potential conflicts 
of interest in the first place. Journals can facilitate adoption of COIs by mandating them and 
including them in the final published articles. This inclusion is particularly relevant in a field like 
linguistics, which has a wide reach in applied practice, possibly affecting clinical, educational, 
and technological applications. 

4.1.6  Replications
Of the experimental articles we examined, 1% claimed to be a replication study, a rate that is in 
line with a recent assessment of the prevalence of replications in experimental linguistics (2.5%, 
Kobrock & Roettger, 2023), as well as previous estimates in psychology (5%, Hardwicke et al., 
2022; 1.6%, Makel et al., 2012), social science (1%, Hardwicke et al., 2020), biomedicine (5%, 
Wallach et al., 2018), educational science (0.1%, Makel & Plucker, 2014), and economics (0.1%, 
Mueller-Langer et al., 2019). Because evidence provided by a single study is limited (Amrhein et 
al., 2019) and some theories are built on a rapidly growing body of experimental evidence, it is 
of critical importance to evaluate and substantiate existing findings in the literature. Scientists 
are trained to ensure the reliability and generalizability of scientific findings by conducting direct 
replication studies, i.e., studies that aim to arrive at the same scientific conclusions as an initial 
study by collecting new data and completing new analyses but using the same methodology. 
Thus, it is important to quantify this practice. 

However, while a rate of 1% might appear low, it remains unclear what a desired replication 
rate actually looks like. An answer to this question is likely complex and weighs the possible 
replication value of the published studies against the certainty of their underlying claims (Isager 
et al., 2021). To facilitate higher replication rates, funding agencies, journals, but also editors and 
reviewers, need to start valuing direct replication attempts as much as they value novel findings, 
also in language research. For example, journals could dedicate space to direct replications (e.g., 
as their own article type or journal section). Researchers, on the other hand, need to establish 
resource-efficient ways to identify replication targets (Isager et al., 2021) and conduct them 
(Frank & Saxe, 2012; Open Science Collaboration, 2015). Finally, even though desired rates of 
replications would be dependent on the assessment of replication value of the studies in the field, 
each research study should aim for maximum transparency and reproducibility, where possible 
(respecting the legal and ethical limitations to sharing research outputs). 

4.2  Transparency practices are only slowly adopted
The observed rates of transparency and reproducibility practices suggest that open science is still 
not the norm in linguistics, similar to assessments and conclusions in other disciplines. However, 
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one of the main aims of the current study was not only to assess transparency practices in 
linguistics in general, but also to measure how the adoption of these practices has changed over 
time. Thus, we selected two main time windows for this comparison, one before the so-called 
reproducibility crisis was widely acknowledged (2008/2009) and one after (2018/2019). We 
observed that some transparency practices, such as preregistration, have not been adopted in 
linguistics in either the early time window or the late time window (n = 0 preregistered studies 
in the study sample). Other practices, such as data, materials, and analysis sharing, showed 
an increase in the last decade. The availability of the study materials increased from 11.2% to 
20.3% from the pre-RC to the post-RC time window. Raw data sharing changed from 34% to 
42.6% for studies with secondary data; however, primary data sharing dropped from 6.5% to 
3.6%. Availability of processed data increased for both primary data (from 0.8% to 3.6%) and 
secondary data (from 4% to 8.5%). No analysis scripts were available in the studied sample for 
the pre-RC time window (n = 0), but a small number of analyses was made openly available in 
the post-RC sample (n = 3, 1.6% of the collected sample). 

Overall, the observed rates suggest that linguistics did not widely adopt transparency 
practices between the years 2008/2009 and 2018/2019. One possibility is that adoption of these 
practices has started later in linguistics compared with many disciplines within the social or 
natural sciences. In this case, the slow uptake of transparency practices observed in the present 
study between the selected time points would reflect late acknowledgement of the reproducibility 
and replication crisis in linguistics, with its effects becoming visible only later. That is, the 
chosen late time window (2018/2019) might not have picked up the practices that are being 
currently adopted in the field. For example, only more recently have researchers representing 
many different subfields of linguistics started developing data citation standards for the field, in 
order to increase the transparency and reproducibility of linguistics research (Berez-Kroeker et 
al., 2018; Tromsø Recommendations for Citation of Research Data in Linguistics, 2019). Another 
possibility is that the observed slow uptake reflects the complexity and diversity of the field. 
For example, only a few areas of linguistics overlap with fields that have a large amount of 
meta-scientific research on reproducibility and transparency practices, high awareness of the 
reproducibility and replication crisis, and a high rate of journal requirements for open data and 
materials, such as psychology (e.g., psycholinguistics) and neuroscience (e.g., neurolinguistics). 
This close proximity could facilitate the adoption of transparency practices in these few subfields 
through greater training opportunities and greater availability of specific open science practices, 
infrastructures, and other resources that make the uptake of open science easier. Many areas 
of linguistics, however, are still lacking necessary open science infrastructure and resources, 
making transparency and reproducibility difficult to implement. Many areas are also lacking 
journals that would implement open science policies or incentivize transparency practices. In 
many subfields of linguistics, it is also still common practice to incentivize article publications 
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far more than the sharing and publishing of datasets and analysis scripts (e.g., in hiring and 
promotion decisions; for an example, see Promotion & Tenure Guidelines – American Association 
For Applied Linguistics, n.d.), subsequently discouraging researchers from dedicating time and 
resources to preparing  materials, data, and analyses for sharing. This incentive alignment 
could lead to significantly fewer transparency and reproducibility practices in many subfields, 
and consequently affect the observed rate of open science adoption in language research more 
generally. 

Regardless of the reasons for the slow uptake, we believe the current scientific landscape 
presents an excellent opportunity for linguistics to keep moving forward with the implementation 
of transparent and reproducible research practices. The adoption of these practices requires 
a multipronged approach: from educators to train the next generation of scientists, from 
researchers to implement these practices within their workflow, from departments to support 
with education, resources, and incentives (such as changes in the research assessment systems), 
and from journals and funders to implement new guidelines (see, for example, Transparency and 
Openness Promotion Guidelines (TOP), https://www.cos.io/initiatives/top-guidelines). 

4.3  Linguistics is still WEIRD
Besides limited transparency and reproducibility practices across linguistics, we also observed 
that language research shows a lack of openness to diverse languages and populations. The data 
on Authors and Languages in the current sample (see Figure 1) suggests that the field is biased 
toward WEIRD (Western, Educated, Industrialized, Rich, and Democratic) research. Linguistics, 
as a whole, might be unique in that it suffers from biases at two levels: when sampling from 
populations and when sampling from languages.

Here we add evidence that published linguistic research overrepresents work on a few 
languages, most notably Indo-Germanic languages (60.4%), with a focus on English (40.5%), 
as calculated across all languages in all sampled articles (n = 600). The focus on English has 
not changed much throughout the last decade, with only a small decrease of studies on English 
language from 2008/2009 (44%) to 2018/2019 (37%) in the current sample. This lack of 
diversity leads to generalizations over human language based on an arbitrary and historically 
biased language sample. Non-Indo-European languages and language families are either under-
investigated or not investigated at all. This trend has been recently more closely examined in 
language acquisition research, showing that the languages under investigation were highly 
skewed towards English and other Indo-European languages, and represented only approximately 
1.5% of the world’s languages, based on data from four journals (Kidd & Garcia, 2022a, 2022b). 
The largest international corpus of child language, CHILDES, also shows an overrepresentation of 
English and other Indo-European languages (MacWhinney, 2007). Recent work has also shown 
an over-reliance on English in language and cognition research or cognitive science more broadly 

https://www.cos.io/initiatives/top-guidelines
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(Blasi et al., 2022). This focus is problematic, because it leads to bias: researchers’ prior beliefs 
as to how the next language manifests a certain communicative phenomenon might be biased by 
their preconceptions about the languages (Majid & Levinson, 2010) and cultures (Henrich, 2020) 
with which they are most familiar. 

Looking at the characteristics of languages investigated in linguistics research (rather than 
the characteristics of people sampled), some authors argued that a focus on Western languages, 
and English in particular, has meant that much of linguistic theory is underpinned by Western/
English-centric concepts which may not apply generally to all languages (Evans & Levinson, 
2009; Majid & Levinson, 2010). If other researchers are basing the phenomena that they study 
on this body of theory, naturally they will be exploring concepts that are relevant primarily to 
English and other Western languages, neglecting to do research on phenomena and concepts 
which may have particular relevance to non-WEIRD languages and language groups. This focus 
is an often discussed issue in and beyond linguistics (Gil, 2001; Goddard & Wierzbicka, 2014; 
Levisen, 2018; Wierzbicka, 2009), but despite some observations and calls for change made in 
a few subfields of linguistics (Andringa & Godfroid, 2020; Bergs, 2021; Blasi et al., 2022; Joshi 
et al., 2020; Kidd & Garcia, 2022a), to our knowledge, the present study is the first quantitative 
assessment of this bias based on a random sample across linguistics.

In addition to a bias toward certain target languages, our study also quantified the bias 
toward institutions from Western countries, in particular, Northern America (31%) and Europe 
(34%), and most noticeably Anglo-Saxon countries. Out of all sampled articles (n = 600), 211 
had as their corresponding author a researcher located at an institution from either the United 
States of America (27%) or the United Kingdom (8%), making up over one third of the sample. 
A similar high skew towards author affiliations in Western countries was observed in a recent 
survey on language acquisition research, with 49% of papers with authors from North America 
and 38% from Europe (Kidd & Garcia, 2022a).

It is important to acknowledge here that this assessment has limits. Our sampling procedure 
itself introduced parts of the observed biases: First, we used a particular database to sample from 
(Scopus) which might come with its own selection biases as to what research is listed and indexed 
and how articles are categorized into relevant disciplines (i.e., more English-based research from 
the Global North may be indexed, see Tennant, 2020). Second, we restricted papers to those 
written in English, biasing our sample towards Anglo-Saxon authors or authors that have had the 
privilege of training in academic writing in English.

Despite this caveat, we believe that opening up linguistic research to more diverse populations 
and language samples as well as increased open publishing can facilitate removing barriers 
between academia and the wider society through increased access to research,  and provide more 
representative and generalizable evidence in language studies (Andringa & Godfroid, 2020).
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4.4  Meta-scientific assessment in linguistics is challenging
While it is the case that, based on the current results, linguistics seems to have been slowly 
adopting open science practices, we believe this is, in part, driven by the very nature of the 
field, which is broad, cross-disciplinary, and touts diversity of both data and study designs. In 
some research institutions, linguistics is included as part of the humanities, while in others it is 
often classified as a social science, and, for some, it represents a hypothesis-driven experimental 
science housed with other “hard” sciences. Linguistics is a methodologically diverse field with 
a tradition of exploratory and introspective research (Grieve, 2021). Studies can range from 
introspections, to vast qualitative and quantitative explorations of spoken and written corpora, up 
to highly controlled experiments. Much of the data collected in the distinct subfields of linguistics 
necessarily deal with identifiable audio/video recordings and/or transcripts, and the analyses 
conducted on these data can be qualitative, quantitative, or somewhere in between. Only very 
recently has there been an effort to standardize data citation and attribution practices to increase 
transparency about data sources across various subfields of linguistics and the reproducibility 
of linguistic research more generally (Berez-Kroeker et al., 2018). This diversity implies that 
many of the research practitioners in linguistics have vastly distinct training, and we believe this 
heterogeneity might at least partially explain the overall slow adoption of open science practices 
we observed. This diversity also came with its practical challenges during our coding of articles. 
That is, our sample reflects a wide range of subdisciplines and, consequently, certain assessments 
were either difficult to compare across subdisciplines or not applicable at all. The subset of our 
sample that is possibly most comparable to previous work is the subset of empirical linguistic 
studies, which is by no means representative of linguistics at large.

During our coding of articles, extracting information was also challenging due to a lack 
of standardized practices as to how to report on sharing (or not sharing) materials. This issue 
makes any meta-scientific assessment difficult and drastically reduces discoverability and reuse 
of resources. Our assessment of transparency practices relied on at least two assumptions. First, 
we assumed that the authors explicitly disclosed if they shared resources and if so, how. Second, 
we assumed that if transparent practices were disclosed, the coders were able to extract and 
interpret this information. Neither of these assumptions must hold; thus, any rates that are 
generated here are necessarily only proxies of the true rates of transparency practices. Not being 
able to detect, find, or reuse sources that are actually shared obviously reduces their value for 
the field beyond meta-scientific assessments.

In order to facilitate sharing practices and the discoverability of shared resources in the 
future, solutions have to be implemented at the journal, institutional, and funder policy levels. 
For example, the introduction of machine-readable, highly formalized method sections could 
help to ensure that readers can find, scrutinize, and reuse shared resources (Lakens & DeBruine, 



26

2021). Adoption of explicit disclosure phrases, such as the 21-word solution proposed by Simmons 
et al. (2012), could help standardize method-relevant practices. Moreover, implementing TOP 
guidelines (see https://www.cos.io/initiatives/top-guidelines) could aid future meta-scientific 
assessments in order to track progress and guide policy making.

5.  Conclusions
The study of language extends beyond the investigation of how we communicate and touches on 
important social, cultural, cognitive, technological, and biomedical aspects of the uniqueness of 
human nature and behavior. As the field has grown in scope and became increasingly empirical 
and quantitative linguistics is now faced with the challenges and limitations of the scientific 
practices that pose barriers to reproducibility and replicability. 

One of the solutions proposed to the widely acknowledged reproducibility and replicability 
crisis has been the implementation of transparency practices, such as open access publishing, 
preregistering research plans before data collection or analysis, sharing study materials, data, 
protocols, and analysis scripts, performing study replications, as well as declaring possible 
conflicts of interest. In the present study, we have randomly sampled 600 journal articles from 
linguistics and assessed the prevalence of these practices in the sampled literature. In line with 
similar studies in other disciplines, we found that one third of the articles were published open 
access, and the rates of sharing materials, data, and analyses were under 10%. We also observed 
1% of replications and 10% of conflict-of-interest reporting, along with no preregistrations in the 
studied sample. These rates have not increased noticeably between 2008/2009 and 2018/2019, 
pointing to remaining barriers to the adoption of open and reproducible research practices in 
linguistics. We conclude that, similar to other recently assessed fields, such as psychology, social 
sciences, and biomedicine (Hardwicke et al., 2020, 2022; Wallach et al., 2018), linguistics has 
not yet firmly established transparency and reproducibility as guiding principles in research.

The adoption of these principles and the subsequent implementation of transparency and 
reproducibility practices in the field can be facilitated by making it easy for individual researchers 
to register, share, and publish their outputs as well as apply relevant practices to make their research 
more reproducible. This implementation can be further facilitated by incentivizing transparent and 
reproducible practices by stakeholders (e.g., journals, funders, and institutions), in order to reward 
researchers for transparency. Finally, meta-scientific research should serve as an evidence base for 
guiding further implementation of these practices. In this spirit, the present work aims to help track 
progress over time in linguistics, enable cross-disciplinary comparisons of transparency practices, 
and aid in facilitating the adoption of open science in research more broadly.

https://www.cos.io/initiatives/top-guidelines
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