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Adolescence is a developmental stage of life broadly viewed as a transitional period between 
juvenility and adulthood. This stage is characterized by sexual maturation and physical growth in 
addition to specific behavioral phenotypes, such as increased exploration, risk-taking, and 
impulsivity. Concurrent with these behavioral changes, the frontal cortex continues to develop 
throughout adolescence. Some of the physiological changes in the frontal cortex during 
adolescence mirror those that occur in sensory cortices at earlier ages, when certain sensory 
functions undergo a “critical period” of development. During a critical period, neurophysiological 
changes facilitate the emergence of specialized neural functioning, and developmental disruptions 
during a critical period can result in irreparable deficits in neural function. It has been postulated 
that there may be critical, or “sensitive”, periods for behavioral functions in addition to neural 
functions. However, it remains unclear how the concept of a critical or sensitive period may 
translate from the sensory cortices to the functions of and emergent behaviors involving the frontal 
cortex. In this dissertation, I explore the possibility of an adolescent sensitive period for encoding 
of task-related information in the dorsomedial region of the prefrontal cortex of mice. 
 
In Chapter 1, I describe the developmental changes that occur over the course of adolescence. I 
focus on anatomical and neurophysiological remodeling in the dorsomedial prefrontal cortex at 
the cellular level and give a brief overview of a subset of the existing literature examining 
adolescent behavior. There are many classes of behavioral tasks employed in adolescent studies, 
but I describe only those related to response inhibition, a behavior of relevance to the research 
herein. In Chapter 2, I outline the mechanisms of critical period onset from previous work in 
sensory cortices and demonstrate how these mechanisms are reflected in the frontal cortex during 
adolescence. I construct the hypothesis that, if adolescence does indeed represent a sensitive period 
for frontal cortical function, we may expect to see greater encoding of environmentally relevant 
information in the adolescent frontal cortex compared to the adult. I then present my work 
examining learning of a go/no-go task and encoding of task information in the dorsomedial 
prefrontal cortex of adolescent and adult mice. I show that adolescent mice learn the task faster 
and run more during the task than adults. Moreover, adolescent frontal cortex encodes certain task 
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variables with greater specificity at the population level, but not at the single-cell level, than adult 
frontal cortex. I argue that this evidence, supported by previous literature documenting the 
development of the dorsomedial prefrontal cortex, lends credence to the concept of an adolescent 
sensitive period. This chapter contains material in preparation for publication with co-authors 
Hongli Wang, Lung-Hao Tai, Albert Qü, Mei Murphy, and Linda Wilbrecht. 
 
In Chapter 3, I discuss methodologies for investigating catecholamine neuromodulation in the 
brain. I emphasize that while recent advances in fluorescent sensors have enabled unprecedented 
access to catecholamine dynamics in animal models, few studies have employed optical techniques 
in the adolescent brain, possibly due to limitations of existing tools. In this chapter, I present 
research that documents first steps toward expanding the repertoire of available imaging methods. 
This research leverages the fluorescent properties of single-walled carbon nanotubes to develop a 
functionalized optical fiber capable of detecting nanomolar concentrations of dopamine in vitro in 
small volumes of biological fluids and ex vivo in mouse brain tissue. This form factor bypasses the 
need for genetic integration of a fluorescent protein, potential permitting greater translatability. I 
also introduce the development of a dual-near-infrared mobile fiber photometry rig that permits 
flexible use of our tool. I discuss the utility of this tool in its current form and outline potential 
future applications. This chapter contains material in preparation for publication with co-authors 
Rigney Miller, Linda Wilbrecht, and Markita Landry. 
 
Finally, in Chapter 4, I return to the discussion of the adolescent sensitive period. I reiterate some 
of the major changes developing in the adolescent frontal cortex and suggest potential mechanisms 
of action for their contributions to the onset of a sensitive period. I explore the possibility that 
mechanisms of sensitive period onset beyond those observed in sensory cortices are at play in the 
frontal cortex and suggest future directions of research. I conclude by stressing the importance of 
research on the adolescent brain from a public health perspective. Overall, this dissertation aims 
to communicate the possibility of an adolescent sensitive period for the development of the frontal 
cortex, introduce a new potential tool for investigation of catecholamine dynamics, and advocate 
for greater attention to the adolescent brain. 
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Chapter 1 
 

Cells Like Teen Spirit:  
An Introduction to the Adolescent Frontal Cortex 

 
 
Across the developing brain, windows of heightened synaptic plasticity in the neural circuitry of 
specific brain regions underlie “critical” or “sensitive” periods for developmental milestones. First 
described at the cellular level in the development of ocular dominance in the visual system, 
impairment of a system during a critical period results in irreversible deficits later in life (Wiesel 
& Hubel, 1963). In the context of ocular dominance, this means that if one eye is covered during 
the critical period, most visual cortex neurons fail to develop sensitivity to inputs from that eye, 
even after it is uncovered. Over time, critical periods for other primary cortical sensory areas have 
been described, including somatosensory (Erzurumlu & Gaspar, 2012; Lo et al., 2017; O’Leary et 
al., 1994) and auditory (Barkat et al., 2011; Takesian et al., 2018).  Onset of these periods has been 
shown to be regulated by similar mechanisms, especially changes in γ-Aminobutyric acid (GABA) 
-ergic inhibition (Espinosa & Stryker, 2012; Hensch, 2005; Levelt & Hübener, 2012). Inhibition 
may facilitate critical period onset by suppressing spontaneous activity relative to stimulus-evoked 
activity, thus sharpening the signal-to-noise ratio of stimulus encoding.  
 
Critical periods for higher cognitive skills such as language acquisition (Penfield & Roberts, 1959), 
mastery of a second language (Dekeyser et al., 2010; DeKeyser, 2000; Hartshorne et al., 2018; J. 
S. Johnson & Newport, 1989; Newport, 1990), fear learning (Pattwell et al., 2011), sociocultural 
learning (Blakemore & Mills, 2014), and other social behaviors (Bicks et al., 2020; D. C. Li et al., 
2024) have also been described, but their mechanistic regulation is not well understood. Notably, 
critical periods for sensory processing tend to occur in juvenility, while critical periods for higher-
order cognitive skills, many of which rely on activity in the frontal cortex, are shifted towards 
adolescence (Fig. 1). While the mechanisms underlying potential frontal cortical critical periods 
are not fully known, it is worth investigating whether factors that regulate critical periods are 
conserved across cortical regions. Because it remains unclear precisely how a critical period in the 
frontal cortex might manifest or unfold, I use the term “sensitive” rather than “critical” to describe 
a period of heightened developmental sensitivity in the frontal cortex throughout this text. 
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Figure 1: Developmental timeline and associated events. During the juvenile period (green line), animals undergo 
critical periods for sensory systems; humans also experience critical periods for language skills. Puberty (dotted 
line) indicates the onset of adolescence, when new behaviors that facilitate independence and exploration emerge. 
For certain systems (red line), there may exist an adolescent critical period. In adulthood (blue line), animals finesse 
previously gained skills. Figure reprinted from Piekarski, Johnson, et al., 2017. 	 

 
In adolescence, the frontal cortex undergoes structural and functional remodeling, including 
pruning of synaptic connections, maturation of the dopaminergic system, and an increase in 
GABAergic inhibitory neurotransmission (Caballero et al., 2016; Delevich et al., 2019; Piekarski, 
Johnson, et al., 2017). Given the extensive literature demonstrating the role of inhibitory 
neurotransmission in the induction of critical periods, as well as more recent arguments supporting 
the role of dopamine in shaping adolescent skill development (Larsen & Luna, 2018; Luciana & 
Collins, 2022; Reynolds et al., 2019), my dissertation is centered on the question of an adolescent 
sensitive period in the frontal cortices. Here, in Chapter 1, I first review what is known about 
changes occurring in the frontal cortex during adolescence primarily in rodents, but also including 
humans and nonhuman primates. I then detail experiments in which we compared adolescent and 
adult learning in a go/no-go task and the capacity for the frontal cortices to encode task variables 
at different ages (Chapter 2), as well as the development of a fluorescent probe to detect dopamine 
in biological environments (Chapter 3). Through this work, I discuss the possibility that structural 
and functional development of the adolescent frontal cortex may support a putative sensitive period 
for learning. 
 
 
Adolescent development of frontal cortices 
 
Mice are weaned at postnatal day (P) 21, and the period referred to as adolescence spans P28-44 
in mice. Pubertal onset generally occurs around P30, with vaginal opening driven by an increase 
in estradiol in females and preputial separation driven by an increase in testosterone in males; full 
sexual maturity is reached by P60. In humans, this timeline corresponds roughly to ages 7.5-11.5, 
marked by estradiol-mediated initiation of breast development in girls and an increase in testicular 
volume in boys (Piekarski, Johnson, et al., 2017) (Fig. 2). In rodents, for the purposes of this work, 
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we can further subdivide adolescence into early (P28-35) and late (P36-44) epochs. I use specific 
ages as appropriate throughout the text. 
 
The frontal cortices in rodents, like in primates, have been divided into multiple subregions 
(Laubach et al., 2018). Here, I focus particularly on the dorsomedial prefrontal cortex (dmPFC), 
including the secondary motor and anterior cingulate cortices (the area is targeted for neuronal 
imaging in Chapter 2), and the medial prefrontal cortex (mPFC), including the anterior cingulate, 
prelimbic, and infralimbic cortices. The ventromedial prefrontal cortex (vmPFC) includes only 
prelimbic and infralimbic cortices. I aim to refer to each subregion specifically when applicable 
but refer broadly to mPFC or frontal cortex as a whole when necessary. 
 
 

 
Figure 2. Timeline of adolescence in humans and rodents marked by pubertal events. Here, we define adolescence 
in mice to include ages postnatal day (P) 28-44. Figure reprinted from Piekarski, Johnson, et al., 2017. 
 
 
Macroscale: gray and white matter development 
 
In humans, gray matter, corresponding to cell bodies, peaks around puberty onset in the frontal 
and associative cortices and then declines to adult levels (Gogtay et al., 2004; Gogtay & 
Thompson, 2010). White matter, corresponding to myelinated axonal tracts, increases into 
adulthood (Asato et al., 2010; Barnea-Goraly et al., 2010; De Bellis et al., 2001; Lebel et al., 2008; 
Perrin et al., 2008, 2009). Studies in rats show that the number of neurons in rat vmPFC, but not 
dmPFC, decreases between adolescence and adulthood, while glial cells show an opposite pattern: 
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they increase in number in dmPFC, but not vmPFC (Markham et al., 2007). Sex differences have 
also been reported, with a decrease in vmPFC neurons specifically between P35-45 in female, but 
not male, rats, though white matter increased steadily in both sexes across development (Willing 
& Juraska, 2015). The functional implications reduced neuron count in vmPFC and increased glial 
count in dmPFC at puberty are not completely understood, though recent evidence suggests a role 
for microglia in synaptic pruning of cortical layer (L) 2/3 pyramidal neurons (PYR) in dmPFC 
during early adolescence (Pöpplau et al., 2023). 
 
 
Mesoscale: development of the dopaminergic system in frontal cortices 
 
The frontal and associative cortices are known to be involved in multiple cognitive processes that 
are mediated by dopamine, including working memory, decision making, associative learning, 
action planning, behavioral flexibility, integration of rewarding and aversive stimuli, and response 
inhibition (Chau et al., 2018; Floresco & Magyar, 2006; Friedman & Robbins, 2022; Goldman-
Rakic, 1998; Ott & Nieder, 2019; Pignatelli & Bonci, 2015; Puig et al., 2014; Sheynikhovich et 
al., 2022; Vander Weele et al., 2018; Winter et al., 2009). On the cellular and subcellular level, 
dopamine has also been shown to play a role in facilitating long-term potentiation and depression 
in pyramidal neurons in prelimbic cortex (Bai et al., 2014; Huang et al., 2004; Meunier et al., 2017; 
Otani et al., 2015) and modulating neuronal activity in prelimbic cortex (Di Domenico & Mapelli, 
2023; Lohani et al., 2019). Importantly, the mesocortical dopamine pathway connecting the basal 
ganglia to the prefrontal cortex continues to develop throughout adolescence, implicating adol-
escence as a time of change and refinement in higher cognitive skills (Caballero et al., 2016; Hoops 
& Flores, 2017; Wahlstrom et al., 2010).  
 
The development of this dopaminergic system is threefold, concerning dopaminergic axonal 
projections from the midbrain, dopamine receptor density, and dopaminergic neuron firing rate. 
Multiple teams have shown that dopaminergic innervation of rodent frontal cortex continues 
through adolescence until early adulthood (~P60) (Benes et al., 2000; Hoops et al., 2018; Kalsbeek 
et al., 1988; Manitt et al., 2011a; Naneix et al., 2012; Reynolds, Pokinko, Torres-Berrío, et al., 
2018); this development is not strictly regulated by pubertal hormones, but is rather age dependent 
(Willing et al., 2017). Likewise, dopamine D1 and D2 receptor density increases until the same 
age (Andersen et al., 2000; Tarazi & Baldessarini, 2000; Weickert et al., 2007). Moreover, D1 
receptor activation mediates depolarization of mPFC pyramidal neurons only in adult rats, 
suggesting dopamine enhances glutamatergic signaling through N-methyl-D-aspartate (NMDA) 
receptors only in adulthood (Flores-Barrera et al., 2014; Tseng & O’Donnell, 2005). Similarly, D2 
receptor activation increases firing frequency in mPFC GABAergic interneurons only in adult rats 
(Tseng & O’Donnell, 2007), suggesting dopamine influence, through multiple receptor types on 
multiple cell types in mPFC, is still maturing over adolescence. Finally, data from anesthetized 
rats show midbrain dopaminergic neuron firing rates peak at mid-adolescence (McCutcheon & 
Marinelli, 2009). In mice, optogenetically stimulating these neurons increased synaptic bouton 
formation on their projections in dmPFC during adolescence, but not adulthood, indicating that 
adolescent mesocortical dopamine projections are more plastic (Mastwal et al., 2014). 
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Microscale: spine density, dendritic arborization, and inhibitory neurotransmission 
 
Across the brain, synapses develop rapidly after birth, then are pruned and stabilized at some point 
from late childhood to early adulthood. Human studies have shown that synapse density in 
prefrontal cortex exhibits protracted pruning compared to other cortices, with connectivity 
continuing to develop through adolescence and dendritic spines stabilizing not until one’s 20s 
(Gogtay et al., 2004; Huttenlocher & Dabholkar, 1997; Kolb et al., 2012; Petanjek et al., 2011; 
Sowell et al., 2003). Again, this pattern is mirrored in rodents as well, as multiple groups have 
shown that spine density and turnover—the fraction of new spines developed each day relative to 
the fraction pruned—both decrease between early adolescence (P27-29) and early adulthood (P60) 
in both L2/3 and L5 of anterior cingulate and prelimbic cortices (Boivin et al., 2018; Delevich et 
al., 2020; Drzewiecki et al., 2016; Johnson et al., 2016; Koss et al., 2014; Pöpplau et al., 2023; 
Zhang et al., 2021; Zuo et al., 2005). While each group examined rodents of varying age groups, 
from P14 to P90, spine density was reported to be highest at P28-35 (Pöpplau et al., 2023; Zhang 
et al., 2021). Moreover, dendritic arborization complexity increased between P20 and P35, peaking 
at P33-35 (Koss et al., 2014; Pöpplau et al., 2023).  
 
Prior to and during adolescent changes in spine density and turnover, the frontal cortices also 
undergo remodeling of inhibitory neurotransmission onto the principal pyramidal neurons in both 
superficial (L2/3) and deep cortical layers (L5 and L6). While excitatory neurotransmission, 
measured in recordings of mini excitatory postsynaptic currents (mEPSCs), is similar between 
adolescent and adult mice in both L2/3 and L5 PYR of the dmPFC, inhibition increases with age. 
In macaque monkeys, inhibitory postsynaptic currents (IPSCs) increase in amplitude in L3 PYR 
of the dorsolateral PFC regions 9 and 46 until periadolescence (32.7-34.8 months) (Gonzalez-
Burgos et al., 2015). mIPSCs also increase in both frequency and amplitude between P24-27 and 
P40-50 in L2/3 PYR, which are intratelencephalic projecting (IT-type), and in amplitude in IT-
type, but not pyramidal tract projecting (PT-type), PYR neurons of L5 neurons in mice (Piekarski, 
Boivin, et al., 2017; Vandenberg et al., 2015). These data have been used to suggest that adolescent 
IT-type neurons, specifically, of L2/3 and L5 may be more likely to undergo a sensitive period of 
plasticity than PT-type neurons between P27-40 in mice (Delevich et al., 2018, 2021; Piekarski, 
Boivin, et al., 2017; Piekarski, Johnson, et al., 2017; Vandenberg et al., 2015). Increase in phasic 
inhibition in L2/3 pyramidal neurons is likely mediated through an increased release probability 
of presynaptic GABAergic vesicles, as evidenced by changes in paired-pulse ratio in experiments 
that used hormones to speed the maturation of phasic inhibition in adolescence (Piekarski, Boivin, 
et al., 2017a). However, tonic inhibition, measured in current through extrasynaptic GABA 
receptors expressing the δ subunit, decreases over adolescence in the L2/3 PYR of dmPFC, 
possibly to offset increases in phasic inhibition (Piekarski, Boivin, et al., 2017).  
 
Several pieces of evidence suggest that this remodeling of GABAergic inhibition is facilitated by 
parvalbumin-expressing inhibitory interneurons (PV INs) in dmPFC. Expression of parvalbumin 
increases in fast-spiking inhibitory interneurons throughout multiple regions of mPFC, increasing 
to near-adult levels between P35 and P45 (Caballero et al., 2014). In adult mice, feed-forward 
inhibition from long-range projections onto L2/3 PYR in dmPFC is mediated specifically through 
PV INs, highlighting their importance in consolidating information from other brain areas 
(Delevich et al., 2015). In adolescent rats (P31-49), PV INs undergo a period of excitatory receptor 
remodeling exhibited in a markedly reduced NMDA:AMPA ratio due to an increase in α-amino-
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3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors (Wang & Gao, 2009). This 
NMDA:AMPA balance may help increase and stabilize PV IN activity, which may impact their 
increased downstream influence on L2/3 PYR in adolescence. For instance, one study showed that 
optogenetic activation of PV INs in mouse prelimbic cortex more strongly inhibited L2/3 PYR 
linearly with age from juvenility to adulthood (Pöpplau et al., 2023). This finding corroborates the 
increase in mIPSC frequency and amplitude observed in L2/3 PYR that occurs between the 
juvenile and early adulthood stages (Piekarski, Boivin, et al., 2017a). Together, multiple lines of 
evidence demonstrate maturation of inhibitory microcircuits within dmPFC during adolescence 
and support the idea that there is an increase in GABAergic inhibition, mediated by PV INs, onto 
IT-type neurons, occurring around P30 (Fig. 3). This could, in theory, initiate a putative sensitive 
period for plasticity in the frontal cortices. 
 
 

 
Figure 3. Interacting systems in dmPFC during adolescence. L2/3 and L5 PYR exhibit a higher spine density 
during adolescence. Dopamine (DA) induces synaptic plasticity in dmPFC in adolescence and modulates PV IN 
excitability in adulthood. PV IN inhibition onto L2/3 and L5 IT-type PYR increases during adolescence. Microglia 
contribute to spine pruning during adolescence. Figure revised and reprinted from Delevich et al., 2021. 
 
 
The concept of an adolescent critical or sensitive period also applies to behavior. A growing body 
of literature has elucidated variations in adolescent performance on certain cognitive tasks, 
showcasing both strengths and weaknesses relative to other ages. In the sensory cortices, sensitive 
periods are associated with greater plasticity that more readily enables encoding of environmental 
stimuli. Following this line of reasoning, we might assume greater plasticity would support greater 
encoding of externally relevant information in the frontal and associative cortices. The role of these 
cortices, and dmPFC in particular, is largely to integrate information from other brain areas, 
including subcortical regions as well as sensory cortices, to enable appropriate decision making 
and action selection (Barthas & Kwan, 2017; Brecht, 2011; Ebbesen et al., 2018; J.-H. Yang & 
Kwan, 2021). Thus, greater plasticity in dmPFC could translate into greater ability to learn or 
perform executive functions. However, though adolescents have a demonstrated aptitude for 
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behavioral flexibility and learning under certain circumstances (Eckstein et al., 2022; C. Johnson 
& Wilbrecht, 2011; Simon et al., 2013; van der Schaaf et al., 2011; Westbrook et al., 2018), they 
are generally considered to exhibit underdeveloped executive functions (Delevich et al., 2021; 
Larsen & Luna, 2018; Piekarski, Johnson, et al., 2017b; Wilbrecht & Davidow, 2024). Next, I 
briefly consider studies of adolescent behavior in humans, nonhuman primates, and rodents. I call 
into question whether behavioral differences, particularly in tasks requiring response inhibition, 
may reflect changes in frontal cortical circuit organization and plasticity, and whether these 
changes might, indeed, mark a sensitive period in adolescence for learning or encoding of 
environmental information. 

 
 

Adolescent development of response inhibition 
 
Examination of response inhibition is commonly employed in laboratory tasks that aim to 
determine how well subjects can withhold from performing a learned action, often under time 
pressure, threat of punishment, or reward incentive. While they share the same descriptor, it does 
not necessarily follow that increased inhibitory neurotransmission in dmPFC drives improved 
response inhibition at the behavioral level, though this category of task is one of many shown to 
rely on frontal cortical activation (Adleman et al., 2002; Constantinidis & Luna, 2019; Huizinga 
et al., 2006; Liston et al., 2006; Luna et al., 2015; van de Laar et al., 2014). Response inhibition 
tasks take many forms, including antisaccade, flanker, go/no-go, stop signal, Stroop, contingency 
degradation, and delay discounting tasks, among others, and behavior varies across ages and 
species depending on the task (Table 1). For instance, performance in the antisaccade task, in 
which participants must look in the opposite direction of a visual stimulus, plateaus around the 
onset of puberty (Luna et al., 2004; Ordaz et al., 2013; Ravindranath et al., 2022). Other lines of 
evidence show unique advantages or disadvantages mid-adolescence. In a stop signal task, in 
which participants must inhibit an over-trained response to a visual stimulus only when accomp-
anied by an infrequent auditory stimulus, adolescents have been reported to outperform younger 
and older ages (Williams et al., 1999), but adolescents also make more incorrect responses than 
both older and younger ages in a go/no-go task (Somerville et al., 2011). 
 
Table 1. Behavior in response inhibition tasks during adolescence. 

Authors Species Ages Task Results 

Luna et al., 
2004 

humans 8-30 years old, 
continuous 

Antisaccade  Gradual improvement with age that 
plateaus around age 14 

Ordaz et al., 
2013 

humans 9-26 years old, 
continuous 

Antisaccade  Gradual improvement with age that 
plateaus around age 15 

Ravindranath 
et al., 2022 

humans 8-19 years old, 
continuous 

Antisaccade  Gradual improvement with age, even when 
controlling for pubertal stage 

Williams et 
al., 1999 

humans 6-81 years old, 
continuous 

Stop signal Stop signal response time follows an 
inverted U shape with trough at ages 13-17 

Bedard et al., 
2002   

humans 6-82 years old, 
continuous 

Stop signal Stop signal response time plateaus starting 
at ages 13-17 
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Somerville, 
Hare, & 
Casey, 2011  

humans children (6-12), 
teens (13-17), 
adults (18-29) 

go/no-go Teens exhibit greater false alarm trials than 
children or adults 

Lewis et al., 
2017  

humans 6, 8, 10 years 
old 

go/no-go  False alarm trial rate decreases between 
ages 6-8; little improvement between ages 
8-10 

Marsh et al., 
2006  

humans 7-57 years old, 
continuous 

Stroop task Gradual improvement with age that 
plateaus around age 20 

Hirst et al., 
2019  

humans children (6-11), 
young adults 
(18-25), older 
adults (60-84) 

Stroop task Error rate follows an inverted U shape with 
trough at young adulthood 
 

Cragg, 2016  humans 7, 10, 20 years 
old 

Flanker task Improvement between ages 7-10; no 
further improvement between 10-20 

Zhou et al., 
2016  

macaques 4, 6 years old Antisaccade  Adults perform better than adolescents 

Sturman, 
Mandell, & 
Moghaddam, 
2010 

rats P28-42, >P60 Contingency 
degradation 

Adolescents continue to lever-press at a 
higher rate than adults after the action is no 
longer rewarded 

Adrezejewski 
et al, 2011 

rats P25-31; P80-86 Contingency 
degradation 

Adolescents continue to lever-press at a 
higher rate than adults after the action is no 
longer rewarded 

Naneix et al., 
2012 

rats P25-40, P70-85 Contingency 
degradation  

Adolescents, but not adults, continued to 
lever-press after the action was no longer 
required to obtain reward 

Adriani & 
Laviola, 2003 

mice P30-49; >P60 Delay 
discounting 

Adolescents choose the small but 
immediate reward over the larger but 
delayed reward more often than adults 

Pinkston & 
Lamb, 2011 

mice P35-42, P77-84 Delay 
discounting 

Adolescents choose the small but 
immediate reward over the larger but 
delayed reward more often than adults 

Burton & 
Fletcher, 2012 

rats P25-26, >P70 2 choice serial 
reaction time 
task 

Adolescents responded before the “go” 
signal more often than adults 

Simon et al., 
2013 

rats P28-48, >P60 Cued response 
inhibition task 

No difference between adult and 
adolescent ability to inhibit in response to a 
“no-go” cue  

 
Adolescent rodent performance on response inhibition tasks is not as well documented, but two 
relevant paradigms include contingency degradation and delay discounting. In contingency 
degradation experiments, animals first learn the association between a specific action, such as a 
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lever press, and reward delivery. The association is then degraded such that rewards may be 
administered independently of the action, rendering it unnecessary, or rewards may no longer be 
administered at all, rendering the action futile. Adolescents exhibit a higher rate of lever-pressing 
after contingency degradation than adults (Andrzejewski et al., 2011; Naneix et al., 2012; Sturman 
et al., 2010), suggesting they are less able to inhibit a learned action. In delay discounting 
paradigms, animals must choose between a small but immediate reward or a larger but delayed 
reward by nose-poking in a corresponding reward slot. Similarly, while adults learn that the larger-
but-delayed option is more advantageous and act accordingly, adolescents choose the small-but-
immediate reward more often (Adriani & Laviola, 2003; Pinkston & Lamb, 2011), potentially 
demonstrating a lack of inhibitory control. In contrast, adolescent rats perform just as well as adults 
in a cued response inhibition task (Simon et al., 2013). In this task, an inhibitory cue—a continuous 
tone varying in length from 5-30 seconds—instructed animals to wait. After the tone ended, 
animals had a 10-second response period to retrieve a food pellet reward via nose poke into a food 
port. If animals nose-poked during the presentation of the inhibitory cue, no reward was admin-
istered, and the response was classified as “incorrect”; if animals did not retrieve the reward after 
the inhibitory cue ended, the response was classified as “omission”. No difference was found in 
either the proportion of incorrect trials or the proportion of omission trials between adolescents 
and adults. Thus, even from a relatively sparse sample of studies, our understanding of adolescent 
rodent inhibitory control is not fully clear.  
 
Taken together, evidence from both humans and rodents paints a nuanced and incompletely 
understood picture of adolescent response inhibition that warrants further investigation. In 
particular, it is unclear why the improvement plateau in adolescence observed in multiple human 
studies is not reflected in rodent studies. Moreover, to our knowledge, neural activity in the rodent 
adolescent dmPFC has not been monitored concurrently with studies of response inhibition. 
Developing a better understanding of adolescent behaviors and the mechanisms that underlie them 
will be critical to our understanding of adolescent and adult behavioral disorders. 
 
 
Adolescent development shapes adult outcomes 
  
Adolescence is also a period of relevance from a public health perspective, as adolescent 
experience can impact adult brain function and behavior. Thus, adolescence is increasingly seen 
as a critical period for intervention to reduce vulnerability and enhance positive outcomes in 
adulthood (Dahl et al., 2018). Studies of adolescent animals have been used to demonstrate how 
adolescent experience can contribute to illnesses and disorders in humans. Importantly, many 
psychiatric disorders that manifest in perturbations in higher-order cognition, such as depression, 
anxiety, bipolar disorder, schizophrenia, and addiction, have documented peak onsets in adol-
escence (Paus et al., 2008). Moreover, early life adversity is a known trigger for many of these 
disorders (Juwariah et al., 2022; Kessler et al., 2010; Waters & Gould, 2022). While adolescents 
share many common forms of adversity with younger children, they may also be uniquely 
susceptible to educational, social, and romantic adversities that have been shown to contribute to 
depression in early adulthood (Pollmann et al., 2023). Though this topic has been reviewed 
extensively elsewhere (Crone & Dahl, 2012; Dahl et al., 2018; Larsen & Luna, 2018; Lipner et al., 
2023; Malave et al., 2022; Paus et al., 2008; Piekarski, Johnson, et al., 2017), I briefly discuss a 
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few examples that illustrate how interference in the adolescent dmPFC changes described above 
may impact behavior and health outcomes in adulthood. 
 
Not unexpectedly, early life adversity negatively impacts physical and mental health, but the 
cellular-level implications of adversity are only beginning to be understood. In rodents, one type 
of adversity can be modeled in males using a social defeat paradigm, in which one animal is placed 
in another’s cage; the cage resident typically attacks the intruder (“social defeat”). Social defeat in 
adolescence has been shown to increase social avoidance and decrease performance on both set-
shifting and go/no-go tasks in adulthood (Vassilev et al., 2021; Zhang et al., 2016). Moreover, 
social defeat dysregulated expression of mesocortical dopamine axon guiding cues in the basal 
ganglia, leading to increased dopamine fiber varicosities in the prelimbic cortex in adulthood 
(Vassilev et al., 2021). A similar paradigm, social isolation, was employed to investigate changes 
in prefrontal PYR structure during adolescence. Chronic social isolation in adolescence in mice 
caused reduced dendritic length, reduced dendritic complexity, and reduced density of stubby-
shaped spines, but increased long/thin and filopodia-shaped spines (Li et al., 2022). Reversing the 
order of these manipulations revealed similar effects, as preventing pruning of L5 PYR during 
adolescence by GABA receptor knockdown increased anxiety behaviors in an elevated plus maze 
in adult female mice (Evrard et al., 2021). 
 
Importantly, disruption of inhibitory maturation during adolescence also seems to play a role in 
adult mental health. An fMRI study in humans administered GABA agonist benzodiazepine to 
examine the effects of acute inhibition on functional connectivity throughout the adolescent brain, 
from ages 8 to 22. From these data, researchers generated a model of expected change in the 
excitatory to inhibitory (E:I) neurotransmission ratio with age. They found, specifically in 
association cortex, a predicted reduction in the E:I ratio over adolescence. Critically, adolescents 
with mood disorders exhibited a stable E:I ratio with age, rather than showing the expected 
decrease (Larsen et al., 2022). This finding is echoed in a rodent study that demonstrated that early 
life stress causes an increase in excitatory synapses on L2/3 PYR in prefrontal cortex and increased 
activity of dopaminergic neurons projecting to PFC from the ventral tegmental area, perpetuating 
an elevated E:I ratio over adolescence (Oh et al., 2021). Taken together, these data illustrate how 
adversity during adolescence can alter expected changes in adolescent PFC structure and function 
with potentially lasting effects. These findings further motivate our interest in better understanding 
adolescence as a putative sensitive period. 
 
 
Conclusion 
 
In conclusion, adolescence can be described as an epoch marked by change, both in terms of frontal 
cortical remodeling as well as in cognitive development and behavior. A growing body of research 
on adolescent development is beginning to give rise to the concept of an adolescent sensitive period 
for learning and frontal cortical encoding. Here, I outline our approach to testing this idea, through 
implementation of a go/no-go task with simultaneous imaging of calcium transients in L2/3 of the 
dmPFC (Chapter 2). I also present the development of a novel probe for detection of catechol-
amines in biological environments as a step toward expanding our toolbox of imaging methods 
(Chapter 3). Finally, I conclude by offering thoughts on future directions in the investigation of 
adolescent brain development. 
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Chapter 2 
 

Let’s Get Critical: 
Adolescent Frontal Cortex and the Possibility of a Critical Period 

 for Encoding of Task Variables 
 
 

In the previous chapter, I outlined changes in the developing adolescent brain and introduced the 
lines of reasoning to propose a sensitive period for frontal cortex development and function. In 
this chapter, I examine the ability of the dmPFC to encode go/no-go task information during 
adolescence (P30-44) and early adulthood (P60-74) and compare learning and performance of 
adolescent and adult mice on this task. This work is designed to assess whether the dmPFC during 
this adolescent period is endowed with greater, equal, or lesser ability to encode information than 
the dmPFC of the adult brain. 
 
 
Critical period regulation and motivation for studying dmPFC 
 
We can learn from sensory cortical areas how physiological changes drive critical period onset 
and investigate whether similar changes may implicate a putative sensitive period in the frontal 
cortices. Evidence from an extensive body of literature in the primary sensory cortices, particularly 
ocular dominance plasticity in the visual cortex, demonstrates that critical period plasticity in the 
upper layers of the neocortex is regulated by an increase in GABAergic inhibitory neuro-
transmission (Espinosa & Stryker, 2012; Hensch, 2005; Levelt & Hübener, 2012). In one classic 
study, Gad65-knockout mice, which exhibit reduced GABA synthesis, were found to lack a critical 
period for ocular dominance plasticity in the visual cortex (Hensch et al., 1998). This phenotype 
was rescued by administration of a GABAA receptor agonist, specifically through activation of the 
α1 subunit (Fagiolini et al., 2004; Fagiolini & Hensch, 2000). More recently, transplant studies 
suggest GABAergic neurons themselves convey critical factors. Transplant of embryonic 
inhibitory neurons into the visual cortex of young mice was shown to induce a later critical period, 
once the implanted neurons matured to the age of typical critical period onset (Southwell et al., 
2010; Tang et al., 2014). 
 
These classic experiments highlighting the importance of GABAergic inhibition in the onset of 
sensory cortical critical periods motivated us to examine whether similar factors might be at play 
in other cortices, particularly the frontal cortex. We posited that PYR neurons, which experience 
a developmental increase in GABAergic inhibition during the 4th week of life in mice, might also 
be entering a period of enhanced plasticity, similar to ocular dominance plasticity in visual cortex. 
This hypothesis is supported by extensive work in frontal cortical PYR of adolescent mice. As 
discussed in Chapter 1, our lab found an increase in phasic inhibitory neurotransmission on to L2/3 
and L5 IT-type PYR in ex vivo brain slices of the dmPFC from ~P25 to P40, with an marked a 
change in the mEPSC/mIPSC ratio occurring between P27-28 and P31-33 (Delevich et al., 2015, 
2019; Piekarski, Boivin, et al., 2017; Vandenberg et al., 2015). More recent data suggest this 
increase may come from parvalbumin-expressing interneurons (PV INs). Another group reported 
that the capacity of PV INs neurons to silence L2/3 PYR increased linearly across age groups, 
from juvenility (P16-23) to adulthood (P53-60). This group also found that PV IN-mediated 
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gamma frequency oscillations peak in early adolescence (P28–P35), then decrease during late 
adolescence (P36–P43), before stabilizing in adulthood (Pöpplau et al., 2023). In sum, these data 
demonstrate how frontal cortex changes in GABAergic inhibition are similar to those observed at 
the onset of the visual cortex critical period. As such, we hypothesized that a putative sensitive 
period may begin around P30 in L2/3 of dmPFC. 
 
Other developmental changes may also contribute to enhanced plasticity and a putative sensitive 
period during adolescence. For example, spine density on L2/3 and L5 PYR and spine turnover 
both decrease throughout mPFC between P29-P60 (Boivin et al., 2018; Delevich et al., 2020; 
Johnson et al., 2016; Koss et al., 2014; Pöpplau et al., 2023; Zhang et al., 2021; Zuo et al., 2005). 
Spine pruning is thought to be mediated by microglia, as evidenced by an increase in glial cells in 
dmPFC (Willing et al., 2017) plus increased phagocytic activity of microglia in the same area 
(Pöpplau et al., 2023). Additionally, dopamine innervation and dopamine receptor density mature 
in dmPFC. Dopamine also increases firing frequency in PV INs specifically through the D2 
receptor (Tseng & O’Donnell, 2007), which may be another mechanism by which inhibitory 
neurotransmission increases. Additionally, dopamine neuron firing rates peak and then decrease 
(McCutcheon & Marinelli, 2009), which may facilitate dmPFC dopamine neuromodulation, as 
evidenced by increased bouton formation following optogenetic activation of dopamine neurons 
in adolescence (Mastwal et al., 2014). Changes in dmPFC dopamine and spine density, in addition 
to changes in GABAergic neurotransmission, are thus poised to interactively shape dmPFC 
function (Delevich et al., 2021). 
 
Additional studies have demonstrated the importance of frontal cortex development for cognitive 
skill by disrupting it during adolescence. For instance, chemogenetic inactivation of anterior 
cingulate cortex projections to visual cortex during early adolescence (P25-34), but not late 
adolescence/early adulthood (P45-54), increases adult error rate in a visual five choice serial 
reaction time task, indicating that neuronal activity in anterior cingulate during adolescence is 
critical for development of action selection and attention (Nabel et al., 2020). Similarly, mice 
treated with amphetamine during late juvenility/early adolescence (P22-31), but not late 
adolescence (P35-44), accrue more “false alarm” trials in a go/no-go task in adulthood (Reynolds 
et al., 2019). Histology performed on these amphetamine-treated mice in early adolescence reveals 
a reduced density of dopamine axon varicosities throughout mPFC and reduced dopamine 
metabolization, suggesting dopaminergic innervation during adolescence is critical for 
development of behavioral inhibition. These studies elegantly link the effects of perturbation of 
the frontal cortex during adolescence to deficits in behavioral outcomes later in life, thus 
demonstrating that adolescence experience can impact adult cognitive development.     
 
These lines of evidence, particularly the extensive documentation of GABAergic inhibitory 
development specifically in L2/3 of dmPFC during adolescence, suggest that adolescence may 
represent a sensitive period for frontal cortical development and encoding of information in frontal 
cortices. If our hypothesis is correct, and dmPFC experiences a sensitive period during early 
adolescence (~P30-35), then we predict that dmPFC may show greater efficiency in encoding of 
task-related information in the P30s than in the P60s. A sensitive period at this time might also 
position adolescents to learn more efficiently than adults or reach a higher level of performance. 
If, on the other hand, adolescence is not a sensitive period and the mature development of adult 
brain is a more optimal state for encoding, we might instead expect that the adult dmPFC will 
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exhibit more robust encoding of task information, which may translate to more efficient learning 
or more effective performance in a behavioral task. We also consider a null hypothesis that despite 
differences in connectivity and plasticity, the adolescent and adult dmPFC will encode information 
about the task comparably; and/or learning and performance will be comparable. 
 
Our investigation leverages the literature documenting these changes as a framework from which 
to investigate adolescent capability and dmPFC encoding in a go/no-go task. This task has been 
shown by others to depend on frontal cortical function (Liu et al., 2023; Reynolds et al., 2019; 
Salkoff et al., 2020). We trained groups of adolescent (P30-44) and adult (P60-74) mice on task 
for 14 consecutive days and examined neuronal dynamics while imaging calcium activity in L2/3 
through a cranial window. We found that when behavior was expert and comparable between age 
groups, encoding of task relevant information was enhanced in population-level neural activity of 
the adolescent dmPFC, but encoding at the single-cell level was comparable between age groups. 
Adolescent mice were also faster than adults at learning the go/no-go task, but both age groups 
eventually reached comparable expert performance. In sum, our population level neural data and 
learning data support the hypothesis that a window in the ~P30s may be a putative sensitive period 
for dmPFC function.  
 
 
Materials & Methods 
 
Animals 
 
We bred transgenic mice in-house, crossing tetO-GCaMP6 (https://www.jax.org/strain/024742) 
and CaMKIIa-tTA (https://www.jax.org/strain/007004) mice. For experiments, we used male and 
female mice heterozygous for the CaMKIIa-tTA transgene and homozygous for the tetO-
GCaMP6s transgene. All mice were weaned on postnatal day (P)21 and housed in groups of 3-4 
same-sex siblings on a 12:12 h reversed light:dark cycle (lights on at 22:00 h). Experimental mice 
belonged to two age cohorts: adolescent (P30-44) and adult (P60-74). Mice were socially housed 
alongside nonexperimental littermates during the time of experimentation. All animals were given 
access to food and water ad libitum prior to experiment start. During pre-training, training, and 
imaging of the experimental period, they had ad libitum access to food but access to water was 
restricted to 1 mL water per day. All procedures were approved by the Animal Care and Use 
Committee of the University of California, Berkeley and conformed to principles outlined by the 
NIH Guide for the Care and Use of Laboratory Animals. 
 
Surgeries 
 
Male and female mice (P28 or P58) were deeply anesthetized with 5% isoflurane (vol/vol) in 
oxygen and placed in a stereotaxic frame with ear bars (Kopf Instruments) on a heating pad for the 
duration of surgery. Anesthesia was maintained at 1%–2% isoflurane during surgery. An incision 
was made along the midline of the scalp and a 3 mm diameter circular craniotomy performed over 
the anterior cingulate area of the left hemisphere medial prefrontal cortex (coordinates relative to 
Bregma: A/P: -0.5 to 2.5 mm, M/L: -2.0 to 1.0 mm). Stacked glass coverslips of 3 mm and 5 mm 
diameter bonded with UV optical adhesive (Norland) were implanted over the craniotomy and 
sealed with dental cement (C&B Metabond® Quick Adhesive Cement, Parkell, Inc.). A stainless 
steel off-centered circular head bar (custom design, eMachineShop) was affixed above the cranial 
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window. Mice were given subcutaneous injections of meloxicam (10 mg/kg) during surgery and 
24 and 48 h after surgery.  
 
Pre-training, Handling, and Habituation 
 
Four nights before surgery, access to water was restricted. The following morning, mice were 
placed in an arena with food and ad libitum water available from mounted lick spouts in order to 
pre-train mice to water-seeking behavior in a novel environment. After 4-6 hours, mice were 
removed from the arena and handled for at least 5 minutes before undergoing habituation to a 
running wheel placed in their home cage for 15 minutes. Mice underwent pre-training, handling, 
and running wheel habituation for a total of 3 days, receiving at least 1 mL water each day. Water 
was returned to the home cage after the third day of pre-training, and surgery was performed the 
following day. Due to rapid bone regrowth over the cranial window in adolescent animals, imaging 
began as soon as possible after surgery, following approval from the Animal Care and Use 
Committee. Thus, 24 hours after surgery, mice were administered analgesic, handled for 5 minutes, 
then habituated to the experimental arena for 15 minutes. Mice were placed on an acrylic running 
wheel rotating about the Y-axis and head-mounted to a custom steel bracket mounted above the 
wheel. Mice received access to water during this time through a lick spout. After habituation, mice 
were returned to the home cage. Water was removed from the home cage that evening. The next 
morning, approximately 48 hours after surgery, the experiment began. Weight was monitored 
daily. 
 
Head-fixed go/no-go auditory discrimination task 
 
In the go/no-go task, mice were trained to discriminate between 4 “go” and 4 “no-go” auditory 
cues (500 ms each) by licking to go cues and inhibiting licking to no-go cues. Water restricted 
mice began training on this task 48 hours after surgery, at P30 or P60. Mice trained one session 
per day for at most one hour. Mice were head-fixed atop a running wheel with access to a lick 
spout, which was connected to a capacitance sensor. Water rewards (2 μL) were delivered by 
gravity drip regulated through a solenoid valve controlled by TTL pulses. On “direct delivery” 
trials mice received one reward, and on “hit” trials, two water rewards separated by 100 ms were 
administered for a total of 4 μL. Auditory stimuli were delivered through speakers (Bohlender & 
Graebener, Neo3-PDR Planar Tweeter) placed on either side of the wheel. The task was 
administered through custom scripts written in MATLAB. 
 
On the first day of training, all mice began the experiment with at least 50 “direct delivery” trials. 
In these trials, a 500ms go cue (7 kHz pure tone, “cue 2”) indicated the availability of a water 
reward, and mice had 3 s to respond by licking. Mice were immediately given a double reward (4 
μL water) upon licking; if they did not lick, a single reward (2 μL water) was given at the end of 
the lick interval. Water delivery initiated an inter-trial interval (1-2 s, drawn from a Gaussian 
distribution) in which mice must not lick for the last full second before subsequent cue onset. 
Direct delivery trials continued until mice regularly began to lick in response to the auditory cue, 
receiving a double reward. After 20 consecutive double-rewarded trials, direct delivery ended; 
from that point on, mice had 3s after cue onset to lick, and water (double reward) was delivered 
only if mice licked (“hit” trial). If mice did not lick after 3s, no reward was given, and the trial was 
labeled a “miss”. After a further 20 hit trials, a 500ms no-go cue (14 kHz pure tone, “cue 7”) was 
introduced at a 1:9 ratio of no-go:go cues. In response to a no-go cue, mice must refrain from 
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licking for 3s in order to complete a “correct reject” trial and progress to the inter-trial interval. If 
mice licked (“false alarm” trial), incorrect action was signaled by a 500ms white noise burst and 
punished with a 10s timeout before progressing to the inter-trial interval. We noted during pilot 
sessions that introducing the first no-go cue at a 1:1 ratio with the go cue dissuaded most animals 
from participating in the task at all; thus, we employed a progressive strategy to introduce the first 
no-go cue first at a 10% frequency, increasing the frequency as tolerated by each animal to 20%, 
30%, and finally 50%. By presenting the no-go cue with increasing frequency, animals gained 
positive reinforcement from the more-frequent go cue, and thus maintained motivation to continue 
engaging with the task. If mice disengaged with the task upon increasing the occurrence of no-go 
cues, the proportion of no-go cues was reduced with the goal to encourage consistent licking to go 
cues. 
 
Once mice achieved tolerance of 1:1 no-go:go cues, we began tracking their performance using 
the metric d’ . A rolling d’ value was calculated over the past 50 trials as d’ = z(hit rate) - z(false 
alarm rate). We used the MATLAB function norminv(), which calculates the inverse of the 
standard normal cumulative distribution function, to approximate a z-score. Because the 
norminv(x) function approaches infinity and negative infinity as x approaches 1 and 0, 
respectively, the upper bound of the hit rate and false alarm rate was set to 0.99 and the lower 
bound was set to 0.01. We determined a threshold of d’ = 1.8, corresponding to a 100% hit rate 
and 70% false alarm rate (i.e., 30% correct no-go trials and 100% correct go trials). If mice 
sustained performance of d’ > 1.8 for 20 consecutive trials, we introduced an additional cue set 
(go: 6.5 kHz, “cue 1”; no-go: 15 kHz, “cue 8”) alongside the first go and no-go cues for a total of 
4 different tones at a 1:1:1:1 ratio. Similarly, after sustaining d’ > 1.8 for 20 consecutive trials after 
at least 50 trials of these 4 cues, the next cue set was introduced (go: 8.5 kHz, “cue 3”; no-go: 12 
kHz, “cue 6”) in equal proportion to existing cues; after sustaining d’ > 1.8 for 20 consecutive 
trials after at least 50 trials of these 6 cues, the final cue set was introduced (go: 9 kHz, “cue 4”; 
no-go: 11.5 kHz, “cue 5”) in equal proportion to existing cues. Finally, after sustaining d’ > 1.8 
for 20 consecutive trials after at least 50 trials of all 8 cues, 8 probe cues were introduced at a 1% 
frequency each. These cues approximated go and no-go cues in that they preceded a 3s response 
window prior to the 1-2s inter-trial interval, but they did not yield reward or trigger a timeout, 
regardless of the mouse’s response. These trials were omitted from analysis. In order to learn the 
complete task, mice must maintain an average d’ > 1.8 over at least one session with all cues and 
probes present. Mice trained for 14 consecutive days; experiments were ended earlier if mice either 
completed 3 consecutive sessions with all cues and probes or completely disengaged from the task 
for 3 consecutive sessions. Mice achieved various levels of completion (see summary in Table 2). 
 
Table 2. Mice trained on the go/no-go task. 

Animal Cohort  Sex # sessions 
trained 

# sessions with 
usable imaging 
data 

Behavioral performance achieved 

JUV010 
JUV011 
JUV012 
JUV013 
ADT001 
ADT004 

Adol-Dec21 
Adol-Dec21 
Adol-Dec21 
Adol-Dec21 
Adult-Dec21 
Adult-Feb22 

M 
M 
F 
F 
F 
M 

14 
14 
14 
14 
11 
14 

0 
0 
0 
0 
0 
0 

Learned complete task 
Learned complete task 
Learned complete task 
Reached cue set #3 
Reached cue set #3 
Learned complete task 
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ADT005 
ADT006 
ADT007 
JUV014 
JUV015 
JUV016 
ADT008 
ADT009 
ADT010 
TRA001 
TRA002 
TRA003 
JUV017 
JUV019 
JUV020 
JUV021 
JUV022 
ADT012 
ADT013 
ADT014 
ADT015 
JUV024 
JUV025 
ADT016 
ADT017 
ADT018 
ADT019 
ADT020 
ADT027 
ADT028 
ADT029 
ADT030 

Adult-Feb22 
Adult-Feb22 
Adult-Feb22 
Adol-Apr22 
Adol-Apr22 
Adol-Apr22 
Adult-Apr22 
Adult-Apr22 
Adult-Apr22 
Adult-Sep22 
Adult-Sep22 
Adult-Sep22 
Adol-Nov22 
Adol-Nov22 
Adol-Jan23 
Adol-Jan23 
Adol-Jan23 
Adult-Feb23 
Adult-Feb23 
Adult-Feb23 
Adult-Feb23 
Adol-Feb23 
Adol-Feb23 
Adult-Mar23 
Adult-Mar23 
Adult-Mar23 
Adult-Mar23 
Adult-Mar23 
Adult-Dec23 
Adult-Dec23 
Adult-Dec23 
Adult-Dec23 

M 
M 
M 
M 
M 
M 
M 
M 
M 
F 
F 
M 
F 
F 
M 
M 
F 
M 
M 
F 
F 
F 
M 
F 
F 
F 
M 
M 
F 
F 
M 
M 

14 
11 
14 
14 
14 
14 
14 
10 
9 
13 
13 
13 
13 
14 
11 
10 
10 
13 
12 
13 
14 
14 
13 
11 
14 
14 
14 
14 
9 
10 
13 
14 

0 
0 
0 
13 
14 
14 
13 
9 
8 
0 
13 
0 
12 
5 
7 
10 
8 
3 
0 
3 
13 
3 
12 
0 
0 
0 
0 
0 
6 
10 
6 
3 

Reached cue set #4 
Learned complete task 
Reached cue set #1 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Reached cue set #2 
Learned complete task 
Learned complete task 
Reached cue set #1 
Reached cue set #1 
Reached cue set #2 
Learned complete task 
Reached cue set #1 
Learned complete task 
Reached 30% no-go 
Reached 30% no-go 
Learned complete task 
Learned complete task 
Reached 30% no-go 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Learned complete task 
Reached cue set #1 

 
Two-photon imaging 
 
We performed calcium imaging of the dorsomedial prefrontal cortex, targeting layer 2/3 of the 
anterior cingulate area of the cortex and the medial 1 mm of the supplementary motor cortex (M2) 
(coordinates relative to Bregma: A/P: +0.8 to 1.8 mm, M/L: 0 to 1 mm, D/V: -0.2 to -0.35 mm; 
Fig. 4B). Animals were imaged through a cranial window while head-fixed and performing the 
task using a commercial two-photon microscope (Bruker) controlled by PrairieView software. 
Excitation light was provided by a Ti:Sapphire laser (Mai Tai, Newport Spectra-Physics) tuned to 
910 nm; the beam was focused on layer 2/3 through a 20x water-immersion objective (NA 1.0, 
Olympus). Images were acquired through spiral scanning at 8 Hz, with a resolution of 256 x 256 
pixels and frame diameter of 650 μm (0.39 pixels/μm). Animals were scanned prior to training 
each day and were only imaged during that session if cells were clearly visible (see summary in 
Table 2). 
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Cell detection & preprocessing 
 
Registration of imaging data was completed either in Suite2P (Pachitariu et al., 2017) or 
NoRMCorre (Pnevmatikakis & Giovannucci, 2017). Images were aligned with one round of non-
rigid registration (in 64 x 64 pixel chunks) and up to five rounds of rigid registration. Images were 
manually evaluated for sufficient motion correction and quality prior to cell detection and were 
discarded if motion was still present or cells were insufficiently visible. All cell detection was 
completed in Suite2P, where each ROI was manually validated to be classified as a cell. Sessions 
with fewer than 50 cells were omitted from imaging analyses. Validated sessions were neuropil 
subtracted, and baseline fluorescence (F0) was determined for each cell as follows: we calculated 
the mean and standard deviation for fluorescence values in a rolling 200-frame window, then set 
a threshold = mean + 1.5 standard deviations and calculated the mean of all frames in that window 
under the threshold. ΔF/F0 was calculated for each cell for each frame and used as the basis for all 
imaging analyses. 
 
Behavioral & Statistical Analysis 
 
Statistical analysis was performed either through custom MATLAB scripts (MathWorks Inc.), 
custom Python scripts using the SciPy package, or in GraphPad Prism (GraphPad Software Inc.). 
Our decoder was implemented through the Scikit-learn package for Python, using sklearn.svm. 
SVC. Data are reported as mean +/- standard error of the mean, unless otherwise noted. 
 
Multiple Linear Regression 
 
To determine how fluorescent signals may relate to choices and outcomes, we used multiple linear 
regression adopted from previous literature (Siniscalchi et al., 2019; Wang et al., 2022): 
 

𝛥𝐹
𝐹
(𝑡) = 𝑏! + 𝑏"𝑐#$" + 𝑏%	𝑟#$" + 𝑏'𝑠#$"

																																										+𝑏(𝑐#+	𝑏)𝑟# + 𝑏*𝑠#
																																	+𝑏+𝑐#,"+	𝑏-𝑟#," + 𝑏.𝑠#,"
																																		+𝑏"!𝑐#𝑟#+	𝑏""𝑐#𝑠# + 𝑏"%𝑟#𝑠#
																																	+𝑏"'𝑉/0#(𝑡) + 𝑏"(𝑙𝑖𝑐𝑘(𝑡) + 𝜀(𝑡)

 

 
where ΔF/F (t) is the fractional changes in fluorescence at time t in trial n; c represents the animal’s 
action choice (lick vs. no lick), r represents trial outcome (reward vs. no reward), and s represents 
stimulus identity (go vs. no-go); subscripts (n+1), n, and (n-1) represent the next trial, the current 
trial, and the previous trial, respectively; b0,…, b14 are the regression coefficients; Vrun(t) is the 
running speed of the animal at time t; lick(t) takes the value of 1 if the animal licked at time t and 
is otherwise 0; and ε(t) is the error term. For each session, the regression coefficients were 
determined by fitting the equations to data using python package statsmodels. Equations were fit 
in 100 ms time bins spanning from -2 to 2 s relative to cue onset, using mean ΔF/F0 within the 
time bins. For a given predictor and region of interest (ROI), if the regression coefficients were 
significant (P < 0.01) for at least 3 consecutive or 10 total time points, the ROI was considered 
significantly modulated by the predictor. To summarize the results, for each predictor, we 
calculated the proportion of ROIs in which the regression coefficient was significantly different 
from zero (P < 0.01). To determine if the proportion was significantly different from chance, we 
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performed a chi-square test against the null hypothesis that there was a 1% probability that a given 
predictor was mischaracterized as significant by chance in a single session. To determine if the 
proportion of different age groups were significantly different from each other, we performed a 
chi-square two sample test against the null hypothesis that the two groups were drawn from the 
same binomial distribution.  
 
Decoding trial information from neural population data 
 
To decode trial information from our calcium imaging neuronal data, we implemented a support 
vector machine using the Scikit-learn package for Python, sklearn.svm.SVC. Each trial was 
classified by stimulus type (go or no-go), animal choice (lick or no lick), or trial outcome (hit, false 
alarm, correct reject, or miss). 50% of trials from each session were used as a training dataset, and 
the remaining 50% of trials comprised the test dataset. This support vector machine projects our 
data into an n-dimensional space, where n = number of neurons in the recorded session, and aims 
to optimize a hyperplane between data points of different categories. The hyperplane was 
optimized through maximization of the margin between points of different categories. Decoder 
performance on the test dataset was compared to a null dataset, in which category labels are 
shuffled across trials. Fluorescence data was interpolated every 50 ms, and decoder performance 
was analyzed on every point of this interpolated data within the [-2, 2] window centered at cue 
onset (80 comparisons). Multiple t-tests are performed between age groups or between one age 
group and its null dataset with false discovery rate set to 0.05 through Benjamini-Hochberg 
correction. 
 
 
Results 
 
Adolescent mice learn an auditory discrimination task faster than adults 
 
Here, we sought to investigate whether adolescent mice could learn a headfixed go/no-go task and 
how this task might be represented in dmPFC. We trained adolescent (P30-44) and young adult 
(P60-74) mice of both sexes that transgenically expressed calcium indicator GCaMP6s in cortical 
pyramidal neurons (CamKII-tTa+/-/tetO-GCaMP6s+/+). Prior to training, all mice underwent 
surgery for implantation of a cranial window centered over the left dmPFC, encompassing the 
medial secondary motor area and most dorsal aspect of the anterior cingulate. We recorded calcium 
transients in L2/3 PYR during each training session in all animals and obtained high-quality 
imaging data in 9/14 adolescent (7/10 expert) and 11/24 adult (6/15 expert) mice (Fig. 4; Table 2).  
 
We designed a go/no-go auditory discrimination task specifically to be learned within a 14-day 
period spanning adolescence (Fig 5A). Training began with habituation to a 7 kHZ pure tone go 
cue (“cue 2”), which signaled the availability of a 4 μl water reward. Once mice consistently licked 
the waterspout in response to the go cue (typically 1-2 sessions), we introduced a 14 kHz no-go 
cue (“cue 7”), which required inhibition of licking for the 3 s response window; licking to a no-go  
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Figure 4: Two-photon calcium imaging. A) Left, top: schematic of imaging area relative to bregma on the mouse 
skull. Left, bottom: example calcium traces from individual ROIs. Right: example field of view (FOV). B) All imaging 
FOV locations from analyzed expert sessions relative to bregma. 
 
cue triggered a 10 s time-out. Discrimination between the go and no-go cues was measured by d’, 
the ratio of z-scored hit rate to z-scored false alarm rate. Through pilot studies, we set a criterion 
for “task mastery” at d’ = 1.8, corresponding to a false alarm rate of 0.7 given perfect go cue 
responses. If an animal sustained performance at d’ > 1.8 for 50 trials on the initial 2 cues, 
additional go and no-go cues were introduced in pairs. The complete task consisted of 8 pure tone 
cues that tiled the mouse auditory spectrum (go cues: 6.5, 7, 8.5, 9 kHz; no-go cues: 11.5, 12, 14, 
15.5 kHz; cues are numbered 1-8 from 6.5-15.5 kHz for convenience in Figs. 5-8). Mice trained 
for one hour each day for 14 consecutive days, or until mice had performed above criterion on all 
8 cues for 3 consecutive days. 
 
At the end of the 14-day training period, a similar fraction of mice from both age groups had 
learned the task to completion (9/14 adolescent and 15/24 adult mice; 𝛘2 = 0.012, df=1, p = 
0.9128). We first examined basic learning of the task in terms of d’ scores over the first half of the 
sessions, before performance plateaued, by performing a linear regression to determine the slope 
of improvement in the task. In the first seven sessions, adolescent learning increased at a faster 
rate than adult learning (linear regression: adolescent slope = 0.34, r2 = 0.71, p << 0.001; adult 
slope = 0.20, r2 = 0.29, p << 0.001; one-way ANOVA between slopes: F(1,163) = 9.52, p = 0.002). 
We then confirmed that adolescent mice learn faster than adults by performing a two-way 
ANOVA. We found a significant effect of age and an age × session interaction (mixed-effects 
ANOVA, effect of age: F(1,22) = 4.47, p = 0.046; interaction of age × session: F(7,153) = 2.82, p = 
0.009; Fig. 5B). As a metric of learning efficiency, we next analyzed the number of training 
sessions required for adolescents and adults to reach our d’ = 1.8 criterion. Of the animals trained, 
10/14 adolescent and 15/24 adult mice reached criterion on at least one session within 14 days 
(one adolescent reached criterion but was unable to learn the complete task). Notably, adolescents 
reached criterion sooner than adults (adolescent median = day 6, adult median = day 11.5; p = 
0.017, Gehan-Breslow-Wilcoxon test; Fig 5C). Adolescents that reached criterion all did so 
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between sessions 5-7, whereas adults reached criterion at various points between sessions 3-14; 
this represents a significant difference in variance in time to criterion between age groups (F-
statistic = 13.19, p < 0.001).  
 
We next compared performance of the two age groups after they both reached criterion on the 
complete task, becoming “experts”, which we defined as achieving d’ > 1.8 on all 8 cues on session 
6 and beyond. To this end, we compared licking rates to each of the 4 “go” and 4 “no-go” cues, 
combining sessions across 9 expert adolescents and 15 expert adults (n = 42 expert adolescent 
sessions, n = 33 expert adult sessions). We found that, when expert, both groups showed 
comparable licking to go cues (adult mean lick rate = 0.96 ± 0.01, adolescent mean lick rate = 
0.97 ± 0.01) and inhibition of licking to no-go cues (adult mean lick rate = 0.31 ± 0.03, adolescent 
mean lick rate = 0.30 ± 0.02), as determined by two-way ANOVA (main effect of age: F(1,73) = 
0.034, p = 0.855; main effect of cue: F(4, 248) = 945.3, p << 0.001; age × cue interaction effect: 
F(7,511) = 0.757, p = 0.624, Fig. 5D). Thus, although adolescents learned the task faster than adults, 
when experts of both groups were studied, their behavior was comparable. 
 
We next asked whether the trial-by-trial licking of expert adolescents and adults during later 
sessions revealed any other differences in behavior. We first examined how past trial outcomes 
impacted licking behavior in the next trial. We first categorized trials by outcome: hit, false alarm 
(FA), correct reject (CR), or miss, where hit = licking to go cues, FA = licking to no-go cues, CR  
 = inhibiting to no-go cues, and miss = inhibiting to go cues. We analyzed a total of 14,370 adult 
trials from 33 sessions and 18,070 adolescent trials from 42 sessions from expert mice. In adult 
sessions, hits made up 47.5 ± 0.7% of trials, FAs made up 18.1 ± 1.4% of trials, CRs made up 
28.9 ± 1.6% of trials, and misses made up 1.9 ± 0.4% of trials; in adolescents, these fractions are 
comparable, at 45.0 ± 0.6%, 15.7 ± 0.9%, 29.6 ± 1.0%, and 2.8 ± 0.6% for hits, FAs, CRs, and 
misses, respectively. We then calculated the likelihood of licking on a given trial given the 
previous trial’s outcome. We found that likelihood of licking was significantly modified by age in  
addition to the previous trial’s outcome (two-way ANOVA, effect of age: F(1,73) = 9.15, p = 0.003; 
effect of previous trial: F(3,210) = 43.37, p << 0.001; interaction: F(3,210) = 4.92, p = 0.003; Fig. 5E). 
Post-hoc t-tests revealed that the effect of age was driven by previous miss trials; adults licked 
more frequently after miss trials than did adolescents (p = 0.012). Thus, even at the expert stage, 
adolescents and adults behaved differently, particularly after miss trials. 
 
Similar proportions of adult and adolescent dmPFC neurons encode task information across 
learning 
 
Given that inhibitory neurotransmission has been shown to increase over adolescence (Piekarski, 
Boivin, et al., 2017; Vandenberg et al., 2015), and that stimulus-evoked activity declines with 
stimulus familiarity (Pancholi et al., 2023), we first analyzed trends in neural activity levels over 
the imaging period in expert animals. For each session, we calculated the mean area under the 
curve from the ΔF/F0 traces of all cells imaged on each day, as a proxy measure of neural activity. 
Linear regressions revealed a negative slope indicating a decrease in activity in both adolescent 
(slope = -117.8, r2 = 0.245, p << 0.001; Fig. 6A) and adult groups (slope = -68.53, r2 = 0.153, p = 
0.005; Fig 6B). Mixed-effects ANOVA showed a main effect of age (F(1,11) = 16.18, p = 0.002; 
Fig. 6C) and session (F(3.4,24.1) = 3.26, p = 0.034).  
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Figure 5: Adolescents learn a go/no-go task more quickly than adults. A) Schematic of task. B) Performance of 
animals that learned the task to completion by session; dotted line = criterion; inset = animals included for imaging 
data analysis (not all expert animals had high enough quality imaging data for inclusion). C) Cumulative proportion 
of animals that have reached criterion by session. Inset = animals included for imaging data analysis. D) Fraction of 
trials licked by stimulus during expert sessions; inset = sessions included for imaging data analysis. E) Fraction of 
trials licked by previous trial outcome from sessions in D; inset = sessions included for imaging data analysis. 
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We next sought to investigate the extent to which dmPFC encoded task-related variables, and 
whether expert adolescent dmPFC represented task variables differently from expert adult dmPFC 
when behavioral performance was comparable. We constructed a mixed linear regression model 
with coefficients representing task variables: stimulus (go vs. no-go), animal choice (lick vs. no 
lick), and trial outcome (hit, FA, CR, vs. miss). Because animal motion is distributively encoded 
throughout the cortex (Salkoff et al., 2020; Zatka-Haas et al., 2021), we also included terms to 
capture neural representation of animal licking and running. We applied the regression model to 
imaged expert sessions (adult n = 13 sessions, 92.8 ± 12.4 cells per session; adolescent n = 28 
sessions, 127.7 ± 9.4 cells per session) and evaluated the proportion of neurons with significant 
coefficients for each variable. In concordance with previous work identifying task variable 
responsive neurons in frontal cortex (Peters et al., 2022; Reinert et al., 2021; Wool et al., 2023), 
our analysis revealed that a small fraction of neurons encoded task variables. We found 2.9% 
±	0.6% of imaged neurons encoded stimulus, 4.2% ±	1.5% encoded outcome, and 6.6% ±	1.4% 
  

 
Figure 6: Similar proportions of neurons encode task variables in adult and adolescent dmPFC. A) Mean 
integrated fluorescence from all cells from all adolescent animals across sessions; individual lines = individual 
animals; dotted line = linear regression. B) Mean integrated fluorescence from all cells from all adult animals across 
sessions; individual lines = individual animals; dotted line = linear regression. C) Mean of A) and B). D) Fraction of 
total neurons imaged that encode task variables.  
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Figure 7: Example stimulus-
encoding neuron from an adol-
escent animal. A) Neuronal activity 
on individual trials, separated by 
stimulus type (go vs. no-go), sorted 
by mean trial fluorescence. Dotted 
lines = cue onset and offset; black 
ticks = recorded licks. B) Mean 
fluorescent response from neuron 
shown in A) across all go and all no-
go trials. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

encoded choice in adults, and 2.6% ±	0.5% encoded stimulus, 4.9% ±	0.9% encoded outcome, 
and 8.6% ±	1.5% encoded choice in adolescents (Fig. 6D; example stimulus-encoding neuron 
shown in Fig. 7). Close inspection of neurons identified as encoding task variables revealed a 
variety of response signatures closely aligned to stimulus onset. We found a significant difference 
in encoding between task variables, but despite the variability in neural response across animals 
and the relative immaturity of the adolescent dmPFC, our model found no significant difference 
in task variable encoding between expert adult and expert adolescent groups (two-way ANOVA, 
effect of variable: F(1.5,60.4) = 7.33, p = 0.003; effect of age: F(1,39) = 0.718, p = 0.402; interaction: 
F(2,78) = 0.397, p = 0.674; Fig. 2F). Surprisingly, given the documented extent of encoded licking 
motion throughout the cortex (Zatka-Haas et al., 2021), only a very small percentage (1.2% ±	0.4% 
in adults; 1.8% ± 0.9% in adolescents) encoded licking, though over half of all recorded neurons 
encoded running (53.4% ±	5.4% in adults, 59.7% ±	3.5% in adolescents). Together, these data 
suggest that the fraction of cells encoding task information is not significantly larger in either 
adolescents or adults when performance is expert and comparable. 
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Trial information is better decoded from adolescent neural population activity than 
adults’ 
 
A growing body of research suggests that information represented by the prefrontal cortex may 
not be linearly encoded in single neurons, but instead emergent from neural activity at the 
population level, with individual cells exhibiting mixed selectivity for internal and external 
variables (Bernardi et al., 2020; Dang et al., 2021; Grant et al., 2021; Muller et al., 2024; 
Parthasarathy et al., 2017; Reinert et al., 2021; Rigotti et al., 2013; Wójcik et al., 2023; Wool et 
al., 2023). To compare population encoding between age groups, we trained a support vector 
machine on calcium imaging data from expert sessions to linearly decode stimulus type (go vs. no-
go), choice (lick vs. no lick), and trial outcome (hit, miss, false alarm, or correct reject) (Fig. 8A). 
Though our adolescent sessions contained more cells than adult sessions (adult: 92.8 ± 12.4 cells 
per session; adolescent 127.7 ± 9.4 cells per session; p = 0.034, Mann-Whitney test), we found 
our decoder performance did not substantially improve with more than 50 neurons per session 
(Fig. 8B). We thus trained our model to classify individual trials using 50% of the trials in each 
session as training data and the remaining 50% of trials as test data. We found that, while decoders 
trained on data from both age cohorts performed above chance level at the late learning stage, 
decoders trained on adolescent data classified remaining trials with greater accuracy than decoders 
trained on adult data (Fig. 8C).  
 
Given that over half the imaged neurons encoded animal running, differences in running could be 
a major influence on decoder results. We examined running speeds in the [-2s, 2s] window around 
cue onset during both go and no-go trials from adolescent and adult expert sessions and found that 
running speed was significantly modulated by stimulus type and age, with adolescents running 
faster than adults and both ages pausing after cue onset on go trials (two-way ANOVA, effect of 
stimulus type: F(1,38) = 34.45, p << 0.001; effect of age: F(1,38) = 15.23, p < 0.001, interaction: F(1,38) 
= 15.92, p < 0.001; Fig. 9A). We next evaluated running speeds to different cues within each 
stimulus category from the decoded sessions. While adults ran comparably to all cues within a 
stimulus category, adolescent no-go speeds differed between the cue closest to and the cue farthest 
from the category boundary, with greater modulation of running observed to cue 5 than cue 8 
(paired t-test, p < 0.001; Fig. 9B).  
 
To test how well the decoder performed when running speed was held constant, we trained our 
decoder to discriminate between pairs of cues from the same stimulus type within each age group. 
While this decoder failed to accurately discern between go cues for either adolescent or adult 
imaging data, it did successfully discriminate between no-go cues using adolescent, but not adult, 
data, performing significantly above chance level at multiple time points in the 2 seconds after cue 
onset. In particular, we detected above-chance discrimination between cues 5 and 6, cues 6 and 7, 
and cues 6 and 8 (Fig. 9C), where importantly, running modulation did not differ significantly 
between any of these pairs of cues (Fig. 9B). Though the observed effect is notably smaller than 
our initial decoding results, the fact that our decoder could discriminate between cues of the same 
stimulus type in the adolescent but not adult brain suggests that greater task information is encoded 
in the adolescent brain compared to the adult brain, even when running differences are held 
constant.  
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Figure 8: Decoding task variables from adult and adolescent neural population data. A) Schematic of support 
vector decoder, in which a hyperplane is fit between data points representing neural activity at each time point of each 
trial. B) Decoding accuracy as a function of the number of neurons included. Shaded region = bootstrapped 95% 
confidence interval. C) Decoding of stimulus type, animal choice, and trial outcome was more robust from adolescent 
group data than adult data. Gray bars above the plot indicate significant group difference at that time point (p < 0.05; 
multiple t-tests with false discovery rate = 0.05). Adult n = 13 sessions, 92.8 +/- 12.4 cells per session; adolescent n = 
28 sessions, 127.7 +/- 9.4 cells per session. Shaded region = bootstrapped 95% confidence interval. 
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Figure 9: Task information is better decoded from adolescent neural population data, even after controlling for 
differences in running. A) Distribution of running velocities for expert animals segregated by stimulus type. B) 
Difference in running velocity (mean [-2,0] – mean [0,2]) by cue. Both age groups modulated running in response to 
the go cues. Within stimulus categories, running was consistent, with the exception of adolescent no-go cues; 
adolescents modulated their running more to the no-go clue closest to the stimulus boundary. C) Decoding of cues 
within stimulus type. Go cues could not be decoded from other go cues at any point in the [-2,2]s  around cue onset in 
either adult or adolescent data. Some no-go cues could be decoded from other no-go cues during the [0,2]s window 
after cue onset (cue 6 v. cue 5, cue 6 v. cue 7, cue 6 v. cue 8) using adolescent, but not adult, dmPFC imaging data. 
Gray bars above signal indicate time points at which adolescent cues were decoded accurately significantly above 
chance level (p < 0.05). Shaded region = bootstrapped 95% confidence interval. 

 
Discussion 
 
The growing interest in the concept of a frontal cortex sensitive period motivated us to study go/no-
go learning and encoding of task variables in dmPFC. Our study arose from three alternative 
hypotheses: first, that an adolescent sensitive period could support faster learning and stronger task 
encoding in the adolescent brain; second, that the immature developmental state of the adolescent 
brain could hinder learning and task encoding; and finally, that despite differences in neural 
network connectivity and plasticity, adolescents and adults might perform equally and encode task 
information comparably (Marder, 2011). Our results support our first hypothesis, as well as 
portions of the last (null) hypothesis. 
 
Overall, our study shows that adolescent mice can learn a head-fixed go/no-go task more quickly 
than adult mice but that a comparable proportion of both groups achieve expert-level performance. 
We also found that expert mice in both groups reached a comparable level of performance. 
Examination of neural data from expert mice reveals that the fraction of individual neurons that 
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encode task variables in L2/3 dmPFC is comparable between adolescent and adult groups, but 
more information about task variables can be decoded from adolescent neural population activity.  
 
Behavioral performance 
 
Our results showing that adolescents learn faster than adults support our first hypothesis, which 
posits an adolescent sensitive period in learning. In contrast, our second hypothesis predicted a 
deficit in “no-go” learning based on the assumption that adolescents are generally worse at 
response inhibition. Indeed, there is evidence that adolescent mice do not show the same ability as 
adults in contingency degradation and delay discounting tasks (Adriani & Laviola, 2003; 
Andrzejewski et al., 2011; Burton & Fletcher, 2012; Naneix et al., 2012; Pinkston & Lamb, 2011; 
Sturman et al., 2010). These studies aim to gauge response inhibition by requiring animals to make 
value-based decisions. However, a different group reported that adolescent rats perform equally 
well as adults in a cued response inhibition task (described in Chapter 1), which is in line with our 
null hypothesis that both age groups perform comparably. This study, in contrast to the above 
studies on which adults outperformed adolescents, trained animals to perform using an explicit 
“no-go” cue, as in our task (Simon et al., 2013). To our knowledge, go/no-go learning, especially 
in a head-fixed context, has not previously been compared between adolescent and adult mice. 
Thus, it is possible that different mechanisms may be at play in this particular type of response 
inhibition, or that an adolescent sensitive period extends to only some tasks. 
 
In addition to analyzing the rate of learning, we also examined behavior at the expert stage. In 
analyzing the behavior of expert animals, we found that adolescents and adults exhibited similar 
licking (Fig. 5D,E) but differences in running (Fig. 9C,D). Adolescents displayed comparable lick 
rates to adults on all cues and differed from adults only in lick rate after miss trials, when they 
were less likely to lick. As miss trials were very rare at the expert level (1.9 ± 0.4% of adult trials; 
2.8 ± 0.6% of adolescent trials), we interpret these results as showing adolescents losing interest 
in engaging with the task, whereas adults were potentially more willing to engage after a lapse in 
performance. In contrast to licking behavior, adolescent mice ran substantially more in the task 
than adult mice (Fig. 9C). Additionally, while both groups exhibited modulation of running speeds 
in response to go cues by stopping to lick, the change in velocity between pre-cue and post-cue 
periods was greater for adolescents (Fig. 9D), causing a marked behavioral difference between go 
and no-go cues for adolescents only. While we cannot directly test the effects of locomotion on 
task performance, it is interesting to note that previous studies have shown that voluntary wheel 
running for 4, 8, or 16 weeks can increase performance on the Morris water maze in adult mice 
(Huang et al., 2018; Liu et al., 2009; Wang et al., 2021). Moreover, regular periods of running may 
impact the dopamine system. One study of 6-week voluntary wheel running in adult mice found 
increased mRNA levels of tyrosine hydroxylase, an enzyme that facilitates synthesis of dopamine, 
in the VTA and reduced mRNA levels of the dopamine D2 receptor in the nucleus accumbens core 
(Greenwood et al., 2011), while another reported increased dopamine release in the dorsal striatum 
and nucleus accumbens core and shell after 30 days of voluntary running (Bastioli et al., 2022). 
As discussed, the mesocortical dopamine pathway continues to develop in adolescence, and it is 
yet unclear how locomotion-related alterations in dopaminergic activity might play out in 
adolescence. While the time scales of these locomotion studies are longer than our 14-day 
paradigm, it may be worth further investigating whether locomotion influences go/no-go task 
learning, whether increased locomotion may be a sign of learning, and whether there are particular 
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benefits of increased locomotion in adolescence for learning. Together, our behavioral study 
reveals both a faster rate of learning and greater incidence of running in a go/no-go task in 
adolescent mice compared to adults, though more work is needed to determine whether these 
findings are related. 
 
Information represented in dmPFC 
 
Our main goal of this study was to compare how the adolescent dmPFC represented information 
compared to adult dmPFC. We predicted that the adolescent brain should represent information 
differently due to ongoing changes in GABAergic inhibition, spine density and turnover, and 
dopamine innervation, in addition to other variables outside the scope of this work. Our multiple 
linear regression analysis revealed that a similar fraction of neurons encoded task-related variables 
in adolescents and adults (in adults: 2.9% ± 0.6% for stimulus, 4.2% ± 1.5% for outcome, and 
6.6% ± 1.4% for choice; in adolescents: 2.6% ± 0.5% for stimulus, 4.9% ± 0.9% for outcome, 
and 8.6% ± 1.5% for choice; Fig. 2E). These numbers are comparable to previous reports that 5-
10% of L2/3 dmPFC neurons are stimulus encoding and 2-5% encode choice (Reinert et al., 2021; 
Salkoff et al., 2020; Wool et al., 2023; Zatka-Haas et al., 2021), though one group reported 25% 
of neurons encoded choice (Salkoff et al., 2020), another reported 16% of neurons encoded 
stimulus (Peters et al., 2022), and another reported 24.2% encoded outcome (Wool et al., 2023). 
In concordance with existing reports of widespread cortical activity encoding animal licking and 
walking actions (Peters et al., 2022; Salkoff et al., 2020; Zatka-Haas et al., 2021), over 50% of our 
neurons were identified as encoding animal motion by multiple linear regression. It has been 
suggested that encoding of non-motor task variables in frontal cortices may be prescribed by the 
demands of the task (Siniscalchi et al., 2016, 2019; Wool et al., 2023). From our current data, we 
cannot rule out that execution of the task was carried out by other brain areas (i.e., other frontal 
area, auditory cortex, or basal ganglia), without need for engagement of dmPFC. However, recent 
work demonstrated that auditory go/no-go performance in adult mice was sensitive to optogenetic 
inhibition of the dmPFC (M2 area) projections to the dorsal striatum (Liu et al., 2023), suggesting 
that this area does play a verified role in go/no-go tasks in adult mice. 
 
We also took into consideration that there may be a distributed representation of task variables in 
populations of neurons (Chelaru et al., 2021; Chiang et al., 2022; Grant et al., 2021; Lohani et al., 
2019; Maggi et al., 2018; Ottenheimer et al., 2023; Rigotti et al., 2013; Wang et al., 2023) by 
employing a second approach to evaluation of functional neural activity. This method assumes 
task information may not be solely represented by major changes in activity in a few individual 
neurons, but rather by changes both obvious and subtle across the population of neurons. To 
compare how much task information was encoded by the population of neurons recorded in the 
dmPFC of adolescent and adult mice, we implemented a support vector machine decoder, which 
was trained on the entirety of session imaging data and thus may be able to discern differences 
between trials that are not discriminable through our multiple linear regression model. We found 
that our decoder was well able to discriminate between stimulus types, action choice, and trial 
outcome at above chance levels (Fig. 8C). Moreover, at several time points in the [0,2] second 
window after cue onset, task information was more readily decoded from adolescent dmPFC data 
than from adults.  
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While these data fit our prediction that the adolescent brain may be in a sensitive period that 
supports more robust encoding of information, we also considered that this result could come about 
simply due to differences in motor behavior between the two groups (Fig. 9A,B). To avoid this 
confound, we next employed a within-group analysis and trained our decoder to discriminate 
between cues of the same go or no-go category for which running was comparable (Fig. 9C). 
Though decoder performance in this application is less successful than discrimination between go 
and no-go cues, we can still decode no-go cue identity statistically above chance from adolescent 
data at multiple time points in the [0,2] second window after cue onset. Adult data did not support 
decoding above chance, suggesting that the adolescent neural population represented cue inform-
ation with higher fidelity or specificity than the adult dmPFC. 
 
Interestingly, the ability to discriminate between cues of the same type in the adolescent brain was 
observed only between no-go cues, not any of the go cues. Our cues spanned a continuous auditory 
range with go and no-go categories on either side of an inferred boundary. Mice showed no 
differences in lick rates between all go cues but a higher lick rate for no-go cue 5, closest to the 
boundary, than no-go cue 8 (Fig. 5D). Previous work in mice has shown that optogenetic or 
muscimol inactivation of dmPFC enhances false alarm rate in a go/no-go task (Liu et al., 2023; 
Salkoff et al., 2020), and human fMRI studies of go/no-go tasks have demonstrated greater frontal 
cortical activation during no-go trials (Aron, 2007; Chikazoe, 2010; Simmonds et al., 2008). We 
thus speculate that decoding between no-go cues may be attributed to greater dmPFC engagement 
when mice are required to inhibit an action, which also may be modulated by the difficulty of 
inhibition. In particular, it is possible that the difficulty of inhibiting to no-go cues closer to the 
decision boundary may drive differential engagement of frontal areas and thus greater discrimin-
ability between no-go cues. 
 
Evidence for a putative adolescent sensitive period 
 
Our study was motivated by a body of literature showing that at P30, the adolescent dmPFC 
exhibits high spine density and turnover, increasing dopaminergic innervation, and increasing 
inhibitory neurotransmission (Delevich et al., 2021). Based on past studies of the sensory cortices, 
we hypothesized that these dmPFC changes could support a sensitive period in this region. Because 
the dmPFC exhibits mixed selectivity rather than receptive fields, we set out to study population 
encoding of task variables as potential evidence of this sensitive period. We examined L2/3 of the 
dmPFC, a site where we have documented a substantial increase in mIPSCs on PYR neurons 
between P27 to P31, which continues through P36. We posited that this adolescent increase in 
GABA might enable a greater capacity for this region to encode task information in the P30s 
compared to the P60s. We also considered the alternate hypothesis that the adolescent brain is in 
an underdeveloped state that would be less efficient at encoding task information, which might 
manifest in a decreased ability to learn or perform reliably on the task. Finally, we considered a 
null hypothesis that despite different network configurations and levels of plasticity in the dmPFC 
of the two ages, the circuit may still function comparably and/or the behavioral performance may 
be comparable.  
 
Our data support the sensitive period hypothesis and aspects of the null hypothesis. We found that 
at the level of individual cells, adolescents and adults encoded task information comparably, but 
at the population level, the capacity to encode information was greater in adolescents. One might 
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speculate that the greater capacity for encoding task information could possibly have enhanced the 
efficiency of learning in the adolescent mice, but the encoding advantage in adolescents was not 
seen in early learning, only after behavior was expert. Further experiments may be needed to 
sample the period of rapid learning in adolescents to test this relationship.    
 
Manipulations of age and inhibitory mechanisms may also be used in future experiments to test 
the idea of a putative sensitive period in the frontal cortices. As phasic GABAergic inhibition 
increases in dmPFC, we posit it may uniquely poise L2/3 PYR to encode task relevant information 
that can be more quickly integrated to implement meaningful behavior. If, as in sensory cortices 
(Espinosa & Stryker, 2012; Hensch, 2005; Levelt & Hübener, 2012), this sensitivity is time 
restricted to the early adolescent ~P28-35 period after GABAergic inhibition increases, then 
studies that start training adolescent mice later may no longer see efficient learning or stronger 
encoding of task information. This could explain results from one study that reported poor 
performance of adolescents in a delay discounting task, which started training after P35, possibly 
too late to benefit from this putative sensitive period (Pinkston & Lamb, 2011). 
 
The multifaceted roles of the frontal and association cortices are arguably more difficult to quantify 
and more amorphous than the stimulus tuning properties of sensory cortical neurons, so the 
delineations between the onset and offset of a dmPFC sensitive period may be somewhat 
ambiguous. We also do not intend to argue that dmPFC becomes incapable of learning after the 
offset of the sensitive period, but instead that it may operate via different cellular mechanisms, at 
a different rate, and/or through different strategies. We point to evidence from humans demon-
strating that acquisition of a second language comes most readily prior to adulthood (Dekeyser et 
al., 2010; DeKeyser, 2000; Hartshorne et al., 2018; J. S. Johnson & Newport, 1989; Newport, 
1990) – by no means is second-language learning impossible in adulthood, but it is arguably less 
efficient. Further study on the neural representation of higher cognitive skill will help hone 
hypotheses about and methods to measure putative frontal cortical sensitive periods.  
 
It is also worth considering that there may be other factors at play in addition to maturation of 
inhibition. As noted, L2/3 PYR in the adolescent dmPFC exhibit a higher density of dendritic 
spines, as well as a higher rate of spine turnover, both of which are lower in adult mice. Synaptic 
pruning contributes to long term depression (LTD), which in turn is a key element of critical period 
plasticity in both visual and somatosensory cortex critical periods (Allen et al., 2003; Yoon et al., 
2009). It has thus been suggested that a similar mechanism contributes to a critical period for 
frontal cortical function (Selemon, 2013), and theoretical work suggests that a lower density of 
spines may enable adult brains to learn more accurately, but more slowly, than adolescent brains 
(Averbeck, 2022). Similarly, increased innervation of dopaminergic fibers in dmPFC during 
adolescence may be a mechanism facilitating plasticity, and increasing interest is turning to the 
role of dopamine in adolescent development (Larsen & Luna, 2018; K. Z. Peters & Naneix, 2022; 
Reynolds & Flores, 2021). Previous work has shown that the experience of wheel running alone 
is sufficient to increase bouton formation on dopaminergic axons in the dmPFC of adolescent, but 
not adult, mice (Mastwal et al., 2014), and disruption of dopaminergic innervation of dmPFC 
during late juvenility/early adolescence (P22-31) by administration of amphetamines prevents 
successful learning of a similar go/no-go task in adulthood (Reynolds et al., 2019). Taken with 
evidence that dopaminergic activation of inhibitory interneurons increases in adulthood in rats 
(Tseng & O’Donnell, 2007), there may also be a role for dopamine in shaping the dmPFC sensitive 
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period by facilitating inhibitory maturation in this area or regulating spine pruning. Likely, all three 
of these developmental changes are intertwined to support plasticity, as the interactions between 
dopaminergic modulation, excitatory/inhibitory balance, and synaptic pruning in the cortex are 
increasingly being highlighted (Delevich et al., 2021; Lamanna et al., 2022; Lubec et al., 2021; 
Meunier et al., 2017). 
 
Taken together, we have presented evidence that adolescents learn an auditory go/no-go task faster 
than adults, and that task information is better decoded from neural population activity in L2/3 
dmPFC of the adolescent brain compared to the adult’s. Given these data and substantial back-
ground literature demonstrating GABAergic inhibition mediating the onset of critical period 
plasticity across sensory cortices, combined with documentation of similar changes in inhibitory 
neurotransmission occurring in dmPFC during the early adolescent period in mice (P28-35), we 
propose that this age window is a putative sensitive period for the dmPFC. While further work is 
required to more clearly delineate the bounds of this putative sensitive period, as well as what 
particular behavioral functions are encoded by L2/3 of the dmPFC as opposed to other areas, these 
data show functional evidence that there may be coding advantage in the adolescent brain at a time 
when there is a unique transition in synaptic and circuit organization, thus lending new cellular 
basis for the concept of an adolescent sensitive period.  
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Chapter 3 
 

Shine On, You Crazy Hexagon:  
Optical Fibers Functionalized with Single-Walled Carbon Nanotubes 

 for Flexible Fluorescent Catecholamine Detection 
 

In the previous chapter, I showed that adolescents exhibit an advantage in learning a go/no-go task 
and in encoding of task variables in dmPFC. This advantage may arise from the developing neural 
architecture of the adolescent brain. One changing aspect of the adolescent brain, as previously 
discussed, is the increasing innervation of dopaminergic fibers in dmPFC. Few studies have been 
able to directly examine dopamine release in vivo in adolescent animals, in part due to method-
ological limitations. One of those limitations is that the industry standard for fluorescent imaging 
of neural activity or biomolecules relies on genetically expressed fluorophores, which can take 
weeks to express following viral injection, a time scale that may not be compatible with adolescent 
studies. Moreover, genetic encoding of fluorophores limits their translatability to other model 
organisms or human patients. We thus sought to bridge this gap in available methodologies by 
developing an implantable probe for fluorescent dopamine detection. Here, I present the first steps 
in the development of this probe and examine the utility of its current form factor. 

 
 

Current Techniques for Catecholamine Research and Background on the Utility of Single-
Walled Carbon Nanotubes 
 
The catecholamines dopamine and norepinephrine play a variety of important roles in the central 
and peripheral nervous systems. Dopamine in the central nervous system has been shown to play 
a key role in a variety of basic processes such as movement and reward prediction (Berke, 2018; 
Schultz, 1998; Ungerstedt, 1971), as well as in neurodegenerative diseases such as Parkinson’s 
and Alzheimer’s Diseases (Ehringer & Hornykiewicz, 1960; Goetz, 2011; Martorana & Koch, 
2014; Murray et al., 1995), neuropsychiatric disorders such as schizophrenia and depression 
(Grace, 2016; Matthysse, 1973; Randrup et al., 1975), and, more recently, other behavioral 
conditions like autism spectrum disorder (Pavăl, 2017). In addition, dopamine regulates immune 
and other physiological functions in the peripheral nervous system (Basu & Dasgupta, 2000; Bove 
et al., 2019; Harris & Zhang, 2012; Jose et al., 2003; Mignini et al., 2003; Rubí & Maechler, 2010). 
Dopamine is hydroxylated to norepinephrine (noradrenaline), which is similarly implicated in 
neurological and psychiatric illness (Henjum et al., 2022; Lambert et al., 2000; Rommelfanger & 
Weinshenker, 2007), as well as central and peripheral stress and arousal (Berridge, 2008; Berridge 
et al., 2012; España et al., 2016; Koob, 1999), memory (Ferry & McGaugh, 2000; Grella et al., 
2021; Unsworth & Robison, 2017), and other functions (Tank & Lee Wong, 2015). While new 
technologies in the last few decades of research have honed hypotheses of catecholamine function, 
demonstrating corelease of and cooperative functions between dopamine and norepinephrine in 
health and disease (Del Campo et al., 2011; Devoto et al., 2001; Gaskill & Khoshbouei, 2022; 
Harley, 2004; Lambert et al., 2000; Moreno-Castilla et al., 2017; Ranjbar-Slamloo & Fazlali, 2019; 
Rommelfanger & Weinshenker, 2007; Sánchez-Soto et al., 2016; Xing et al., 2016), our 
understanding is far from complete, and physicians have limited tools to monitor catecholamine 
levels in human patients (Post & Sulzer, 2021). To accelerate this field of study, we need 
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technologies that are versatile enough to examine catecholamine dynamics in both preclinical 
settings in animal models and clinical settings in human patients.   
 
Currently, the use of fluorescent indicators of neural activity and biomolecules is widespread in 
animal models. Genetically encoded calcium indicators (GECIs) enable specific targeting of 
dopaminergic or noradrenergic neurons in animal models, and recently developed genetically 
encoded dopamine indicators (GEDIs), based on modified DA receptors, enable direct optical 
readout of extracellular dopamine (Patriarchi et al., 2018; Sun et al., 2018). While these 
technologies have facilitated innumerable advances in our understanding of dopamine and 
norepinephrine in animal behavior, both GECIs and GEDIs are by nature subject to photo-
bleaching, degradation, and optical interference. Similarly, though genetic encoding of fluoro-
phores is an industry standard, this method commonly requires viral delivery and a wait time of at 
least two weeks for fluorescent protein expression, which incurs additional surgeries and stress on 
experimental animals and can hinder the progress of time-sensitive studies. Moreover, because 
GEDIs are modified dopamine receptors, they do not reliably signal dopamine concurrently with 
pharmacological agents that act on dopamine receptors. Finally, this strategy is inapplicable to 
genetically intractable systems and irreversible, making it unfit for human studies. 
 
A number of methods currently exist to measure catecholamine levels in human subjects, but each 
have caveats. Magnetic resonance imaging (MRI) can detect tissue iron, a proxy measurement of 
dopamine receptor density used to infer the development of catecholamine-releasing terminals, but 
cannot report real-time release dynamics or short-term plasticity (Larsen & Luna, 2015; Price et 
al., 2021; Reneman et al., 2021). Positron emission tomography (PET) imaging can quantify 
catecholamine transmission but requires injection of a radioactive receptor-binding ligand into a 
patient’s vein, and the detected ligand signal cannot be separated from its metabolite (Post & 
Sulzer, 2021). Probe implantation for microdialysis (Arbuthnott et al., 1990; Kilpatrick et al., 
2010), or fast-scan cyclic voltammetry (FSCV) (Bang et al., 2020; Kishida et al., 2016) permits 
direct analysis of catecholamine release, but it is highly invasive, and FSCV, while more precise, 
has not yet been implemented for regular clinical use due to safety and standardization concerns 
(Jaquins-Gerstl & Michael, 2015; Lucio Boschen et al., 2021; Siegenthaler et al., 2020).  
 
A less invasive strategy is to monitor catecholamine levels in bodily fluids, such as patient 
cerebrospinal fluid, blood serum, saliva, or urine samples. Altered catecholamine levels in 
biofluids can be an early marker of disease, including neuroblastoma (Grouzmann & Lamine, 
2013; Matser et al., 2023; Verly et al., 2019), Parkinson’s Disease (Goldstein et al., 2012; Kang et 
al., 2014; Paslawski et al., 2023; Vermeiren et al., 2020), Alzheimer’s Disease (Elrod et al., 1997; 
Henjum et al., 2022; Liu et al., 2011), and psychosis (Elrod et al., 1997; Henjum et al., 2022; Liu 
et al., 2011). Conventionally, catecholamines are quantified using high-performance liquid 
chromatography with tandem mass spectrometry or electrochemical detection (Hubbard et al., 
2010; Scheinin et al., 1984). In such assays, aliquots of sample are added to reagents, then run 
through a multi-step process, which is irreversible, expensive, and time-consuming. In 
combination with concurrent laboratory tests, dozens of milliliters of fluid may need to be collected 
from venous or lumbar puncture, which can contribute to patient suffering. Thus, a growing body 
of research has explored fluorescent detection of catecholamines in biofluids (Ray & Steckl, 2019; 
Santonocito et al., 2022; Wang et al., 2019). 
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In recent years, non-genetically encoded fluorescent molecules have emerged as viable tools for 
bioimaging both ex vivo and in vivo, most notably nanomaterials. In particular, single-walled 
carbon nanotubes (SWNTs) have demonstrated remarkable flexibility as biocompatible 
biosensors, capable of detecting DNA polymorphisms, ATP, nitric oxide, proteins, and other 
biomarkers (Hendler-Neumark & Bisker, 2019; Jain et al., 2015; Kruss et al., 2013). These sensors 
rely on the intrinsic near-infrared (nIR) fluorescence of SWNTs, which can be modulated by 
adsorbed polymers to emit only in the presence of select analytes. Functionalized SWNTs emit at 
1000-1300nm, well within the nIR-II “second window” of optimal biological imaging, in which 
tissue absorbance and scattering of photons is minimal (Smith et al., 2009). Functionalized SWNTs 
employed in drug delivery investigations have demonstrated low toxicity in vivo (Li et al., 2017). 
Examination of blood serum biomarkers after intravenous injection of DNA-functionalized 
SWNTs suggests long-term (~5 months) biocompatibility in rodent models (Galassi et al., 2020), 
and SWNT-based chemical sensors have previously been used in a tissue-implant form factor to 
reliably measure nitric oxide in mice for over 400 days (Iverson et al., 2013). These features 
position SWNT-based biosensors as a promising candidate for long-term biological ex vivo and in 
vivo imaging, where their synthetic nature facilitates easy adoption for use across animal species. 
 
Here, we leverage the functional properties of SWNTs to develop optical fibers surface-
functionalized with near-infrared catecholamine nanosensors (nIRCats) to enable rapid detection 
of catecholamines in small volumes of biofluids without contamination of samples. nIRCats are 
SWNTs functionalized with (GT)6 single-stranded DNA that emit up to a 24-fold and 35-fold 
increase in fluorescence (DF/F0) in response to dopamine and norepinephrine, respectively, in 
vitro, with ~3-fold higher affinity for dopamine (Beyene et al., 2019). To date, we have validated 
the use of nIRCats in solution for measuring evoked dopamine release in ex vivo striatal brain 
tissue with micron-level spatial resolution and millisecond-level temporal resolution, in the 
presence of pharmacological agents, and in the context of evaluating Huntington’s Disease 
progression (Beyene et al., 2019; Yang et al., 2022). nIRCats have also been used on immobilized 
glass surfaces to measure neuronal dopamine signaling on a sub-cellular scale (Bulumulla et al., 
2022; Elizarova et al., 2022). Immobilizing nIRCats on optical fibers couples our catecholamine-
sensing technology with fiber photometry, a commonly employed method in systems and 
behavioral neuroscience, thus expanding the available imaging toolkit to permit a more adaptable 
experimental paradigm for a wider variety of applications. Using these functionalized fibers, we 
demonstrate a fluorescent response to 10 nM dopamine in as little as 10 µL biofluid in vitro and 
record endogenous dopamine transients evoked by electrical stimulation in ex vivo mouse brain 
tissue. We show that these fibers are shelf-stable for 24 weeks post-synthesis, reusable, non-
biofouling in human plasma, and do not exhibit nanosensor desorption from the fiber. Together, 
these results suggest translatable potential to clinical applications for real-time readout of 
catecholamine release in biological environments. Here, we detail the development of a robust 
protocol for preparation of nIRCat-functionalized optical (nIRF) fibers and discuss their potential 
experimental utility.  
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Materials & Methods 
 
Fiber preparation (standard):  
 
Aminosilanes are a class of compounds commonly used as coupling agents for silica-based 
materials such as glass. In solution, the amine groups interact with negatively charged molecules, 
such as DNA. We leveraged this interaction to develop an aminosilane-based protocol, loosely 
based on previous demonstrations of silica silanization (Zhu, Lerum, & Chen, 2012), to immobilize 
nIRCats on glass optical fibers for photometric measurement of dopamine. We used a 400µm-
diameter core multimode silica optical fiber (Thorlabs FP400URT, 0.5 NA) glued with epoxy into 
a 1.25mm diameter iron ferrule (Thorlabs SFLC440). The exposed length of fiber was trimmed to 
4.5mm, the approximate depth of the rodent nucleus accumbens from the brain surface. Fibers 
were first cleaned by immersion for at least five minutes each in acetone, isopropyl alcohol, and 
molecular grade water, in that order.  
 
Hydroxylation of silica surface: This procedure was incorporated only for data represented in 
Figure 13. Fibers were soaked in potassium permanganate solution for 30 minutes, washed 
repeatedly with water, soaked in a solution of potassium hydroxide in ethanol for 30 minutes, again 
washed with water, then placed in a glass vial which had been pre-treated with piranha solution 
(1:1 (v/v) concentrated sulfuric acid and 30% hydrogen peroxide). 300 µL fresh piranha solution 
was added to the vial and fibers were incubated for 30 minutes. Fibers were then washed with 
water to remove ionic debris, ethanol to remove water and less polar contaminants, and toluene to 
remove ethanol. 
 
Silanization: Prepared fibers were placed in an oven-dried 3-necked round-bottom flask containing 
19ml anhydrous toluene. The flask was connected to a condenser and continuously flushed with 
nitrogen gas. Exposed flask necks were secured with septa, and 1ml (3-Aminopropyl)triethoxy-
silane (APTES, 99%, Sigma-Aldrich) was injected through one neck to create a 5% APTES 
solution in toluene. To increase APTES-silica hydrolyses and minimize APTES polymerization, 
we aimed to attenuate atmospheric humidity. The flask was then lowered into an 80°C heated oil 
bath and the condenser was flushed with cold tap water to reduce evaporate throughout the one-
hour silanization reaction.  
 
Functionalization with nIRCats: Post-silanization, tips were immersed for at least five minutes 
each in toluene, ethanol, and molecular grade water, in that order, to displace any residual weakly 
bonded silanes. Fibers were then dried overnight in a 110°C oven to promote formation of siloxane 
bonds. Afterwards, fibers were incubated in 50-200 mg/L nIRCats solution (manufactured in-
house as in Beyene et al., 2019) for 30-60 minutes. Fibers were passively incubated or incubated 
with bath sonication for 30 minutes followed by a rest of at least 30 minutes. Immediately after 
nIRCats incubation, fibers were transferred to 1x phosphate buffered saline (PBS, Gibco) for at 
least ten minutes before spectra were assessed. Functionalized fibers can be stored long-term in 
clean plastic or glassware. 
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Laser/spectrometer data collection:   
 
A 721-nm laser (Opto Engine LLC) was fiber-coupled to an inverted Zeiss microscope (Axio 
Observer D1). A 60 cm-long sheathed fiber with a plastic ferrule at one end was coupled directly 
to the light source in place of an objective and provided a conduit for excitation light. Each 
individual nIRF fiber was then plugged into the plastic ferrule at the end of the conduit fiber; laser 
power exiting the fiber was measured to be 4-8 mW. Each nIRF fiber was suspended in 40 ml 1x 
PBS. Fluorescence spectra were collected from 850-1300 nm by a Princeton Instruments spectro-
graph (SCT 320) and a liquid nitrogen–cooled Princeton Instruments InGaAs linear array detector 
(PyLoN-IR). Each fiber was equilibrated to the solution and laser light for ten minutes in 1x PBS 
with the microscope shutter open before baseline spectrum collection. Thereafter, a 1 mM DA 
solution was added directly into the PBS in increments of 0.4 µl, 4 µl, 40 µl, and 400 µl to produce 
10 nM, 100 nM, 1 µM, and 10 µM DA solutions, respectively, unless otherwise noted. Spectra 
were collected one minute after each subsequent addition of DA. When assessing spectra in small 
volumes, fibers were suspended in individual 10 µl aliquots of 10 nM, 100 nM, and 1 µM DA. 
Fibers were equilibrated for 10 minutes in each solution before data was acquired.  
 
Solutions: 
 
Artificial cerebrospinal fluid (aCSF): aCSF was prepared in-house, consisting of sodium chloride 
(6.90 g/L), potassium chloride (0.26 g/L), hydrated magnesium chloride (0.264 g/L), sodium 
phosphate (0.12 g/L), sodium bicarbonate (2.20 g/L), D-glucose (1.98 g/L), and hydrated calcium 
chloride (0.37 g/L) in one liter of MilliQ water. 
 
Brain homogenate: the brain of one adult male mouse was extracted in accordance with laboratory 
animal care guidelines. 5 mL 1x PBS was immediately added to the brain and homogenate was 
generated by probe-tip sonication for 30 minutes. 
 
Blood plasma: frozen 1 mL aliquots of human blood plasma (pooled, Lee Biosciences) were 
thawed and diluted with 1x PBS. 
 
Dual-nIR fiber photometry rig and electrical stimulation:  
 
We designed and constructed a mobile dual-nIR fiber photometry rig for use with nIRF fibers in 
ex vivo and in vivo applications. A 635 nm excitation laser (35-50 mW at end of conduit fiber) was 
fiber coupled, collimated, and deflected into a patch fiber by a 900nm long-pass dichroic mirror. 
The patch fiber allows for individual nIRF fibers to be implanted in tissue and connected when 
needed via a plastic sleeve. Emission light from nIRF fibers travels through the same patch fiber 
and passes through the dichroic mirror to an ultrasensitive, thermoregulated nIR camera (Ninox 
640 II, Raptor Photonics). The patch fiber was affixed to the camera lens such that the only light 
entering the lens was from the fiber itself. For each acquisition, Micro-Manager imaging software 
(v. 1.4.23) acquired 600 frames at 8.33 Hz with 0.5 mA electrical stimulation triggered at frame 
200. All nIRF fibers used on this rig are first evaluated for in vitro DA response with the 
spectrometer.  
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Analysis of fluorescence:  
 
For spectroscopic data, we integrated fluorescence values (arbitrary units) from 1050-1300 nm for 
all readings. Each fiber’s fluorescence in 1x PBS served as the baseline against which subsequent 
measurements from that fiber were normalized. For nIR camera images, image acquisition was 
controlled by Micro-Manager software, which summed pixel intensity from a 640 x 512 pixel field 
of view, an area which encapsulated the totality of the 400 µm-diameter nIRF fiber surface. A line 
fit between the average of the first 50 frames and average of the last 50 frames of each acquisition 
was taken as the fluorescence baseline to correct for drift; all fluorescence values are represented 
normalized relative to that baseline. All analysis was performed in MATLAB using custom scripts. 
 
Results 
 
Optical fibers functionalized with catecholamine nanosensors yield robust responses to 
dopamine 
 
We developed a protocol for aminosilane-based immobilization of nIRCats on glass optical fibers, 
loosely based on previous demonstrations of silica silanization (Zhu et al., 2012). 4 mm lengths of 
400 µm diameter multimode silica optical fibers were cleaned, then silanized through a one-hour 
reaction with 5% (3-Aminopropyl)triethoxysilane (APTES) solution in toluene. After overnight 
curing at 110°C, fibers were passively incubated in nIRCat solution to promote an electrostatic 
interaction between the DNA adsorbed on the SWNT backbone and the aminosilane bound to the 
silica of the fiber (Fig. 10A). We first assessed the fluorescent spectra of these nIRCat-
functionalized (nIRF) fibers in a 40 mL solution of 1x phosphate buffered saline (PBS) to 
approximate saline conditions of biological environments. In agreement with the known dopamine 
response of solution-phase nIRCat (Beyene et al., 2018, 2019), we observed a response profile 
with characteristic peaks at 1150 and 1200 nm from all fibers. To assess the functionality of 
immobilized nIRCats, we added aliquots of concentrated dopamine solution directly to the PBS 
solution to produce sequential solutions of 10 nM, 100 nM, and 1 µM dopamine. As with solution-
phase nIRCat, we observed a stepwise increase in fluorescent response above baseline 
fluorescence, DF/F0, to each subsequent addition of dopamine in 16/21 fibers, though the 
individual response magnitude varied between replicates (10 nM dopamine = 0.022 ± 0.056 DF/F0, 
100 nM dopamine = 0.223 ± 0.162 DF/F0, and 1µM dopamine = 0.411 ± 0.230 DF/F0 (means ± 
SD); n = 16; p < 0.001 between 10 nM versus 100 nM dopamine and p = 0.015 between 100 nM 
versus 1µM dopamine, t-test; Fig. 10B,C). The remaining 5 fibers exhibited a decrease in DF/F0 
to 1 µM relative to 100 nM dopamine and/or yielded DF/F0 < 0.1 to 1 µM dopamine and thus were 
deemed non-functional and excluded from further analysis (Fig. 11). Generally, however, our 
protocol successfully produced fibers sufficiently capable of dopamine within a biologically 
relevant dynamic range of 10 nm – 1µM in vitro, which we then sought to validate for 
catecholamine detection from brain tissue. 
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Figure 10: Functionalized fiber manufacture and response to dopamine. A) Schematic of fiber development. B) 
Integrated fluorescence from 1050-1300nm for increasing concentrations of dopamine for individual fibers (gray lines, 
n = 16) and mean (black line; error bars = SD). C) Representative spectra from one fiber (red in panel B) in 1x PBS 
and in increasing concentrations of dopamine in vitro.  
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 11: Dopamine response from all 
prepared fibers. Integrated fluorescence 
from 1050-1300nm for increasing concentra-
tions of dopamine for individual fibers. Gray 
= responsive fibers (in Fig. 10A) vs. red = 
unresponsive fibers excluded from analysis. 
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Fiber functionality is preserved over months-long timescales and compatible with human biofluids  
 
To test the robustness of our fibers over the timescale of a typical behavioral in vivo experiment, 
we examined the responsiveness of a new batch of nIRF fibers (n = 6) after storage in refrigerated 
1x PBS. Specifically, we first sought to assess whether nIRCat nanosensors would desorb from 
our functionalized fibers by storing nIRF fibers in PBS and then using near-infrared spectroscopy 
to detect any nIRCat nanosensors desorbed into the PBS solution. Following 24 days of storage in 
PBS, the absorbance of the storage solution at 632 nm was equivalent to a sample of fresh PBS, 
suggesting minimal desorption of nIRCats from the fiber. We then assessed fiber functionality at 
this 24-day time point and found that fibers still exhibited a robust response to dopamine, 
unchanged from our initial measurements (p = 0.082 between time points, repeated-measures 
ANOVA; Fig. 12A). On the date of manufacture, fibers exhibited an average 0.038 ± 0.051 DF/F0 
response to 10 nM dopamine, 0.332 ± 0.193 DF/F0 response to 100 nM dopamine, and 0.550 ± 
0.332 DF/F0 response to 1 µM dopamine. At 24 days, fibers yielded an average 0.050 ± 0.034 
DF/F0 response to 10 nM dopamine, 0.334 ± 0.156 DF/F0 response to 100 nM dopamine, and 0.790 
± 0.376 DF/F0 response to 1 µM dopamine. Together, these data demonstrate stability of nIRF 
fibers in PBS over the course of weeks. 
 
Another consideration in the development of this tool is potential biofouling from biologically 
relevant molecules that may interfere with the fluorescence of nIRCats (Yang et al., 2020). To 
assess the impact of exposure to biomolecules, we first incubated another batch of nIRF fibers (n 
= 6) in 10x diluted human blood plasma overnight (>16 hrs) and found no effect on dopamine 
response the next day (before incubation: 10 nM dopamine = 0.036 ± 0.050 DF/F0, 100 nM 
dopamine = 0.271 ± 0.202 DF/F0, and 1 µM dopamine = 0.390 ± 0.242 DF/F0;  after incubation: 
10 nM dopamine = 0.033 ± 0.025 DF/F0, 100 nM dopamine = 0.198 ± 0.118 DF/F0, and 1 µM 
dopamine = 0.381 ± 0.189 DF/F0; p = 0.623 between time points, repeated-measures ANOVA; 
Fig. 12B). These data suggest biomolecules present in blood plasma have minimal effect on nIRF 
fiber functionality. Blood plasma, however, contains only a small subset of biomolecules present 
in the living brain. To replicate an environment similar to that relevant to in vivo fiber use, we next 
incubated a new batch of fibers (n = 4) in brain homogenate solution for 48 hours and observed a 
noticeable, but not statistically significant, attenuation of response (before incubation: 10 nM 
dopamine = 0.080 ± 0.099 DF/F0, 100 nM dopamine = 0.308 ± 0.156 DF/F0, and 1 µM dopamine 
= 0.536 ± 0.306 DF/F0;  after incubation: 10 nM dopamine = -0.004 ± 0.053 DF/F0, 100 nM 
dopamine = 0.098 ± 0.050 DF/F0, and 1 µM dopamine = 0.278 ± 0.073 DF/F0; p = 0.222 between 
time points, repeated-measures ANOVA; Fig. 12C). We hypothesize that the observed attenuation 
of our fibers following exposure to brain homogenate could either be due to biofouling comprom-
ising the exciton recombination efficiency of nIRCats or endonucleases compromising the 
integrity of the (GT)6 functionalization on nIRCat surfaces. Regardless, the attenuated response 
was not statistically decreased compared to measurements prior to brain homogenate exposure, 
indicating that nIRF fibers may perform successfully in an in vivo biological environment.  
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Figure 12: Fiber response to dopamine under different conditions shown in average nIRF fluorescent responses 
to increasing concentrations of dopamine (error bars = SD; n = 6). A) Day of synthesis (black) vs. 24-26 days post-
synthesis (red). B) Before plasma incubation (black) vs. after overnight plasma incubation (red). C) Before brain 
homogenate incubation (black) vs. after 48-hour brain homogenate incubation (red). 
 
We next sought to study nIRF fiber extended storage time and use in a broader range of biological 
environments. We prepared a new batch of fibers (n = 4) for storage at room temperature in dry, 
clean centrifuge tubes. This batch responded to dopamine similarly to previous batches on the date 
of manufacture (10 nM dopamine = 0.002 ± 0.020 DF/F0, 100 nM dopamine = 0.414 ± 0.378 
DF/F0, and 1µM dopamine = 0.687 ± 0.355 DF/F0); these fibers were tested again after long-term 
storage in PBS for 24 weeks. Remarkably, despite a nearly 50% reduction in baseline fluorescence, 
24-week-old nIRF fibers could reliably detect dopamine without a statistically significant attenu-
ation in fluorescent response relative to the initial same-day testing date (10 nM dopamine = 0.024 
± 0.053 DF/F0, 100 nM dopamine = 0.266 ± 0.174 DF/F0, and 1 µM dopamine = 0.517 ± 0.235 
DF/F0; p = 0.479 between time points, repeated-measures ANOVA; Fig. 13A,B). These data 
suggest nIRF fibers are shelf-stable, reusable, and generate repeatable results, ideal for experi-
mental or clinical applications or for use in locations without equipment needed to manufacture 
nIRF fibers. 
 
We next explored the utility of nIRF fibers in another potential clinical application: biofluid 
samples commonly used in diagnostic testing. We next tested these same 24-week-old fibers in 
artificial cerebrospinal fluid (aCSF) and 100x diluted human blood plasma. While heretofore, tests 
had been performed in 40 mL solution, we modified our protocol to assess nIRF fiber performance 
in as little as 10 µL volume to account for the reduced clinical availability of patient biofluids. In 
all biofluid solutions, though baseline fluorescence was attenuated compared to the baseline in 1x 
PBS on the manufacturing date, responses to 10 nM dopamine were still comparable to 10 nM 
dopamine in 1x PBS (40 mL 100x diluted blood plasma: 10 nM dopamine = 0.103 ± 0.086 DF/F0, 
100 nM dopamine = 0.307 ± 0.143 DF/F0, and 1 µM dopamine = 0.467 ± 0.152 DF/F0; 40 mL 
aCSF: 10 nM dopamine = 0.063 ± 0.048 DF/F0, 100 nM dopamine = 0.190 ± 0.106 DF/F0, and 1 
µM dopamine = 0.289 ± 0.126 DF/F0; 10 µL aCSF: 10 nM dopamine = 0.114 ± 0.069 DF/F0, 100 
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nM dopamine = 0.118 ± 0.043 DF/F0, and 1 µM dopamine = 0.143 ± 0.035 DF/F0; 40 mL 1x PBS 
listed above; p = 0.872 between 40 mL 1x PBS versus 40 mL blood plasma,  p = 0.344 between 
40 mL 1x PBS versus 40 mL aCSF, p = 0.394 between 40 mL aCSF versus 10 µL aCSF, all 
repeated-measures ANOVA; Fig. 13A,B, Table 3). These data not only demonstrate the potential 
clinical utility of nIRF fibers in a variety of biological fluids, but also confirm that baseline 
fluorescence variations do not impact dopamine detection functionality.  
 

 
Figure 13: Fiber response to dopamine in biological fluids. A) Average nIRF fiber response in biologically relevant 
solutions (n = 4; error bars = SD) B) Baseline fluorescence after 24 weeks in tested solutions relative to baseline 
fluorescence in 1x PBS on manufacturing date (colored triangles = individual fibers, black bar = mean) C) Single fiber 
response profile in clinically relevant solution volumes. 
 
As proof of principle that smaller solution volumes of undiluted blood plasma can be used, we 
assessed the response of one 24-week-old nIRF fiber in 10 µl aliquots of 10 nM, 100 nM, and 1 
µM dopamine. At 24 weeks post-synthesis, in a 10 µL volume, this particular fiber yielded 0.059 
DF/F0, 0.079 DF/F0, and 1.127 DF/F0 to 10 nM, 100 nM, and 1 µM dopamine in aCSF, 
respectively. Surprisingly, we observed an even larger response to dopamine at nanomolar 
concentrations when this fiber was used to detect dopamine in undiluted human blood plasma, 
exhibiting 0.182 DF/F0, 0.221 DF/F0, and 0.856 DF/F0 to 10 nM, 100 nM, and 1µM dopamine, 
respectively (Fig. 13C). While dopamine is normally present in human blood plasma at sub-
nanomolar concentrations, its concentration in cerebrospinal fluid is within the nanomolar 
range(Gardner & Shoback, 2011; Henjum et al., 2022; Scheinin et al., 1984); moreover, elevated 
plasma and CSF dopamine levels in the 10 nM range are associated with certain pathologies, 
including coronary artery disease (Abe et al., 2007) and psychosis (Orhan et al., 2023; Takase et 
al., 2020). Thus, nIRF fibers’ dynamic range may span that of at-risk patient samples. Taken 
together, these data show that nIRF fibers can detect dopamine in small volumes of human 
biofluids, supporting the clinical utility of nIRF fibers in indicating potential risk factors for 
complex human disease. 
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Table 3. Summarized fiber responses to dopamine (DF/F, mean ± SD) 
Solvent 40mL 

1x PBS 
40mL 
1x PBS 

40mL 
1x PBS  

40mL 
1x PBS 

40mL 
1x PBS 

40mL 
diluted 
blood 
plasma 

40mL 
aCSF 

10µL 
aCSF 

10µL 
undiluted 
blood 
plasma 

Time of 
measure-
ment 

Mfg. 
date 

Post  
incuba-
tion in 
blood 
plasma 

Post  
incuba-
tion in 
brain 
homog. 

After 24 
days 
stored 
in 1x 
PBS 

After 24 
weeks 
stored 
in air 

After 24 
weeks 
stored 
in air 

After 24 
weeks 
stored 
in air 

After 24 
weeks 
stored 
in air 

After 24 
weeks 
stored in 
air 

n 16 6 4 6 4 4 4 4 1 
10nM 
dopamine 

0.022 ± 
0.056   

0.033 ± 
0.025  

-0.004 ± 
0.053  

0.050 ± 
0.034  

0.024 ± 
0.053  

0.103 ± 
0.086  

0.063 ± 
0.048  

0.114 ± 
0.069  

0.182 

100nM 
dopamine 

0.223 ± 
0.162 

0.198 ± 
0.118 

0.098 ± 
0.050 

0.334 ± 
0.156 

0.266 ± 
0.174 

0.307 ± 
0.143 

0.190 ± 
0.106 

0.118 ± 
0.043 

0.221 

1µM 
dopamine 

0.411 ± 
0.230 

0.381 ± 
0.189 

0.278 ± 
0.073 

0.790 ± 
0.376 

0.517 ± 
0.235 

0.467 ± 
0.152 

0.289 ± 
0.126 

0.143 ± 
0.035 

0.856 

 
Fibers detect electrically evoked endogenous dopamine from living brain tissue 
 
This promising in vitro work encouraged us to next test our fibers in ex vivo brain tissue. We 
targeted detection of evoked dopamine release from the dorsal striatum, an area of the brain 
densely innervated by dopaminergic fibers, as in Beyene et al., 2019. While endogenous dopamine 
release in the dorsal striatum in response to reward in the intact brain ranges from about 1-20 nM 
(Natori et al., 2009), electrically evoked dopamine in the same region can extend into the 
micromolar range (Taylor et al., 2015), well within the detection range of nIRF fibers. We prepared 
300 µm-thick slices of mouse striatum in a bath continual perfused with artificial cerebrospinal 
fluid, as in previous work with solution-phase nIRCats (Beyene et al., 2019; Yang et al., 2022). 
Solution-phase nIRCats applied directly to the surface of the slice yielded a rapid (milliseconds) 
increase in fluorescence upon electrical stimulation of the dorsal striatum, with a slower (seconds) 
decay correlated with the intensity of stimulation. Given that our fibers present a novel form factor 
that would require dopamine to diffuse from the tissue surface and through a flowing bath to 
interact with nIRCats immobilized on the fiber surface, we anticipated the kinetics of our experi-
ment to be slower than that of solution-phase nIRCats on tissue. To measure fluorescence on a 
compact, mobile system, we constructed a custom dual-nIR fiber photometry rig with a 635nm 
excitation laser, ultrasensitive thermoregulated nIR camera (Ninox 640, Raptor Photonics) to 
detect emission light, and flexible patch cord (Fig. 14A). We implanted a platinum iridium 
stimulating electrode and a nIRF fiber in the same slice, and then affixed the patch cord to the fiber 
via plastic sleeve. We recorded a small but consistent increase in fluorescence corresponding to 
stimulation over four consecutive trials (mean peak DF/F0 = 0.005), indicating nIRF fibers, when 
coupled with a sufficiently sensitive photodetector, can record endogenous dopamine release from 
ex vivo brain tissue (Fig. 14B). As expected, both the rise and decay signal kinetics were slower 
(on the order of seconds) than similar experiments with solution-phase nIRCat, likely due to the 
diffusion of dopamine molecules through the bath prior to reaching the nIRF fiber; we anticipate 
faster kinetics from a fiber implanted in an intact brain. This experiment further serves as a proof 
of principle that, despite attenuation of signal after exposure to brain tissue, dopamine detection 
within a biological environment is feasible with nIRF fibers, and our mobile fiber photometry 
system enables easy access and flexibility from this technology. 
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Figure 14: Ex vivo fiber response to dopamine. A) Schematic of 12” x 18” breadboard-based fiber photometry rig 
compatible with other recording platforms. B) Baseline-corrected fluorescent response to electrically evoked DA 
release in excised brain tissue. Gray traces correspond to individual trials (n = 4, one fiber); black = average; red 
triangle indicates time of stimulation. 
 
 
Discussion 
 
In summary, we developed a catecholamine-sensitive, near-infrared nanosensor-functionalized 
optical (nIRF) fibers and a compatible dual-nIR mobile fiber photometry imaging platform to 
readily detect extracellular dopamine in vitro and ex vivo. We have demonstrated that this tool can 
be successfully used to detect signals up to 24 weeks post-production and is robust to biofouling 
anticipated with chronic implantation in biological tissue. This tool introduces the possibility of 
real-time extracellular catecholamine imaging, potentially permitting a broader range of time-
sensitive studies across multiple species with fewer invasive procedures. Our method offers the 
additional benefit of compatibility with pharmacological agents that target catecholamine 
receptors, commonly used research and disease treatment molecular tools that are incompatible 
for use with optical tools built from catecholamine receptors (e.g., GEDIs) (Dong et al., 2022; 
Labouesse et al., 2020). 
 
In their current form, nIRF fibers can be used as turnkey, shelf-stable, reversible, reusable probes 
for detection of dopamine at nanomolar levels in solution. We thus foresee a unique advantage of 
this tool in the realm of clinical evaluations of catecholamine levels in biofluids such as blood, 
cerebrospinal fluid, and urine. While blood plasma contains dopamine at sub-nanomolar concen-
trations (Gardner & Shoback, 2011), norepinephrine is present at 1.5-1.8 nM (Goldstein & 
Holmes, 2008). CSF contains dopamine at 1.3-21.7 nM (Henjum et al., 2022; Scheinin et al., 1984) 
and norephinephrine at up to 25 nM (Goldstein et al., 2012; Henjum et al., 2022), and urine 
contains dopamine at 65-400 µg/24h (Pagana et al., 2015) and norepinephrine at 15-80 µg/24h 
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(Hollstein et al., 2020). These concentrations, particularly in CSF and urine, are within the dynamic 
range detectable by nIRF fibers. There is a growing interest in improved biosensors for clinical 
catecholamine detection from lower-volume samples (Nawrot et al., 2018; Ravariu, 2023; Senel 
et al., 2020; Shi et al., 2019; K. Zhang et al., 2018), and we have demonstrated that nIRF fibers 
can detect dopamine in as little as 10 µL of sample. Moreover, because our sensor platform does 
not require the addition of subsequent reagents, nIRF fibers permit reversible catecholamine 
detection in patient samples, which can then be reused for subsequent assays, reducing the overall 
volume of sample needed in diagnostic testing. Taken together, these attributes elevate nIRF fibers 
as a promising first-pass diagnostic tool capable of flagging samples that might require further, 
more expensive assessment, thus reducing the overall volume of sample needed and saving time 
and costs. Lastly, the shelf-stability of our fibers makes them attractive for use in settings where 
their on-site preparation or storage may be impractical or impossible.  
 
One limitation of this tool is the apparent reduction in fluorescence observed after long-term 
exposure to brain homogenate. Mitigating the effect of biofouling molecules found in an intact 
brain may require additional investigations of protein corona formation around the SWNT surface, 
or mitigation of nuclease activity on the nanosensor itself. Our group and others have shown that 
passivation of SWNTs with polyethylene glycol mitigates SWNT-induced platelet aggregation 
(Sokolov et al., 2011), permits transmission through the circulatory system in vivo (Iverson et al., 
2013), improves targeted drug delivery success (Al Faraj et al., 2016), minimizes cytotoxicity and 
nonspecific cellular interactions (Gao et al., 2017), and reduces expression of inflammatory 
cytokines, attenuates microglial activation, and further enhances dopamine imaging (Yang et al., 
2020). Recent research in our lab has also shown that these beneficial effects are further amplified 
by passivation with a zwitterion, polysulfobetaine methacrylate. An alternative approach to nIRF 
fiber synthesis could first encapsulate nIRCats in a hydrogel, which has demonstrated excellent 
biocompatibility and light-guiding properties (Choi et al., 2013). This strategy has successfully 
enabled SWNT-based sensors for detection of steroid hormones (Lee et al., 2020), essential 
vitamins (Bakh et al., 2021), and chemotherapeutic drugs (Son et al., 2023) in vivo. Moreover, this 
strategy has recently proved applicable to large mammal models for multi-week sensing without 
adverse health effects (Hofferber et al., 2022), suggesting tractability across species. Passivation 
and/or hydrogel encapsulation of nIRCats on the optical fiber surface may require immobilization 
techniques other than the silanization approach taken here, but further investigation combining 
these strategies may present a viable route by which to successfully utilize nIRCats in living brain 
tissue.  
 
Similarly, it is critical to note that the long-term effects of SWNT exposure are not fully known 
(Ema et al., 2016; Francis & Devasena, 2018; Mohanta et al., 2019; Ong et al., 2016). While our 
work has shown no measurable SWNT desorption from functionalized nIRF fibers, solution-phase 
SWNT can induce adverse biological effects at certain concentrations and exposure durations. For 
instance, there is some evidence that chemically functionalized multi-walled carbon nanotubes 
induce a transient immune response in the brain and that SWNTs alter microglial morphology in 
cell culture (Bardi et al., 2013; Rasras et al., 2019; D. Yang et al., 2020), but it remains unclear 
how SWNTs affect the brain in vivo. As such, future research should take care to more closely 
investigate the potential toxicity of single-walled carbon nanotubes in brain tissue, and whether 
their immobilized form function mitigates these toxicities. Given the lack of evidence of SWNT 
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desorption from the fiber, we anticipate this concern may be mitigated by combination with a 
functionalized fiber. 
 
To our knowledge, there exist few methods by which to safely and continuously measure catechol-
amines in the human brain or biofluids without the limitations of microdialysis, FCSV and GEDIs 
indicated above. The nIRF fiber may be able to mitigate risk of use by reducing size, removing 
need for electrical stimulation, and reducing need for use of viral transfection or other irreversible 
treatment (Fig. 15). The small size of the optical fiber may permit relatively easy implantation in 
live brains, and compatibility with pharmacology means these fibers could be used alongside 
ongoing clinical trials of new drugs that target dopamine pathways to measure changes in 
dopamine release without signal interference from the drug’s mechanism of action. Furthermore, 
growing interest in translational fluorescent sensors indicates a future rise in infrastructural support 
for this technology (Seah et al., 2023). Overall, we foresee this tool as a starting point from which 
to expand resources available for quickly assessing biofluid catecholamine levels, chronic 
catecholamine monitoring in genetically intractable or time-sensitive model systems, or and study 
of the effects of catecholamine pharmacology. These data represent the first step in development 
of an optical probe for catecholamine detection that may provide a real-time readout of 
catecholamine release during human surgery or the ability to chronically monitor catecholamine 
levels in a patient over time, leading to a deeper understanding of the catecholamine dynamics 
behind the progression and treatment of debilitating human illnesses. 
 

 
 
Figure 15: Potential applications of the functionalized fiber. We envision this tool providing utility for (clockwise 
from top left) behavioral neuroscience experiments in animal models, chronic implantation for monitoring patient 
catecholamine release with concurrent deep-brain stimulation, acute implantation for monitoring patient catechol-
amine release during brain surgery, and preliminary analysis of catecholamine levels in clinical samples of biofluids. 
Figure made in BioRender. 
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Chapter 4 
 

Teenage Dream: 
Conclusions and Future Directions 

 
 
My dissertation research aimed to test the hypothesis that adolescence may be a putative sensitive 
period for the development of the frontal cortex, with a specific focus on L2/3 of dmPFC. In 
Chapter 1, I laid out the state of the field, describing what is known about neurophysiological 
remodeling of the frontal cortex in both humans and rodents over the course of adolescence, and I 
discussed how these changes are mirrored in behavioral strengths and weaknesses. In Chapter 2, I 
showed that, though performance of expert-level mice was ultimately comparable, adolescent mice 
learned this task more quickly than adults. Additionally, while a similar fraction of dmPFC 
pyramidal neurons encoded task variables between adolescents and adults, more detailed task 
information was decodable from adolescent neural activity compared to adult activity. Finally, in 
Chapter 3, I assessed available technologies for studying catecholamine release in biological 
environments, and I introduced a novel probe for dopamine detection. Overall, this work 
contributes to a greater understanding of adolescent behavior and frontal cortical development. 
 
 
A putative sensitive period in adolescence 
 
Most striking from this work is the time course of our experimental findings as it aligns with other 
changing factors in adolescent dmPFC. While adult mice met criterion performance on our task 
anywhere from session 3 to session 14 (median = 11.5), adolescent performance clustered between 
sessions 5-7 in terms of meeting criterion (median = 6) (Chapter 2, Fig. 5C). Comparing the first 
7 sessions of adolescents and adults also reveals a faster rate of improvement in adolescent 
performance than adults. These first 7 sessions correspond to adolescent ages P30-36, a time period 
of well-documented remodeling in dmPFC. For instance, spine density and turnover decrease 
beginning in P30s in both L2/3 and L5 of dmPFC, with the highest spine density overlapping with 
our period of study, from P28-35 (Boivin et al., 2018; Delevich et al., 2020; Drzewiecki et al., 
2016; Johnson et al., 2016; Koss et al., 2014; Pöpplau et al., 2023; Zhang et al., 2021; Zuo et al., 
2005). Together with peak dendritic complexity at P33-35 (Koss et al., 2014; Pöpplau et al., 2023), 
these data suggest that this early P30s period experiences an elevated level of cortical plasticity. 
Moreover, GABAergic synaptic inhibition of L2/3 PYR ramps up substantially in this area 
between P27-28 and P31-33 and reaches adult levels at P36-38 (Piekarski, Boivin, et al., 2017). 
This is reflected in increased gamma frequency oscillations in the P28-35 age window (Pöpplau et 
al., 2023), which have been shown to be generated by PV+ inhibitory interneurons (Bartos et al., 
2007; Sohal et al., 2009). We can see further evidence of this rise in inhibition via our calcium 
imaging neural data presented here, which shows a decrease in activity plateauing around P36 
(Chapter 2, Fig. 6A). Together, these factors may be responsible for the more robust decoding of 
task information we observed in the adolescent, compared to the adult, dmPFC (Chapter 2, Fig. 
8C, 9C). The coincidence of peak spine density, peak dendritic complexity, increasing inhibition, 
and rapid improvement in the go/no-go task, all between the P28-36 window, strengthen evidence 
in support of a putative sensitive period for frontal cortical development in adolescence. 
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This argument is built from the groundwork of previous studies demonstrating the role of 
GABAergic inhibition in the onset of critical periods in sensory cortices. Similarly, in dmPFC, a 
substantial body of literature details the increase of phasic GABAergic inhibition onto L2/3 and 
L5 IT-type PYR over the course of adolescence, particularly in early P30s (Delevich et al., 2015, 
2019; Piekarski, Boivin, et al., 2017; Vandenberg et al., 2015). As previously discussed (see 
Chapter 2), the similar processes of inhibitory maturation between the frontal and sensory cortices 
are a strong motivation for our hypothesis that adolescence is a putative sensitive period. As 
inhibition is just one of several developing anatomical and physiological factors in the adolescent 
brain, it is worth noting that other mechanisms may also contribute to the strengthening of our 
hypothesis. 

 
 

Additional factors underlying dmPFC plasticity & areas of future research 
 
In addition to increasing phasic inhibitory neurotransmission, I also outlined two other major 
changes in the adolescent brain in Chapter 1: spine pruning and maturation of the mesocortical 
dopamine pathway. It is possible that these mechanisms, in addition to inhibitory transmission, 
position the adolescent brain for a sensitive period in dmPFC. Here I unpack the evidence 
supporting these changes and elaborate on directions of future research that could contribute to our 
understanding of this putative sensitive period. 
 
Spine pruning and stabilization 
 
The elevated spine density and dendritic arborization of the P30-35 brain is accompanied by 
plasticity in long-range connectivity, as evidenced by increased frontal cortex bouton formation in 
adolescence (Johnson et al., 2016; Mastwal et al., 2014). Together, an increased density of synaptic 
boutons and dendritic spines may facilitate encoding of information relayed from other brain 
regions. Importantly, microglia-mediated spine pruning occurs after P35 (Mallya et al., 2019; 
Pöpplau et al., 2023). Ablation of microglia by colony-stimulating factor 1 receptor inhibitor, 
PLX3397, from P28-37 caused a lasting increase in gamma power, increase in firing rate of 
putative L2/3 PYRs, and increase in L2/3 basal spine density in P56-60 mice, thus perpetuating 
early-adolescent-like dmPFC dynamics into adulthood (Pöpplau et al., 2023). These P56-60 mice 
also suffered behavioral disadvantages. In a four-choice set-shifting task, mice treated with 
PLX3397 required more trials to correctly associate one odor out of four with a reward, compared 
to untreated mice of the same age. When the odor-reward association was switched to a new odor, 
PLX3397-treated mice again required more trials and made more errors overall, indicating that 
ablation of microglia and consequent reduction of spine pruning induced behavioral impairments 
(Pöpplau et al., 2023). Moreover, disruption of spine pruning is a phenotype of certain cognitive 
conditions associated with impaired learning, such as attention deficit hyperactivity disorder 
(ADHD) and autism spectrum condition (Forrest et al., 2018; Kim et al., 2017; Silva, 2018; Tang 
et al., 2014), lending credence to the idea that spine pruning modulates adolescent development. 
 
Our sensitive period hypothesis posits that the adolescent dmPFC is uniquely endowed with 
plasticity to facilitate learning; some of this plasticity may arise from spine pruning. In contrast to 
the adolescent brain, the adult brain does not exhibit the same level of plasticity in terms of bouton 
or spine formation. Computational modeling has suggested that a higher spine density may enable 
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faster learning (Averbeck, 2022). Our results showing an adolescent advantage in behavior on the 
go/no-go task, as well as a higher decodability of task information from adolescent neural 
population activity, may thus be facilitated by the higher density of spines P30-35. In theory, a 
greater spine density could enable a greater proportion of transient synapse formation during task 
learning. Some of these synapses may communicate more relevant information than others. The 
rapid turnover of spines and their associated synapses thus enables a higher sampling rate of 
environmental information, paring down less critical synapses and retaining those more 
advantageous to the task at hand. In contrast, the adult brain may not be as equipped to readily 
update synapses based on environmental feedback (Fig. 16). Thus, spine density and turnover may 
facilitate informational encoding during a sensitive period.  
 
This reasoning is supported by studies of psychedelic drugs, which have been posited to “re-open” 
critical periods for social and emotional learning (Calder & Hasler, 2023; Lepow et al., 2021; 
Lukasiewicz et al., 2021). In mice, social reward learning can be measured through a social reward 
conditioned place preference paradigm. In this paradigm, mice received 24 hours of social 
exposure with cage mates on one type of bedding, followed by 24 hours of isolation on another 
type of bedding. They are then placed into a two-chamber arena with one type of bedding in each 
chamber. The ratio of time spent in the chamber with socially-conditioned bedding to the time 
spent in the chamber with isolation-conditioned bedding determines social reward learning. 
Younger mice exhibit a greater preference for the chamber with socially-conditioned bedding, with 
a preference peak at P42 that declines to a level of zero preference at age P98 (Nardou et al., 2019). 
However, P98 mice treated with any one of four psychedelic drugs—lysergic acid diethylamide 
(LSD), (+/−)-3,4-methylendioxymethamphetamine (MDMA), ketamine, or ibogaine—exhibit 
levels of preference comparable to that of P42 mice (Nardou et al., 2019, 2023). This effect was 
found to be mediated by oxytocin in the nucleus accumbens, where medium spiny neurons 
exhibited oxytocin receptor-dependent long-term depression at P40, and in animals pretreated with 
psychedelics, but not saline, at P98 (Nardou et al., 2019; 2023). This cellular-level psychedelic-
induced plasticity appears to translate to mPFC as well, where, in recent years, N,N-dimethyltrypt-
amine (DMT), 2,5-dimethoxy-4-iodoamphetamine (DOI), LSD, MDMA, ketamine, and psilo-
cybin have all been shown to induce plasticity on L5 PYR by increasing dendritic arborization, 
spine growth, synapse formation, and EPSC frequency in rodents (Ly et al., 2018; Moda-Sava et 
al., 2019; Shao et al., 2021). It remains unclear, however, exactly how this type of plasticity relates 
to social reward learning, or to what extent psychedelic-induced plasticity may assist in other forms 
of learning. Thus, to better elucidate the role of dendritic spines in opening (or re-opening) critical 
periods, future work could examine the use of psychedelics in other animal behavioral paradigms, 
explore the impact of psychedelic-induced plasticity on different brain regions, or manipulate spine 
pruning during adolescence in targeted regions of the brain through optogenetic, chemogenetic, or 
pharmacological means. 
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Fig. 16: Schematic of task information representation through synapses on dendritic spines. At P29, L2/3 PYR 
exhibit many unstable synapses. Through the P30s, new synapses develop, some of which contain task-relevant 
information. The onset of pruning enables a greater potential for these synapses to become stable. By adulthood 
(~P45), synapses are stabilized, and there is less potential for new synapses to develop. 
 
Dopamine innervation of deep cortical layers 
 
While our work focused on L2/3 of dmPFC, a parallel body of literature has also examined deep 
cortical layers, particularly L5. Deep layers have particular relevance when considering changes 
in dopaminergic neuromodulation over adolescence, as dopaminergic fibers more densely 
innervate L5 than L2/3 (Kalsbeek et al., 1988; Manitt et al., 2011; Naneix et al., 2012; Willing et 
al., 2017). Dopaminergic axon growth from the midbrain into dmPFC is directed by guidance cue 
Netrin-1 and its receptor, deleted in colorectal cancer (DCC), during adolescence (Reynolds, et al., 
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2018). Variations in the Netrin-1 and DCC genes have been found in humans and have been 
implicated in increased risk of psychiatric illness (Vosberg et al., 2020). Adult mice with Dcc gene 
knockdown in dopaminergic VTA neurons exhibit twofold increased dopaminergic varicosities in 
dmPFC, as well as reduced dendritic spine density on L5 PYR and reduced L5 PYR excitability 
in this area (Manitt et al., 2011, 2013). Moreover, these mice exhibit a reduced locomotor 
sensitivity to amphetamine that emerged only in adulthood (Manitt et al., 2013). Importantly, 
exposure to amphetamine in early adolescence (P22-31) disrupts normal dopaminergic develop-
ment by increasing the span of dopamine projections in the mPFC but reducing release site density 
on those projections (Reynolds et al., 2015), which increases the rate of false alarm trials in a 
go/no-go task similar to ours in adulthood (Reynolds et al., 2019). Thus, dysregulation of 
dopamine innervation in L5 during adolescence impacts adult learning and health outcomes. 
 
In the PFC, dopamine operates on PYR mainly through D1- and D2-type receptors. D2-type 
dopamine receptors (D2Rs) are expressed on PYR mainly in deep layers, particularly on putative 
PT-type PYR (Gee et al., 2012; Santana et al., 2009; Zhang et al., 2021). Activation of D2Rs 
inhibits excitatory current through NMDA receptors on PYR (Wang et al., 2003), indicating that 
they may be an important regulator of PYR excitability. Moreover, mice expressing only one copy 
of the D2R gene experience deficits in spine pruning on L5 PYR in the anterior cingulate region 
of dmPFC throughout adolescence and into adulthood (Zhang et al., 2021). These PYR also 
exhibited increased mEPSC, but not mIPSC, frequency after P28, indicating an upset E:I balance, 
and impaired LTD of NMDA receptors (Zhang et al., 2021). Since LTD has been shown to be 
another potential mechanism regulating the onset of sensory cortical critical periods (Allen et al., 
2003; Selemon, 2013; Yoon et al., 2009), these data together suggest that dopamine in deep cortical 
layers may play a critical role in shaping frontal cortical function. Furthermore, mice given daily 
administration of D2R antagonist eticlopride between P21-28, but not in adulthood, spent less time 
in lit chamber of a 2-chamber light/dark box and in the open spans of an elevated O-maze in 
adulthood that mice given a saline injection, indicating that D2R inhibition during development 
can impact adult anxiety behaviors. Taken together, evidence of dopamine-mediated structural 
developmental in dmPFC during adolescence, the implication of dopamine in adult psychiatric 
illness, and more recent evidence demonstrating that disruption of appropriate dopaminergic 
development can impact adult behaviors all make a compelling case for further investigation of 
the role of dopamine in shaping a putative adolescent sensitive period in dmPFC.  
 
For these reasons, a pressing topic of future research involves development of tools to better study 
dopamine dynamics in adolescents in vivo, particularly in dmPFC. Our work in Chapter 3 is one 
step in that direction, but there is a still long road to a readily available, turnkey fluorescent probe 
for dopamine imaging. In the meantime, pharmacological experiments that block or activate 
dopamine receptors in adolescent dmPFC may be informative for elucidating the role of dopamine 
in adolescence, and the impact in adulthood of interfering with normal dopamine development. In 
mice, researchers can take advantage of transgenic lines to evade viral injection and weeks-long 
wait times for fluorescent protein expression that may otherwise preclude studies in adolescent 
animals. Our study uses transgenic mice expressing a green genetically encoded calcium indicator 
in dmPFC PYR; these mice could be interbred with a transgenic line expressed a red-shifted 
fluorophore in dopaminergic neurons to co-monitor activity of dopamine axons in this region. 
Similarly, other strains could be crossed to multiplex imaging of different cell types, such as IT 
and PT-type PYR in L5. These transgenic lines could also be imaged after treatment with dopamine 
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receptor agonists or antagonists to study the effects of dopamine on cell activity during a task. 
Given the influence of dopamine on a variety of behavioral and health conditions, there is a 
plethora of experiments that could break further ground in the realm of adolescence. 
 
The role of parvalbumin-expressing interneurons 
 
As discussed in Chapter 2, evidence from sensory cortices demonstrate the importance of 
GABAergic inhibition in the onset of sensory critical periods. Mice with reduced GABA synthesis 
do not exhibit a visual cortex critical period for ocular dominance plasticity, but the critical period 
can be restored by administration of a GABAA receptor agonist, specifically through activation of 
the α1 subunit (Fagiolini et al., 2004; Fagiolini & Hensch, 2000; Hensch et al., 1998). PV INs 
preferentially target synapses enriched in the α1 subunit (Klausberger et al., 2002), suggesting a 
role for PV INs, specifically, in critical period regulation. PV INs are densely interconnected and 
synapse onto the soma of L2/3 PYR across the cortex, where they enforce narrow windows of 
temporal integration (Packer & Yuste, 2011; Pouille & Scanziani, 2001). Maturation of PV INs 
inhibition of L2/3 PYR may provide a mechanism by which critical period plasticity develops, as 
PV INs preferentially suppress spontaneous activity in favor of stimulus-evoked activity, thus 
promoting a greater sensitivity to environmental cues, particularly rewarding ones (Toyoizumi et 
al., 2013; Wilmes & Clopath, 2019). Perisomatic innervation of PYR by PV-expressing boutons 
develops over the critical period in visual cortex but can be delayed by visual deprivation 
(Chattopadhyaya et al., 2004). PV INs also generate gamma band frequency (40-80 Hz) 
oscillations in the cortex, which have been shown to peak in primary visual cortex at the onset of 
the critical period (Bartos et al., 2007; Chen et al., 2015; Lensjø et al., 2017; Quast et al., 2023; 
Sohal et al., 2009). Thus, to seek evidence of a critical period in other cortical areas, we may look 
for an increase in GABA-mediated inhibition in L2/3 PYR and PV IN-mediated gamma 
oscillations, potentially in addition to other changes. 
 
In adolescence, expression of parvalbumin increases in fast-spiking inhibitory interneurons 
throughout multiple regions of mPFC, increasing to near-adult levels between P35 and P45 
(Caballero et al., 2014). From P31-49, PV INs undergo a period of excitatory receptor remodeling 
exhibited in a markedly reduced NMDA:AMPA ratio due to an increase in AMPA receptors 
(Wang & Gao, 2009). This NMDA:AMPA balance may help increase and stabilize PV IN activity, 
thus impacting their increased downstream influence on L2/3 PYR in adolescence. For instance, 
optogenetic activation of PV INs in mouse prelimbic cortex more strongly inhibited L2/3 PYR 
linearly with age from juvenility to adulthood (Pöpplau et al., 2023). This transmission may be 
particularly important in consolidating information from other brain areas, as adult mice exhibit 
feed-forward inhibition from long-range projections onto L2/3 PYR in dmPFC that is mediated 
specifically through PV INs (Delevich et al., 2015). Evidence from studies interfering with PV INs 
activity during adolescence also contribute to our understanding of their importance in frontal 
cortical development. RNAi-mediated downregulation of PV at P34-38 reduced mIPSCs on L5 
PYR at ~P65; these same rats exhibited impaired extinction learning of a fear conditioned response 
(Caballero et al., 2020). Similarly, chemogenetic inhibition of PV INs from P14-50 resulted in a 
reduction in mIPSC frequency and amplitude onto L2/3 and impaired performance on a set-shifting 
task a P90 (Canetta et al., 2022). Together, this work underscores a role for PV INs in mediating 
developmental changes that impact behavior, but just how PV INs modulate PYR plasticity 
throughout adolescence remains unclear. It is also not fully known how increasing dopamine 
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innervation impacts PV IN function in adolescence. Thus, to link together three developing facets 
of the adolescent dmPFC – PV IN-mediated inhibition onto PYR, spine pruning on PYR, and 
dopamine’s influence on all classes of neurons – a greater effort is needed to develop tools and 
behavioral protocols suitable to adolescent experimentation. 
 
 
Final remarks: the case for adolescence 
 
In this dissertation, I have made a case for a putative adolescent sensitive period, based on our 
work and a sizable body of previous literature. In Chapter 1, I outlined the structural and functional 
remodeling of the adolescent dmPFC, with a particular focus on three variables: spine pruning, 
dopaminergic innervation, and inhibitory neurotransmission; I also highlighted a small sample of 
the literature on adolescent behavior, focusing on a category of tasks assessing response inhibition. 
In Chapter 2, I explained how the background literature in sensory cortices demonstrates a crucial 
role for GABAergic inhibition in the onset of critical periods for neural encoding of external 
stimuli. I showed how this information may logically extend to other cortices, and in particular, 
how a documented rise in inhibitory neurotransmission around P30 in mice may signal an 
analogous type of sensitive period for frontal cortical development. I thus motivated our study to 
investigate whether adolescents might exhibit a behavioral or neural encoding advantage over 
adults due to the ongoing development of the adolescent dmPFC around P30. I demonstrated that 
our study results did, in fact, support our hypothesis of a sensitive period of adolescence, in that 
adolescent mice learned a go/no-go task faster than adult mice, and the adolescent dmPFC 
exhibited more robust encoding of task variables. Next, in Chapter 3, I introduced an implantable 
probe, nIRF fibers, for out-of-the-box dopamine detection as the first step in development of a 
non-genetically-encoded fluorescent tool for extracellular dopamine imaging in vivo. I explored 
the utility of the current form factor of this probe in in vitro and ex vivo settings with the intention 
that eventually, further work will facilitate the transition to in vivo animal models, particularly in 
adolescents. Finally, in this closing chapter, I have demonstrated how many areas remain open for 
investigation to better unpack the dynamics of the developing adolescent dmPFC and understand 
how these changes influence behavior. 
 
At this stage, the parameters of an adolescent sensitive period remain unclear. While our group 
and others have honed the age range to early adolescence, approximately P28-35 in mice, we do 
not fully understand what governs the boundaries of this period. I have made a case for GABAergic 
inhibition in regulating its onset, but its offset may be due to other factors—for instance, a certain 
spine density, or the action of dopamine on PV INs to a certain degree. More work is needed to 
understand the outlined developmental changes and their regulation, from the level of dopamine 
molecules and receptors to the level of complex animal behavior. Additionally, it is not clear what 
types of behaviors may fall under the realm of a frontal cortical sensitive period. As it stands, 
reports of adolescent behavior on a variety of cognitive tasks are conflicting. One challenge in 
solidifying the concept of an adolescent sensitive period is to standardize animal behavior 
protocols across laboratories and come to a consensus regarding the aspect of cognitive control 
that is addressed by each task. For instance, response inhibition may be assessed by multiple tasks 
discussed here, including go/no-go, contingency degradation, delay discounting, and the cued 
response inhibition task, among others. Going forward, it may be beneficial for coalitions of 
researchers to collaborate more closely on task design.  
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This work is as important as ever as we start to grapple with the state of adolescent mental health 
and the implications of adolescent-onset psychiatric illness. Even before the COVID-19 global 
pandemic, mental health had been worsening among adolescents. The U.S. Center for Disease 
Control and Prevention reports that the suicide rate among ages 10‒24 increased by 62% between 
2007 and 2021, from 6.8 deaths to 11.0 per 100,000, making it the second leading cause of death 
for this age group, only after accidental injury (Curtin & Garnett, 2023). Importantly, this statistic 
does not take into account the prevalence of suicide attempts or ideation. Similarly, from 2011-
2020, emergency rooms witnessed a rise in pediatric mental health-related visits, from 7.7% to 
13.1% of all pediatric visits. Significant increases were observed for children (ages 6-11), 
adolescents (ages 12-17), and young adults (ages 18-24), with the greatest increases in the 
adolescent group (Bommersbach et al., 2023). Critically, these trends disproportionately impact 
adolescents of color, who are also less likely to pursue mental health treatment (Douglas et al., 
2023; Lipson et al., 2022; Opara et al., 2021). These findings, in addition to their exacerbation by 
the COVID-19 pandemic, prompted the American Academy of Pediatrics, American Academy of 
Child and Adolescent Psychiatry, and Children’s Hospital Association to declare a national 
emergency in child and adolescent mental health in 2021. It is thus imperative that neuroscience 
turn its attention to adolescent brains, behavior, and experience. In order to address crises of mental 
health both at the adult and adolescent level, we would do well to investigate the mechanisms at 
play in the adolescent frontal cortex and how interventions during adolescence, whether behavioral 
or pharmacological, can shape adult outcomes. We can also recognize and support the unique 
strengths of the adolescent brain. We ought to remember that while adolescents may be more 
susceptible to certain detriments, this dissertation has shown, hopefully, that the adolescent brain 
is also highly capable of learning and encoding information. At this point, we have not yet 
unpacked its full potential. 
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