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ABSTRACT OF THE DISSERTATION

Automatic Optimization of System Design for 3D Mapping of Archaeological Sites

by

Quentin K. Gautier

Doctor of Philosophy in Computer Science

University of California San Diego, 2019

Professor Ryan Kastner, Chair

Deeply buried within the jungle of Central America lie the remains of the ancient Maya civilization. In order to reach these old ruins, archaeologists dig tunneling excavations spanning tens of meters underground. Unfortunately, most of these excavations must be closed for conservation purposes, and it is therefore crucial to document these findings as precisely as possible. Many solutions exist to create a 3D scan of these environments, but most of them are too costly, difficult to deploy, or do not provide real-time feedback.

A possible solution to create a 3D mapping system overcoming these problems is to use Simultaneous Localization And Mapping (SLAM) algorithms, combined with low-cost sensors and low-power hardware. However, the combined complexity of software design and hardware
design represents an immense challenge to implement a system optimized for all requirements. The vast pool of possible designs and the multiple, often conflicting objectives contribute to produce design spaces too complex to be explored manually.

In this thesis, we explore the complexity of designing SLAM applications using various types of hardware. First, we manually evaluate SLAM algorithms for 3D mapping, and specifically optimize one SLAM algorithm on an FPGA hardware. Then we expand our exploration to a larger space of designs, and generalize this problem to the design of all complex applications that require a lengthy evaluation time.

We develop several learning-based methods to help designers finding the best combinations of optimizations that maximize multiple objectives. By using a smart sampling algorithm, and removing the need of selecting a specific regression model, we can help users largely decrease the number of designs to evaluate before reaching an optimal architecture.
Introduction

A Scanning System for Archaeology

When searching for the remains of the ancient Maya civilization in Mesoamerica, archaeologists dig narrow tunnels to excavate old structures that have been outgrown by the jungle over the centuries. These excavations can reveal important information about the Maya culture, their traditions and their rituals. Unfortunately, most excavations are temporary, as they expose fragile structures to the outside, and need to be closed eventually. As a result, documenting these sites as precisely as possible – and sometimes as fast as possible – is a crucial task. In order to document these tunnels, we can design a system to collect three-dimensional data to save these environments as 3D models. However, the design of such a system is not trivial. It needs to be portable, simple to use, low-power, accurate, fast, and it must fit within the budget of the excavation site.

An attractive solution to this problem is to leverage Simultaneous Localization And Mapping (SLAM) algorithms [35]. This class of algorithms can be combined with inexpensive sensors to build a digital model of a scene in real-time. But the large number of existing algorithms and sensors leaves designers with a myriad of options (e.g., [61, 78, 65, 66, 67, 72, 58, 59, 39, 54, 82]...) for which the influence on each optimization goal can be difficult to anticipate. Sometimes, the relationship between design options and the objective result is fairly straightforward. For example, when utilizing a lower-cost sensor, one can expect a lower overall accuracy compared to more expensive hardware. That relationship can become more complicated very quickly. Typically, a designer could choose a stereo camera as a scanning equipment to improve ease of use and scanning speed when switching from outdoor environments to indoor. However, the loss
of accuracy might actually slow down the user to avoid loss of tracking. This problem can be solved by using an algorithm supporting fast recovery, but that algorithm might provide you with a sparser 3D map, and increase the overall complexity of the system.

In this situation, a designer must carefully think about the impact of each design choice, and eventually implement a small subset of all possible solutions. Testing these designs, evaluating the results, and refining the system is a very slow process, especially when creating a full end-to-end solution targeting a very specific environment that cannot easily be reproduced in a lab. We are now left with a question: how do we design such a complex system without having to test all possible solutions, but still quickly converging toward an optimal system with respect to multiple conflicting objectives?

**System Design Optimization**

The design of complex hardware and software systems is generally a long, iterative process, in which one or multiple domain experts build and optimize different subsystems based on their knowledge, and design methodologies. The field of software engineering has refined design methodologies over the last few decades [69] with good results, but at the same time, the software complexity has increased dramatically [70]. In 1983, Lampson [68] distinguishes the design of computer systems from the design of algorithms, citing more complex requirements, more internal structure, and a less clear measure of success for physical systems. However, algorithms have become more complex over the years, and as a result, can be considered in some cases as difficult to build as a hardware system. The field of computer vision is a good example of how complex algorithms can become. Computer vision are often composed of multiple submodules [49], and the methods of evaluation of such systems have not always been clearly defined [49, 125, 124, 105], have continuously evolved, and continue to change regularly. New benchmarks and metrics are still being developed, based on the ever-changing requirements of the field [17].
In parallel to the evolution of software algorithms, hardware design has also become more complex. With Moore’s law approaching to an end [112], the hardware architecture of processors needs to be revised to keep improving performance. At the same time, Graphics Processing Units (GPU) have become increasingly popular, first driven by the video games market, then by scientific computing and machine learning training. More recently, there has been a trend toward custom hardware design [7], either through Application-Specific Integrated Circuits (ASIC) or Field-Programmable Gate Arrays (FPGA), in order to push the performance of algorithms without compromising power consumption. Hardware design has also become more approachable by a larger set of programmers, thanks to the High-Level Synthesis (HLS) tools [8]. With this growing diversity of available hardware and software tools, more designers conceive systems simultaneously on hardware and software [32].

The ever growing complexity of hardware and software design has led to an optimization problem. Each component of a system can potentially be tuned and adjusted, which leads the entire system to produce a different result. Depending on the size and complexity of the design, the behavior of these parameters is not always easy to predict, and multiple parameters can interact in very unpredictable ways. Additionally, the requirements of a system can be conflicting, such that improving one objective tends to deteriorate a second objective (e.g., accuracy vs. performance). A large system can comprise of hundreds of parameters with thousands or millions of possible combinations. The problem of finding the most optimal designs among all possible combinations is called the design space exploration problem. Design space exploration has been studied, and several solutions have been proposed over the years [10, 96, 60, 114, 20, 50, 101, 77]. Certain solutions are based on systems that can be evaluated quickly (i.e., sub-second evaluation), however most hardware design problems can take hours or days to evaluate, and certain software algorithm suffer from similar issues. Other solutions either require specific knowledge of the system, or require fine-tuning of hyperparameters.
Dissertation Outline

In this dissertation, we study the problems and tradeoffs involved in the design of complex SLAM applications, then expand these problems to the design of hardware-accelerated applications. We provide solutions to accelerate and automate this process through design space exploration techniques. Specifically, we show that learning-based design space exploration tools can automatically find the most optimized software and hardware designs on multiple objectives, with minimal inputs from designers, no training, and only a small amount of design evaluations.

First, we manually implement several solutions to build a tunnel mapping system for archaeology, and evaluate them one by one. Then, we focus on solutions that can potentially reduce the power footprint of the system, by implementing a 3D scanning algorithm on FPGA. When creating an architecture for FPGA, the implementation can take multiple hours to obtain a final design. Yet the number of optimization parameters is still very large, and a domain expert must carefully analyze all the possible options to pick the most optimal ones. We analyze these design spaces to better understand the impact of various design parameters. Following this application-specific analysis, we generalize the problem to other types of applications by creating benchmarks to explore various FPGA design spaces. We then focus on improving design space exploration tools targeted at FPGA hardware, and finally conceive a general-purpose design space exploration framework for optimizing multi-objective applications.

This thesis is organized as follows:

Chapter 1 presents our system design and evaluation to map tunneling excavations in archaeological sites. We manually choose a set of sensors and algorithms that fit low-cost requirements, and measure the accuracy of different solutions to better understand the tradeoffs of each design choice.

Chapter 2 focuses on reducing the power utilization of mapping algorithms by implementing multiple FPGA architectures. In this chapter, we manually tune the algorithms, but
also provide very parameterized designs that we analyze to better understand the influence of parameters over optimization goals.

**Chapter 3** generalizes the FPGA design problem by creating a large set of applications, each heavily parameterized. We construct several design spaces that contain thousands of unique architectures. We provide an analysis of certain spaces to show that intelligent algorithms are necessary to efficiently find the optimal sets of parameters.

**Chapter 4** improves existing machine learning frameworks that perform design space exploration. This chapter focuses on FPGA designs, and devises a technique that can leverage data from GPU designs to help prune the search of optimal points within the design spaces.

**Chapter 5** presents the design of an active learning framework that focuses on quickly finding Pareto optimal designs for any system design. The framework is capable of converging rapidly toward optimal solutions without making any assumptions on the type of system, and can choose the best prior to build a good regression model. It does not need expert input, or training over similar applications. We demonstrate the use of this framework on FPGA design problems, but also on a computer vision software application.
Chapter 1

Low-Cost 3D Scanning Systems for Cultural Heritage Documentation

1.1 Introduction

Most of the remains of the ancient Maya civilization are currently buried under the dense jungle of Central America. A myriad of temples, platforms, burial chambers, and other structures lie underground. Their excavation can provide invaluable information about the ancient Maya culture and lifestyle. In this region, a common excavation strategy is to dig tunnels leading to major parts of these structures for observation and analysis. Unfortunately, not all of these tunnels can be kept open to avoid the degradation of the exposed structures. Moreover, even the open portions of the excavations are located in a remote area – and sometimes on arduous terrain –, making it difficult to access for most people. This leads to the crucial work of documenting the excavation for historical records, off-site analysis, and public outreach.

Digital documentation of cultural heritage is becoming commonplace at archaeological sites where high-resolution, remotely-sensed data provide a more accurate record than traditional analog recording of excavation contexts, architecture, and ancient monuments (e.g. [41]). The collection of this data can come at great financial cost, as with terrestrial LiDAR (light detection and ranging) systems, or be time consuming during post-processing, as with photogrammetry. In some archaeological contexts these are not effective solutions for documenting cultural heritage. Landscapes with extensive damage from looting and other destructive activities require too much
field time for sensitive, expensive instruments and a lack of real-time results can leave doubt about whether the sensors effectively documented the targets.

Large-scale aerial LiDAR acquisitions in Belize [23] and Guatemala [19] reveal thousands of previously undetected structures created by the ancient Maya civilization (1000 BCE–1519 CE), but also illuminates the extent to which unchecked, illicit looting has damaged this landscape. Ground-truthing of aerial LiDAR data would benefit from the ability to simultaneously acquire 3D documentation of looted contexts to more accurately quantify damage in cultural heritage management assessments. The recent wanton destruction of archaeological sites, like Palmyra, by the Islamic State of Iraq and Syria (ISIS) presents an extreme case of a high-risk zone where recovery efforts could have benefited from a real-time, rapid documentation system to provide damage assessment estimates. Unfortunately, such incidents are not unique, and archaeology would benefit from a rapid 3D scanning sensor to record damage and plan recovery.

The recent growth of low-cost, consumer-grade depth sensors such as Microsoft Kinect or Intel Realsense, has led to an increase of algorithms capable of using these sensors to create a geometrical representation of the surrounding space. These methods have the benefit of being easy to deploy, fast to operate, and produce real-time results that can be visualized directly on the field. The right combination of low-cost sensors and open-source algorithms can provide an accessible scanning solution to untrained users, while being fast to deploy in situations where the site must be closed shortly after being excavated, and inexpensive to replace in case of damages due to difficult field conditions.

However, in order to build such a system, one must carefully choose between all available options in terms of software and hardware, in order to maximize the accuracy of the result, and maximize the usability of the entire system.

In this chapter, we evaluate multiple sensor options by selecting popular depth cameras that can be used out-of-the-box without technical knowledge of the hardware. We have selected several open-source Simultaneous Localization And Mapping (SLAM) algorithms, and config-
ured them to work with our selected sensors without any major modification. We have built a prototype backpack system to test the various hardware/software combinations in the field.

While this new system is not as spatially accurate as more expensive or time-consuming methods, we believe that there are sufficient examples of extensively looted archaeological landscapes and zones with high risk for cultural heritage destruction that a rapid, cost-effective 3D documentation system such as the one presented here would be an asset in cultural heritage management. The system was tested in ancient Maya archaeological contexts and refined in mud caves near the University of California, San Diego, where we developed the prototype.

1.2 Background

Our prototype is designed to efficiently document underground or other restricted spaces such as those presented by damaged ancient architecture. There exist multiple ways of collecting three-dimensional data to reconstruct an underground or indoor environment, that we can group into three main categories: 1) scans using terrestrial LiDAR, 2) scans using photogrammetry, and 3) scans based on Simultaneous Localization And Mapping (SLAM) algorithms with lower-cost sensors.

1.2.1 LiDAR

Terrestrial LiDAR scanners are high precision devices that can capture the geometry of a space by sending lasers in a wide area around the scanner. These devices are often used for cultural heritage documentation due to their very high accuracy. This type of documentation is popular in Maya archaeology [41, 27], which means that there is good, high-resolution baseline 3D data to compare against other sensors and methods. While the 3D scans generally get millimeter accuracy, the process of collecting the data over extensive excavation sections is very long. Furthermore, the final result is obtained after a lengthy post-processing step that cannot be performed directly in the field, preventing a quick visualization of the current scan. Finally, the cost of high-quality laser scanners is often a barrier to large-scale deployment, or deployment
in difficult environments (e.g., narrow, dusty tunnels) where the equipment is at risk of being damaged.

1.2.2 Photogrammetry

“Structure-from-motion” photogrammetry is a general technique that uses computer vision algorithms to reconstruct a 3D shape from a set of 2D pictures. It is a very accessible solution to scan different types of environments; the user only needs a digital camera, and potentially a good light source. This technique also provides good results for cultural heritage documentation [120, 37]. The largest drawback is the computational time required to process the data. Due to this limitation, it can be difficult to evaluate the results in the field. Additionally, the computation time grows very rapidly with the number of photos, and that number grows quickly with the size of the area to scan, which renders the scan of an entire excavation very difficult. The sometimes-cramped conditions of archaeological contexts with fragile cultural heritage monuments can also be a deterrent to photogrammetric methods that require the photographer to be in close proximity to sensitive features for extended periods of time.

1.2.3 Simultaneous Localization And Mapping

Simultaneous Localization And Mapping (SLAM) algorithms are a class of algorithms – first defined in 1986 [104] – focused on localizing an agent within an unknown environment while simultaneously building a map of this environment [35]. The goal of SLAM is to provide an update of the position and/or a map in real-time. The definition of real-time varies with the application, but in our case, we target an update around the same speed as camera sensors, i.e., 30 Hz. We are particularly interested in the use of visual SLAM algorithms, utilizing visual sensors, but SLAM works with any number and combinations of sensors ([61, 78, 72, 39, 54, 82]).

In parallel with the development of SLAM algorithms, many low-cost visual and depth sensors have been commercialized in the past few years. The Microsoft Kinect and the Intel Realsense are two examples of such sensors, which combine an RGB camera with a depth sensor.
that provides geometrical information about the scene.

The combination of SLAM algorithms and low-cost sensors yields a good solution to the problem of obtaining quick 3D scans of a scene. However, the quality of results is unknown and can be difficult to assess for multiple reasons. First, there is a wide variety of SLAM algorithms available, all using different methods to achieve the best quality of results. Second, each sensor has its own specificity, and specifically all sensors present a certain degree of noise that needs to be mitigated by the algorithms. Finally, many algorithms are developed in a similar, well-lit environment, but few are tested in the field where the condition are often less than ideal to maintain a good quality of tracking. We tested our prototype in Guatemala where archaeological excavations at a Classic Maya (250–1000 CE) site present a challenging environment due to the lack of good lighting, and narrow tunnels without connecting loops.

Several studies actually compare and evaluate SLAM algorithms. Zennaro and colleagues [122] compared two low-cost depth cameras in terms of noise, and Krafts team [62] evaluated these cameras on trajectory estimation. Huletski and colleagues [53] compared multiple SLAM algorithms on a standard dataset. The common point of these studies is the use of an indoor, office-like environment. Though there has also been extensive evaluation of SLAM in outdoor environments for autonomous driving [16]. Most of the evaluations are driven by the availability of data, typically through standard benchmarks with provided ground truth (e.g., [105, 45]).

Other work studies the usage of various handheld or robot-mounted sensors for 3D scanning of cultural heritage sites. Various studies present the evaluation of a handheld LiDAR scanning system in different field environments ([129, 36, 33, 89]). This system constitutes an improvement over larger terrestrial LiDARs in terms of usability, but remains a costly piece of equipment along with closed-source, commercial software. Erica Nocerino [89] and Masiero and colleagues [76] both evaluated a commercial backpack mapping system, providing a good mobile sensing solution, but also containing costly sensors. We present a study of multiple SLAM algorithms with multiple consumer-grade depth cameras, (see [71] for a similar study),
in a more constrained environment, and comparing more recent and complex SLAM algorithms.

1.3 Methodology Overview

In order to evaluate the digital reconstruction accuracy of SLAM algorithms, we collected data by using multiple combinations of sensor hardware and application software. We performed the data collection at different underground locations, each with its own unique conditions. In addition to the SLAM data collection, we also gathered data from multiple LiDAR scans at the same locations to provide a reference for the various 3D models. All the LiDAR scans were taken with ample overlap to allow for a very precise manual alignment, thus providing us with ground-truthed 3D models which can be compared against the results of the real-time SLAM-based 3D scanning.

1.3.1 Data Collection Sites

We evaluated our prototype inside active excavation tunnels at the Maya archaeological site of El Zotz, Guatemala. Most of our experiments were performed in the Pyramid of the Wooden Lintel (Structure M7-1), an approximately 20-meter-tall structure that was extensively looted in the 1970s before archaeologists began extending the existing tunnels in 2012 to salvage information from the structure [40, 52]. This excavation is large enough to create a good test environment, and has been thoroughly scanned by LiDAR. Furthermore, the looted section of the tunnel can be considered representative of the types of contexts where our prototype scanner would be most useful.

We performed a second set of experiments in the Arroyo Tapiado Mud Caves system [51] located within the Anza-Borrego State Park near San Diego, California. These mud caves provided a controlled environment in a local context where we could run multiple similar scans without the constraints of an active excavation or the expense of working through developmental trial and error in an international field context where some resources are limited. While these natural caves are generally larger than a typical archaeological tunnel, they still present a similar
setup in terms of scanning challenges. We particularly chose to operate our system in locations with sharp turns to emulate the shape of excavations.

1.4 Data Acquisition

Our goal was to measure the performance of SLAM-based scanning techniques in a realistic scenario. We made hardware and software decisions based on a set of requirements aimed at providing archaeologists with a usable system in the field. These requirements consist of designing a system that is lightweight, simple, usable by a single non-technical user, and is easily manipulated inside a tight and dark tunnel environment. In addition, the system must provide its own power, be self-contained (no external connection), and can be transported to and operated in a difficult environment (hot, humid, dusty, etc.). We also wanted to build a device based on readily available and low-cost components and materials, and design software tools that are open-source.

Our prototype consists of a backpack containing a laptop, and an external tablet with a light panel and 3D sensors. The backpack system is presented in Figure 1.1 and described in detail below. The laptop is the most expensive component, in order to run the real-time software needed for the scanning.

1.4.1 Hardware Setup

The first part of our scanning device consists of a backpack modified with a solid frame that can handle a large laptop while keeping a good airflow to prevent overheating. In the same backpack, we keep several lithium polymer (LiPo) batteries to let the computer run for several hours, and provide power to the sensors and lights. The second part of the device is a custom frame supporting a tablet facing the user, a light panel facing forward, and a mount for a 3D sensor facing forward. The frame possesses handles for better manipulation in difficult areas, and to give the user flexibility to scan at different angles. The tablet provides feedback from the laptop, and can display the status of the scanning operation. The light panel is designed
Figure 1.1. Scanning backpack prototype. On top is the handheld device, containing a light panel, a sensor mount, and a tablet for visualization. On the bottom left is the backpack containing a laptop and a metal frame for better cooling. The bottom right picture illustrate the use of the backpack inside the excavation.

to provide enough brightness in a completely dark tunnel area, while limiting the creation of hard shadows that can cause issues with the SLAM algorithms. It consists of several strip of small LEDs that emit a bright white and diffuse light, sufficient to cover the field of view of our cameras. The sensor mount is designed to easily swap the sensor in use. Both parts of our hardware design are described in more details in our repository \(^1\).

SLAM algorithms are optimized for a certain set of sensors. A very popular solution is to use RGB cameras as they are generally low-cost, light, and small. However, while simple RGB cameras are good for tracking the position of a device, e.g., a drone or robot, for 3D reconstruction purpose, we chose to use RGB-D cameras. RGB-D cameras are active or passive cameras that also generate 3D depth information alongside the regular RGB feed. To this purpose, they employ different technologies: structured light, time-of-flight, or stereo vision. In our case, we tested RGB-D cameras covering these three types of technologies, all based on a near-infrared

\(^1\)https://github.com/UCSD-E4E/maya-archaeology
Table 1.1. RGB-D cameras used in our experiments

<table>
<thead>
<tr>
<th>Technology Notes</th>
<th>Technology</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Kinect v1</td>
<td>Structured light</td>
<td></td>
</tr>
<tr>
<td>Microsoft Kinect v2</td>
<td>Time-of-flight</td>
<td>Global shutter</td>
</tr>
<tr>
<td>Intel Realsense ZR300</td>
<td>Active stereo</td>
<td>Works outdoors</td>
</tr>
<tr>
<td>Intel Realsense D435</td>
<td>Active stereo</td>
<td>Works outdoors</td>
</tr>
</tbody>
</table>

spectrum of light. The cameras that we use are summarized in Table 1.1. Two of these cameras can potentially operate in daylight, while the others only work in an indoor or underground environment only.

1.4.2 Software Setup

For the 3D reconstruction in real-time, we need software that can process the data from the RGB-D camera to create a three-dimensional map of the environment, while providing visual feedback to the user. The visual feedback is important to track the status of the algorithms running, e.g., whether the algorithm has lost track of its previous trajectory, in which case the user needs to come back to a previous position to restart the scanning. It is also useful to determine how much area has been scanned, and make a decision on the next area to process.

The research literature is abundant on the topic of camera-based SLAM algorithms, but not all provide an end-to-end application that meets our requirements. We chose a few popular open-source systems that can easily be setup and used with the hardware described earlier. We chose the following algorithms:

- **RTAB-Map [65, 66, 67]**. RTAB-Map is a SLAM framework that provides a dense 3D reconstruction of the environment from different possible types of sensors. The framework presents many features and parameters to adjust the speed and accuracy of the scan. The total number of parameters is very high, and testing all the possible options is extremely time-consuming and not feasible on the field with limited time and resources. The software comes with a good default set of parameters that we use in our experiments.
ORB-SLAM [82]. ORB-SLAM is another popular open-source SLAM algorithm. The open-source version of ORB-SLAM 2 provides a real-time tracking based on a camera input with optional depth sensing. The application has very little parameters and focuses on delivering an out-of-the-box functional tracking solution. The drawback of this algorithm is that it only saves a sparse map of the environment. In order to create a full 3D reconstruction, we need to apply some post-processing to the output data.

InfiniTAM v2 and InfiniTAM v3 [58, 59]. InfiniTAM is an application that focuses on RGB-D-based 3D reconstruction. It creates a dense map of the environment in real-time by leveraging the GPU compute capabilities of the computer to accelerate the scanning. The difference between the two versions is mainly a loop closure feature introduced in v3 that provides a global consistency to the map, but sometimes at the cost of stability in our experiments.

All SLAM algorithms are subject to drift. Drift is introduced by the accumulation of small errors during the reconstruction process, and is usually the main reason of low accuracy in the resulting 3D models. For this reason, tracking is an important step for SLAM algorithms, along with loop closure. Loop closure enables a global optimization of the map when the user creates a loop in the scanning trajectory and re-visits a place previously scanned. RTAB-Map and ORB-SLAM both implement tracking based on visual features, i.e., points of interest within the RBG images, and have loop closure sub-modules. InfiniTAM implements a tracking algorithm based on 3D depth data, and only introduces loop closure in v3.

1.4.3 Acquisition Methodology

In all of our experiments, we used the backpack system described in Section 1.4.1, and collected data with all the cameras available at the time of the experiment. For each of the experiments, we ran one of the SLAM algorithms described in Section 1.4.2, but we also recorded all the sensor data on the computer drive. This setup allowed us to replay the collected
data through other algorithms in a very similar condition as the field experiment.

The first data collection at the El Zotz archaeological site happened in 2014, when we extensively scanned multiple excavations using a FARO LiDAR scanner [41]. We use these LiDAR scans as ground truth reference models. In 2016, we started to run our SLAM experiments with various combinations of sensors and algorithms. The main results that we analyze in Section 1.6 were generated from large-scale scans covering about 45 m of the excavation tunnel in the Pyramid of the Wooden Lintel (Str. M7-1). We used the Kinect v1, Kinect v2, and ZR300 cameras, and ran the ORB-SLAM algorithm. Most of these results start from the entrance of the tunnel, proceed to the end of the active excavation, turn around to reach the entrance again, and turn around one last time to force the algorithm to perform a loop closure. This path goes through a series of steep architectural tiers from one of the earlier pyramidal substructures, including small ladders to transverse them. This renders the scans difficult in that area, but it is representative of the difficult field conditions that may be encountered during cultural heritage documentation.

Outside of the field seasons, from 2016 to 2018, we chose the Arroyo Tapiado Mud Caves site as a control site to refine our prototype. We selected a section of the Carrey cave, presenting several sharp turns. We scanned this whole section with multiple hardware/software setups, by using a very similar scanning walking pattern each time. We experimented with both Kinect cameras, the ZR300 and D435 cameras, and used ORB-SLAM and RTAB-Map. We also provided an experimental setup with two Kinect cameras simultaneously scanning the environment with the RTAB-Map framework. On each experiment, we also recorded the sensor data to possibly be replayed later through other algorithms.

1.5 Data Processing

Our goal was to measure the quality of results of various combinations of sensors and algorithms. In this context, the quality of the result corresponds to the difference between each
sensor and algorithm combination as compared against a reference ground-truth model, which is considered highly accurate. In this case, we consider the LiDAR models to be extremely accurate, as they consist of dozens of 360 degrees scans carefully registered together [41]. However, quantifying the difference between our experiment models and the ground truth reference can be challenging due to multiple factors affecting the output: sensor noise/accuracy, algorithm noise/accuracy, resolution of the output, etc. We chose to measure model quality with two different methods: one comparing the models directly, and one comparing the trajectory.

1.5.1 Measuring point cloud difference

The most obvious method to evaluate 3D scanning output against an available reference model is to overlay them together and observe the difference. However, a manual overlay can be difficult and introduce further error that is not related to the scanning method. We solve this problem by aligning the point clouds through rigid registration. We use the Iterative Closest Point (ICP) [9] method from the CloudCompare [47] software to find the best alignment between each SLAM result and the ground truth LiDAR scan. From these aligned models, we can compute a point-to-point difference [25] and use it to colorize the points. This colored model highlights the area with high difference compared to the reference. While the colored model can provide valuable information, it requires a visual inspection. We also summarize all the point-to-point differences by calculating the Root Mean Squared Error (RMSE) which provides the average Euclidean distance error between points. The RMSE can be used as a metric for a quick comparison between results.

This method suffers from one major issue: all the types of error are averaged. First, the registration provides the best alignment that minimized the average error over all points. This means that the location of areas with high error is not always accurate (larger error tends to appear on edges of the model). The statistics (min, max, RMSE, etc.) are still meaningful, however they include multiple types of error, including sensor errors and software errors. This is why a visual inspection and a second quality metric are needed.
Measuring trajectory difference

When evaluating and comparing SLAM algorithms, most of the literature focuses on comparing the trajectories [105, 34, 45, 18]. A trajectory is defined as the position and rotation of the camera center at each scan (or at each key scan, depending on the algorithm) in the 3D space. The trajectory is generally considered as the most important output of the SLAM algorithm. If this output is accurate, then sensor 3D data can be joined together into a coherent model. Sensor noise can be reduced or averaged by using techniques that rely on an accurate estimate of the camera positioning. Several metrics exist to evaluate the quality of the trajectory with respect to a ground truth.

In our experiments however, we do not possess a ground-truth trajectory. Instead, we recover it by incrementally registering each camera scan to the ground truth LiDAR model. The process starts by a manual alignment of the first scan, which is followed by a fine-tuned alignment from an ICP algorithm. Each following scan is then aligned using ICP as well. We reduce the amount of sensor error by removing data past 3 m of the camera (as the error generally increases with the distance). We monitor most of the process visually and by reporting the RMSE of the registration at each step. The average RMSE of all the registered scans is generally on the order of 1 cm. We also reconstruct a 3D model from the recovered ground-truth trajectory and the camera scans to verify that the output is similar to the LiDAR model.

From each pair of SLAM trajectory and recovered ground-truth trajectory, we provide statistics on the Absolute Trajectory Error (ATE), which measures the difference between each SLAM pose and its corresponding reference pose, and the Relative Pose Error (RPE) that quantifies the error on pose deltas (the error over a certain distance; in this case, per one meter).
1.6 Results

1.6.1 Arroyo Tapiado Mud Caves

We performed a controlled set of experiments at the Arroyo Tapiado Mud Caves site near the University of California San Diego. This location was the best option for replicating the archaeological conditions in Guatemala in a local setting where all of the laboratory resources would be available during prototype development. First, we defined an area of approximately 50 meters in length and scanned this area with the same FARO LiDAR system that was used to scan the El Zotz excavations. Then, we ran a series of scans using our SLAM scanning solution with three different sensors: Kinect v1, Kinect v2, Realsense D435, and two different algorithms: ORB-SLAM, RTAB-MAP. All the scans were performed by the same operator, and followed a similar trajectory and scanning pattern. Additionally, we recorded all sensor data, and replayed them through the InfiniTAM v2 algorithm afterward.

Here we present the results of comparing the output data from the SLAM algorithms to the LiDAR 3D model.

Cloud-to-cloud difference

Figure 1.2 shows an example of the cloud-to-cloud difference between a SLAM scan and a LiDAR scan. On top is the LiDAR scan of the mud caves site where we have focused our experiments. In the middle is the point cloud obtained from scanning the cave with the Kinect v2 and the RTAB-MAP algorithm. First, we aligned these models globally using ICP. Then, for each point in the SLAM point cloud, we computed the distance to the nearest neighbor in the reference LiDAR scan. The bottom model shows these point-to-point distances colored on a color scale from white (small distance) to red (large distance). In general, we notice more errors accumulated where the cave presents a turn. This is mainly due to two reasons. First, more drift is accumulated in areas with less visibility because the sensor has a more limited view of environment features. The other reason is that turns are places where sensor noise tends to
Figure 1.2. From top to bottom: The LiDAR scan of the mud cave, the SLAM scan using RTAB-MAP and Kinect v2, and the same SLAM scan with point-to-point error with the LiDAR scan highlighted (darker shade of red = larger error).

Figure 1.3. RMSE of the cloud-to-cloud difference between SLAM algorithm results and the LiDAR cloud, for the mud caves site.
Table 1.2. Absolute Trajectory Error (ATE) and Relative Position Error (RPE) on different combinations of sensors and algorithms. *ATE* compares the trajectories aligned on the first pose only. *ATE (aligned)* compares trajectories globally aligned. *RPE* measures the relative error per 1 meter segments. All values are expressed in meters and averaged over the entire trajectory.

<table>
<thead>
<tr>
<th></th>
<th>ORB-SLAM</th>
<th>RTAB-MAP</th>
<th>InfiniTAM v2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ATE (aligned)</td>
<td>RPE</td>
<td>ATE (aligned)</td>
</tr>
<tr>
<td>Kinect v1</td>
<td>0.64 (0.26)</td>
<td>0.04</td>
<td>0.98 (0.33)</td>
</tr>
<tr>
<td>Kinect v2</td>
<td>1.08 (0.36)</td>
<td>0.08</td>
<td>0.70 (0.31)</td>
</tr>
<tr>
<td>Realsense (D435)</td>
<td>5.24 (2.20)</td>
<td>0.25</td>
<td>1.49 (0.32)</td>
</tr>
<tr>
<td>Two Kinect v1</td>
<td>-</td>
<td>-</td>
<td>0.87 (0.25)</td>
</tr>
</tbody>
</table>

accumulate. The depth quality of RGB-D cameras decreases with the distance, therefore distant obstacles can accumulate the noise from multiple scans.

We summarize the cloud-to-cloud differences for each combination of algorithm and sensor by computing the RMSE over the entire point cloud. The results are presented in Figure 1.3. We can observe a similar error in multiple models using Kinect v1 and v2 on ORB-SLAM and RTAB-MAP. InfiniTAM v2 tends to give a larger error, as expected from an algorithm without loop closure detection. The Realsense camera tends to show a less consistent, larger error. This is due to the technology employed to generate depth data. Stereo matching can be noisier, especially as distance from the sensor increases. Intel provides a number of software filtering options for this camera, and we can expect better results when fine-tuning the process for this specific application. We also compare the results to a setup using two Kinect v1 cameras with RTAB-MAP. The model in this case presents a better RMSE as the software can utilize more sensor data to refine its trajectory calculation.
Figure 1.4. Trajectory comparison between RTAB-MAP with Kinect v1 and the recovered ground truth. The position error is plotted on the SLAM trajectory in meters.

**Trajectory difference**

For each trajectory output from the SLAM algorithms, we recovered the corresponding ground-truth trajectory using the LiDAR data. We measured the Absolute Trajectory Error (ATE) between the two outputs in two different ways: 1) by aligning the first pose of each trajectory this gives an idea of how much error the algorithm accumulates with respect to the starting position, and 2) by aligning the whole trajectory to minimize the average error this informs about the average error over the entire scan.

Figure 1.4 shows an example of the ATE between a trajectory from RTAB-MAP with Kinect v1 and the reference output, with respect to the starting position. We summarize the results in Table 1.2. The InfiniTAM results with the Realsense camera are not included, as they are too noisy to provide a good ground truth reconstruction. Generally, the results from the Kinect cameras are similar. Despite possessing a global shutter camera, the Kinect v2 does not show a consistent improvement, however it is possible to increase the resolution to improve the results. The Realsense camera creates more noise, and this translates to a less accurate trajectory.
Figure 1.5. Comparison of trajectories with and without loop closure using RTAB-MAP with Kinect v1.

The InfiniTAM algorithm accumulates a lot of error over time as its tracking is based on depth data only. This is clearly reflected by a much worse ATE (large global error), but still keeping a similar RPE as other algorithms (good local consistency).

**Loop Closure Analysis**

While loop closure is a crucial step of most SLAM algorithms in order to increase the accuracy and reduce the drift, loops are very rare in tunnels and excavations. In this type of environment, one possible way to trigger a loop closure is to turn around, travel back to a previous point in the trajectory, and turn around again. This last turn around allows the algorithm to recognize a visited place by matching similar visual features. We analyze the difference between closing the loop and not closing it. We run the sensor data through the ORB-SLAM algorithm, once keeping the loop closure, and once stopping before backtracking. Figure 1.5 shows the profiles of the trajectories with and without loop closure, and the recovered ground truth. Both SLAM trajectories present a small drift over time with respect to the ground truth, but the drift is clearly higher without loop closure.
1.6.2 El Zotz Archaeological Site

We tested our scanning setup in a cultural heritage context at the archaeological site of El Zotz, Guatemala, and report our results here. Due to various constraints of the field, not all of our experiments were executed in the exact same conditions. For this reason, we replayed the saved camera data through the different algorithms to increase the consistency. We collected data with the Kinect v1 and v2 cameras. Due to algorithm failure, the Kinect v2 data do not perform any loop closure. We also collected data with a Realsense ZR300 camera, however the results are too noisy to be properly analyzed here.

We also compared the SLAM models to a LiDAR scan taken at a previous time, and therefore the models can differ at certain specific areas since excavation conditions changed as archaeologists expanded new tunnels and backfilled other branches. The cloud-to-cloud difference is higher for this reason, and can only be used as a comparison metric between SLAM algorithms and sensors. The trajectory reconstruction has been manually adjusted to ignore the areas with differences.

**Cloud-to-cloud difference**

Figure 1.6 shows an error plot of a SLAM model against the LiDAR model. The areas of high errors mostly correspond to the differences between the scans. Otherwise we notice a similar trend with the mud caves models, where certain walls accumulate noise from sensor. This is more noticeable with ORB-SLAM as the sensor data are simply merged together without any kind of filtering.

Figure 1.7 shows the summary of RMSE for the two cameras. ORB-SLAM with Kinect v2 fails to reconstruct, but otherwise presents better results for Kinect v1. In this case, the Kinect v2 gives better results even though there is no loop closure. This environment is more difficult and scans are very shaky, which can be handled better by the global shutter camera.
Figure 1.6. Point-to-point difference between the point cloud from ORB-SLAM with Kinect v1 and the LiDAR point cloud. We show the SLAM cloud with the difference colored on each point. Darker red corresponds to a larger error, which happens in areas with concentrated sensor noise, and areas where the two models differ in geometry.

Figure 1.7. RMSE of the cloud-to-cloud difference between SLAM algorithm results and the LiDAR cloud, for the M7-1 excavation site.
(a) Trajectory error using ORB-SLAM with Kinect v1.

(b) Trajectory error using RTAB-MAP with Kinect v1.

Figure 1.8. Top view of the trajectory comparison between SLAM results and the recovered ground truth. The position error is plotted on the SLAM trajectory in meters.

Table 1.3. ATE and RPE in meters, on the M7-1 excavation.

<table>
<thead>
<tr>
<th></th>
<th>ORB-SLAM</th>
<th>RTAB-MAP</th>
<th>InfiniTAM v2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ATE (aligned)</td>
<td>RPE</td>
<td>ATE (aligned)</td>
</tr>
<tr>
<td>Kinect v1</td>
<td>0.21 (0.19)</td>
<td>3.32*</td>
<td>0.47 (0.29)</td>
</tr>
<tr>
<td>Kinect v2</td>
<td>-</td>
<td>-</td>
<td>0.93 (0.17)</td>
</tr>
</tbody>
</table>

* The trajectory has a large discontinuity causing a very large value for RPE.

Trajectory difference

We recovered a ground-truth trajectory for our camera scans based on the LiDAR data. Figure 1.8 shows the trajectory errors from ORB-SLAM and RTAB-MAP with Kinect v1. In this case, the RTAB-MAP algorithm has accumulated more drift than ORB-SLAM. We summarize the trajectory metrics in Table 1.3. The results are similar to what we measured in the mud caves environment, with InfiniTAM results being worse in global consistency compared to the image-based tracking algorithms.
1.7 Analysis and Discussion

In this Section, we discuss high-level trends and directions to take to maximize the accuracy of SLAM-based scanning, based on the results presented in Section 1.6 and our observations in the field.

1.7.1 Sensors

The RBG-D cameras that we used are broadly divided into two categories: active depth sensing (Kinect v1 and v2), and passive depth sensing (Realsense). Both our results and our observations confirm that active sensing produce the best results in terms of 3D scans. The difference in technology for active sensing (structured light with Kinect v1 and time-of-flight with Kinect v2) has a less significant impact on the result, although there tends to be a slight global improvement with the time-of-flight sensor. Stereo-based sensors produce depth maps that tend to be spatially and temporally noisy, which increases the drift in SLAM algorithms, and also increases the frequency of tracking loss during data collection. The ZR300 camera produced results too noisy to be analyzed in Section 1.6.2. However, it is important to note that the active sensors can only operate indoors, and would not be suitable to scan the exteriors of sites. Additionally, the stereo sensors can be improved in software through the fine-tuning of filters, although this increases the complexity of the scanning system.

1.7.2 Algorithms

The algorithms can also be divided in two categories: feature-based tracking (ORB-SLAM and RTAB-MAP), and registration-based tracking (InfiniTAM). Feature-based algorithms mostly rely on image features, and therefore can more easily recover from tracking failure. However, these algorithms cannot recognize the same tunnel viewed from a different point-of-view (e.g., after turning around), and must rely on loop closure to create a consistent model in that case. Registration-based algorithms rely on depth data only, and as such can recognize an
environment based on its geometry only. These algorithms tend to be less stable in terms of tracking as they rely primarily on frame-to-frame alignment. InfiniTAM v3 is a good compromise, but our experiments failed to properly scan on long distances. While InfiniTAM v2 can be used for scanning without much tweaking, InfiniTAM v3 would require more tuning to be useable in these conditions. Feature-based algorithms worked better in our experiments, but they did require particular attention to the lighting of the scene. Our scanning system is equipped with a light panel emitting diffuse light, which minimizes the negative effects on the SLAM algorithm, however a strong, static light is recommended whenever possible.

1.7.3 Scanning Procedure

In Section 1.6, we highlight the importance of creating a loop closure, even when the environment presents no obvious such loop. This procedure applies to feature-based algorithms, or algorithms capable of handling loop closure, but is still useful in all cases simply to add new points-of-view of the scene and increase the number of details. There are also several good practices that we have noted during our experiments. First, each depth sensor has its own specifications in terms of sensing range and field of view. These limitations are very important for the user to keep in mind, as they generally make the difference between a failed scan and a good scan. Typically, there should always be a recognizably distinctive portion of the scene (containing visual features and geometric features) within the nominal range of the sensor (especially above the minimum range). Second, the scanning speed is important. While generally faster than other techniques, SLAM-based scanning is sensitive to fast motion which introduces errors from: motion blur, lens distortion from rolling shutter cameras (minimized by using a global shutter camera such as Kinect v2), more distance between frames (minimized by using higher frequency cameras such as the Realsense D435), or simply breaking the small motion assumption made by registration-based algorithms.
1.8 Conclusion

In this chapter, we have analyzed multiple hardware and software solutions to help with the documentation of cultural heritage within restricted spaces. Through multiple experiments in the field, we have established an accuracy value for different combinations of sensors and algorithms in these low-light conditions. In terms of software, image-based tracking algorithms tend to perform better for large-scale area scanning, but may offer a sparser 3D model without post-processing. Dense SLAM algorithms relying on depth tracking offer a good solution for small areas but do not scale well, unless implemented with loop-closure solutions. In terms of sensors, it is clear that active depth sensing solutions targeted at indoor use perform better than stereo-based cameras in an underground environment. We have found that in average, the best performing combination of sensor and algorithm for our prototype scanning system is a Kinect v2 with RTAB-MAP. More generally, a global shutter camera with a time-of-flight depth sensor, running a feature-based SLAM algorithm, is likely to perform better.

SLAM algorithms provide a low-cost alternative to LiDAR, and a fast alternative to photogrammetry methods. They are generally limited in the quality of results, and we have quantified these limitations for the use-case of documenting archaeological underground excavations. The proposed system is ideal for the rapid documentation of areas with extensive damage from looting where having an expensive instrument in difficult field conditions is impractical. Likewise, such a system has cultural heritage documentation applications in high-risk areas where archaeological sites are damaged or threatened in order to make rapid assessments of impacts and resource requirements.
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Chapter 2

FPGA Architectures for Real-Time Dense SLAM

2.1 Introduction

Simultaneous localization and mapping (SLAM) algorithms provide a compelling solution to create a three-dimensional representation of an environment, as well as tracking the position of an agent within this environment. SLAM is a general technique with many fundamental applications beyond 3D scanning; it is useful in the fields of robotics, computer vision, virtual/augmented reality, and many others. Ideally, a SLAM system works in real-time, provides a detailed 3D map, uses minimal power, has a small physical footprint, and is low-cost. But these are often conflicting constraints that create a complex design space.

Early SLAM algorithms dialed back the algorithmic complexity to achieve suitable performance. For example, sparse SLAM algorithms consider a subset of sensor data and only model the environmental information needed for navigation [31]. This was largely in response to available resources, e.g., low-power compute platforms were not available, and sensors provided relatively low bandwidth information. As the efficiency of compute platforms increased, SLAM algorithms added the ability to model more complex environments. It is now possible to produce a real-time detailed 3D model of the world using dense SLAM aka 3D reconstruction algorithms. To work in real-time, these algorithms must process a high volume of information from large amount of sensor data (cameras, depth sensors, IMU, LIDAR, etc.). These systems often carefully
leverage hardware acceleration techniques, e.g., by operating on GPUs and FPGAs [43, 118, 58].

In many applications, including robotics and cultural heritage documentation, the power consumption of a SLAM system is critical. In the case of robotics, it is common for an agent to provide its own power source (e.g., quadcopter drone). In the case of cultural heritage documentation, many archaeological sites are located in remote areas with limited access to power sources. In these cases, a SLAM system designer must implement a system that minimizes power consumption. One solution is to run the algorithms on an FPGA hardware instead of a general-purpose CPU or GPU. However, FPGAs are notoriously difficult to program, and one must carefully design the hardware to reach the best tradeoffs between throughput and on-chip area utilization.

Our ultimate goal is to determine the best way to implement dense SLAM using an FPGA-accelerated system. This requires us to perform architectural optimizations to carefully balance between resource usage, performance, and accuracy.

First, we propose a straightforward optimization of a dense SLAM application (Kinect Fusion) on a large FPGA board by iteratively improving the architecture to reduce the running time, and reach a single final architecture for one main component of the algorithm. Then, we analyze a second application (InfiniTAM) that implements a different internal data structure, leading to an increased flexibility in the possible optimizations on all the components. In this case, the space of possible optimizations becomes very large, and very slow to explore. Compiling and testing a single design can take multiple hours. As a result, we want to increase our understanding of the effects of each optimization in an effort to improve the design space exploration of similar types of applications.

In the context of the InfiniTAM algorithm, we develop a set of highly parameterized architectures for each of the dense SLAM components (tracking, depth fusion, and ray casting). Each component is outfitted with multiple optimizations that can be tuned to offer tradeoffs between FPGA resource utilization, throughput, and quality of result. We compile thousands of unique designs based on these optimizations, and run each of them on two representative
FPGA platforms. The first is the Terasic DE1 FPGA System-on-Chip (SoC), which is a low-cost, low-power integrated system with an ARM processor and a small FPGA. The second is the Terasic DE5 PCIe board, which has an FPGA that is approximately \(7 \times\) larger than the FPGA on the DE1. We provide an analysis of the resulting spaces to better understand the complex relationship between the tuning parameters and the output architectures.

We develop the FPGA architectures using the Intel OpenCL SDK for FPGA, which provides the flexibility to perform high-level design tradeoffs and eases the integration into the existing dense SLAM frameworks. We develop a complete system capable of performing real-time dense SLAM (Fig. 2.1) which is guided by our design space analysis. Our designs, design space data, and analysis are made open-source [2] to facilitate follow-on work related to SLAM, FPGA design, and hardware design space exploration.

The main contributions in this work are to provide:

- Highly optimized OpenCL FPGA code for the major components of dense SLAM.
- A new algorithm combining two major components of dense SLAM.
- A comprehensive parameterization of these implementations to easily target different FPGA resources constraints and applications demands.
- A statistical analysis of the design space considering more than 2500 possible implementations with different resource utilization and performance.

In Section 2.2 we discuss related work on FPGA-accelerated SLAM. In Section 2.3, we introduce the 3D Reconstruction framework and propose an architecture for the Kinect Fusion algorithm on FPGA. In Section 2.4, we detail our multiple architectures of the InfiniTAM algorithm. Section 2.5 shows the results of our design space exploration of InfiniTAM, and we conclude in Section 2.6.
Figure 2.1. 3D model reconstructed in real-time on a DE1 FPGA SoC with the data transmitted from a Google Tango tablet.

2.2 Related Work

SLAM is commonly deployed in applications that utilize high bandwidth sensors, require real-time results, and have a limited power budget [57]. This has naturally pushed SLAM designers towards hardware accelerated platforms.

FPGAs are a particularly attractive platform due to their power efficiency. For example, the bottleneck in visual SLAM algorithms (i.e., using cameras as sensors) is feature detection (detecting points of interest in an image) and feature extraction (encoding the visual features for distance calculation). Ulusel et al. [111] analyze one feature detection algorithm (FAST) and two feature extraction algorithms (BRIEF, BRISK) on embedded CPU, GPU, and FPGA. Feature detection and extraction are common tasks in SLAM. Their results show that the FPGA implementation outperforms the CPU and GPU in both power and performance.

The complexity of SLAM algorithms makes it difficult to implement an entire end-to-end system utilizing solely an FPGA. FPGA SoCs are an appealing option as the algorithm can be split across hardware and software. For example, Tertei and Devy [107] implement a version of SLAM based upon an Extended Kalman Filter. They perform matrix multiplication on the FPGA and the remainder of the algorithm in software. Nikolic et al. [88] build a visual-inertial motion estimation system. They offload the feature detection (Harris corners / FAST corners)
onto the FPGA. Similarly, Aguilar-Gozalez et al. [6] describe an FPGA implementation of the detection/extraction process to increase the number of features detected by standard feature detection algorithms.

Other works utilize the FPGA for a larger portion of the application. The authors in [103] implement a particle filter SLAM on the FPGA. The input comes from a sparse laser scanner and the map is created as a simple occupancy grid. Another work implements a large portion of the Scan-Matching Genetic SLAM (SMG-SLAM) algorithm [79] on an FPGA. SMG-SLAM is similar to our algorithm, but takes its input from a sparse laser range finder. The result is stored in an occupancy grid map with a resolution between 2 cm and 12 cm and a fairly low number of grid cells (up to 724). While occupancy grids are an efficient map representation for navigation purposes, other representations such as Signed Distance Function [29] are more adapted to dense 3D reconstruction. More recently, Boikos and Bougnais [13, 14] accelerate the semi-dense LSD-SLAM algorithm on an FPGA SoC achieving 22 frames per second on a 320x240 input visual frame. We are able to handle denser environmental maps than these projects.

2.3 FPGA Architectures for Kinect Fusion

Dense SLAM algorithms which focus on creating detailed 3D models are often classified as real-time 3D reconstruction algorithms. We call 3D reconstruction any algorithm whose main purpose is to create a realistic 3D model of an environment. Kinect Fusion [86] is a notorious work in the domain of real-time 3D reconstruction based on low-cost RGB-D (RGB + Depth) camera sensor.

Our first investigation to port dense 3D reconstruction on FPGA is based on Kinect Fusion. We present the main components of this application, which have been reused and extended by many other works since Kinect Fusion, such as the InfiniTAM algorithm that we use for our second set of experiments (Section 2.4). In this section, we also describe our partial FPGA
implementation of this algorithm, the results and conclusions that we obtained by running the application on multiple hardwares.

2.3.1 Dense SLAM Overview

This work is based on Kinfu, an open-source implementation of Kinect Fusion that exists within the PCL library [97]. Kinfu runs its major components on a GPU by using the CUDA programming language. Fig. 2.2 illustrates the 3D Reconstruction framework used in Kinfu. It takes as input a depth map from an RGB-D camera (e.g., the Microsoft Kinect) and processes this depth map through three main modules:

- **Tracking** estimates the camera’s position in 3D space based upon the current depth map and previous data.

- **Depth Fusion** (also called Volumetric Integration) integrates the input depth map into the current 3D model.

- **Ray Casting** fetches a 2D view of the model (Voxel Map) at the current camera pose.

This is an iterative algorithm where the three modules run every frame, and thus they must run quickly if real-time behavior is required. Below we give a brief description of the major components of the system, with more details in the original paper.

**Map Representation**

The 3D model is stored in a grid of voxels using the Truncated Signed Distance Function (TSDF) [29]. TSDF represents the world as a set of voxels. Each voxel records the distance to the nearest surface, along with a weight value to encode a confidence. The distance is normalized to a maximum value called truncation distance. The PCL implementation of Kinect Fusion instantiates a 3D grid of voxels of size $512 \times 512 \times 512$ that represents a real space of size $3m \times 3m \times 3m$. The grid is created at the initialization of the algorithm and cannot move; as a result, the model must be contained within this area. Additionally, all the voxels are instantiated,
Figure 2.2. 3D Reconstruction workflow. Each iteration of the algorithm takes the depth map from the RGB-D camera as input, then goes through three steps: ICP, Depth Fusion, and Ray Casting. The overall process is the same on Kinect Fusion and InfiniTAM. The pre-processing steps only exist in InfiniTAM.

regardless of whether they have received sensor information or not. They are organized into a plain 3D grid, accessible by a regular set of (x,y,z) coordinates.

**Depth Fusion**

The depth fusion algorithm iterates over all the voxels in the 3D grid. Each voxel is projected into the depth map, the distance to the camera center is compared to the depth map value, and if the two distances are within the truncation distance, the voxel’s current distance to the surface is merged with the old distance value using a weighted average.

**Ray Casting**

The ray casting algorithm consists of sending a ray from each pixel of a 2D view into the 3D TSDF model, to find a zero-crossing (a point where the distance to the nearest surface varies from positive to negative). The resulting distance is saved as a 3D point in a Voxel Map. A post-processing step estimates a surface normal for each resulting 3D point, and optionally calculates a color intensity on each point for display purposes.
Tracking

Tracking is based on 3D registration with the Iterative Closest Point (ICP) algorithm [9]. ICP finds the optimal alignment between the input depth map and the 2D projection of the current model from the last camera position (the output of Ray Casting). The calculated transformation between these two inputs represents the motion between the previous and the current frame. The details of this particular implementation of ICP are presented in the original Kinect Fusion paper [86].

2.3.2 Iterative Closest Point (ICP) on FPGA

The particular version of the Iterative Closest Point algorithm that is used in Kinfu is presented in [56, 86]. We also provide an algorithm listing to explain the process (Algorithm 1). Note that this listing is based on the InfiniTAM implementation of ICP (Section 2.4), but it is functionally equivalent. The main difference is that the original GPU implementation in Kinfu is divided into two kernels, the second one taking care of summing all values together (line 13).

The ICP algorithm aligns the current depth map with the Voxel Map calculated in the previous Ray Casting iteration. It finds pairs of corresponding points by 1) projecting points from the previous and the current voxel maps into a common 2D frame (lines 5 to 8), and 2) comparing the distance and angle between pairs against threshold values to determine if they are inliers or outliers (line 10). The distance and angle between corresponding points are turned into a system of equations represented by two triangular matrices $H$ and $\nabla$. These matrices are summed together over all points, and are solved on the CPU to update the global transformation matrix between the frames. The initial transformation matrix is set to the transformation of the previous frame, then updated at each iteration. ICP operates on multiple resolutions of the input data (original resolution, half resolution on each axis, and a quarter resolution on each axis).

We first ported the original CUDA implementations of ICP to OpenCL by keeping the same structures and features, with minimal differences. We consider that the OpenCL version is
Algorithm 1: ICP Algorithm

Input: Depth map; Voxel Map; Normal Map
1. Initialize $H_g$ and $\nabla_g$ to 0
2. for each pixel $(x,y)$ do
3.   Fetch depth $D$ at $(x,y)$
4.   if $D = 0$ then continue;
5.   Transform $D$ with current estimated pose $\rightarrow p_{cur}$
6.   Project $p_{cur}$ into 2D view $\rightarrow (i,j)$
7.   if $(i,j)$ not valid then continue;
8.   Fetch 3D point from Voxel Map at $(i,j) \rightarrow p_{prev}$
9.   if $p_{prev}$ not valid then continue;
10.  if distance($p_{prev}, p_{cur}$) > threshold then continue;
11.  Fetch 3D normal from Normal Map at $(i,j) \rightarrow n_{prev}$
12.  Calculate $H_l$ and $\nabla_l$
13.  Accumulate $H_l$ and $\nabla_l$ into $H_g$ and $\nabla_g$
14. end
15. Save $H_g$ and $\nabla_g$ into global memory

Output: $H_g$ and $\nabla_g$

The baseline implementation. Then, we made incremental modifications to better optimize the algorithm on FPGA. We present the different steps that we took to optimize the ICP algorithm.

Baseline implementation

The original GPU code for ICP is divided into the search kernel that calculates the correspondence between every points, and the reduction kernel that sums the transformation of all the corresponding points. The summation is done with a tree reduction that uses shared memory and synchronization between compute units.

Kernel specialization

We first moved the entire tree reduction to the second kernel (specialize kernels in Figure 2.3). This removed a lot of thread synchronization in the search kernel and resulted in a better overall performance. However the data had to be transferred through global memory, which became a bottleneck due to large bandwidth requirements.
Loop unrolling and index dependency

The original code used a double nested loop, where one index was function of the other. This resulted in poor optimization from the compiler. We removed the index dependencies and unrolled the loops manually (as it used slightly less board space than using OpenCL `pragma unroll`). Figure 2.3 presents the improvement of both modifications separately.

Tune reduction parameter

In the original GPU-style tree reduction, 512 work-items ran an individual summation of their own data, then a tree reduction was performed in local memory to get the final sum. We reduced the number of work-items to a number of 64 obtained experimentally to get much better performance. However we ultimately replaced the entire tree reduction as seen below.

Altera channels and shift registers

The GPU-style reduction was very inefficient on a FPGA, mainly because of the large data transfer through global memory. The access time and bandwidth limitation of this memory was slowing down both kernels. To remove this unnecessary access, we used Altera OpenCL channels. Channels are created in hardware as simple FIFO queues that can transfer data between kernels in 1 cycle per value. We used 27 of them to transfer the transformation vectors of 27 values to the reduction kernel. We tried to implement 27 independent reduction kernels, but found out that a single one was performing much better. We implemented it as an OpenCL task (single execution unit) to take advantage of loop pipelining provided by the compiler. To remove the inherent data dependency of a summation, we used a shift register. Shift registers have to be implemented manually by looping through the data, but this structure is recognized by the compiler and implemented efficiently in hardware. We used a 32 elements-wide shift register, and we chose the depth to be 8 values based on performance estimations. These techniques decreased the running time by 55%.
Other optimizations

a) We used compiler flags to optimize floating-point operations by reordering. b) We simplified the indexing of input arrays for the compiler to perform more aggressive optimizations. c) We changed the layout of the input data from Structure of Arrays to Array of Structures to take advantage of a 512-bits wide global memory access. d) We experimented with fixed-point arithmetic, however there is no native support in OpenCL for this format and this resulted in suboptimal design that did not fit on the FPGA board. Also, this implementation of ICP performs operations on both large and small numbers. This made it impractical to choose appropriate precisions for the integer and decimal parts without losing overall accuracy. e) We could not use SIMD operations or duplicated compute units because Altera channels cannot be vectorized, and because the ICP algorithm was using too much area on the board.

2.3.3 Depth Fusion and Ray Casting

Depth Fusion and Ray Casting are algorithms that interact with the 3D model to either retrieve or store information. Depth Fusion merges data from the depth map into the 3D model, and Ray Casting fetches 3D points from this same model. The 3D model is represented by a TSDF volume, and implemented with a grid of $512 \times 512 \times 512$ voxels. This large data structure is an issue on FPGA as it must stay in the external memory, and the total bandwidth between the FPGA and the memory is limited. Data caching is generally not an option without completely changing the behavior of both algorithms. Depth Fusion must step through every single voxel, which creates a large memory bottleneck. Ray Casting does not access all the voxels, however the access pattern is very irregular and difficult to cache without a dedicated pre-processing step.

One solution to mitigate this issue is to reduce the size of the grid. However, this solution would severely limit either the voxel resolution or the map size. The data structure would need to be reorganized for an efficient access by a different hardware than a GPU. For these reasons, we only implemented a baseline version of Depth Fusion with basic optimizations, and did not
**Figure 2.3.** Running time of 1 iteration of ICP at full resolution for the major modifications made to the baseline GPU implementation. The modifications are cumulative. The search kernel is the part of the algorithm that compares every vertex to find corresponding points. The reduction kernel sums the equation matrices for all the points.

investigate the Ray Casting algorithm further in the context of this application.

### 2.3.4 Kinect Fusion Running Time

First we measured the performance of each algorithm running on its own, using a set of fixed input data. Then we integrated the tuned implementations into the complete Kinfu application. We ran the original and modified application on a desktop computer with an Intel i7-4960X CPU, a NVidia GTX 760 GPU, and a Terasic DE5 board with an Altera Stratix V FPGA.

**ICP**

We measured the running time of ICP for one iteration at full resolution. The baseline FPGA implementation takes 49.9 ms on a FPGA. After tuning the code, we decreased the time to 3.22 ms on the FPGA with a clock frequency of 197 MHz. The running time of intermediate versions of the code are summarized in Fig. 2.3. However we could not achieve one cycle per element because of several factors, including reads from unpredictable locations in global memory. We reduced the impact of these reads by grouping the elements, reducing the number of memory accesses, but it was not possible to make use of local memory since there is no data reuse. The execution pipeline is also delayed by multiple floating-point computations with
dependencies, including divisions and square root functions. Another big limitation is the area utilization. Because ICP uses around 78% of the board logic, we could not integrate another algorithm on the same hardware.

**Depth Fusion**

Our basic implementation of Depth Fusion runs on the FPGA in 100 ms, which is very slow compared to the rest of the application. The algorithm performs operations on 512 MB of data and there is little data reuse to optimize memory access. Transferring the data back and forth from the FPGA to the GPU would take too long and would require too much bandwidth (15 GB per second) to justify any performance increases from the Altera compiler and the FPGA. The baseline version of volumetric integration used 89% of the board logic, which precluded placing the VI kernel on the same board as the ICP kernel.

**Integration with Kinfu**

We ran the Kinfu application on the GPU and FPGA described above. Due to the area limitation discussed before, we could only run one algorithm on the FPGA (Depth Fusion or ICP) and the rest of the project on the GPU. For the Depth Fusion algorithm, we realized that the data transfers between the GPU and the FPGA would take a significant portion of time, because the amount of data copied back to and from the FPGA totals over 512 MB. Given that, achieving a real-time solution for the resolution of 512x512x512 could not be accomplished in real-time. For ICP, we had to copy the voxel and normal maps of two frames from the GPU memory to the FPGA off-chip memory. Even with aligned memory buffer on the host, this took around 18 ms and the entire ICP process 37.8 ms. The entire project ran at 13.5 FPS in average. To get a real-time performance, we removed the high-resolution input data and ran 12 iterations at 320x240 and 8 iterations at 160x120. The memory transfer took around 5 ms and the ICP algorithm ran in 13.5 ms with no noticeable accuracy loss. The entire system (ICP on FPGA, everything else on GPU) was running at 26-28 FPS.
2.4 FPGA Architectures for InfiniTAM

We create FPGA architectures for the SLAM framework called *InfiniTAM* [58] which is itself derived from Kinect Fusion, and runs on a multicore CPU or on a GPU.

2.4.1 Overview

InfiniTAM follows the same process as Kinect Fusion (Fig. 2.2), but the main difference is the utilization of a hash table to store the TSDF representation of the 3D model. A hash table is an efficient way of storing a TSDF volume by only keeping non-empty voxels. Moreover, hash tables are shown to perform very efficiently on FPGAs [55, 110] in terms of memory accesses. InfiniTAM leverages the voxel hashing representation of [87], with a hash function based on the coordinates. The hash table actually references *blocks* of $8 \times 8 \times 8$ voxels, while the actual voxels are stored in a flat memory buffer.

Additionally, InfiniTAM presents a few more differences with respect to Kinect Fusion. The Depth Fusion and Ray Casting algorithms contain a pre-processing step that leverages the hash table to limit the number of voxels used in the actual computation. The ICP algorithm is almost identical with the addition of an option to solve the transformation for rotation only or translation only.

In this section, we describe our proposed FPGA architectures for the main components of InfiniTAM, along with the optimization options that we enable. We focus on the core algorithms, without pre- or post-processing steps. For each algorithm, we develop parameterized OpenCL code that is synthesized to an FPGA using the Intel FPGA OpenCL SDK. Different optimizations are enabled, disabled, and tuned using parameters, also called *knobs* for design space exploration purposes [74, 77]. We define many knobs (e.g., loop unroll factor, memory layout, etc.) that generate designs with different performance, resource usage, and accuracy. In the following, we describe the OpenCL implementations for each algorithm, with a focus on the key optimization knobs that we analyze in Section 2.5.
We also propose a new algorithm that combines Depth Fusion and Ray Casting to improve throughput. We refer to this algorithm as the *Combined Kernel*.

### 2.4.2 Depth Fusion

The Depth Fusion algorithm takes as input the depth map, a list of hash table entries indexes, the hash table, and the buffer containing actual voxel data. The algorithm contains an outer loop to process each hash table entry (block), and an inner loop to process the 512 voxels inside each block. In the following, we describe how we modified this implementation with FPGA-specific optimizations.

#### Loop Optimizations

The OpenCL compiler offers multiple options to implement loops. This includes using OpenCL *work-items* (WI) (on FPGA, a WI is generally interpreted as a single – data-dependency free – stage of a pipelined loop), a simple *for* loop that automatically gets pipelined, or *work-groups* (groups of WI) that enable coarse-grained parallelism. We provide knobs to switch between these representations. The coarse-grain parallelism enabled with work-groups is an OpenCL feature called *compute units*. Each compute unit is a duplication of the kernel to increase the parallelism and thus easily scale the task on larger devices. We provide another knob to control the number of compute units.

#### Memory Optimizations

Input buffers can be cached using *local memory*, which has better latency for non-predictable accesses, such as depth map indexing. We implement a knob to optionally pre-load the depth map into local memory in a predictable way. In this case, the depth size must be fixed (another knob) and the design uses more BRAMs. Lastly, to prevent a potential memory bottleneck when accessing voxels, we implement a knob to cache one block of voxels in local memory for reading and optionally for writing.
Additional Optimizations

We also provide knobs to control the unrolling factors on various loops. Another knob controls the placement of a branch condition, which either groups voxel accesses together or keeps an early branch to potentially terminate the loop earlier.

2.4.3 Ray Casting

The Ray Casting algorithm iterates over the pixels of a 2D view to project 3D information into that view. For each pixel, it steps along a 3D ray and reads the distance value from the hash table until that distance becomes negative. Then the algorithm refines the location of the surface by stepping backwards along the ray using interpolated distance values. Estimations of the starting and ending points of the ray are pre-calculated in a downsampled min/max input map. The output is a Voxel Map, an organized point cloud containing one 3D point per pixel.

Memory Optimizations

The data access pattern is complex and non-contiguous particularly when fetching voxel data. Consecutive accesses to the same data can be manually cached, and the compiler also provides an automatic cache mechanism. We provide knobs to enable/disable these caches, which provides tradeoffs between BRAM usage and cache speedup. The interpolation fetches 8 different values for averaging. We provide the option to disable this interpolation, which may decrease the overall quality of the SLAM system. Finally, the algorithm ends with a Refine step that creates another voxel data access. We can disable it with a knob. These last two knobs are often necessary to save logic elements and fit the kernel on smaller devices.

Other Optimizations

Just like Depth Fusion, we can also switch between a for loop and work-items for the outer loop, and we have the option to fix the 2D image size to simplify some calculations. We can also remove some coordinate system transformations and memory accesses by simplifying
Algorithm 2: Combined Algorithm

Input : Depth Map; Visible blocks IDs; Hash table; Voxel Buffer; Truncation threshold \( \mu \)

\[
\begin{align*}
\textbf{for each visible block ID do} & \quad \text{for each voxel } V = (x, y, z) \text{ in the voxel block do} \\
& \quad \quad (g_x, g_y, g_z) \leftarrow \text{Calculate global coordinates of } V \\
& \quad \quad (c_x, c_y, c_z) \leftarrow (g_x, g_y, g_z) \text{ to camera view} \\
& \quad \quad (i, j) \leftarrow \text{Project } (c_x, c_y, c_z) \text{ into 2D image} \\
& \quad \quad D \leftarrow \text{Get depth at } (i, j) \\
& \quad \quad (w, d) \leftarrow \text{Fetch weight and distance from } V \\
& \quad \quad \textbf{if } w \leq w_{\max} \text{ or } |c_z - D| \leq \mu \text{ then} \\
& \quad \quad \quad (w', d') \leftarrow \text{New weight and distance} \\
& \quad \quad \quad \text{Store new voxel } V \leftarrow (w', d') \\
& \quad \quad \textbf{end} \\
& \quad \quad d \leftarrow \text{Fetch distance from } V \\
& \quad \quad \textbf{if } |d| < \text{ProjectionMap}[i,j] \text{ then} \\
& \quad \quad \quad c_z \leftarrow c_z + d \\
& \quad \quad \quad (x, y, z) \leftarrow (c_x, c_y, c_z) \text{ to global coord.} \\
& \quad \quad \quad \text{Save } (x, y, z) \text{ position into Voxel Map} \\
& \quad \quad \quad \text{ProjectionMap}[i,j] \leftarrow |d| \\
& \quad \quad \textbf{end} \\
\end{align*}
\]

\[
\textbf{end}
\]

the start and end points of the ray. The ray can start at a depth of 0, and end at the maximum sensor range, which makes an assumption about the input data. We keep both options as knobs.

2.4.4 Combining Depth Fusion and Ray Casting

Ray Casting provides a view of the fused 3D model at the current position, and as such, accesses most of the voxels that have just been updated by Depth Fusion. Thus, it is beneficial to combine both steps into one coordinated process. However these two steps process data in opposite directions. Depth Fusion projects 3D voxels into a 2D view, while Ray Casting sends rays from the 2D view into the 3D volume. Depth Fusion is more efficient as it involves less memory accesses due to the pre-processing step. We create a Combined kernel by integrating
Ray Casting into Depth Fusion. We implement the uninterpolated and unrefined version of Ray Casting to avoid significant random accesses to the hash table and the voxel data. The main issue arises when Depth Fusion projects multiple points on the same pixel. Because we lose the sequential aspect of the Ray Casting algorithm, we need a way to select which distance \( d \) to keep on each pixel.

The Combined algorithm is presented in Algorithm 2. There are two computation blocks: the Depth Fusion block at line 10, and the Ray Casting block at line 15. The Depth Fusion is similar to the original implementation. The Ray Casting block writes the distance \( d \) of the current voxel to a projection map which is the same size as the 2D image view. The goal of the projection map is to save only the smallest \( d \) in the projected pixel. When a new distance \( d_{\text{new}} \) is projected into the map, it is saved only if \( |d_{\text{new}}| < |d| \), at which point the Voxel Map is updated with the new point. This creates a dependency between iterations that is difficult to avoid without duplicating the entire projection map.

Optimizations

This implementationmostly uses the same knobs as Depth Fusion with some restrictions. We restrict the outer and inner loops to be implemented as for loops only. We add the possibility of implementing the inner loop as work-items, which in the OpenCL model creates a race condition on the projection map. On FPGA, this race condition occurs depending on the depth of the pipeline, which can create a small loss of precision in the result. We also add a knob to use either local or external memory for the projection map.

2.4.5 Iterative Closest Point (ICP)

ICP aligns the current depth map with the Voxel Map from Ray Casting. It finds pairs of corresponding points by projecting them into a common 2D frame and rejecting candidate pairs based on threshold values. The distance and angle between pairs of points are turned into a system of equations represented by two triangular matrices \( H \) and \( \nabla \). These matrices are summed
together over all points and solved on the CPU to update a global transformation matrix. ICP has
the option to solve for rotation or translation only, which uses smaller $H$ and $\nabla$ matrices. We
propose a number of optimizations for the FPGA implementation.

**Interpolation**

The 3D points and 3D normals from the depth map and Voxel Map can be read with
bilinear interpolation. These interpolations can be disabled with knobs.

**Branching**

This kernel has a lot of branches and therefore a lot of control logic. It contain branches to
differentiate between long and short iterations, i.e., whether we solve for rotation and translation,
or only one component. We implement a knob to disable these branches, and fully calculate the
matrices even for short iterations. This helps reduce the resource utilization.

**Accumulation**

This kernel has a lot of data dependency between each iteration due to the matrices needing
to be summed together. We implement multiple shift registers to decrease this dependency.
To balance between speed and logic utilization, we provide knobs to enable shift registers and
control their size. In the case where we do not use shift registers, we implement knobs which
unroll the computation and accumulation of the matrices to decrease the latency.

### 2.5 Experimental Results And Analysis

In this section, we analyze the effects of the various hardware optimizations to provide
insight on how to design architectures for real-time dense SLAM systems. To ground our design
process in reality, we focus on two different FPGA platforms – an embedded FPGA SoC and a
higher performance PCIe FPGA system.
Table 2.1. Summary of the knobs for all four algorithms, along with their names used in Section 2.5

<table>
<thead>
<tr>
<th>Depth Fusion</th>
<th>Ray Casting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Description</td>
</tr>
<tr>
<td>ComputeUnits</td>
<td>Num. compute units</td>
</tr>
<tr>
<td>XyzLoop</td>
<td>Inner loop type</td>
</tr>
<tr>
<td>EntryIdLoop</td>
<td>Outer loop type</td>
</tr>
<tr>
<td>EntryIdNumWI</td>
<td>Outer loop num. WI</td>
</tr>
<tr>
<td>HardcodeSize</td>
<td>Hardcode depth size</td>
</tr>
<tr>
<td>CacheVoxels</td>
<td>Voxel block cache</td>
</tr>
<tr>
<td>XyzLoopFlat</td>
<td>Flatten inner loop</td>
</tr>
<tr>
<td>XyzUnroll</td>
<td>Unroll inner loop</td>
</tr>
<tr>
<td>EntryIdUnroll</td>
<td>Unroll outer loop</td>
</tr>
<tr>
<td>DepthLocal</td>
<td>Depth map cache</td>
</tr>
<tr>
<td>BranchPos</td>
<td>Condition placement</td>
</tr>
<tr>
<td>Branch</td>
<td>Enable branching</td>
</tr>
<tr>
<td>NablaUnroll</td>
<td>$\nabla$ sum - unroll factor</td>
</tr>
<tr>
<td>HessianUnroll</td>
<td>$H$ sum - unroll factor</td>
</tr>
<tr>
<td>ShiftRegister</td>
<td>Size of shift registers</td>
</tr>
</tbody>
</table>

ICP Combined

| Name        | Description                  | Name       | Description                  |
| PointInterp | Point interpolation          | -          | Same knobs as Depth Fusion   |
| NormalInterp| Normal interpolation         | SdfLocal   | Projection map cache         |
| NablaSumtype| How $\nabla$ is summed       |            |                               |
| HessianSumtype | How $H$ is summed       |            |                               |
| Branch      | Enable branching            |            |                               |
| NablaUnroll | $\nabla$ sum - unroll factor |            |                               |
| HessianUnroll | $H$ sum - unroll factor    |            |                               |
| ShiftRegister | Size of shift registers      |            |                               |
2.5.1 Experimental Setup

We implement the full end-to-end InfiniTAM application on: 1) a Terasic DE1-SoC board with a Cyclone V FPGA and a dual-core ARM Cortex A9 processor, and 2) a Terasic DE5 PCIe board with a Stratix V FPGA, connected to a workstation with an x64 quad-core i7-4790K CPU.

We write all of our kernels using OpenCL, compile them with the Intel FPGA OpenCL SDK v16.1, and integrate them into the InfiniTAMv2 code base. Each combination of knobs in our kernels produces a unique design. We choose reasonable values for knobs by selecting mostly powers of two and values likely to generate a small design, considering the smallest FPGA. In total, we have compiled more than 480 unique designs across all algorithms for the DE1 FPGA, and more than 2600 for the DE5 FPGA.

For most of our experiments, we fix the input depth map size to QVGA (320x240), with a few designs compiled for an input size of 320x180. To test and measure the performance of the kernels, we use the following benchmarks from the standard TUM RGB-D SLAM dataset [105]: fr1/desk, fr1/360 and fr1/room. We also use a custom dataset (Cave) made from data collected with a Google Tango tablet in an underground cave environment. We set the TSDF voxel size to 1 cm, which is comparable to the depth resolution of the sensor used in the benchmarks.

We record the running time of different modules of InfiniTAM. Due to the limited amount of shared memory that can be allocated on the SoC board, our kernels are configured to handle a limited amount of data in the 3D model. We run each benchmark for a specific number of frames (fr1/desk: 595; fr1/room: 700; fr1/360: 440; cave: 400). Below we present the results of this design space exploration, combining FPGA logic utilization and running time.

2.5.2 FPGA SoC Design

Here we describe a fully functional dense SLAM system running on a small Cyclone V FPGA SoC. Consequently, we want to focus on designs that have low resource usage while still maintaining real-time performance. To do this, we perform comprehensive analysis of the design
Figure 2.4. Design spaces of InfiniTAM running on the DE1 board with the Room benchmark. (a) plots the throughput of the entire application when running the selected algorithm on FPGA; (b) plots the throughput of individual algorithms. The y axis shows the logic utilization of individual algorithms.

Fig. 2.4 illustrates the design spaces on one of our benchmarks (room). Fig. 2.4(a) shows the total frame rate of the application when running different designs of different modules on FPGA, and Fig. 2.4(b) shows the throughput measured individually on each design.

ICP has the worse individual throughput overall and does not contribute to decrease the total running time of the application. The best versions of Depth Fusion and Raycasting both increase the total throughput and the Combined algorithm provides the highest total throughput. This highlights the benefit of combining Depth Fusion and Ray Casting into a single kernel as the individual kernels cannot both fit on the device.

Throughput

Table 2.2 presents the lowest running times for each benchmark, on the dual-core ARM processor with OpenMP (Baseline) and with one module accelerated on FPGA. We use RaycastO3, which is the Ray Casting algorithm without the interpolation and refine steps. As we implement these optimizations on FPGA, we also transpose them to CPU for a fair comparison. The Combined algorithm is compared to the added time of Depth Fusion and RaycastO3 on ARM.
Table 2.2. Comparison of the lowest running times of different kernels running on the DE1 SoC board. Each row compares the algorithm running on the ARM processor of the DE1 (top, in ms) and on the FPGA (bottom, in ms).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cave</th>
<th>Desk</th>
<th>360</th>
<th>Room</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth Fusion</td>
<td>702.25</td>
<td>425.75</td>
<td>573.90</td>
<td>508.89</td>
</tr>
<tr>
<td></td>
<td>18.09 (38.8×)</td>
<td>13.47 (31.6×)</td>
<td>16.80 (34.2×)</td>
<td>15.71 (32.4×)</td>
</tr>
<tr>
<td>RaycastO3</td>
<td>522.66</td>
<td>538.92</td>
<td>455.15</td>
<td>448.64</td>
</tr>
<tr>
<td></td>
<td>35.21 (14.8×)</td>
<td>30.49 (17.7×)</td>
<td>26.53 (17.2×)</td>
<td>28.34 (15.8×)</td>
</tr>
<tr>
<td>Combined</td>
<td>1224.91</td>
<td>964.67</td>
<td>1029.05</td>
<td>957.53</td>
</tr>
<tr>
<td></td>
<td>78.29 (15.6×)</td>
<td>89.41 (10.8×)</td>
<td>85.08 (12.1×)</td>
<td>84.92 (11.3×)</td>
</tr>
<tr>
<td>ICP</td>
<td>348.35</td>
<td>537.88</td>
<td>508.22</td>
<td>557.56</td>
</tr>
<tr>
<td></td>
<td>265.84 (1.3×)</td>
<td>357.57 (1.5×)</td>
<td>330.29 (1.5×)</td>
<td>368.87 (1.5×)</td>
</tr>
</tbody>
</table>

Figure 2.5. Comparison of the average total frame rate between different versions of the application running on the DE1: running on ARM only, or the best versions accelerated on the FPGA. We present the results for different benchmarks.

The Depth Fusion algorithm presents the highest acceleration (up to 38×, or 34× for the TUM benchmarks). ICP is not very well accelerated because the designs implementing shift registers could not fit on this device, but the Combined kernel, replacing two of the three main algorithms, is accelerated more than 10×.

Fig. 2.5 shows the average throughput in frames per second (FPS) for each benchmark. We compare the different baseline versions (without modifications, with RaycastingO3, with the Combined algorithm) and the fastest FPGA versions. We achieve the best throughput with the Combined kernel, but Depth Fusion and Ray Casting are also faster than the baseline. We can achieve up to 1.55 FPS at 320x180, and up to 1.22 FPS at 320x240, which is faster than the CPU version (up to 0.49 and 0.65 FPS respectively).
**LASSO Analysis**

We perform a statistical analysis to better understand the impact of knobs on each design space. We use the LASSO operator [109] which creates a least square regression model over the knob values that best fits the objective curve (throughput, logic). LASSO can create sparse models by forcing knobs with a small contribution to the model to zero with an alpha parameter (a larger alpha will force more coefficients to zero). We perform a cross-validated search for the alpha that yields a model with the smallest Mean Squared Error (MSE). The result of this analysis is a coefficient for each knob, which represents a relative contribution for this knob to the linear model. A larger coefficient indicates a higher correlation between the knob value and the constructed model. We focus our analysis on the throughput factor and we only present a summary of the results. Our complete data and scripts for a deeper analysis is available in our repository.

For each algorithm, we choose as inputs all the knobs and their 2nd degree polynomial interactions to account for the non-linearity of certain knobs. We vary alpha, compute the model for each alpha, and find the model with the best MSE. Using the knobs without polynomial interactions leads to a higher MSE for most design spaces, which indicates a certain degree of non-linearity in the influence of knobs over the hardware architecture. We present the knobs with the highest coefficients for the models with the lowest MSE in Table 2.3.

The dominant knobs are directly related to the implementation of a loop (XyzLoop in Depth Fusion / Combined; UseWI in Ray Casting). Using work-items has a great influence on the throughput when compared to using a for loop. The compiler is able to infer a better pipeline with work-items without dependency between iterations and an minimal initiation interval. Other important knobs are generally related to memory caching. Depth Fusion, Raycasting, and Combined all benefit from caching depth or voxel data in the local memory and these mechanisms have a large impact on the running time. The ICP and Combined algorithms are notably different. In the case of ICP, using shift registers to sum large vectors together requires
Table 2.3. LASSO analysis of throughput on the DE1 SoC board for the *Room* benchmark. We take the models with the minimum mean squared error (MSE), and show the 5 knob features with the largest contribution to that model. The knob names are summarized in Table 2.1.

<table>
<thead>
<tr>
<th>Depth Fusion (Min MSE = 0.0075)</th>
<th>Raycasting (Min MSE = 0.0010)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knob</strong></td>
<td><strong>Coef</strong></td>
</tr>
<tr>
<td>XyzLoop$^2$</td>
<td>0.130</td>
</tr>
<tr>
<td>CacheVoxels$^2$</td>
<td>0.067</td>
</tr>
<tr>
<td>CacheVoxels</td>
<td>0.031</td>
</tr>
<tr>
<td>XyzUnroll$^2$</td>
<td>0.031</td>
</tr>
<tr>
<td>CacheVoxels,XyzLoopFlat</td>
<td>-0.023</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICP (Min MSE = 0.0054)</th>
<th>Combined (Min MSE = $10^{-6}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HessianUnroll</td>
<td>0.336</td>
</tr>
<tr>
<td>NablaUnroll</td>
<td>0.040</td>
</tr>
<tr>
<td>Branch NablaSumtype</td>
<td>0.023</td>
</tr>
<tr>
<td>NablaSumtype</td>
<td>0.022</td>
</tr>
<tr>
<td>HessianUnroll,NablaSumtype</td>
<td>0.016</td>
</tr>
</tbody>
</table>

a large amount of resources, and the designs using this optimization cannot fit on the small FPGA. As a result, the remaining designs are very sensitive to the amount of unrolling that is used to parallelize the vector accumulation. This situation leads to a much slower running time (Table 2.2). The Combined kernel is also quite complex and certain memory optimizations do not fit on the Cyclone V FPGA. Consequently, the run time is largely dominated by the loop implementation knob: using work-items speeds up the algorithm, while other knobs impact the running time very little.

2.5.3 PCIe FPGA Design

We compile the algorithms on a DE5 board with a Stratix V FPGA, which is about 7 times larger than the DE1 FPGA (comparing Logic Elements, as defined by Intel). We perform a design space exploration to understand how the algorithms scale to a larger device, especially with respect to runtime.

Fig. 2.6 shows the design spaces of individual algorithms and of the entire application running on the *Room* benchmark. The differences with the DE1 design spaces are mostly due to
Figure 2.6. Design spaces of InfiTiAM running on the DE5 board with the Room benchmark.

Figure 2.7. Comparison of the best frame rate for individual algorithms and the entire application. We compare the best results on both DE1 and DE5 hardware setups, including the processor and FPGA results. On the DE5, we use bitstreams implementing either multiple algorithms (ICP+DF+RC / ICP+Combined) or only one (indiv.).

the designs that do not fit on the smaller device. The logic utilization is generally low because most of the optimizations were focused on reducing this value to fit on the SoC chip. ICP produces a particularly different design space. There is a clear tradeoff between running time and logic utilization, which means that the most efficient designs have a high utilization and cannot be implemented on a smaller FPGA. The ICP algorithm clearly takes advantage of the increased number of registers on the Stratix V FPGA. Because it is computation-bound, it can be drastically sped up by using a large number of shift registers. Fig. 2.6(a) highlights the most efficient design tradeoffs for the entire application. While the application is not optimized for the DE5 board, we can see that using the Combined designs is generally faster.

We also compare the throughput improvement from the best designs on the DE1 to the designs on the DE5. We extend the design space exploration of individual kernels and compile
Table 2.4. LASSO analysis of throughput on the DE5.

<table>
<thead>
<tr>
<th>Knob</th>
<th>Coef</th>
<th>Knob</th>
<th>Coef</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth Fusion (Min MSE = 0.010)</td>
<td></td>
<td>Raycast (Min MSE = 0.003)</td>
<td></td>
</tr>
<tr>
<td>XyzLoop</td>
<td>0.047</td>
<td>HashCLCache^2</td>
<td>0.152</td>
</tr>
<tr>
<td>XyzLoop,DepthLocal</td>
<td>-0.039</td>
<td>UseWI</td>
<td>0.116</td>
</tr>
<tr>
<td>ComputeUnits,DepthLocal</td>
<td>-0.039</td>
<td>Minmax</td>
<td>0.088</td>
</tr>
<tr>
<td>EntryidLoop,DepthLocal</td>
<td>-0.034</td>
<td>IndexCache^2</td>
<td>0.085</td>
</tr>
<tr>
<td>CacheVoxels</td>
<td>0.029</td>
<td>Minmax^2</td>
<td>0.055</td>
</tr>
<tr>
<td>ICP (Min MSE = 0.007)</td>
<td></td>
<td>Combined (Min MSE = 0.0016)</td>
<td></td>
</tr>
<tr>
<td>HessianSumtype</td>
<td>0.056</td>
<td>XyzLoop^2</td>
<td>0.061</td>
</tr>
<tr>
<td>NablaSumtype</td>
<td>0.054</td>
<td>SdfLocal,XyzLoop</td>
<td>-0.024</td>
</tr>
<tr>
<td>NablaSumtype,ShiftRegister</td>
<td>0.047</td>
<td>SdfLocal,XyzUnroll</td>
<td>-0.012</td>
</tr>
<tr>
<td>HessianUnroll</td>
<td>0.038</td>
<td>SdfLocal,XyzFlat</td>
<td>0.012</td>
</tr>
<tr>
<td>HessianUnroll,HessianSumtype</td>
<td>0.033</td>
<td>XyzUnroll</td>
<td>-0.010</td>
</tr>
</tbody>
</table>

two other types of bitstreams: one containing Depth Fusion, Ray Casting and ICP (DF+RC+ICP), and one with the Combined kernel and ICP (Combined+ICP). A full design space exploration of multiple kernels would lead to millions of unique combinations, so we only compile a few combinations of Pareto-optimal designs. We report the best performance of each algorithm for the different types of bitstreams (DF+RC+ICP, Combined+ICP), and individual algorithms in Fig. 2.7. In this figure, we compare the best throughput results between the DE1 FPGA, DE1 processor, DE5 FPGA, and DE5 processor, for individual algorithms and the entire application on the Room benchmark. Depth Fusion is improved by 3.6×, Ray Casting 4.8×, Combined 13.1×, and ICP is accelerated by 425.2×. The entire application runs at up to 44 FPS.

**LASSO Analysis**

We perform a LASSO analysis on these design spaces to better understand the importance of knobs on larger and more complex architectures. Table 2.4 presents the summary of our LASSO analysis on the Room benchmark. In general, the throughput is harder to model on these larger spaces. There are more knob values and interactions, and as a result, the MSE is slightly higher for all algorithms. The general principles defined from the DE1 LASSO analysis
still apply, as the type of loop implementation still has a great influence on the throughput, and memory caching is another useful optimization. The Combined algorithm has a large data dependency which is removed when using work-items, which tends to change the accuracy result. ICP is much less memory bound, and this fact is reflected in the knob coefficients, which tend to give weights to the knobs affecting the summation of data.

2.5.4 Real-Time Experiments

To test our implementation in a real environment using a complete system, we use a Google Tango tablet as both a depth camera and a screen to display real-time feedback. The Google Tango implements a light network client that only sends depth data and receives an image for display. The DE1 board receives, processes, and sends the data back through the wired/wireless network. We run the fastest Combined kernel from our design space exploration on the FPGA. We scan an office desk for about 1 minute (100 frames) and obtain the result shown in Fig. 2.1. In average, each frame took 505 ms to process (almost 2 FPS).

2.6 Conclusion

We have described implementations of dense SLAM on an FPGA, outlining the potential hardware optimizations for the sub-algorithms (Tracking, Depth Fusion, and Ray Casting). We have parameterized our designs to create a vast set of FPGA architectures, and analyzed the resulting design spaces to adapt them to two different FPGA platforms. We have built functional dense SLAM systems on two FPGA platforms. Our complete end-to-end system on the FPGA SoC achieves up to 2 FPS, and 44 FPS on a higher performance PCI-e FPGA. We expect that these numbers would be largely increased by using newer SoC boards currently on the market.

Design space exploration has provided insightful information about hardware tradeoffs for dense SLAM. Our analysis showed that the representation of loops in OpenCL for FPGA has a profound impact on the run time. Additionally, it benefits greatly from memory cache optimizations.
Our architectures for InfiniTAM are made open-source, which includes our full system implementations, OpenCL code, and design space exploration results. These results can be useful to gain valuable insight into the implementation of complex SLAM applications on different FPGA hardware, but also to understand the mapping between optimization knobs and the final design spaces. Ultimately, this knowledge can help develop automated tools for design space exploration to avoid the manual optimization process for designers.

**Future Work**

With recent improvements in deep learning algorithms, dense SLAM can now be formulated as a learning problem and can provide results on par with traditional SLAM techniques [106, 128]. Additionally, there has been much progress in the implementation of deep neural networks on FPGA [123, 116, 113]. Future work can explore the implementation of neural network-based SLAM, and analyze the effects of hardware knobs as well as software knobs (network depth, etc.) on the SLAM results.
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Chapter 3

Spector: An OpenCL FPGA Benchmark Suite

3.1 Introduction

FPGA design was traditionally relegated to only experienced hardware designers, and required specifying the application using low-level hardware design languages. This provides opportunities to create highly specialized custom architectures; yet it is time consuming as every minute detail must be specified on a cycle-by-cycle basis. Recently, FPGA vendors have released high-level synthesis tools centered around the OpenCL programming model. The tools directly synthesize OpenCL kernels to programmable logic creating a custom hardware accelerator. They raise the level of abstraction of the programming model and increase the designer’s productivity. Furthermore, the tools manage the transfer of data between the FPGA and the CPU host. This opens the door for more programmers to easily utilize FPGAs.

OpenCL is a open standard that provides a framework for programming heterogenous systems. The language extends C with features that specify different levels of parallelism and define a memory hierarchy. There exists OpenCL implementations for a variety of multicore CPUs, DSPs, and GPUs. More recently, commercial tools like Xilinx SDAccel [5] and the Altera OpenCL SDK [3] add FPGAs into the mix of supported OpenCL devices. This greatly simplifies the integration of FPGAs into heterogeneous systems, and provides a FPGA design entry point for a larger audience of programmers.
The OpenCL FPGA design process starts with implementing the application using OpenCL semantics. The designer then typically employs some combination of well-known optimizations (e.g. varying the number of work-items, using SIMD vectors, loop unrolling, etc.) and settles on a small set of designs that are considered optimal according to some metric of performance (resource utilization, power, etc.). Most designers will need multiple attempts with several optimization options to understand the design space. Unfortunately, a major drawback of these OpenCL FPGA tools is that the compilation time is long; it can take hours or even days. This severely limits the ability to perform a large scale design space exploration, and requires techniques to efficiently guide the designer to a good solution.

In many applications, it is difficult to predict the performance and area results, especially when optimization parameters interact with each other in unforeseen manners. As an example, increasing the number of compute units duplicates the OpenCL kernel, which should improve performance at the expense of FPGA resources. However, this is not always true as memory contention may limit the application’s performance. Finding when this occurs requires a better understanding of the memory access patterns and how other optimizations alter it. Many other optimizations are also intertwined in non-intuitive ways as we describe throughout the paper.

We propose an OpenCL FPGA benchmark suite. Each benchmark is tunable by changing a set of knobs that modify the resulting FPGA design. We compiled over 8000 designs across 9 unique benchmarks using the Altera OpenCL SDK. All of our results are openly available and easily accessible [4]. This provides large sets of designs to enable research on system-level synthesis for FPGAs. These results can be used to evaluate methods for improving the process of design space exploration. We provide our own analysis of the data to show that the exploration of such designs is not always an easy task.

The major contributions are:

- Designing and releasing an OpenCL FPGA benchmark suite
- Creating an optimization space for each benchmark and describing the parameters that
define it.

- Performing a comprehensive set of end-to-end synthesis experiments, the result of which is over twenty thousands hours of compilation time.

- Providing a statistical analysis on the results to give insights on OpenCL FPGA design space exploration.

The remainder of this chapter is organized as follows. In Section 3.2, we motivate the need for this research, and discuss related work. In Section 3.3 we detail our benchmark design process and talk about how we obtained the results. In Section 3.4 we describe the benchmarks, detail the tunable knobs and their effect on the architectures, and present their design spaces. We give a statistical analysis of some of the results in Section 3.5 and conclude in Section 3.6.

### 3.2 Motivation

There are substantial number of application case studies for parallel computing, heterogeneous computing, and hardware design. One can start with reference designs from hardware vendors such as Intel, NVIDIA, Altera, and Xilinx. Unfortunately, these are often scattered across different websites, use different target compute platforms (CPU, GPU, FPGA), and they lack a common lingua franca in terms of optimization parameters. This makes them difficult to provide a fair comparison across the different applications. This is the general motivation for benchmark suites – they provide highly available, well documented, representative set of applications that can assess the effectiveness of different design strategies and optimizations.

Several open-source benchmarks for parallel applications currently exist. Many of these, e.g., the HPEC challenge benchmark suite [48] or Rodinia [24], focus on GPUs and multicore CPUs. FPGAs have a different compute model. Thus, while some of the applications in these benchmarks suites are applicable to studying the OpenCL to FPGA design flow, they require modifications to be useful. Several of our benchmarks are found in these existing benchmark suites.
There are a number of FPGA specific benchmarks suites. These generally target different parts of the design flow. For example, the applications in ERCBench [21] are written in Verilog and useful for studying RTL optimizations or as a comparison point for hardware/software partitioning. Titan [83] uses a customized workflow to create benchmarks to study FPGA architecture and CAD tools. The OpenCL dwarfs [38, 63] contain several OpenCL programs that have been optimized for FPGA. Unfortunately, they usually have a fixed architecture with little to no optimization parameters.

We seek to extend these benchmark suites by leveraging the existing OpenCL benchmarks and reference programs, and outfitting them with multiple optimization parameters. Each of these designs can be compiled with a commercial program or open-source tool to generate thousands of unique configurations. We make open-source our results that we obtained from the Altera software, and encourage the community to compile our benchmarks with different tools. One of our motivating factors in creating this benchmark suite was the lack of a common set of designs and optimization parameters for comparing different design space exploration (DSE) techniques. Machine learning techniques for DSE in particular can benefit from a large set of designs, e.g., [130] and [74] use machine learning approaches to explore design spaces and predict the set of Pareto designs without having to compile the entire space. These techniques could directly leverage our results to verify and perhaps improve their models. And in general, we believe that open repository of OpenCL FPGA designs will benefit this and other areas of research.
Table 3.1. Number of successfully compiled designs.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BFS</td>
<td>507</td>
<td>Histogram</td>
<td>894</td>
<td>Normal estimation</td>
<td>696</td>
</tr>
<tr>
<td>DCT</td>
<td>211</td>
<td>Matrix Multiply</td>
<td>1180</td>
<td>Sobel filter</td>
<td>1381</td>
</tr>
<tr>
<td>FIR filter</td>
<td>1173</td>
<td>Merge sort</td>
<td>1532</td>
<td>SPMV</td>
<td>740</td>
</tr>
</tbody>
</table>

3.3 Methodology

We designed nine benchmarks that cover a wide range of applications. We selected benchmarks that are recurrent in FPGA accelerated applications (FIR filter, matrix multiply, etc.), but we also included code with more specific purpose to cover potential real-world programs (like histogram calculation and 3D normal estimation). These benchmarks come from various places: some were written directly without example source code, others come from GPU examples, and some come from FPGA optimized examples. In all cases, we started from programs that contained little to no optimization parameters, thus requiring us to define the optimization space.

For each benchmark, we proceeded as illustrated in Figure 3.1. First we created or obtained code that was partially or fully optimized for FPGA. It is important to note that we were not trying to reach a single “most optimal” design, but instead defining an optimization space that covers a wide range of optimizations. We studied which types of optimization would be relevant for each benchmark. Then we added several optimization knobs, which are values that we can tune at compile-time. These knobs can enable or disable code, or affect an optimization parameter (e.g., unrolling factor). We compiled several sample designs to ensure that the knobs we had chosen would have some impact on the timing and area. Each benchmark has a set of scripts to generate hundreds of unique designs, with all the possible combinations of knob values. In most cases we restricted the values of the knobs to a subset of the options (e.g., powers of two). We also removed values that were likely to use more resources than available, and filtered out further using pre-place-and-route estimations. All the benchmarks were written using standard OpenCL code with a C++ host program that can run and measure the time of execution. The OpenCL code works with the Altera SDK for FPGA, and can also be executed on GPU.
and CPU. Although we have not tested the programs with other commercial or open-source OpenCL-to-FPGA pipelines, we expect that little to no modifications are required to ensure compatibility.

Each design was then individually compiled using the Altera OpenCL SDK v14.1, with a compile time typically requiring 1 to 4 hours on a modern server, and occasionally taking more than 5 hours per design. In total we successfully compiled more than 8300 designs (see Table 3.1), plus many more that went through almost the entire compilation process but failed due to device resource limits. We executed the successful designs on a Terasic DE5 board with a Stratix V FPGA to measure the running time for a fixed input. Some applications can behave differently given a different set of input data however, and the optimizations to use in these cases might vary. This is the case for algorithms like graph traversal or sparse matrix multiplication, where the sparsity of the input can have a significant impact on the design space. In both of these benchmarks we ran the program with two sets of inputs. We ran BFS with both a densely connected graph and one with sparse edges. Sparse matrix-vector multiplication was run with one matrix containing 0.5% of non-zero values and one only 50% sparse. We extracted the running time and area data (such as logic, block RAM, DSPs, etc.) for each run. The set of design spaces that we present in Figure 3.2 shows the logic utilization against the running time, as logic is usually the most important resource and often the limiting factor. These results are generated from the scripts plot_design_space.m and plot_all_DS.m available in our repository.

3.4 Benchmarks Description

Here we describe the benchmarks and the knobs that we have chosen, so that the reader can interpret the design space results based on the design choices. First we explain some of the most common optimization types in OpenCL designs. Then we explain each benchmark in more details, followed by an overview of the shape of the design space.

Work-items: These are parallel threads with a common context on GPU. On FPGA,
Figure 3.2. Normalized design space for each benchmark. We plot the inverse logic utilization against the throughput such that higher values are better. The Pareto designs are shown in red triangles.

they can be interpreted as multiple iterations of an outer loop that is pipelined by the compiler. Using only one can give more flexibility to the programmer to control unrolling and pipelining,
while using multiple can enable optimizations such as SIMD. **Work-groups**: This defines how many groups of work-items to use, each group using a different context (no shared memory). This is useful to enable the compute units optimization. **Compute units**: How many duplicates of the kernel are created on the FPGA chip. Compute units can run work-groups in parallel, however they all access the external memory and thus might be limited by the bandwidth. **SIMD**: Work-items can be processed simultaneously by increasing local area usage. It is only possible when there is no branching. **Unrolling**: By explicitly unrolling a loop, we can process multiple elements simultaneously by using more area, usually storing data in more local registers.

### 3.4.1 Breadth-First Search (BFS)

This code is based on the BFS FPGA benchmark from the OpenDwarfs project [38, 63], and originally based on the BFS benchmark from the Rodinia Benchmark Suite [24]. It is an iterative algorithm that simply traverses a graph starting at a specified node by performing a breadth-first traversal, and returns a depth value for each node. The algorithm iterates over two OpenCL kernels until all the reachable nodes have been visited. Each kernel launches work-items for each node in the graph and uses binary masks to enable computation. There are 6 knobs with varying values in these kernels.

- **Unroll factor** in kernel 1: Unrolls a loop to process multiple edges simultaneously. We enable additional code for edge cases only if the unroll factor is greater than 1.

- **Compute units** in kernel 1 and 2, **SIMD** in kernel 2.

- **Enable branch** in kernel 1: Describes how to check if a node was visited and how to update graph mask values. Either enables the code from OpenDwarfs with bitwise operators to avoid branching, or enables the code from Rodinia with regular if statement.

- **Mask type**: Number of bits used to encode the values of graph masks.
Design space

The design space for the dense input is clearly divided along the timing axis. The left cluster represents the designs where the branching code is disabled. The more optimized branching code gets better performance as we increase the unrolling factor. The discontinuity between the middle and right clusters is caused by a jump in the knob values. The impact of the unrolling factor is however limited by the number of edges to process per node. This limitation is reflected in the sparse input design space that is more uniform.

3.4.2 Discrete Cosine Transform (DCT)

This algorithm is based on the NVIDIA CUDA implementation of a 2D 8x8 DCT [90]. The program divides the input signal into 8x8 blocks loaded into shared memory, then processed by calculating DCT for rows then columns with precalculated coefficients. Some knobs enable multiple blocks to be loaded in shared memory, and multiple rows and columns to be processed simultaneously. Each work-group processes one 8x8 block, and within the group each work-item processes one row and column. This can be altered by 9 tunable knobs:

- **SIMD and Compute units.**
- **Block size**: Number of rows/columns to process per work-item.
- **Block dim. X** and **Block dim. Y**: Number of blocks per work-group in X or Y direction.
- **Manual SIMD type**: Using OpenCL vector types, each work-item processes either multiple consecutive rows/columns, or processes multiple rows/columns from different blocks.
- **Manual SIMD**: Number of rows/columns for one work-item to process using SIMD vector types.
- **Unroll factor**: Unroll factor for the loops launching 8-point DCT on rows and columns.
Table 3.2. FIR filter Pareto optimal designs.

<table>
<thead>
<tr>
<th>Coef. shift</th>
<th>8</th>
<th>8</th>
<th>1</th>
<th>8</th>
<th>1</th>
<th>8</th>
<th>1</th>
<th>8</th>
<th>1</th>
<th>8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. parallel</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Unroll inner</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Unroll outer</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Work-items = Work-groups = SIMD = Compute units = 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (ms)</td>
<td>0.70</td>
<td>0.71</td>
<td>0.78</td>
<td>1.08</td>
<td>1.14</td>
<td>80.73</td>
<td>85.35</td>
<td>94.93</td>
<td>151.9</td>
<td>159.9</td>
<td>190.1</td>
</tr>
<tr>
<td>Logic</td>
<td>52%</td>
<td>50%</td>
<td>50%</td>
<td>36%</td>
<td>34%</td>
<td>34%</td>
<td>33%</td>
<td>32%</td>
<td>31%</td>
<td>31%</td>
<td>30%</td>
</tr>
</tbody>
</table>

- **DCT unroll**: Either use the loop version of 8-point DCT, or the manually unrolled 8-point DCT.

**Design space**

The designs are clearly divided into clusters along the logic utilization axis. These clusters can be mostly explained by the **block size**, **manual SIMD** and **compute units** knobs that have a similar impact on logic. The combination of these knobs increases by steps, creating the clustering of the design space.

### 3.4.3 Finite Impulse Response (FIR) Filter

This benchmark is based on the Altera OpenCL design example of a Time-Domain FIR Filter, itself based on the HPEC Challenge Benchmark suite [48]. This code implements a complex single-precision floating point filter, where multiple filters are applied to a stream of input data using a sliding window. After a block of input data has been processed, it loads the next filter’s coefficients while still shifting the sliding window to avoid too much branching complexity. The kernel is originally a single work-item task, but it has been extended to use multiple work-items. There are 8 tunable knobs:

- **Coefficient shift**: Number of filter coefficients to load at each loading iteration.
- **Num. parallel**: Number of FIR computations to perform in a single iteration. This extends the size of the sliding window.
• **Unroll inner**: Unroll factor for the FIR computation loop (for each coefficient).

• **Unroll outer**: Unroll factor for the main loop (for each input value).

• **Work-items**: Number of work-items. This divides the input data into multiple blocks, each work-item works on one block.

• **Work-groups**: Number of work groups, same consequences as work-items, but also enable compute units.

• **SIMD and Compute units**.

**Design space**

The FIR filter benchmark has this particularity to present a small group of outlier results that turn out to be the most efficient designs. Unsurprisingly, the values of the knobs correspond to the original code from Altera that is thoroughly optimized for FPGA. It’s a single work-item sliding window with a fully unrolled filter computation, loading 8 complex numbers when loading a new filter (8x2x32 bits = 512 bits, the external memory width). The difference with the original is the unrolling or sliding window size that are bigger, allowing two elements per iteration to be processed. This is possible because we use a smaller filter size than the original. As we follow the Pareto front toward less logic utilization (Table 3.2), we simply unroll less the computation, and decrease the sliding window size. From this design space we can also learn that, even though not Pareto optimal, the next most efficient designs come from using pipelining with multiple work-items. It is less efficient due to accesses to non-contiguous portions of the external memory.

**3.4.4 Histogram**

This code calculates the distribution histogram of unsigned 8-bits values by calculating the number of each of the 256 unique values. One OpenCL kernel counts the input values into a local histogram. If multiple work-items are used, we divide the input data and calculate multiple
histograms that can be combined either in shared memory, or through global memory with a second kernel. The second kernel uses a single work-item to sum them locally and output the result. The first kernel can also process multiple values at the same time by using several local histograms. There are 7 tunable knobs:

- **Num. histograms**: This is the number of local histograms in the first kernel to compute simultaneously.

- **Histogram size**: Switches between local histogram storage in registers or in block RAM.

- **Work-items**: This will create intermediate results that need to be accumulated.

- **Work-groups**: If there are multiple work-groups, the intermediate results have to be accumulated in a second kernel (cannot use shared memory).

- **Compute units**.

- **Accum. shared memory**: Choose to accumulate the intermediate results in shared memory if possible (only one work-group), or in a second kernel.

- **Unroll factor**: Unrolls the main loop over the input values.

**Design space**

This is one of the few design spaces that appear relatively uniform. All the knobs seem to have a similar impact on the variations between designs, although a few design make the exception by using more logic. These designs set the *histogram size* such that the compiler will prefer to use registers instead of block RAMs, as they are using only one local histogram. But as opposed to some other uniform design spaces, the parameters cannot be linearly modeled, as presented in Section 3.5.
3.4.5 Matrix Multiplication

This code is based on an Altera OpenCL example. It implements a simple matrix multiply $C = A \times B$ with squared floating-point matrices. The matrix $C$ is divided into blocks, each computed individually. The implementation includes several knobs to change the size of the blocks and to process multiple blocks at once. Each work-group takes care of one block of $C$. Each work-item takes care of one element in a block, including loading elements to local storage, multiplying one row of block $A$ by one column of block $B$, and copying back to global storage. There are knobs that enable multiple block processing for work-groups and work-items, either by adding an inner loop, or by using OpenCL vector types for SIMD computation. There are 9 tunable knobs in this code:

- **Block dimension**: Width of blocks.

- **Sub-dimension X** and **Sub-dimension Y**: How many blocks of $C$ in X or Y direction to process in one work-group. This adds a for loop so that each work-item processes this number of blocks.

- **Manual SIMD X** and **Manual SIMD Y**: How many blocks of $C$ in X or Y direction to process in one work-group. This performs the inner matrix multiply with OpenCL vector types.

- **SIMD** and **Compute units**

- **Enable unroll**: Enables or disables unrolling loop on load and store operations.

- **Unroll factor**: Unroll factor for multiple loops.

**Design space**

The matrix multiplication Pareto-optimal designs are a good example of an almost linear relationship between area and timing (in this optimization space). By looking at the knob values along the Pareto front, we can determine that it’s mostly a combination of *block dimension*,
manual SIMD X, SIMD, and unroll factor that can vary the results and create the trade-off between speed and area. The other knobs still have an impact on the design space, but tend to have a single optimal value for both area and timing. Typically, manual SIMD Y is not enabled in the optimal designs, as the data are organized along the X direction.

### 3.4.6 Merge Sort

This program applies the Merge Sort algorithm using loops, merging in local memory first, then in global memory:

```plaintext
1: for each chunk of size localsortsize do
2:   copy the entire chunk into local memory
3:   for localchunksize = 2 to localsortsize do
4:     for each local chunk of the chunk do
5:       merge two halves of local chunk
6:     end for
7:   end for
8: end for
9: end for
10: for chunksize from localsortsize to inputsize do
11:   for each chunk of the input do
12:     merge two halves of the chunk
13:   end for
14: swap input/output buffers
15: end for
```

- **Work-items**: Each work-item processes a different chunk in lines 4 and 11.

- **Local sort size**: Varies localsortsize.

- **Local use pointer**: Use pointers to swap buffers in local memory. This can force the use of block RAMs instead of registers.
Figure 3.3. Estimating 3D normals from 3D vertices organized on a 2D map. The top of the figure shows how the sliding window works in the algorithm. The bottom illustrates how the sliding window can be tuned.

- **Specialized code**: Enable a specialized code to merge chunks of size 2.
- **Work-groups**: Each work-group runs the algorithm on one portion of the input data. A second iteration of the kernel is launched to merge the final output.
- **Compute units**
- **Unroll**: Unroll factor for the loops copying data from/to local memory.

**Design space**

This design space is mainly divided into 2 clusters, due to the compute units knob that can take the value 1 or 2. In this case, using multiple compute units has a large impact on the resource utilization, while the other knobs have a much smaller impact on resources, and are responsible for smaller variations within each cluster. Interestingly, the fastest designs use only one compute unit, but make use of the pipeline optimization from work-items.
3.4.7 3D Normal Estimation

This code is inspired by an algorithm in the KinectFusion code from the PCL library [97]. It estimates the 3D normals for an organized 3D point cloud that comes from a depth map (vertex map). We can quickly estimate the normals for all the points by using the right and bottom neighbors on the 2D map, then calculate the cross-product of the difference between each neighbor and the current point, and normalize. If any of the vertices is null, the normal is null. One kernel does the entire computation using a small sliding window where the right neighbor is shifted at each iteration to be reused in the next iteration. As illustrated in Figure 3.3, a parameter can vary the window size so that multiple inputs are processed in one iteration. If multiple work-items are used, the input data are cut into blocks of whole rows. There are 6 tunable knobs:

- **Work-items, Work-groups** and **Compute units**.
- **Unroll factor 1**: Unroll factor for the outer loop that iterates over all the input data.
- **Unroll factor 2**: Unroll factor for the loop that iterates over the elements within a sliding window.
- **Window size**: Size of the sliding window. *i.e.* number of consecutive elements to process in one iteration.

**Design space**

Normal estimation is another example of a fairly uniform design space. It is easier to create a model of the knobs (see Section 3.5), and it is a good example of a optimization space where most parameters have an impact of similar importance on both the timing and the area utilization.
3.4.8 Sobel Filter

This code applies a Sobel filter on an input RGB image, based on the Altera OpenCL example.

1: for each block on the input image do
2: load pixel values from block in shared memory
3: for each pixel in local storage do
4: load the 8 pixels around from shared memory to registers
5: convert pixels to grayscale
6: apply the 3x3 filter in X and Y
7: combine the X and Y results and apply threshold
8: save result in global storage
9: end for
10: end for

Work-group take care of blocks (line 1) and work-item take care of pixels within the block (line 3). The knobs can enable a sliding window within the blocks, SIMD computation, or make a work-item perform multiple computations. With the SIMD parameter, each work-item loads more pixels to registers to apply multiple filters by using OpenCL vector types. The sliding window parameter creates an inner loop (after line 3) where each work-item processes one pixel (or multiple with SIMD), then shifts the registers to load one new row or column of data from the local storage. There are 8 knobs in this code:

- **Block dimension X** and **Block dimension Y**: Size of each block in X or Y.

- **Sub-dimension X** and **Sub-dimension Y**: Local sliding window size, moving in X or Y direction.

- **Manual SIMD X** and **Manual SIMD Y**: Number of elements to process as SIMD in X or Y direction.

- **SIMD** and **Compute units**.
Design space

The Sobel filter is another example of a mostly uniform design space where all the knobs seem to have a similar impact on the output variables. A more detailed look at the knob values actually shows that along the timing axis, the *manual SIMD X* knob is one of the most important factors, and the most important on the Pareto front. This is a case where manually designing SIMD computation is better than using automatic SIMD, and this becomes apparent from the analysis of an entire optimization space.

3.4.9 Sparse Matrix-Vector Multiplication (SPMV)

This code is also based on an OpenDwarfs benchmark. It calculates $Ax + y$ where the matrix $A$ is sparse in CSR format and the vectors $x$ and $y$ are dense. Each work-item processes one row of $A$ to multiply the non-zero elements by elements of $x$. Two knobs control the number of elements processed simultaneously by one work-item: one unrolls a loop, and the other enables the use of OpenCL SIMD vector types to store and multiply the data. There are 4 tunable knobs:

- **Block dimension**: Number of work-items per work-group.
- **Compute units**.
- **Unroll factor**: This creates an inner loop over some number of elements and unrolls it so that elements can be processed simultaneously.
- **Manual SIMD width**: This is the size of the OpenCL vector type to use when processing elements. Elements are loaded and multiplied in parallel using this type.

Design space

This benchmark is dependent on the type of input and behaves differently for more or less sparse matrices. This is reflected in the design spaces, where the most efficient designs for sparse matrices, and particularly the Pareto optimal designs, tend to have smaller values for
Unroll factor and Manual SIMD width. When processing a denser matrix, the best designs tend to have a higher value for these knobs, as it allows simultaneous processing of elements in rows. For sparse matrices, the pipelining provided by block dimension is usually preferred to the SIMD and unroll optimizations.

3.5 Design Space Analysis

To demonstrate one potential use of our data, we perform an example analysis to determine the viability of multiple sparse linear regression to model design space performance and area. In mathematical form we compute model coefficients $\beta$ in

$$f(x) = \beta_0 + \sum_{i=1}^{n} x_i \beta_i + \sum_{i=n+1}^{m} \sum_{j=i+1}^{m} x_i x_j \beta_{i,m+j}$$

(3.1)

where $x$ is a vector of design space knob values, $n$ is the number of design space knobs, and the number of entries in $\beta$ is $m = n(n+1)/2$. In the following sections, we use the term “parameters” to refer to values of $\beta$ and “realization” to refer to a single design (a single point in the design space plots of previous sections).

The purpose of this analysis is not to suggest that linear regression is a good idea when seeking to model a design space in general. Rather we observe that there are many cases where simple linear models are effective, and equally many where they are misleading and/or downright ridiculous. The lesson here is that DSE research involving parametric models should not overstate their generality, particularly where performance is concerned.

3.5.1 The Least Absolute Shrinkage and Selection Operator (LASSO)

The LASSO is a well-known statistical operator [109] useful for variable selection and sparse modeling. While we present its mathematical form in equation (3.2), LASSO is, in essence, ordinary least squares regression with a penalty forcing small variables toward zero. The operator parameter $\lambda$ determines “small”, and it is often—as it is in our case—selected
via cross-validation. A small value at $\beta_k$ indicates that variation of the $k$th parameter does not produce significant variation in the output. We prefer LASSO for this analysis because it tends to produce simpler and more interpretable models. The LASSO in mathematical form is

$$\min_{\beta} \|y - X\beta\|_2^2 + \lambda \|x\|_1$$

(3.2)

where $X_{ij}$ is the entry of the matrix $X$ at row $i$ and column $j$. In the remainder of this section $\beta$ refers to the vector minimizing the LASSO for a $\lambda$ minimizing the model mean squared error.

While LASSO explicitly determines coefficients for a linear model, it is also useful for variable selection in nonlinear systems [64]. In this situation we do not read very deeply into $\beta$, but rather use it to detect when simple linear, perhaps even obvious, relationships exist between parameters and the realized design space. To summarize the LASSO results we compute the coefficient of determination—also known as the $r^2$ value—individually for throughput and area, denoted $r^2_t$ and $r^2_\ell$ respectively. $r^2$ is a commonly used goodness-of-fit measure indicating the amount of variance in the data explained by the model. Alongside $r^2_t, \ell$ we also compute the Gini coefficient of $\beta$, $G_t, \ell(\beta)$, as a measure of model complexity. Note that if $r^2$ is small then $G(\beta)$ is a nearly worthless quantity. We do, however, include values for all design spaces in Table 3.3 for completeness.

### 3.5.2 Gini Coefficient

The Gini coefficient [46] $G$ is a statistic frequently used to measure economic inequality. $G$ takes values in the range $[0, 1]$. If $G(v) = 1 - \epsilon$ for a particular vector $v$ and small $\epsilon$, then there are a few elements of the set that are very large relative to others. If $G(v) = \epsilon$ then all vector elements have values that are close to each other.

Equation (3.3) describing $G$ is calculated using equation (3) with bias correction from
Table 3.3. LASSO $r^2$ and $G(\beta)$ values for logic ($\ell$) and timing ($t$) across benchmarks for complete and near-Pareto spaces

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Complete Space</th>
<th>Within 0.1 of Pareto</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r^2_\ell$</td>
<td>$G(\beta)_\ell$</td>
</tr>
<tr>
<td>BFS (Dense)</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>BFS (Sparse)</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>DCT</td>
<td>0.98</td>
<td>0.83</td>
</tr>
<tr>
<td>FIR</td>
<td>0.61</td>
<td>0.92</td>
</tr>
<tr>
<td>Histogram</td>
<td>0.73</td>
<td>0.90</td>
</tr>
<tr>
<td>Matrix multiply</td>
<td>0.83</td>
<td>0.76</td>
</tr>
<tr>
<td>Normal estimation</td>
<td>0.90</td>
<td>0.81</td>
</tr>
<tr>
<td>Sobel</td>
<td>0.78</td>
<td>0.77</td>
</tr>
<tr>
<td>SPMV (Sparse)</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>SPMV (Dense)</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>Mergesort</td>
<td>0.91</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Note: $G(\beta)$ values for which the associated $r^2 < 0.7$ are greyed out to indicate that they should be disregarded.

$$G(x) = \frac{n}{n-1} \cdot \frac{\sum_{i=1}^{n} (2i - n - 1)x_i}{n \sum_{i=1}^{n} x_i}$$

(3.3)

where $x$ is sorted beforehand. $G(\beta)$ indicates whether variation in the realized design space can be accounted for by a few parameters.

3.5.3 Example observations

To give the reader some idea of the sort of descriptive statistical information that can be gained from these data, we will consider only the the $r^2$ and Gini values from Table 3.3 for the Histogram and Normal estimation design spaces. A purely visual inspection of the design space graph, (see Figure 3.2) might suggest that there is a “grid-like” quality to the relationship between knobs and the realized design space. We demonstrate that this is not necessarily the case.
Histogram

Considering the complete Histogram design space, $r_t^2 = 0.73$ where $r_t^2$ indicates goodness-of-fit on the logic axis. This means that there is a $1 - r^2$ fraction of the total variance unaccounted for by the model, so 0.73 indicates a reasonable—but not excellent—fit for the LASSO model. $G(\beta) = 0.9$ tells us that the LASSO model, with learned parameter vector $\beta$, has a few dominant parameters, while the remainder have negligible influence over logic utilization. On the other hand, $r_t^2 = 0.04$ means that the performance of the design is not well represented as a linear model of the input parameters. For this reason $G_t(\beta)$ should not be taken seriously as an indicator of parameter dominance. Examining these values for the subset of designs within 0.1 of the Pareto front tells a different story. $r_2^2$ for both logic and performance are extremely low. While $r_t^2$ increased—meaning the design space becomes more amenable to linear modeling nearer to the Pareto front—logic utilization becomes far less explainable by our model.

Normal estimation

In sharp contrast to the Histogram design space, Normal estimation is very well modelled. $r^2$ for logic and performance both increase towards the Pareto front. Gini coefficients are split, timing becoming more attributable to a subset of parameters, while logic becomes less so. Altogether this implies that the model parameters are of the same order of magnitude in importance and have proportional (or inversely proportional) relationships to the resulting performance and area.

While these two design spaces are extreme examples on the spectrum of nonlinearity they demonstrate that inspection alone is insufficient to determine the knob-to-design mapping. Figure 3.4 shows the model predictions alongside the true performance and area results. This example analysis shows that researchers should be very cautious with parametric models in DSE. Even very general techniques such as Gaussian process regression (see [130]) have hyperparameters that must be carefully tuned.
Figure 3.4. In the above figure we have sorted the ground truth designs and plotted them alongside the LASSO model predictions. The worst designs begin on the left and progress toward the best designs on the right. The Histogram model predicts performance very poorly, and while the logic utilization model appears to follow rather closely for mediocre designs, the most efficient designs are poorly modeled. The opposite is true for Normal estimation: Near-Pareto designs are modeled more accurately than the remainder of the space.

3.6 Conclusion

We have created a set of OpenCL benchmarks targeted at FPGA design space exploration for high-level synthesis. These benchmarks and the corresponding results can expand our knowledge on how to improve design choices. We have analyzed the results to show that the variations between designs can be affected not only by individual parameters, but also by complex interactions between these parameters that are difficult to model mathematically. Yet we have barely scratched the surface of the information that we can gather from these data, and further analysis is required to understand how to navigate design spaces efficiently. This work is a basis that can be leveraged by machine learning methods to refine optimization techniques.
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Chapter 4

FPGA Design Space Exploration With Hint Data

4.1 Introduction

High-level synthesis (HLS) has emerged as a powerful tool for increasing designer productivity and opening up the hardware design process to software programmers. Unfortunately, it is not a panacea. Designers still must expose parallelism and perform code refactoring to tailor the application towards the target hardware platform. Eking out the best design typically requires deep insight into both the application and the underlying hardware.

In order to optimize an application, a designer typically goes through a design space exploration (DSE) process where they parameterize that application, tune the parameters, synthesize to determine the performance and resource usage, and repeat the tuning process ad infinitum (or until they exhaust themselves or run up against the time-to-market constraint). Fully synthesizing a single FPGA design can take hours. And because the space of all possible configurations can contain hundreds, thousands, or even more designs, a brute-force optimization approach would take days to weeks of synthesis time. To address this DSE problem, several machine learning framework were developed to intelligently explore the space of possible designs [77, 74, 132]. These frameworks aim to sample the minimum amount of designs and find only the Pareto-optimal designs w.r.t. performance and resource utilization.

It is possible to get some “hints” about the quality of the design without going through the
entire synthesis process. For example, an HLS tool typically provides throughput and resource utilization estimates before the lengthy place-and-route process (i.e., pre-PnR estimations), which is by far the most time consuming aspect of synthesis. While these estimates provide useful global information, they are not entirely accurate and often fail to fully model the clock period, resource utilization, and other low level details that are greatly influenced by physical synthesis.

Taking this even further, one could also derive estimates by running the same code on other non-FPGA compute platforms. For example, when using the OpenCL language, the same code can be compiled to CPUs and GPUs. In this process, the functionality of the design is preserved across platforms, but the performance is not. Using OpenCL to compile the same designs on a GPU or a CPU is a very fast process, and thus we can often perform a brute force search across the entire space or at minimum evaluate orders of magnitude more designs compared to what we could do with FPGA synthesis. However, the underlying architectures are different and the results may not directly translate to the FPGA optimization. Yet, we show that it does provide useful nuggets of information that, if properly leveraged, can help the FPGA DSE process.

In this chapter, we explore how external information (hint data) can help HLS design space exploration. We are particularly interested in the case where the hint data do not come from a fine-tuned analytical model, but from data acquired easily and automatically. We use hint data from pre-PnR estimations in addition to CPU and GPU performance data. These data are estimates, and some are better than others, but they are all derived from the same design specifications. As such, it is possible to find subsets of the hint data that correlates with the FPGA data. We show how to leverage these potentially subtle correlations in order to guide the sampling process of FPGA design space exploration. In other words, we develop a framework that leverages external data as hints to better guide the machine learning algorithms in the DSE process. Our contributions are as follows:

- We provide a comprehensive framework for exploiting external data in the FPGA DSE
process, that is completely agnostic to the type of data.

- We compare several methods to extract useful information from inaccurate FPGA estimation data.
- We evaluate our methods on OpenCL FPGA benchmarks covering multiple types of applications and thousands of optimization combinations.
- We use three different types of hint data to improve the DSE overall efficiency up to 33%.

The remainder of this chapter is organized as follows. In Section 4.2, we describe the problem and present related work. We describe our baseline framework in Section 4.3. Section 4.4 gives an overview of our proposed methods, which are described in more details in Section 4.5. Section 4.6 presents our experimental protocol, and we show the results of our experiments in Section 4.7. Finally, we conclude in Section 4.8.

4.2 Design Space Exploration (DSE) for FPGAs

4.2.1 Definitions

When performing design space exploration, we must carefully understand the application that we want to optimize and develop a set of parameters that modify the design in order to provide better performance and/or resource usage. For example, we may have a parameter that states how many times to unroll a for loop. Each modification is represented as a parameter, which we call a knob.

Knobs can be categorical, continuous or discrete. Categorical knobs can take multiple non-numerical values to represent a decision (e.g., a boolean enabling/disabling a hardware path, or switching between multiple possible implementations); continuous and discrete knobs take a numerical value that has a direct impact on the design (e.g., unroll factor, initiation interval, etc.). In this paper, we only consider discrete knobs by assigning values to categorical knobs and discretizing continuous knobs with hardware-friendly values (e.g., powers of 2).
Figure 4.1. Illustration of the concepts of input space and output space that both form a design space.

We define the space of all valid combinations of knobs, by considering the conditions and constraints that may exist between the knobs, where each combination yields one possible design for the application. This set of knob values and all possible knob combinations forms the input space, represented by a matrix $X$ of dimensions $(n \times m)$, where $n$ is the number of knob combinations (i.e., the number of design candidates), and $m$ is the number of knobs. Each row of $X$ represents a unique combination of knob values, and thus, a unique design. Figure 4.1 illustrates the input space matrix $X$.

The goal is then to explore this space. We define exploring as maximizing or minimizing a number of objectives that are given by the evaluation of each possible design. In the case of hardware applications, the two objectives that we are optimizing are 1) throughput and 2) resource utilization. Ground truth results for these objectives are obtained by fully synthesizing and implementing designs from standard benchmark suites (e.g., [98, 42]) to an FPGA, and evaluating them on a dataset representative of the target application. These results form the...
output space (see Figure 4.1), represented by a matrix $y$ of dimensions $(n \times o)$, where $o$ is the number of objectives. Each row of $y$ is a fully resolved sample. In practice, ground truth data are typically not available; in other words, $y$ is unknown. However, we assume that there exists a relationship between $X$ and $y$, i.e., there exists a function $f : \mathbb{R}^m \rightarrow \mathbb{R}^o$ such that:

$$y = f(X)$$

We assume that $f$ can potentially be non-linear, and thus would require a large number of samples to be estimated. Furthermore, since the rows of $y$ generally come from measurements (e.g., running time, accuracy, etc.), we consider that the output space is noisy, which means that a proper design space exploration tool needs to be robust to noise in order to build a stable model of $f$. A design space is the combination of an input space and an output space, although the designation is often informally used to refer to either the input space, output space, or both.

4.2.2 Methods

There are multiple ways to explore the design space and DSE is broadly divided into synthesis-based methods and predictive-based methods, and a few hybrid solutions. Synthesis-based methods [77, 74, 132, 100] rely on machine learning to predict the entire design space by sampling a small number of implementations, synthesizing them, and measuring the actual results of the design. These methods effectively reduce the compute time compared to a brute-force approach. However, these works only rely on data from the target architecture (FPGA) and overlook the opportunity to use training data from another source, which may provide a further reduction of the DSE time. Predictive-based methods [75, 117, 99, 127, 126, 115] create an analytical or probabilistic model based on the target architecture, and potentially analyze the source code directly to estimate the final performance and required resources. The created models can be used to predict or estimate the design space, accelerating its exploration since it does not require any synthesis. Predictive models depend a lot on the chosen training set and
on parameter tuning in order to achieve the best accuracy. Hybrids methods aim to combine both prediction and synthesis, e.g., Liu and Schafer [73] use the pre-place-and-route resource estimates to guide the sampling process. Another example is the work of Cui et al [28] who build predictive models for circuit delay and use transfer learning from these models to improve the prediction of delay on true circuits.

Our work presents similar ideas as the last two examples, but generalizes the concepts to multiple types and sources of hint data. We do not only rely on pre-PnR estimations given by the tool. Our methods are more general, as we show how to use any data to guide the DSE process. We use these data to guide a full iterative active learning process aimed at finding and sampling the Pareto-optimal designs. Additionally, we consider the HLS tool and the target FPGA architecture as a black box for which we do not have - and thus do not need - any information. In essence, we create a hybrid method using a performance model to help the synthesis-based sampling, where the performance model is general and does not need to be based on the target architecture.

4.3 ATNE Sampling

This work is based upon an existing design space exploration framework called Adaptive Threshold Non-pareto Elimination (ATNE) [77]. ATNE is a machine learning method that searches for optimal designs in a pool of candidates while minimizing the number of designs that need to be sampled. Designs are considered optimal based on objectives specified by the designer, and representative of the goal of the application. In hardware design, objectives are often related in a way that makes it impossible to perfectly optimize all the objectives simultaneously. Typically, improving throughput requires to increase the logic utilization and conversely. This is why many DSE algorithms – ATNE included – aim to find designs that are Pareto-optimal with respect to the user-defined objectives. In other words, we are trying to find the Pareto front of the design space. The Pareto front represents the set of designs within the
ATNE Sampling Framework

Choose initial samples (TED)  

Final sampled design space

Random Forest regression

δ threshold calculation

Design elimination

Sample selection

Synthesize sampled FPGA designs

Active Learning

Figure 4.2. Overview of the original ATNE sampling framework. ATNE is composed of an initial sampling step performed by the TED algorithm, followed by an iterative active learning process.

design space that cannot be improved further on one objective without making another objective worse. An example of design spaces with two objectives and highlighted Pareto-optimal designs can be seen in Figure 4.4 and 4.5.

The original ATNE algorithm optimizes for throughput and logic utilization. Our open-source implementation of ATNE (see Section 4.6) can handle any number of objectives, although we focus on two objectives in the remainder of this paper.

ATNE employs active learning [102], which is a process where a new data label is queried at each iteration to improve the model. ATNE enhances this process by focusing the queries into the optimal portion of the output space by regularly eliminating non-optimal design candidates. Figure 4.2 presents the main steps of the process that we briefly describe below. The original paper [77] contains the relevant pseudo-code and equations.

### 4.3.1 Initial Sampling

The algorithms starts by sampling an initial number of designs. This initial set of samples is built using the Transductive Experimental Design (TED) algorithm [121]. TED is a sampling method by itself, however it is not meant to produce samples matching the ground truth Pareto
front. It is meant to choose a representative set of experiments that we can use to estimate the global design space. TED only operates on the input space (knob values), and as such does not benefit from valuable feedback from the output space, but it is a good choice as an initial step to build a robust regression model.

4.3.2 Regression Model

*Figure 4.2, steps 1 and 2.* The initial set of selected samples is fully synthesized, compiled, and run on FPGA to measure the output objective values (e.g., throughput and utilization). We call this set, the set of known designs. The known outputs are then used to build a regression model to estimate the shape of the entire space. ATNE uses a random forest regressor [15] that uses the inputs (knob values) and outputs (measured objectives) of the known designs, and estimates the outputs of the unknown designs. One of the key components of ATNE is that it actually builds several models from different subsets of the known data, based on a bootstrap ratio. It uses $n_f$ random forests, each with $n_t$ trees, and each training on the known designs to create a model and predict the unknown data. Thus, each unknown design has multiple ($n_f$) estimated output values.

4.3.3 Design Elimination

*Figure 4.2, steps 3 and 4.* Each random forest produces one set of predicted output values. The algorithm calculates a pairwise subtraction of all these values on each set, and computes the standard deviation of each resulting subtraction across the sets. The subtraction creates an order between all pairs of designs (i.e., which design is better, and by what amount), and the standard deviation represents the divergence between multiple models. This standard deviation on each value is used to derive a threshold $\delta$ that is used as a margin of error in order to eliminate non-optimal designs. $\delta$ is controlled by a user-defined parameter $\alpha$, which can be tuned to make the elimination step more or less aggressive. The idea is to eliminate designs that are dominated in most models. However, using a strict domination criterion would lead to a high
number of false negatives. Therefore, the algorithm only eliminates designs that are dominated by a distance $\delta$ calculated independently on each objective. Once identified, the potentially non-optimal designs are simply removed from the set of unknown designs and not considered in subsequent iterations.

### 4.3.4 Active Sampling

*Figure 4.2, steps 5 and 1.* Finally, the algorithm calculates a score for each remaining unknown design based on its dominance over other designs across all the regression models. This score gets higher as a design is estimated Pareto-optimal by a large number of models. The design with the highest score is chosen, synthesized and run, then added to the set of known designs. In the next and all subsequent iterations, the regression models are re-computed with the newly sampled data, and all the previous steps are applied until a sampling budget is reached, or until there are no more remaining design candidates.

### 4.4 Hint Data Overview

FPGA design data are very time-consuming to sample (hours), however we can easily collect other, related types of data quickly (seconds or minutes), e.g., estimations of the design tools, executing the code on other architectures, etc. These data can generally not be used directly to guess the performance of FPGA designs, but they can be used as a hint to help finding the best designs and eliminating the non-optimal ones. We want a general design space exploration technique that can take as input any arbitrary data as a hint and use this information to guide the exploration process. The key is extracting the useful data from the external hint data in a generic manner that is robust to noise and to misleading information.

Our goal is to investigate several methods of various complexity to extract information from hint data. We want to design and test these methods on multiple datasets in order to quantify the improvement (or deterioration) of the quality of results when applying these methods to a synthesis-based DSE algorithm.
Figure 4.3. Overview of our proposed methods to improve the sampling results. We propose to improve the initial sampling with information from the hint data, and we design a hint elimination algorithm to further help the elimination step of ATNE.

We extend the ATNE algorithm presented in Section 4.3 and the TED algorithm that is used as initialization of ATNE. We enhance them with both a simple and a more complex technique to extract and use external hint information as illustrated in Figure 4.3. We measure the effectiveness of our hint-based techniques by measuring the total number of designs evaluated (sampled), and by calculating an error metric. We use the Average Distance to Reference Set (ADRS) metric [92, 94]. ADRS measures the average normalized distance between the estimated Pareto front and the ground truth Pareto front. As it is a normalized value, we report it as a percentage. The closer it is to 0, the better the estimation is.

There exists multiple ways to extract useful information from data coming from external sources. Here we define the concept of hint data and the assumptions that we make about these data. We consider as hint data, any data that can be obtained at least an order of magnitude faster than post-PnR (place-and-route) FPGA results, and that likely have some level of correlation with FPGA data. This includes pre-PnR estimations, GPU or CPU runs of OpenCL designs, or data coming from an analytical model. A hint design space contains the same input space $X$ as the FPGA design space, but contains a different output space represented by the matrix $y^h$.
of dimensions \((n \times o)\) (see Figure 4.1). As opposed to \(y\), we consider that the values of \(y^h\) are known (as they are very fast to obtain). We also assume that we have data on all target objectives so that the hint output space can form a design space of the same dimensionality as the FPGA output space. In our case, we combine area utilization estimates from the pre-PnR results as the first hint objective, with performance data from either pre-PnR results, GPU or CPU runs as the second objective. We create hint output spaces \(y^h_{est}\), \(y^h_{GPU}\), and \(y^h_{CPU}\). Note that, technically, the hint data do not need to be complete, i.e., \(y^h\) can be incomplete, although we only experimented with complete hint spaces in this paper. Finally, while we assume that some subsets of \(y^h\) are correlated to subsets of \(y\), we also assume that \(y^h\) is noisy and thus not completely reliable.

We can extract information from these hint design spaces and use them to improve either the sampling algorithm directly, the set of initial samples, or both (see Figure 4.3).

4.5 Exploiting Hint Data

We aim to most effectively utilize the hint data in order to make our FPGA design space exploration faster and more accurate. In this section, we discuss various techniques to extract useful information from hint data to improve the DSE algorithm. We divide our techniques in three categories: A) techniques using the hint data directly without running the DSE algorithm, B) techniques improving the initialization of the DSE algorithm, and C) techniques to improve the elimination step of the DSE algorithm.

4.5.1 Directly Using Hint Data

The best scenario is when the hint space correlates extremely well with the FPGA design space. In this case, we could quickly find the Pareto-optimal designs in the hint space and directly use these as the best designs in the FPGA space. This eliminates costly FPGA synthesis and if accurate would result in a very fast design space exploration process. But this is all contingent on how well these two design spaces track one another.

Figure 4.4 shows the hint and FPGA output spaces (for the same input space) for the
**Figure 4.4.** Example of directly using the hint data to find the Pareto-optimal points. On the left is the hint space from pre-PnR resource data and GPU performance data. On the right is the ground truth FPGA design space. Strict optimal designs (crosses) and optimal design with a 1% margin (squares) from the hint space are plotted in the FPGA space. They are very different from the true optimal set (triangles).

**Figure 4.5.** Directly using the hint Pareto-optimal designs on a different benchmark, using the pre-PnR throughput estimations. Selecting optimal designs from the hint space with a margin of 1% leads to sampling 90 designs.

*histogram* benchmark from our dataset (see Section 4.6.3). The left graph plots the hint design space; it uses GPU results for throughput and pre-place and route (pre-PnR) results for utilization. The FPGA design space on the right corresponds to the fully synthesized and implemented FPGA results for throughput and utilization (obtained from an estimated 2200 hours of computation).
On the hint space, the Pareto-optimal designs are highlighted with crosses, and on the FPGA space, the optimal designs are highlighted with triangles.

A quick observation of the plots shows that the design spaces do not look similar. For example, the FPGA design space has many designs clustered in the upper left corner (low utilization and low throughput), and its Pareto front has a low gradient curve. The hint design space is more evenly distributed and the slope of the Pareto front curve is steeper.

However, the shape of the entire design space is not as important as whether the Pareto optimal designs are correlated. We do not care much about the worst and non-optimal designs. If the best (Pareto-optimal) designs correlate well, then we can still directly utilize the hint space to find the Pareto designs in the FPGA space.

We calculated the Pareto-optimal designs in the hint space and highlighted these designs in the ground truth FPGA design space. For comparison, we also calculated the Pareto optimal designs in the FPGA design space. We can see that the estimated Pareto designs (crosses) are far from the ground truth Pareto (triangles).

This observation holds when we relax the condition of optimality by selecting designs within a certain distance of the Pareto front. Here we define a Pareto margin of 1% of the distance between the strict Pareto front and the minimum value on each axis. On Figure 4.4 and 4.5, the designs within this margin are highlighted using small squares on the hint space, and reported on the FPGA space for comparison. This margin is insufficient to attain the true optimal designs, while significantly increasing the number of selected samples. The second example in Figure 4.5 (BFS dense benchmark) shows that even a 1% margin can lead to a very large number of sampled designs; in this case 90 designs are selected on the hint space, and are all far from the FPGA Pareto front when plotted into the FPGA space. We observe that the estimated optimal designs are generally better on the area utilization axis. This reflects the ability of the synthesis tool to properly estimate the hardware architecture. While this method can sometimes work when hint data are very correlated, its results are difficult to predict and vary greatly between design spaces (see Section 4.7 for more detailed results). We need to implement methods that can produce a
more reliable outcome.

4.5.2 Improving initialization

The choice of initialization algorithm for learning-based DSE methods can have a large impact on the quality of results. A smart selection of designs representative of the entire space is better than a randomized selection [74]. Transductive Experimental Design (TED) [121] selects a representative subset of experiments (i.e., points on the input space) to better characterize the output space. For our problem, this means that TED selects a set of initial designs to synthesize before starting the machine learning process. TED does not make any assumptions on the learning model and is therefore suited to start the active learning stage of ATNE. We want to investigate methods to improve the design sampling performed by the TED algorithm by using our collected hint data.

We use domain adaptation [95] to improve our information extraction process. The exact definition of domain adaptation sometimes varies; we use it as a subset of transfer learning where we attempt to adapt a model created in a source domain to predict labels in a target domain. In our case, the hint design space is the source domain and the FPGA design space is the target domain. As the hint output space is fully resolved, we can use it as a base model to adapt to the target space.

The first use of domain adaptation technique applies information from the source domain to initialize the hypothesis in the target domain. In our case, we use the hint space to improve the selection of initial samples in the target space. We want to improve TED with information from the hint data. In the following, we describe and compare three different methods to achieve this goal.

Pareto Hint + TED (TED$_{hp}$)

Our first method uses the Pareto-optimal hint designs to initialize the sampling framework. The goal of the sampling process is to target the Pareto front. Therefore, if the Pareto hint designs
are similar to the target Pareto designs, the sampling algorithm will provide an initial bias toward the Pareto front.

The size of the strict Pareto front is typically limited to less than ten designs. In the case where there are not enough Pareto hint designs to meet the initial sampling budget, we have two choices: increase the Pareto margin or initialize the remaining designs with TED. The problem with increasing the Pareto margin is that it produces unstable results (see Figure 4.5). Additionally, we assume that TED is generally better at selecting useful designs to build a model. Therefore we use TED to initialize at least half of the initial sampling budget, along with the optimal designs from hint data.

**TED on Hint Output Space (TED\textsubscript{out})**

The goal of TED is to select experiments that are likely to be representative of the entire output space, but without knowledge of the outcome of these experiments. In other words, TED operates on the input space only. Basically, TED provides an even distribution of samples in the input space without creating dense clusters. In our case, the algorithm considers the knob values and tries to create a grid-like distribution of samples in this space. Since the hint output space is fully resolved (i.e., we have hint values on all the objectives for each design), we can take advantage of that additional information by asking TED to create an even distribution of samples in the output space. We are more interested by the shape of the output space (i.e., what are the values of the objectives for each design on FPGA) and therefore, by selecting a representative subset of the hint output space, we can hope that it will also be representative of the FPGA output space.

**TED on All Hint Output Spaces (TED\textsubscript{all})**

Running TED on one output space (TED\textsubscript{out}) focuses the algorithm on finding evenly spaced samples in that particular space. However, one particular hint space might be too noisy or biased in a certain way. Since we can potentially obtain performance data from multiple
sources (CPU, GPU, models, etc.), we can leverage all this information to help the sampling. We concatenate the matrices of multiple output spaces to create a new, enhanced output space. Essentially, we add extra dimensions to our output data, which forces TED to evenly distribute points in these new dimensions as well. This new distribution has the potential to include samples with high disagreement among hint data, which can help reduce noise from these hints. Additionally, given enough initial samples, TED will create a representative subset of each hint space, which increases the probability of selecting a good representative subset of the FPGA space.

### 4.5.3 Improving Elimination With Hint Data

A fundamental idea of the ATNE algorithm is to progressively eliminate non-optimal samples from the set of design candidates. The elimination step of the algorithm removes designs from consideration if it is reasonably confident that they are not Pareto-optimal. Domain adaptation techniques can utilize source domain information to further improve target domain learning. Combining these two concepts, we can leverage similarities between the hint design space and the FPGA design space in order to eliminate more designs. We present a method to “mine” the hint data for relevant information about the optimality of FPGA designs, and effectively use that information to discard a subset of the design space. We can perform this process at any time during the sampling algorithm. In our experiments, we run it at each iteration of the ATNE active learning loop.

**Hint Elimination Algorithm**

This algorithm takes as input the hint data along with the sampled FPGA data, finds useful information in these data, process it, and return a suggested set of designs that are likely non-optimal. These designs can then be eliminated by the ATNE algorithm to avoid sampling them and thus accelerate the overall convergence.

The hint data are provided on all objectives and create a fully resolved design space
Figure 4.6. Our hint elimination method. 1) Calculate matrix of design order (pairwise differences between designs on one objective) for known FPGA designs and hint designs. 2) Calculate a simplified correlation between the two. 3) Cluster the hint design order. 4) Apply these clusters to the correlation data. 5) Find clusters containing only the same values and propagate that value to the unknown FPGA data.

\( y^h \). Since we assume that \( y^h \) contains a certain level of noise, we need to design a method to discriminate between useful information and information that could hurt the performance of the algorithm (e.g., by suggesting to eliminate designs that are in fact Pareto-optimal).

The information that we are looking for in this method is the design order. Considering two designs \( A \) and \( B \), for one particular objective, we need to determine if design \( A \) outperforms...
design $B$, or the opposite. We define it simply by the subtraction

$$\text{Order} = A - B$$

where $\text{Order}$, $A$ and $B$ are vectors of $o$ elements (the number of objectives). In this method, we are particularly interested in the sign of this equation that represents the relative ordering (better/worse) between designs on each axis.

We want to calculate and compare design order in both the hint space and the FPGA space. In particular, we want to find clusters of information where hint design order and FPGA design order are in agreement. In such clusters, we infer that unknown FPGA designs follow the same trend. We can then select elimination candidates based on these information. The accuracy of our predictions depends on selecting the proper size for clusters. We provide more details on cluster determination below.

Figure 4.6 illustrates the processed applied to each DSE objective. The first step of the process is to calculate the design order of the known FPGA designs and the hint data. For each design space, we calculate a matrix of pairwise differences, and only keep the upper half to avoid redundant information.

The second step is to compute a simplified correlation: 1 if both the hint order and the FPGA order agree, $-1$ if they disagree, and unknown if the value is unknown on FPGA data. At this point, we have a matrix composed of 1 and $-1$ that is hard to exploit.

Our third step is to find clusters on the hint order matrix, and apply these clusters to the correlation matrix. The result is a number of clusters containing 1, $-1$ and unknown values. Within each cluster, we look at the known values. If some of these clusters only contain perfectly agreeing values, i.e. contain only 1 or only $-1$, we consider that the unknown values are similar. From this, we can deduct that within such a cluster, all the orders are correlated or anti-correlated.

Using the information from these agreeing clusters, we can compute which unknown designs are sub-optimal on all objectives, and mark them as candidates for elimination. The last
step not illustrated here is the validation of the elimination candidates. This step is currently tightly integrated with ATNE, but could easily be adapted to a different framework. We use the random forest regressors to verify that the prediction model that they build agrees that the designs are non-optimal. We do not check for perfect agreement, otherwise it would indicate that the original algorithm can already find non-optimal designs, but we look for very large disagreement to remove potential candidates for which the uncertainty is very high. In other words, if the disagreement is too high, we safely decide to keep that design for another iteration.

The entire process is described in details in Algorithm 3. The first top-level loop corresponds to the creation of the order matrices and the correlation matrix, and the clustering of the hint data. The clustering method is detailed below and in Algorithm 4. The second loop shows how designs are chosen for elimination from the cluster information. Finally the third loop presents the validation process. Note that our algorithm is agnostic to the type and number of objectives that it can work on. We can potentially run it on a design space exploration that would include a third axis such as an accuracy metric for example.

**Clustering the Hint Data**

One important feature of our method is to be able to cluster the hint data in order to infer unknown FPGA data. But in order to get the best accuracy in our predictions, we have to choose the cluster size carefully. More specifically, we need to determine how many known values must exist inside a cluster to maximize the probability of predicting correctly. The number of known values that we need is a threshold $T$. If $T$ is too small, then we risk using too few known values to predict unknown values. But if $T$ is too large, we risk that the clusters are not meaningful as they can contain heterogeneous data. Therefore it is important to choose a good threshold. To that end, we formalize the problem and provide a theoretical solution.

Our goal is to find clusters such that the simplified correlation matrix composed of 1 and $-1$ can be used to predict whether unknown values are 1 or $-1$. The sampling process within each group can be mathematically modeled as drawing boolean samples without replacement.
Algorithm 3: Hint Data Mining Algorithm

Input : Hint data; Sampled FPGA data; Predicted Space by regressors

for $o = 1$ to $N_{\text{objectives}}$ do
  $Order_{\text{FPGA}}(o) =$ pairwise differences for FPGA data
  $Order_{\text{HINT}}(o) =$ pairwise differences for Hint data
  Initialize $\text{Corr}(o)$ matrix to 0
  for each pair $(f, h)$ in $(Order_{\text{FPGA}}(o), Order_{\text{HINT}}(o))$ do
    $c = 0$
    if $f$ is known then
      if $(f \times h) > 0$ then $c = 1$;
      else if $(f \times h) < 0$ then $c = -1$;
    end
    Save $c$ into $\text{Corr}(o)$
  end
  (clusterIndexes($o$), clusterValues($o$)) = ClusterRecursive(OrderHINT($o$), Corr($o$))
end
EliminationCandidates = $\emptyset$
for $i = 1$ to $N_{\text{designs}}$ do
  for $j = 1$ to $N_{\text{designs}}$ do
    for $o = 1$ to $N_{\text{objectives}}$ do
      $cidx = \text{clusterIndexes}(o, i, j)$
      $\text{corr} = 0$
      if all $\text{clusterValues}(o, cidx) == 1$ then $\text{corr} = 1$;
      else if all $\text{clusterValues}(o, cidx) == -1$ then $\text{corr} = -1$;
      $Order_{\text{FPGA}}(o, i, j) = \text{corr} \times Order_{\text{HINT}}(o, i, j)$
    end
    if $Order_{\text{FPGA}}(i, j) < 0$ for all objectives then
      Add $i$ to EliminationCandidates
    else if $Order_{\text{FPGA}}(i, j) > 0$ for all objectives then
      Add $j$ to EliminationCandidates
    end
  end
end
for each $c$ in EliminationCandidates do
  differences = $\emptyset$
  for each design in $P_{\text{relaxed}}$ do
    $d = \text{predictedValues}(\text{design}) - \text{predictedValues}(c)$
    Add $d$ to differences
  end
  $N_{\text{inferior}} =$ Num designs s.t. differences $> 0$ for all objectives
  if $N_{\text{inferior}} < 5$ then Remove $c$ from EliminationCandidates;
end
Output : EliminationCandidates
Algorithm 4: Recursive Clustering

Procedure ClusterRecursive(OrderHINT, Corr)

1. Compute sampling threshold \( T \) using Equation 4.2
2. If \( \text{Num known values in Corr} > T \) and Corr contains both 1 and \(-1\)
   3. \( \text{Idx}_L, \text{Idx}_R = \text{ClusterOrderHINT} \) into 2 groups
   4. \( \text{CIdx}_L, \text{Values}_L = \text{ClusterRecursive(OrderHINT(Idx}_L), Corr(Idx}_L) \)
   5. \( \text{CIdx}_R, \text{Values}_R = \text{ClusterRecursive(OrderHINT(Id}x}_R), Corr(Idx}_R) \)
   6. \( \text{CIdx} = \text{Combine CIdx}_L \) and \( \text{CIdx}_R \)
   7. \( \text{Values} = \text{Combine Values}_L \) and \( \text{Values}_R \)

8. Else
   9. \( \text{CIdx} = \text{matrix of all 1} \)
   10. \( \text{Values}(1) = \text{Corr} \)
   11. If \( \text{Num known values in Corr} < T \)
      12. \( \text{Values}(1) = \text{all 0} \)
      13. End
   14. End
15. Return CIdx, Values

Therefore, its underlying probability distribution is hypergeometric:

\[
P(X = k) = \frac{C^K N^{N-K} n^{-k}}{C_N^N}
\]

(4.1)

where \( C_j^i \) is “\( i \) choose \( j \)”, \( N \) = the population size, \( K \) = the number of 1’s versus \(-1\)’s in the population, \( k \) = the number of 1s drawn, and \( n \) = the total number of samples.

Under this model the ideal threshold \( n \) is the answer to the question, “With a fixed likelihood \( 1 - \beta \), what is the minimum number of samples \( n \) for which I am likely with probability \( 1 - \beta \) to draw all 1’s even though the population contains \( (\varepsilon N) \) 1’s and \( (1 - \varepsilon N) \) 1’s?” To see this more clearly, note that we are attempting to determine how likely it is that we have been tricked by our sampling limitations into thinking that a cluster is either entirely composed of 1’s, or vice versa. We use a recursive numerical method described in equation 4.2 to solve this problem.

\[
f(x) := \begin{cases} 
  x & \text{if } \frac{N!(\hat{K} - x)!}{\hat{K}!(N-x)!} \leq \beta \text{ or } x = N \\
  f(x + 1) & \text{otherwise}
\end{cases}
\]

(4.2)

where \( \hat{K} = \lfloor N(1 - \varepsilon) \rfloor \). We let the user of our tool provide \( \beta \) and \( \varepsilon \) as two parameters describing
how much error is acceptable for the DSE. Then, we can take the $\beta$ and $\epsilon$ into the numerical method to produce the appropriate $T$.

The equation to calculate $T$ is included in the clustering algorithm presented in Algorithm 4. This algorithm is recursive and works as follows. First it considers four configurations: 1) The cluster contains exactly $T$ known values, it’s a termination condition 2) The cluster contains less than $T$ known values, it is marked as invalid and terminates 3) The cluster is pure, the algorithm terminate 4) There are more than $T$ unknown values and the cluster is not pure. In the fourth configuration, the hint data are clustered into two groups. Then each group is clustered recursively, the results are combined together and the algorithm terminates.

4.6 Experimental Setup

In order to test the validity and performance of our methods, we implement and run these methods on multiple datasets, and compare the results with a baseline algorithm. In this section, we present the algorithms that we use and how we tune them, along with the datasets we use, and the metrics that we use and define to measure the outcome of our experiments.

4.6.1 Algorithms

In our experiments, we use the Adaptive Threshold Non-Pareto Elimination (ATNE) algorithm from [77] as a baseline DSE method, and we extend it to include the various hint-based exploration methods described in Section 4.5. We implement ATNE using Python 3 and the Random Forest implementation from the scikit-learn package. All the source code for our implementation of ATNE extended with our methods is made available open-source [1]. ATNE uses the Transductive Experimental Design (TED) algorithm as an initialization process. We also use our Python implementation of this algorithm to test our enhanced initialization methods. ATNE outputs two values by default: The first is the total number of designs sampled by the algorithm after it converges (i.e., all possible designs have been sampled or eliminated). The second is the ADRS metric computed from the output set of Pareto designs and the set of ground
Table 4.1. ATNE and hint elimination parameters

<table>
<thead>
<tr>
<th>Init Samples</th>
<th>Forests</th>
<th>Trees</th>
<th>Bootstrap</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 / 40</td>
<td>30</td>
<td>200</td>
<td>0.5</td>
<td>0.999 / 0.2</td>
<td>0.1</td>
<td>0.25</td>
</tr>
</tbody>
</table>

truth Pareto designs. We also output the ADRS value at each iteration to observe the rate at which the error decreases, although this metric is difficult to summarize as explained in Section 4.6.5.

4.6.2 Hyperparameters

The ATNE algorithm has several parameters that can be tuned (Section 4.3): number of initial samples, number of random forests, number of trees per forest, forest bootstrap ratio, and the parameter $\alpha$ that controls how aggressive the algorithm is (i.e., how much the process eliminates designs, at the potential expense of accuracy). In order to tune these parameters, we generate a series of synthetic design spaces. The synthetic design spaces are created from random non-linear function with multi-dimensional input and two outputs. Each of these spaces have 200 designs. We combine nine synthetic designs spaces, with the smallest benchmark from our chosen benchmark suite (which has about 200 designs as well), and we perform a grid search of the hyperparameters on multiple independent subsets the set of spaces. We also search for the hyperparameters controlling the cluster size of our hint elimination method: $\beta$ and $\epsilon$. We pick values with an ADRS below 1%, and fix most of these values for our experiments. The two exceptions are: the number of initial samples, and the $\alpha$ parameter. The $\alpha$ parameter is at the core of the original ATNE algorithm, therefore we want to verify that our method works with a very different value (we pick 0.2, which is an extreme value considering that this parameter is very sensitive to small changes). The number of initial samples can influence the total number of selected designs, and is particularly important in several of our methods relying on modifying TED. For this reason, we chose to run experiments with both a small number of initial samples (15) and a higher number (40). All the values that we selected for all the parameters are summarized in Table 4.1.
4.6.3 Benchmarks

We use the Spector benchmark suite [42] to obtain ground truth data from FPGA implementations. Spector provides the input matrix $X$ for each design, along with a ground truth output space $y$ that we can use to measure the performance of our design space exploration methods. Our hyperparameter tuning process employs the DCT benchmark in addition to the synthetic design spaces; as a result, we do not include DCT in our experiment results.

4.6.4 Hint data

In addition to the Spector data, we have collected the pre-PnR estimation values from the Intel FPGA synthesis tool (same version as used in the benchmarks) for all the designs. We have also run the OpenCL designs on a Nvidia Tesla K20c GPU and an Intel i7-4790K CPU, and collected the throughput data. These three types of data can be combined to create several hint output space matrices $y^h$. For each hint output space, we create two axes: one axis for logic utilization hint, and one axis for throughput hint. The logic hint axis consists of pre-PnR resource utilization estimations from the synthesis tool. The throughput hint axis can be either either the pre-PnR throughput estimations from the synthesis tool (Est.T.), GPU throughput (GPU), or CPU throughput (CPU). Pre-PnR throughput estimations are often not reliable as they do not take into account data-dependent information such as external memory accesses, inter-modules communication and branches on the architecture. GPU and CPU data are not very reliable either due to architecture differences and some hardware knobs not having any effect on GPU/CPU, however, they have the advantage of measuring the memory accesses and all the data flow in general. Additionally, GPUs share some features of FPGAs such as some level of parallelism and a similar memory hierarchy.

4.6.5 Metrics

We run multiple versions of ATNE (modified with our methods and unmodified) with the parameters described above on all of the benchmarks, and take the average of 15 runs to account
for the non-determinism of the algorithm. We run ATNE until it converges to a solution, and collect two sets of metrics. The first set of metrics is composed of: 1) the sampling complexity (percentage of design space sampled), and 2) the ADRS (error between the sampled space and the ground truth). We also derive a third metric to summarize the first two, called difficulty. It is defined as the following: \( \text{Difficulty} = \frac{\text{Complexity} + \text{ADRS}}{2} \), and represents the global difficulty of learning a design space. As both the complexity and the ADRS are defined between 0 and 1, the difficulty gives an equal weight to the two metrics. For some specific applications, it can be useful to define the difficulty with different weights, but we present the general case here. We want to minimize all of these metrics, and compare the results of our methods (target) to the results of the original ATNE algorithm (baseline). For a fair comparison across benchmarks, we choose to normalize the results. However, in order to achieve a symmetrical scale between positive results (target is better) and negative results (baseline is better), we calculate a piecewise normalization:

\[
\text{Improvement} = \begin{cases} 
\frac{\text{Baseline} - \text{Target}}{\text{Baseline}} & \text{if Baseline} > \text{Target} \\
\frac{\text{Baseline} - \text{Target}}{\text{Target}} & \text{if Target} > \text{Baseline} \\
0 & \text{if Baseline} = \text{Target}
\end{cases}
\] (4.3)

This equation provides a scale defined as: 0% if the target and baseline results are equal; +100% if the target is perfect (equals 0) and the baseline is worse; -100% if the baseline was perfect and the target results are worse.

The second set of metrics is collected by calculating the ADRS relative to the ground truth at each iteration of the algorithm, which results in a curve describing how fast the algorithm is able to decrease the error and describe the true Pareto front (see Figures 4.11 and 4.12). However, because ATNE is eliminating samples, it eventually converges and stops sampling before reaching the sample budget (which we set to the total number of designs), and the convergence rate depends on the state of the random number generator. This situation results in multiple curves of variable length for multiple runs of the same algorithm on the same
**Figure 4.7.** Prediction errors (ADRS) for different approaches: using ATNE without hint data, directly using Pareto hint data with GPU performance / pre-PnR estimations / CPU performance.

benchmark. Additionally, not all benchmarks have the same size, which is why the $x$ axis presents the number of samples as a percentage of the total design space. This percentage also varies across benchmarks since we have a fixed number of initial samples, and always sample one design at a time. In order to summarize the results and present an average of this metric, we have several options: we could either extrapolate missing values to match the longest curve (i.e., use the last ADRS value for all remaining $x$ axis values), or simply ignore missing values. We choose the latter option, as we have not noticed any significant difference between the two possibilities. However, this issue means that values at both curve extremities can be slightly less accurate.

### 4.7 Results

#### 4.7.1 Directly using hint data

Here we present the results of simply sampling designs based on the hint design space as mentioned in Section 4.5.1. First, we calculate the Pareto optimal designs on the hint space, and compare the ADRS obtained by using this method to the ADRS obtained by running the baseline ATNE. We can see in Figure 4.7 that only using the hint Pareto designs leads to a large error. However, this methods generally selects few designs, while ATNE selects a much larger number. Therefore, we also compare the same method, but using various margin values when calculating the Pareto front. As mentioned before, using a margin is not always reliable, as it is difficult to
Figure 4.8. Comparison of the sampling/ADRS tradeoff between the baseline algorithm and the method selecting Pareto designs from hint data with various margins. All the results are averaged across all benchmarks.

Figure 4.9. Improvement of modified versions of TED over the original TED in terms of ADRS for 15 and 40 samples. The results are averaged over all the benchmarks. TED\textsubscript{hpar} uses normal TED plus the Pareto hint data, TED\textsubscript{out} uses TED on the output hint space, and TED\textsubscript{all} uses TED on all the output hint spaces.

control the number of sampled designs, but we are still interested in the performance of such a method in average over all the benchmarks. We selected multiple margin values between 0\% (strict Pareto front) and 100\% (all designs selected), and averaged the resulting number of selected samples and ADRS across all benchmarks. We compare this curve to the baseline ATNE curve in Figure 4.8. Most of the time, the tradeoff between number of samples and ADRS is worse when using this technique, although the values on the left of the curve indicate that the hint data can help with initialization.
4.7.2 TED Only

In these experiments, we modify TED as described in Section 4.5.2. TED_{hpar} is TED + Pareto Hint, TED_{out} is TED running on the output hint space, and TED_{all} is TED running on all the output hint spaces. Here we run the TED algorithm only, without the DSE framework. TED takes as input the number of designs to select. We choose the number of initial samples that we selected for the DSE framework, as we are aiming to improve the initialization of the DSE. Figure 4.9 reports the improvement of the various modified TED (target) over the original TED (baseline), in terms of ADRS, and averaged over all the benchmarks. In average, the improvement is always positive, which means that the hint data helps TED selecting designs that are closer to the Pareto front than the original TED for the same number of designs. The improvement is also much higher when we select a higher number of samples. We have established that hint data can improve TED, and now we want to apply these experiments to the machine learning ATNE framework, and combine them with our hint elimination method.

4.7.3 ATNE

The results of modifying TED are generally positive, but the goal TED is not to find the Pareto-optimal designs. We want to use these modified TED algorithms to give the entire machine learning DSE a better start. We run more experiments on the ATNE framework, by using our modified TED as initializer, and by applying the hint elimination algorithm described in Section 4.5.3. We measure the improvement in terms of ADRS and sampling complexity after convergence, and we also calculate the combined metric “difficulty”. We experiment using the hyperparameters described earlier, and we present the results for $\alpha = 0.999$, 15 initial samples, and 40 initial samples. Figure 4.10 (a) shows the results for $\alpha = 0.999$ and 15 initial samples, averaged over all benchmarks. Overall, the results are very positive with few exceptions. In general, using modified TED only does not lead to a high improvement. While the error metric is vastly improved in some cases, it is often at the expense of sampling complexity, which translates
Figure 4.10. Improvement of various methods over the baseline ATNE algorithm in terms of ADRS, sampling complexity, and the combined difficulty metric. Here we use $\alpha = 0.999$. (a) uses 40 initial samples and (b) uses 15 initial samples. The results are averaged over all the benchmarks. We test the three modified version of TED and the original, combined or not with the hint elimination algorithm ($Elim.$). Each method is tested with the hint design spaces from GPU, Estimation Throughput, and CPU.

The results when using only 15 initial samples are presented in Figure 4.10 (b). This graphs shows more negative results when using modified versions of TED only, which is a logical consequence of using less initial samples, and therefore modified TED showing less improvement (see Figure 4.9). The main reason for the negative difficulty improvement is that modified TED algorithms might sample more toward the Pareto front, but leaving large portions of the design space unknown, which turns into a low-confidence area that must be sampled by the ATNE algorithm, hence the large increase in sampling complexity. This low-confidence area can be pruned as a non-optimal space by the hint elimination algorithm, which leads to much better results. However, as shown in Figure 4.10, if the hint elimination algorithm is used too
Figure 4.11. Curves showing the change in ADRS in function of the number of sampled designs, in average over all benchmarks. Each curve is a different algorithm, with $\alpha = 0.999$ and 40 initial samples. The curves are grouped by hint data type, with the addition of TED$_{all}$ which uses all hint types. Note that because each curve is an average, and not all runs of the algorithm converge to the same value, the curve can sometimes go up.

Indeed, the elimination step can sometimes underestimate the optimality of certain designs when the difference between these ground truth designs and their corresponding hint designs is too large, and they are situated in an under-sampled portion of the space. This flaw is solved when using the modified TED to obtain better information on these areas. These results underline the necessity of designing complex methods to extract information to avoid hurting the performance by feeding misleading data to the algorithm.

Fig. 4.11 and 4.12 show the change in ADRS as the different versions of the algorithm sample more designs. These curves cannot be compared directly with the plots in Figure 4.10, because the plots use the ADRS after the algorithm has finished sampling, while these curves
Figure 4.12. Curves showing the change in ADRS in function of the number of sampled designs, in average over all benchmarks, with $\alpha = 0.999$ and 15 initial samples.

present the average ADRS for different sampling ratios. Moreover, as explained in Section 4.6.5, the curves are not perfectly accurate due to the average and convergence differences, but we can still observe general trends. The hint elimination algorithm by itself does not improve the ADRS/sample curve by any significant amount, as it is designed to help the algorithm converge faster, rather than improve the sampling pattern. However, once combined with a modified TED initialization, it tends to decrease the error faster. The algorithm using the estimation throughput hint data with 15 initial samples show some limitations of our methods. With the Est.T. hint space, some techniques have a higher ADRS in average after sampling more than 7-8% of the design space. This is due to the modified TED versions picking bad starting points, as the Est.T. hint space is less accurate than the other two. This observation is supported by the TED$_{all} +$Elim curve which performs better as it can use all the information from the other hint spaces.
Figure 4.13. Improvement of hint data methods over the baseline ATNE algorithm for $\alpha = 0.2$, with (a) 40 initial samples and (b) 15 initial samples.

4.7.4 ATNE with low alpha

The results when using $\alpha = 0.2$ are very similar as previous results, and the conclusions remain the same. Choosing this alpha value means that the baseline ATNE algorithm is more “aggressive”, i.e., has a lower threshold to eliminate designs and generally eliminates more designs at each iteration. Figure 4.13 shows the improvement of our methods over the baseline ATNE with this alpha. The improvement is similar as before. Only the results using 15 samples and estimation throughput (Est. T.) hint data are slightly worse, due to less accurate elimination suggestions based on this hint space, combined with a less stable algorithm. With a low alpha, the regression model tends to be based on less ground truth points, hence the need for a better hint to improve the accuracy of the elimination process.

4.8 Conclusion

We have shown that externally acquired hint data can improve FPGA design space exploration in average. It can reduce the sampling complexity to save hundreds of hours of
computation, and it can increase the accuracy to find more optimal designs. Although hint data can come from any source (CPU, GPU, various models, etc.), we also show that the useful information need to be extracted with care. Simple methods may not always work, and sometimes hurt performance, but smart data mining will improve the results. While our algorithms can be made more robust to uncorrelated hint design spaces, they all show promising improvement. These techniques can be generalized to other frameworks to further improve the value of information that can be collected from hint data.
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Chapter 5

Sherlock: A Multi-Objective Design Space Exploration Framework

5.1 Introduction

The process of optimizing a hardware design is usually a lengthy tuning of parameters that control various aspects of the design. One can tune the amount of parallelism, pipelining, memory caching, etc. to balance the resulting throughput, area utilization, and power consumption. Every time a modification is made, if the designer wishes to evaluate their design to obtain precise measurements, they need to compile and run it. This process can easily take multiple hours. A complex design can comprise of many parameters, rendering the design space exploration procedure very slow and tedious.

Certain software applications present the same issue when it comes to parameter tuning. Many machine learning or computer vision applications contains tens or hundreds of parameters, along with large datasets which makes any evaluation very slow. In either hardware or software design, all these parameters create a highly complex design space that is often non-linear [42, 85]. Such a design space generally contains mutually exclusive objectives (e.g., accuracy vs. throughput). It is therefore interesting for the designer to find the set of optimal designs along all the objectives. In a context where compiling and/or running each design takes a long time, evaluating all possible designs is too time-consuming and sometimes impossible.

We develop a machine learning framework called Sherlock, that utilizes active learning
to intelligently select designs to evaluate. Sherlock focuses the learning on the set of optimal designs. Understanding the shape of the entire space can be useful when analyzing the effects of different parameters on the design, however, in the case of design optimization, we want to obtain the optimal set as fast as possible. Sherlock can reach the optimal set quickly by minimizing the initialization size, and performing a sample selection entirely driven by the estimated optimal set, using a strategy that balances exploration and exploitation based on expected results.

The active learning process is based on a regression model that iteratively provides estimates of the entire space. We test Sherlock using multiple types of regression models, spanning from complex models often used in active learning literature, to simpler consensus-based interpolation kernels that help reaching an almost optimal solution faster. In order to make our framework more flexible, we also design a model selection strategy based on the Multi-Armed Bandit problem, that rewards the models directly improving the actual Pareto front. With this strategy, the framework can quickly decrease the importance of models that do not provide correct estimates. It can then leverage all models relative to their positive contribution to reach the optimal designs faster.

The contributions of this work are:

- We develop a design space exploration (DSE) framework that targets the optimization of FPGA designs, but that also generalizes to other applications with slow evaluation time.
- We outfit our DSE framework with a model selection strategy to adapt it to a wide variety of design spaces.
- Against similar state-of-the-art frameworks, we improve the convergence toward the Pareto front on several FPGA applications and three complex software application.

We discuss related work in Section 5.2. In Section 5.3, we introduce the problem and notations, and we describe the core active learning algorithm. In Section 5.4, we present our
method to select regression models. Section 5.5 contains the results of running Sherlock on multiple datasets, and we conclude in Section 5.6.

5.2 Related Work

The Design Space Exploration topic in literature is often focused on hardware design, a very time-consuming and costly process. FPGA design is a popular topic, especially in recent years with the improvements of High-Level Synthesis (HLS) tools that render the design parameterization easier, and open the field to designers with less expertise in hardware design. In these cases, DSE techniques allow one user to specify potential optimizations, and determine the best specifications to produce the most optimal architectures. The automation aspect of DSE is what drives algorithms to attempt to reach the optimal solutions faster.

Several strategies exist to explore design spaces without sampling all the designs. Evolutionary design space exploration [93, 26, 81] uses genetic algorithms to converge toward an optimal solution. Particle swarm optimization [91, 80] generates a population of particles searching the space of designs and using various metrics to advance toward the optimal solutions. These techniques require a large number of samples to converge, and therefore are more adapted to problems where the evaluation of each sample is a fast process, but the space is too large to be evaluated entirely, which usually not applies to hardware optimization.

In hardware design, architectures often take several hours to compile on a multicore machine. In these scenarios, the designer does not wish to explore the entire space. Specifically, the number of samples is very important, as each single design not sampled can save hours of optimization. To solve this problem, one solution is to substitute the design space for an approximation. Predictive-based methods for DSE replace the actual design by an analytical model. By using such a model, a rapid exploration of the space can be performed, either by exploring the entire space, or using an evolutionary approach. [75] designs a scheduling system to predict and efficiently simulate the designs, to quickly explore the design space of
the analytical model. [117, 115] analyze the structure of FPGA kernels generated by High-Level Synthesis (HLS) using the OpenCL language, and build a compute and memory model that can be used as a surrogate to significantly speed up the DSE process. Their performance prediction error varies between 4 and 16%. [99] explores the design space at the pragma level by building a probabilistic model for each type of pragma. They perform a fast exploration by using an ant colony optimization algorithm, and obtain an error of 1.7% on SystemC benchmarks. [127] and [126] propose tools to analyze the structure of the HLS code directly before the synthesizing steps occur. Their model achieves a 400×-4000× speedup in DSE, and a final DSE accuracy of 95%. Generally, predictive-based methods exploit features specific to the optimized application. These specific features make predictive approaches difficult to generalize to other types of problems. In our work, we aim to build a tool that applies to a wide variety of problems, and therefore we do not choose the predictive approach.

Often opposed to predictive-based methods, evaluation-based methods measure the exact quantity of the target objectives to optimize. In hardware design, this method consists of compiling an architecture specification to the actual hardware, then running the compiled design onto an application-specific dataset, and measure the throughput, area utilization, power consumption, and other potential optimization goals. These measurements give a very accurate representation of how the design actually performs and how it compares to different designs at the cost of long processing time.

One solution to accelerate this evaluation process is to parallelize it, and employ a smart division of the space to attribute the computing resources. [119] proposes a Multi-Armed Bandit (MAB) algorithm to balance the computing resources between different portions of the space, and leverages the exploration-exploitation tradeoff of MAB to iteratively allocate more resources to the optimal subspaces.

Another popular solution is to use iterative machine learning algorithms, such as active learning [74, 132], to minimize the number of designs to evaluate. [77] proposes an active learning framework called ATNE based on non-Pareto elimination. ATNE creates multiple
regression models from different subsets of the known data, then computes an elimination threshold from the variance of the predictions. Based on this threshold, designs predicted to be dominated are eliminated from consideration. The algorithm then samples a new design and reiterate until convergence. This technique allows a much faster convergence toward the Pareto front than previous techniques. The Hypermapper framework described in [11, 85] performs active learning by modeling known designs with a random forest regression algorithm, and simultaneously sampling all the predicted Pareto-optimal solutions. The algorithm iterates until a sampling budget is reached. This framework is more optimized toward very large design spaces where it is still reasonable to perform a high number of design evaluations (100 to 300 samples per iterations). Their framework is applied to the optimization of Simultaneous Localization And Mapping (SLAM) algorithms. The \( \varepsilon \)-Pareto Active Learning (\( \varepsilon \)-PAL) [131] is an improvement over PAL [132], and uses Gaussian Process as a regression model in order to predict an uncertainty region for each predicted design output. By using these uncertainty regions, the algorithm can discard non-optimal designs with high accuracy, and progressively build a predicted Pareto-optimal set with an \( \varepsilon \) margin. The sampling process is based on minimizing the uncertainty of the predictions.

Our work is similar to \( \varepsilon \)-PAL and ATNE, but without the pruning step, which can potentially eliminate optimal designs from consideration, especially when the regression model is not adapted to the design space being searched. Another similar work is Flash [84], a method to explore the space of possible configurations for software systems. Flash uses decision trees to iteratively sample configurations. While our work focuses primarily on optimizing hardware design, we show that it can work on software design spaces as well, and perform better than Flash in most cases.

Additionally, these algorithms rely on well-known regression models, such as Random Forest or Gaussian Process, that may not perform well on all types of design spaces. Our framework uses simpler regression kernels by default, and we propose a solution to automatically utilize more complex models for design spaces that require it.
5.3 The Sherlock Algorithm

Sherlock implements an evaluation-based strategy for Design Space Exploration (DSE) that utilizes an active learning technique to iteratively improve the known set of optimal designs. First we define the problem and introduce formal definitions, then we present the active learning algorithm and how its different components interact.

5.3.1 Scope and Definitions

Sherlock is a DSE framework that can target any application. As such, it only considers an abstract representation of that application, through its design space. A design space of an application is composed of both an input space and an output space. The input space is the set of all possible variations of the application that are functionally identical. These variations are created through the use of parameters, also known in the DSE literature as knobs. Knobs take \( n \) values, for \( n \in [2, \infty] \). They can be discrete, categorical, or continuous. Our framework requires a finite pool of candidates. Continuous knobs can generally be discretized by knowing the bounds of the knob and choosing a reasonable set of values based on the target platform (e.g., powers of
two, regular grid, etc.). Categorical knobs are interpreted as numerical values. The input space $X$ is then defined as $X = \{k_1 \times k_2 \times \ldots \times k_n\} \in \mathbb{X}^{m \times n}$ where $k_i$ is a knob vector containing all the possible values for this knob, and in this case, $\mathbb{X} = \mathbb{R}$. The resulting matrix has $n$ columns for each knob, and $m$ rows for each unique and valid combination of knob values; in other words, $m$ design candidates.

The output space is defined by the optimization objectives set by the designer of the application, such as throughput, accuracy, power consumption, etc. The output space $y \in \mathbb{Y}^{m \times o}$ is a matrix of $m$ rows for each design candidate, and $o$ columns for each optimization objective. The final design space $S$ is the combination of the input and output space: $S = \{(X_i, y_i)\}$.

The problem is defined as follow: $X$ is known by the designer, but $y$ is unknown. What is the set $P \subseteq S$ of design candidates that are optimal on all objectives? As a multi-objective optimization problem, this set $P$ corresponds to the set of Pareto optimal design, i.e., designs that can not be improved on one objective without decreasing another, also known as the Pareto front.

### 5.3.2 Active Learning

In order to find the Pareto optimal designs, Sherlock uses a well-known machine learning technique known as active learning. Active learning works iteratively by 1) creating a surrogate model to formulate an hypothesis of optimal designs, 2) selecting a candidate to sample, 3) sampling the chosen design to obtain objective values, and 4) refining the model based on the new sample. The loop continues until a stopping criterion is met. The specifics of Sherlock’s active learning workflow are summarized in Fig. 5.1 and described below. The pseudo-code is also presented in Algorithm 5.

**Initialization**

As a starting point of the algorithm, we choose an initial number of samples to evaluate and collect their objective values. We build a set $K$ of known designs (for which $y_i$ is known)
that will grow with future iterations of the framework.

\[ K = \{(X_1, y_1), (X_2, y_2), \ldots\} \]  \hspace{1cm} (5.1)

Before the initial sampling, we do not possess any information on the output space, therefore the sample selection must occur based on the input space only. This can be achieved by random selection, but we choose the Transductive Experimental Design (TED) [121] algorithm as it attempts to provide a representative set of experiments.

**Formulation of Pareto Hypothesis**

The goal of Sherlock is to focus the learning method on the Pareto front of the design space. In this step, we try to obtain an estimated Pareto front through the use of a surrogate model. A surrogate model is defined as a function \( \hat{f} \):

\[ \hat{f} \leftarrow g(K) \]  \hspace{1cm} (5.2)

\[ g : S \rightarrow (X \rightarrow Y) \]  \hspace{1cm} (5.3)

where \( g \) is a supervised learning method for regression. We use the surrogate model to obtain the estimated Pareto front, along with a measure of the uncertainty of the estimation:

\[ \hat{y}, H \leftarrow \hat{f}(X) \]  \hspace{1cm} (5.4)

\[ \hat{P}, H_\hat{P} \leftarrow \text{pareto}(\hat{y}, H) \]  \hspace{1cm} (5.5)

where \( \hat{y} \) is the estimation of the output space, \( H \) is the uncertainty of each estimation, and \( \text{pareto} \) is a function to extract the set of Pareto optimal designs.
Sample Selection

Sampling is the process of choosing one design $s_i$ to evaluate and obtain its output value. The result is an increased set of known designs:

$$K \leftarrow K \cup \{s_i\} \quad (5.6)$$

We need to determine the index $i$ of the design to sample. Sherlock focuses on sampling designs on the Pareto front. In order to reach these designs, the algorithm has two options: increase the understanding of the space near or on the Pareto front (explore), or sampling directly the estimated Pareto front (exploit). The explore sampling mode chooses a design that has been estimated by the surrogate model with a high uncertainty:

$$i \leftarrow \arg \max (H_P) \quad (5.7)$$

This mode increases the confidence of the estimated Pareto front. The exploit mode selects a design with a high estimated Pareto dominance:

$$i \leftarrow \arg \max \left( \text{scores}(\hat{y}) \right) \quad (5.8)$$

$$s_i \in S \setminus K$$

If the model is a good estimation of the space around the Pareto front, this step leads to picking a more optimal design.

We choose between the two sampling modes based on the improvement of the predicted Pareto front. We attribute a score to the prediction from the model, and monitor its changes. The score function is presented in Algorithm 6 and consists of comparing the output value of each design (scaled by the number of designs) against the sum of the output of all other designs. We apply this function to the estimated Pareto front. We compare the current maximum score to the maximum score from the previous iteration. If the score is decreasing, we switch the sampling
Algorithm 5: Sherlock Algorithm

Input : $X$

1. $s_1, s_2 = TED(X)$
2. $K = \{s_1, s_2\}$
3. mode $\leftarrow$ “explore”
4. prevscore $\leftarrow -\infty$
5. while $|K| < \text{sample budget}$ do
   6. $\hat{\mathbf{f}} \leftarrow g(\cdot; K)$
   7. $\hat{\mathbf{y}}, H \leftarrow \hat{\mathbf{f}}(X)$
   8. $\hat{\mathbf{P}}, H_0 \leftarrow \text{pareto}(\hat{\mathbf{y}}, H)$
   9. $\text{curscore} \leftarrow \max_{\mathbf{y} \in \hat{\mathbf{P}}}(\text{scores}(\hat{\mathbf{y}}))$
   10. if $\text{curscore} \geq \text{prevscore}$ then
       11. mode $\leftarrow \text{next}(\text{mode})$
   12. end
   13. if mode = “explore” then
      14. $i \leftarrow \text{argmax}(H_0)$
   15. else if mode = “exploit” then
      16. $i \leftarrow \text{argmax}_{\mathbf{y} \in S \setminus K}(\text{scores}(\hat{\mathbf{y}}))$
   17. end
   18. $K \leftarrow K \cup \{s_i\}$
   19. prevscore $\leftarrow \text{curscore}$
   20. end

Algorithm 6: Score Algorithm

Input : $y$

Output : Scores: array of size $m$

1. for $j \in [1..o]$ do
   2. Sum[$j$] = $\sum_i y[i, j]$
2. end
4. for $i \in [1..m]$ do
   5. Scores[$i$] = $\sum_j (y[i, j] \cdot m - \text{Sum}[j])$
6. end

5.3.3 Surrogate Model

The surrogate model must be a supervised regression algorithm that can provide a prediction uncertainty, which is used to refine the global prediction in subsequent iterations.

There exist two major methods to provide an uncertainty in a regression model: 1) with ensemble
Figure 5.2. Illustration of the difference of performance using Sherlock with two regression models on two benchmarks.

Ensemble techniques create multiple regression models, each with a subset of the known points. The models then output different predictions, which are aggregated by voting or averaging. This method can provide an estimation of the uncertainty of the prediction by computing the variance over all the models. A popular ensemble model is the Random Forest predictor based on a set of decision trees, and is used in several active learning frameworks.

Bayesian learning techniques leverage the Bayes theorem to progressively update statistical distributions based on provided evidence. Typically, a regression model starts with a prior distribution over its weights, and combines it with the likelihood from known points to create a posterior distribution. The parameters of the posterior distribution can be used to compute a measure of uncertainty. A popular example is Gaussian Process models that create a prior distribution over functions by using a kernel to express the correlation between points.

Sherlock can use any of these types of learning algorithms. We experiment with Random Forest and Gaussian Process as they can generally model complex design spaces, and we also create a consensus-based Radial Basis Function interpolator, that provides kernel-based interpolation of unknown data, and is faster to compute than a Gaussian Process.
5.4 Model Selection

Most design spaces are inherently different as they represent a wide variety of relationships between input variable and output design goals. Some design spaces can be modeled by a simple linear equation, while others require a more complex model. This is reflected by the performance of different surrogate models in active learning frameworks. In Figure 5.2, we present the results of running Sherlock on two different benchmarks, by plotting our error metric (ADRS) against the percentage of design space sampled. We give more details on the experimental setup and the results in Section 5.5. Here we want to illustrate the difference between the use of two different models. In the first design space, using a Gaussian Process causes the algorithm to converge toward the Pareto front faster, and in the second example, the Random Forest makes the algorithm converge faster.

A common solution to pick a model is to test the algorithm on similar design spaces, and choose the most efficient one, possibly by cross-validation. Instead, we propose to learn the best model using a Multi-Armed Bandit strategy that iteratively updates the importance of each model based on the Pareto set improvement.

5.4.1 Algorithm

At each iteration of the active learning process, we want to choose a surrogate model $g$ among a small pool of models $G = \{g_1, g_2, \ldots\}$. We start with no prior knowledge of which model performs better, and we want the framework to iteratively increase the importance of models that generate good results.

A solution to this problem is to use one of the well-known Multi-Armed Bandit (MAB) strategies. The MAB problem is a Bayesian optimization problem where we wish to determine the distribution of independent variables with unknown outcome (the bandits), and choose the variable providing the best outcome. The various MAB algorithms provide a tradeoff between exploitation (observing the bandit with best known outcome), and exploration (observing other
bandits to refine their distribution).

In this case, we consider each model as a bandit. The outcome of observing one bandit is either an improvement in the current Pareto set, or no improvement. In other word, we are trying to learn a Bernoulli distribution for each model. Consequently, we can select the prior distribution of the bandits as a Beta distribution. We define the prior distribution with parameter \( \theta \) for each model \( i \) as \( P_i(\theta) = Beta(\alpha_i, \beta_i) \). We update these distributions by selecting one bandit and observing the outcome. A good choice of sampling algorithm is Thomson Sampling [108] that provides a good tradeoff between exploration and exploitation [22]. The algorithm draws a random sample from each distribution: \( \hat{\theta}_i \sim Beta(\alpha_i, \beta_i) \forall i \), then chooses the bandit with the highest sample. The observation \( x \) of the selected bandit corresponds to the improvement of hypervolume over the known designs (hypervolume(\( K \))), after we sample a design according to a strategy as defined in Section 5.3.2. In other words, if the model \( g_i \) improved the Pareto set, \( x \) is a positive outcome, i.e., \( x = 1 \), otherwise \( x = 0 \). We compute the posterior distribution based on the outcome, and use it as prior for the next iteration.

Algorithm 7 shows the details of the method and how it integrates with the Sherlock algorithm described in Algorithm 5. Note that we use an optional posterior reshaping factor \( r \) that changes the variance of the distributions. As a result, increasing the value of \( r \) favors exploitation.

---

**Algorithm 7: Model Selection Algorithm**

Input: Models \( \{g_1, g_2, ..., g_i, ...\} \), Reshape factor \( r \)

1. Initialize: \( \alpha_i = 1, \beta_i = 1 \) \( \forall i \)
2. While \( |K| < \text{sample budget} \) do
3. \( P_i(\theta) = Beta(\alpha_i, \beta_i) \forall i \)
4. \( \hat{\theta}_i \sim Beta(\alpha_i, \beta_i) \forall i \)
5. \( i = \text{argmax} (\hat{\theta}_i) \)
6. Choose model \( g = g_i \)
7. // Sherlock algorithm
8. Compute \( Hv = \text{hypervolume}(K) \)
9. \( x = Hv > \text{prev}(Hv) \)
10. \( \alpha_i = \alpha_i + x \ast r \)
11. \( \beta_i = \beta_i + (1-x) \ast r \)
12. end
over exploration (i.e., the model providing the best outcome gets selected more often), and the policy becomes more greedy. Increasing this value also has the side benefit that each positive outcome is given more consideration, and potential improvements from models later in the sampling process will re-adjust their importance faster. It provides a small chance to switch the most important model during the sampling process.

5.5 Results

5.5.1 Experimental Setup

We implement Sherlock using Python 3 with the numpy and scipy libraries. We implement four types of surrogate models: a Gaussian Process (GP) with a Matern kernel using the GPy library, a Random Forest (RF) from the scikit-learn library, and Radial Basis Function (RBF) interpolation algorithms with consensus decision similar to the implementation in scikit-learn, with both a multiquadric basis and a thin plate basis. We compute an error metric based on the ground truth design spaces, using the Average Distance to Reference Set (ADRS) metric [92]. ADRS measures the average normalized distance between the estimated Pareto front and the reference Pareto front. It is a normalized value, sometimes reported as a percentage. The closer it is to 0, the better the estimation is. We are particularly interested in the evolution of the ADRS value as we sample the design space. We measure our results by plotting the ADRS curve in function of the number of samples. For a better comparison between benchmarks, we normalize the number of samples to the size of the design space, and report the results in function of the percentage of the space sampled. The goal of Sherlock is to produce a curve that converges to zero as fast as possible. To summarize our results, we compute the area under the curve for a section of the curve (up to a certain percentage of the space, e.g., 20%), as a measure of how fast the algorithm converges toward a good solution.

We compare our results to the ATNE algorithm [77] implemented in Python 3, the ε-PAL [131] algorithm implemented in MATLAB, and the Flash [84] algorithm implemented in
Python 2. For all algorithms, we set the number of initial samples to five. In ATNE, we monitor the ADRS for each design sampled until it converges and stops. For $\varepsilon$-PAL, we set the $\varepsilon$ to zero, monitor the ADRS curve for each sample, and complete the curve with the samples from the estimated Pareto set after the algorithm converges. All frameworks are run multiple times on each benchmark, and we compute the average ADRS curve.

5.5.2 Dataset

We test our algorithm on a set of FPGA benchmarks that cover different types of applications. We get our dataset from the Spector benchmarks [42]. These benchmarks are FPGA applications outfitted with knobs that can be tuned, along with a test dataset to run them and measure their throughput. The knobs are software-defined parameters that translate into architecture changes. They cover typical FPGA optimizations such as pipelining, unrolling, partitioning, parallelizing, and also some optimizations specific to each application (sliding window width, etc.). The different combinations of values for knobs create unique designs that are functionally equivalent, but produce a different outcome in terms of logic utilization and throughput.

Each design takes multiple hours to compile, making DSE an essential process to tune these applications. Each unique design of these application has been compiled and run to create exhaustive design spaces containing between 200 and 1500 designs each. We also add the Iterative Closest Point (ICP) design space from [44] that implements a Simultaneous Localization And Mapping (SLAM) algorithm on FPGA using OpenCL, and uses knobs to create a similar design space as in Spector. It contains 1276 designs. We use these provided design spaces that consist of the knob values, the actual FPGA area utilization, and the measured throughput of each design.

The goal of a DSE framework such as Sherlock is to search a predefined space for optimal designs. Therefore our ground truth consists of the set of Pareto-optimal designs in each exhaustive design space. We run Sherlock by considering that the outcome of each design is unknown and let the tool incrementally find and improve an estimated Pareto set. We can then
Figure 5.3. Average performance of several algorithms on all the FPGA benchmarks. We plot the error (ADRS - lower is better) against the percentage of design space sampled. We test Sherlock with multiple regression models.

compute the ADRS metric between the estimated Pareto set and the ground truth set that we defined initially.

5.5.3 Active Learning Results

We run the basic active learning algorithm in Sherlock over the FPGA benchmarks. We calculate the ADRS curve at each sample, based on the provided ground truth design spaces. Our results focus on the first 30% of the design spaces. 30% is a large budget for most applications with a slow evaluation time, and in our test cases, it is always sufficient to reach an ADRS below 1% with the best regression model. Moreover, we want to emphasize the convergence of the ADRS curve by measuring the area under the curve. This metric puts more weight at the beginning of the curve where we expect the error to decrease quickly, while fine-tuning optimizations still influence the metric, but to a lesser extent.

In Figure 5.3, we present an average curve of running Sherlock, ATNE, \( \varepsilon \)-PAL, and Flash on the FPGA benchmarks. We run Sherlock with different regression models. We can observe that all versions of Sherlock perform better or similar as other algorithms in the first 5% of the spaces, and then perform differently based on the chosen model. In average, using
Figure 5.4. Performance of several algorithms on individual benchmarks. We compute the area under the ADRS curve as a measure of convergence, over the first 30% of design space sampled. A lower value means that the algorithm reaches a better solution faster. We compare Sherlock with different regression models to other state-of-the-art algorithms. We also compare with our proposed model selection algorithm.

Figure 5.5. Average area under the curve for the benchmarks presented in Figure 5.4. We present the arithmetic mean, and the geometric mean to take into account the variability of the results. The values are scaled by 1000 for readability.

the RBF interpolator with a thin plate kernel tends to work better. However, the average curve does not reflect the performance on individual benchmarks, and is especially skewed by the FIR benchmark, which is more difficult for several versions of Sherlock.

We summarize the results for individual benchmarks by calculating the area under the curve (AUC) over the first 30% of the space. Figure 5.4 shows the AUC of Sherlock, ATNE, and ε-PAL for all benchmarks, and Figure 5.5 shows the average AUC over all benchmarks. A smaller AUC represents a faster convergence of the algorithm toward the true Pareto front. The best performing model in average (RBF with a thin plate kernel) produces an AUC $1.7 \times$ smaller than Flash, $2.7 \times$ smaller than ATNE, and $5 \times$ smaller than ε-PAL. However, the performance of each model varies with individual benchmarks. While we could reasonably pick the model with the best average result, we also want to study the case where we let the algorithm decide which
5.5.4 Model Selection Results

Algorithm Analysis

We generate two synthetic design spaces, each optimized for a different regression model (Random Forest and Gaussian Process), and we run the model selection process on these datasets to verify that the algorithm can choose the proper model for each design space. Figure 5.6 compares the results of Sherlock using a single model and Sherlock using model selection. In both cases, the algorithm with model selection performs as good as the best model, or better. We also plot the calculated mean of the Beta distribution associated to each model when running model selection. Figure 5.7 shows the evolution of this mean. As expected, the model performing better keeps a larger mean. The spikes in the curve corresponds to the reshaping factor (set to 10) designed to amplify the increase of the mean when an model performs better only later in the
sampling process.

Sherlock Results

We run Sherlock with the model selection algorithm on the FPGA benchmarks. We present the AUC results in Figures 5.4 and 5.5, and the actual ADRS curves in Figure 5.8. In many cases, the performance of Sherlock with model selection is comparable to Sherlock with the RBF interpolator, and better in some cases. In average, this algorithm performs better than the other solutions, without having to choose a particular model. The AUC is about \(2 \times\) smaller than Flash, \(3 \times\) smaller than ATNE, and \(6 \times\) smaller than \(\varepsilon\)-PAL. The Gaussian Process and Random Forest implementations of Sherlock do not converge very well in many benchmarks, as a result of being stuck in local minimum regions. The model selection process can more easily avoid these local minima by selecting a different model. Certain models such as FIR filter contains a local minimum that creates a high variance in the performance of different models, and the selection process clearly helps in this case. Conversely, a benchmark like SPMV 0.5% depends more on the learning rate of the chosen model, and the overhead of choosing between multiple models is more obvious.

5.5.5 Software Dataset

Certain software applications can be very slow to evaluate, while also containing a large number of knobs. Typically, computer vision algorithms can be complex and contain many possible configurations. We want to evaluate how well can our framework optimize Simultaneous Localization And Mapping (SLAM) and Visual Odometry (VO) algorithms.

We design a Visual Odometry (VO) algorithm using the OpenCV library. The main component in VO is the choice of visual features detector and descriptor. We choose three feature detectors/descriptors (SIFT, SURF, BRISK), and modify the parameters of each of them. We run the algorithm on a standard dataset with ground truth data, and measure the running time and the accuracy of the output (The accuracy is defined by the difference between the estimated
Figure 5.8. Comparison of the ADRS curves for multiple algorithms on all the FPGA benchmarks.
Figure 5.9. Comparison of the ADRS curves for multiple algorithms on the SLAM benchmarks. Trajectory and the ground truth). We create an exhaustive design space from an input space $X$ using our defined knobs (choice of detector/descriptor algorithms and parameters for each of them), and an output space $y$ using the measured throughput and accuracy.

Our SLAM design spaces are created using the SLAMBench 2.0 [12] framework. We run two different types of SLAM algorithms on a dataset with ground truth. We use InfiniTAM [58] which uses depth-based tracking (i.e., uses only depth information to track the motion of the camera), and ORBSLAM [82], which uses RGB images for tracking. Both algorithms have very different configurations to optimize. We create design spaces based on measure throughput and accuracy.

The ADRS curves are presented in Figure 5.9 and the area under the curve is summarized in Figure 5.10. Certain algorithms get stuck inside regions of design spaces and fail to explore the remaining space effectively, but Sherlock with RBF interpolators generally perform well, and the results from the model selection strategy follow this trend.

Figure 5.10. Area under the ADRS curve for the first 30% of the design space sampled.
5.6 Conclusion

In this chapter, we have presented Sherlock, our evaluation-based, multi-objective, Design Space Exploration framework, that improves over previous work on a wide variety of applications. Sherlock is an active learning algorithm, heavily focused on improving the set of optimal designs at each iteration, and as such converges very quickly toward a low-error solution. We have tested our framework with multiple regression models that present a wide variance in the quality of results on different benchmarks. In general, we have found that simple RBF interpolation function perform better than traditional Random Forest or Gaussian Process models on FPGA design spaces. We also proposed a Multi-Armed Bandit-based algorithm to render the framework agnostic to the type of regression model used, by iteratively selecting the most useful model on a per-application basis. The results of this model selection are consistent over multiple benchmarks, and provide a better average performance.

Acknowledgements

Chapter 5, in part, has been submitted for publication of the material as it may appear in the 28th ACM/SIGDA International Symposium on Field-Programmable Gate Arrays (FPGA), 2020. “Sherlock: A Multi-Objective Design Space Exploration Framework”. Gautier, Quentin; Althoff, Alric; and Kastner, Ryan. The dissertation author was the primary investigator and author of this paper.
Chapter 6

Conclusion

In this dissertation, we have addressed the problem of designing complex software and hardware applications through the design of a 3D scanning system for archaeological sites. First, we have manually explored several possible setups for the scanning system. It requires the combination of one or multiple sensors, with a SLAM algorithm to process the sensor data. We have quantified the accuracy of multiple hardware/software combinations after running a set of lengthy experiments that could only be applied to carefully chosen solutions. Then we have explored possible architectures to transfer a SLAM algorithm to a low-power FPGA platform. By analyzing thousands of FPGA designs, we have established various relationships between optimization parameters and optimization goals (throughput, logic utilization, etc.). However, the brute-force exploration of the design spaces we have created is generally infeasible to create an optimized architecture.

We have generalized the problem to different types of applications on FPGA, and created several design spaces in order to improve our understanding of how to efficiently explore these spaces without wasting design time. By using the OpenCL language for hardware design, we have established some correlation between optimization goals on FPGA and other computing platforms. We can leverage these correlations by organizing the design spaces into clusters to further prune non-optimal designs. These results can lead to more research into transferring knowledge between design spaces to improve the convergence of design space exploration.
algorithms. Finally, we have designed a new active learning-based design space exploration platform that can reach the Pareto front with a very low amount of designs evaluated. We used a combination of properly chosen regression models along with a sampling strategy to find the optimal parameters on multiple axes. The choice of regression model can impact the design space exploration, but we can smartly choose a model based on simple reinforcement learning strategies. These design space exploration frameworks can help build complex systems by finding the set of optimal parameters, while minimizing the number of designs to evaluate. We have tested our framework on hardware designs and SLAM software applications successfully, suggesting that such a framework could be used to speed up the design and testing of a complex 3D scanning system.
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